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Welcome Message of BWCCA-2022
International Conference Organizers

Welcome to the 17th International Conference on Broadband and Wireless
Computing, Communication and Applications (BWCCA-2022), which will be held
in conjunction with 3PGCIC-2022 International Conference from October 27 to
October 29, 2022.

This International Conference is a forum for sharing ideas and research work in
the emerging areas of broadband and wireless computing. Information networks of
today are going through a rapid evolution. Different kinds of networks with dif-
ferent characteristics are emerging, and they are integrating in heterogeneous net-
works. For these reasons, there are many interconnection problems which may
occur at different levels of the hardware and software design of communicating
entities and communication networks. These kinds of networks need to manage an
increasing usage demand, provide support for a significant number of services,
guarantee their QoS, and optimize the network resources.

The success of all-IP networking and wireless technology has changed the ways
of the people living around the world. The progress of electronic integration and
wireless communications is going to pave the way to offer people the access to the
wireless networks on the fly, based on which all electronic devices will be able to
exchange the information with each other in ubiquitous way whenever necessary.

The aim of this conference is to present the innovative research and technologies
as well as developments related to broadband networking and mobile and wireless
communications.

The organization of an International Conference requires the support and help of
many people. A lot of people have helped and worked hard to produce a successful
BWCCA-2022 technical program and conference proceedings. First, we would like
to thank all Authors for submitting their papers, Program Committee Members, and
Reviewers who carried out the most difficult work by carefully evaluating the
submitted papers.

We thank Web Administrators Co-Chairs and Finance Chair for their excellent
work. We would like to express our gratitude to Prof. Makoto Takizawa, Hosei
University, Japan, as Honorary Chair of BWCCA-2022 for his support and
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help. We give special thanks to Keynote Speakers of BWCCA-2022 and local
arrangement team.

We hope you will enjoy the conference proceedings.
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Humanics Information Security: How to Go
Above and Beyond?

Masakatsu Nishigaki

Shizuoka University, Hamamatsu City, Japan

Abstract. Who uses the information systems? The answer is, of course, human
beings. Who attacks the information systems? The answer is, unfortunately, human
beings again. Therefore, any system security that does not consider user charac-
teristics (from viewpoints of both legitimate and malicious users) is pointless. The
key is how to combine security technologies and human factors, specifically cog-
nitive and psychological characteristics, in designing information systems. We call
the concept “humanics information security”. In a digital transformation environ-
ment, information systems around us will be automatized, and artificial intelligence
can automatically support our lives. However, we must not forget that an important
decision should not be fully automated, but our consent is necessary when a critical
decision is made. This means that human still remains even in extremely advanced
automated information systems as its weakest link in information security. In this
talk, we will discuss how the humanics information security approach can enhance
both security and usability of information systems.
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Multi-objective Methods for Wireless Sensor
Network Optimization

Pavel Krömer

VSB-Technical University of Ostrava, Ostrava, Czech Republic

Abstract. When designing a wireless sensor network, several performance metrics
should be considered, e.g., network lifetime, target coverage, and sensor energy
consumption. Very often, these metrics are in conflict with each other, which means
that by optimizing some of them, we worsen the others. Designing the network is
therefore a problem of multi-objective optimization. In this talk, we provide an
overview of selected multi-objective wireless sensor network design problems and
outline several methods proposed to tackle them. Special attention is paid to the
optimization of network lifetime and target coverage. We consider two variants
of the algorithm, in which the fitness function comprises only the network lifetime,
or where it includes both, the network lifetime and target coverage. This makes it
possible to find a trade-off between these two objectives. The ability of
multi-objective metaheuristics to tackle such problems is demonstrated on a genetic
algorithm designed to solve this challenge.
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Abstract. Wireless Mesh Networks (WMNs) are gaining a lot of atten-
tion from researchers due to their advantages such as easy maintenance,
low upfront cost, and high robustness. However, designing a robust WMN
at low cost requires the use of the least possible mesh routers but still
interconnected and able to offer full coverage. Therefore, the placement
of mesh routers over the area of interest is a problem that entails thor-
ough planning. In our previous work, we implemented a simulation sys-
tem that deals with this problem considering Particle Swarm Optimiza-
tion (PSO) and Distributed Genetic Algorithm (DGA), called WMN-
PSODGA. In this paper, we compare the results of Stadium distribution
of mesh clients for Unimodal Normal Distribution Crossover (UNDX)
and Multi-parental UNDX (UNDX-m) methods for two router replace-
ment methods: Linearly Decreasing Vmax Method (LDVM) and Ratio-
nal Decrement of Vmax Method (RDVM). The simulation results show
that the use of UNDX with RDVM achieves full client coverage, better
connectivity and improved load balance.
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1 Introduction

The wireless networks and devices are becoming increasingly popular and they
provide users access to information and communication anytime and any-
where [2,8,11,19]. Wireless Mesh Networks (WMNs) are gaining a lot of atten-
tion because of their low-cost nature that makes them attractive for providing
wireless Internet connectivity. A WMN is dynamically self-organized and self-
configured, with the nodes in the network automatically establishing and main-
taining mesh connectivity among themselves (creating, in effect, an ad hoc net-
work). This feature brings many advantages to WMN such as low up-front cost,
easy network maintenance, robustness and reliable service coverage [1]. More-
over, such infrastructure can be used to deploy community networks, metropoli-
tan area networks, municipal and corporate networks, and to support applica-
tions for urban areas, medical, transport and surveillance systems.

Mesh node placement in WMNs can be seen as a family of problems, which is
shown (through graph theoretic approaches or placement problems, e.g., [6,12])
to be computationally hard to solve for most of the formulations [23].

We consider the version of the mesh router nodes placement problem in which
we are given a grid area where to deploy a number of mesh router nodes and a
number of mesh client nodes of fixed positions (of an arbitrary distribution) in
the grid area. The objective is to assign the mesh routers such locations in the
grid area that achieve the maximum network connectivity and client coverage
while balancing the load among mesh routers. Network connectivity is measured
by Size of Giant Component (SGC) of the resulting WMN graph, while the
user coverage is simply the number of mesh client nodes that fall within the
radio coverage of at least one mesh router node and is measured by the Number
of Covered Mesh Clients (NCMC). For load balancing, we added in the fitness
function a new parameter called NCMCpR (Number of Covered Mesh Clients
per Router).

Node placement problems are known to be computationally hard to solve [9,
10,24]. In previous works, some intelligent algorithms have been recently inves-
tigated for the node placement problem [3,7,13,15].

In [17], we implemented a Particle Swarm Optimization (PSO) based sim-
ulation system, called WMN-PSO. Also, we implemented another simulation
system based on Genetic Algorithms (GA), called WMN-GA [16], for solving
the node placement problem in WMNs. Then, we designed and implemented a
hybrid simulation system based on PSO and Distributed GA (DGA). We call
this system WMN-PSODGA.

In [4], we implemented two crossover methods: Unimodal Normal Distribu-
tion Crossover (UNDX) and Multi-parental UNDX (UNDX-m), and compared
their results considering the Stadium distribution of mesh clients and Ratio-
nal Decrement of Vmax Method (RDVM) as a router replacement method.
In this paper, we implement the crossover methods with Linearly Decreasing
Vmax Method (LDVM) and compare the results achieved for each combination
of crossover and router replacement methods.
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The rest of the paper is organized as follows. In Sect. 2, we introduce intelli-
gent algorithms. In Sect. 3 is presented the implemented hybrid simulation sys-
tem. The simulation results are given in Sect. 4. Finally, we give conclusions and
future work in Sect. 5.

2 Intelligent Algorithms for Proposed Hybrid Simulation
System

2.1 Particle Swarm Optimization

In PSO a number of simple entities (the particles) are placed in the search
space of some problem or function whereby each particle evaluates the objective
function at its current location. The objective function is often minimized and
the exploration of the search space is not performed through evolution [14].

Each particle then determines its movement through the search space by
combining some aspect of the history of its own current and best (best-fitness)
locations with those of one or more members of the swarm, with some random
perturbations. The next iteration takes place after all particles have updated
their solutions. Eventually the swarm as a whole, like a flock of birds collectively
foraging for food, is likely to move close to an optimum of the fitness function.

Each individual in the particle swarm is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current
position �xi, the previous best position �pi and the velocity �vi.

The particle swarm is more than just a collection of particles. A particle
by itself has almost no power to solve any problem; progress occurs only when
the particles interact with each other. Problem solving is a population-wide
phenomenon, emerging from the individual behaviors of the particles through
their interactions. In any case, populations are organized according to some sort
of communication structure or topology, often thought of as a social network. The
topology typically consists of bidirectional edges connecting pairs of particles, so
that if j is in i’s neighborhood, i is also in j’s. Each particle communicates with
some other particles and is affected by the best point found by any member of its
topological neighborhood. This is just the vector �pi for that best neighbor, which
we will denote with �pg. The potential kinds of population “social networks” are
hugely varied, but in practice certain types have been used more frequently. We
show the pseudo code of PSO in Algorithm 1.

In the PSO process, the velocity of each particle is iteratively adjusted so
that the particle stochastically oscillates around �pi and �pg locations.
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Algorithm 1. Pseudo code of PSO.
/* Initialize all parameters for PSO */
Computation maxtime:= Tpmax, t := 0;
Number of particle-patterns:= m, 2 ≤ m ∈ N 1;
Particle-patterns initial solution:= P 0

i ;
Particle-patterns initial position:= x0

ij ;
Particles initial velocity:= v0

ij ;
PSO parameter:= ω, 0 < ω ∈ R1;
PSO parameter:= C1, 0 < C1 ∈ R1;
PSO parameter:= C2, 0 < C2 ∈ R1;
/* Start PSO */
Evaluate(G0,P 0);
while t < Tpmax do

/* Update velocities and positions */
vt+1
ij = ω · vt

ij

+C1 · rand() · (best(P t
ij) − xt

ij)
+C2 · rand() · (best(Gt) − xt

ij);
xt+1

ij = xt
ij + vt+1

ij ;
/* if fitness value is increased, a new solution will be accepted. */
Update Solutions(Gt,P t);
t = t + 1;

end while
Update Solutions(Gt,P t);
return Best found pattern of particles as solution;

2.2 Distributed Genetic Algorithm

Distributed Genetic Algorithm (DGA) has been used in various fields of science.
DGA has shown their usefulness for the resolution of many computationally
hard combinatorial optimization problems. We show the pseudo code of DGA
in Algorithm 2.

Population of individuals: Unlike local search techniques that construct a
path in the solution space jumping from one solution to another through local
perturbations, DGA use a population of individuals, giving thus the search a
larger scope and chances to find better solutions. This feature is also known
as the “exploration” process in difference to the “exploitation” process of local
search methods.

Fitness: The determination of an appropriate fitness function, together with
the chromosome encoding are crucial to the performance of DGA. Ideally we
would construct objective functions with “certain regularities”, i.e. objective
functions that verify that for any two individuals which are close in the search
space, their respective values in the objective functions are similar.

Selection: The selection of individuals to be crossed is another important
aspect in DGA as it impacts on the convergence of the algorithm. Several selec-
tion schemes have been proposed in the literature for selection operators trying
to cope with premature convergence of DGA. There are many selection methods
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Algorithm 2. Pseudo code of DGA.
/* Initialize all parameters for DGA */
Computation maxtime:= Tgmax, t := 0;
Number of islands:= n, 1 ≤ n ∈ N 1;
initial solution:= P 0

i ;
/* Start DGA */
Evaluate(G0,P 0);
while t < Tgmax do

for all islands do
Selection();
Crossover();
Mutation();

end for
t = t + 1;

end while
Update Solutions(Gt,P t);
return Best found pattern of particles as solution;

in GA. In our system, we implement 2 selection methods: the random method
and the roulette wheel method.

Crossover operators: Use of crossover operators is one of the most impor-
tant characteristics. Crossover operator is the means of DGA to transmit best
genetic features of parents to offsprings during generations of the evolution pro-
cess. Many methods for crossover operators have been proposed such as Uni-
modal Normal Distribution Crossover (UNDX), Multi-parental UNDX (UNDX-
m), Simplex Crossover (SPX), and Blend Crossover (BLX-α). In this paper, we
implement and compare the results of the first two methods.

Mutation operators: These operators intend to improve the individuals of a
population by small local perturbations. They aim to provide a component of
randomness in the neighborhood of the individuals of the population. In our
system, we implemented two mutation methods: uniformly random mutation
and boundary mutation.

Escaping from local optima: GA itself has the ability to avoid falling prema-
turely into local optima and can eventually escape from them during the search
process. DGA has one more mechanism to escape from local optima by consid-
ering some islands. Each island computes GA for optimizing and they migrate
their genes to provide the ability of avoiding local optima (see Fig. 1).

Convergence: The convergence of the algorithm is the mechanism of DGA
to reach to good solutions. A premature convergence of the algorithm would
cause that all individuals of the population be similar in their genetic features
and thus the search would result ineffective and the algorithm getting stuck
into local optima. Maintaining the diversity of the population is therefore very
important to this family of evolutionary algorithms.
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Fig. 1. Model of migration in DGA.

Algorithm 3. Pseudo code of WMN-PSODGA system.
Computation maxtime:= Tmax, t := 0;
Initial solutions: P .
Initial global solutions: G.
/* Start PSODGA */
while t < Tmax do

Subprocess(PSO);
Subprocess(DGA);
WaitSubprocesses();
Evaluate(Gt,P t)
/* Migration() swaps solutions (see Fig. 2). */
Migration();
t = t + 1;

end while
Update Solutions(Gt,P t);
return Best found pattern of particles as solution;

3 Proposed and Implemented WMN-PSODGA Hybrid
Intelligent Simulation System

In this section, we present the proposed WMN-PSODGA hybrid intelligent sim-
ulation system. In the following, we describe the initialization, particle-pattern,
gene coding, fitness function, and replacement methods. The pseudo code of our
implemented system is shown in Algorithm 3. Also, our implemented simulation
system uses Migration function as shown in Fig. 2. The Migration function swaps
solutions among lands included in PSO part.
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Fig. 2. Model of WMN-PSODGA migration.

Initialization
We decide the velocity of particles by a random process considering the area
size. For instance, when the area size is W ×H, the velocity is decided randomly
from −√

W 2 + H2 to
√

W 2 + H2.

Particle-Pattern
A particle is a mesh router. A fitness value of a particle-pattern is computed by
combination of mesh routers and mesh clients positions. In other words, each
particle-pattern is a solution as shown is Fig. 3.

Fig. 3. Relationship among global solution, particle-patterns, and mesh routers in PSO
part.

Gene Coding
A gene describes a WMN. Each individual has its own combination of mesh
nodes. In other words, each individual has a fitness value. Therefore, the combi-
nation of mesh nodes is a solution.
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Fitness Function
WMN-PSODGA has the fitness function to evaluate the temporary solution of
the routers’ placements. The fitness function is defined as:

Fitness = α×NCMC(xij ,yij)+β ×SGC(xij ,yij)+γ ×NCMCpR(xij ,yij).

This function uses the following indicators.

• NCMC (Number of Covered Mesh Clients)
The NCMC is the number of the clients covered by the SGC’s routers.

• SGC (Size of Giant Component)
The SGC is the maximum number of connected routers.

• NCMCpR (Number of Covered Mesh Clients per Router)
The NCMCpR is the number of clients covered by each router. The NCMCpR
indicator is used for load balancing.

WMN-PSODGA aims to maximize the value of the fitness function in order
to optimize the placement of the routers using the above three indicators.
Weight-coefficients of the fitness function are α, β, and γ for NCMC, SGC,
and NCMCpR, respectively. Moreover, the weight-coefficients are implemented
as α + β + γ = 1.

Router Replacement Methods
A mesh router has x, y positions, and velocity. Mesh routers are moved based on
velocities. There are many router replacement methods. In this paper, we con-
sider the Linearly Decreasing Vmax Method (LDVM) and Rational Decrement
of Vmax Method (RDVM).

Constriction Method (CM)
CM is a method in which the PSO parameters are set to a week stable region
(ω = 0.729, C1 = C2 = 1.4955) based on analysis of PSO by M. Clerc et
al. [5,21].

Random Inertia Weight Method (RIWM)
In RIWM, the ω parameter changes randomly from 0.5 to 1.0. The C1 and C2

are kept 2.0. The ω can be estimated by the week stable region. The average
of ω is 0.75 [21].

Linearly Decreasing Inertia Weight Method (LDIWM)
In LDIWM, C1 and C2 are set to 2.0, constantly. On the other hand, the ω
parameter changes linearly from the unstable region (ω = 0.9) to the stable
region (ω = 0.4) after each iteration [21,22].

Linearly Decreasing Vmax Method (LDVM)
In LDVM, PSO parameters are set to the unstable region (ω = 0.9, C1 =
C2 = 2.0). A value of Vmax, which is the maximum velocity of the particles,
is considered. The Vmax decreases linearly after each iteration [20].
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Table 1. The common parameters for each simulation.

Parameters Values

Distribution of mesh clients Stadium

Number of mesh clients 48

Number of mesh routers 17

Radius of a mesh router 2.0–3.5

Number of GA islands 16

Number of migrations 200

Evolution steps 9

Selection method Random

Crossover method UNDX, UNDX-m

Mutation method Uniform

Crossover rate 0.8

Mutation rate 0.2

Replacement method LDVM, RDVM

Area size 32.0 × 32.0

Rational Decrement of Vmax Method (RDVM)
In RDVM, PSO parameters are set to the unstable region (ω = 0.9, C1 =
C2 = 2.0). The Vmax decreases after each iteration as below:

Vmax(x) =
√

W 2 + H2 × T − x

x
.

Where W and H are the width and the height of the considered area, respec-
tively. Also, T and x are the total number of iterations and the current number
of iterations, respectively [18].

4 Simulation Results

In this section, we present and compare the simulation results of UNDX and
UNDX-m considering Stadium distribution of mesh clients for LDVM and
RDVM router replacement methods. The weight-coefficients of the fitness func-
tion were adjusted for optimization. In this paper, the weight-coefficients are
α = 0.8, β = 0.1, γ = 0.1. The number of mesh routers and mesh clients is 17
and 48, whereas the selection and mutation methods are Random and Uniform,
respectively. Table 1 summarizes the common parameters used for the simula-
tions. Figure 4 and Fig. 5 show the visualization results after the optimization for
LDVM and RDVM, respectively. Figure 6 and Fig. 7 show the number of covered
mesh clients by each router, whereas Fig. 8 and 9 the standard deviation where
r is the correlation coefficient.
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(a) UNDX (b) UNDX-m

Fig. 4. Visualization results after the optimization [RDVM].

(a) UNDX (b) UNDX-m

Fig. 5. Visualization results after the optimization [LDVM].

As shown in Fig. 4, the simulation results show that better coverage and con-
nectivity is achieved when UNDX is used. When using UNDX-m the mesh routers
do not cover all mesh clients, however the routers are all connected to each
other. On the other hand, the simulation results show that when using LDVM
as a router replacement method (see Fig. 5), UNDX-m outperforms UNDX as it
achieves full coverage while still connecting all routers to each other.

In Fig. 6 and Fig. 7 we see that in each simulation scenario each mesh router
covers at least two mesh clients and at most seven mesh clients. These results
indicate that every combination router replacement-crossover method achieves
good balancing. However, Fig. 8 and Fig. 9 show which of the combinations
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Fig. 6. Number of covered clients by each router after the optimization [RDVM].
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Fig. 7. Number of covered clients by each router after the optimization [LDVM].
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(b) UNDX-m

Fig. 8. Transition of the standard deviations [RDVM].

achieves the best results by means of comparing their standard deviations and
their correlation coefficients. When the standard deviation is an increasing line
(r > 0), the number of mesh clients for each router tends to be different. On
the other hand, when the standard deviation is a decreasing line (r < 0), the
number of mesh clients for each router tends to go close to each other. The stan-
dard deviation is a decreasing line in each case, but a better load balancing is
achieved when RDVM and UNDX are used together.
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Fig. 9. Transition of the standard deviations [LDVM].

5 Conclusions

In this work, we evaluated the performance of WMNs using a hybrid simulation
system based on PSO and DGA (called WMN-PSODGA). We compared the
simulation results of RDVM and LDVM router replacement methods for the
Stadium distribution of mesh clients using UNDX and UNDX-m as crossover
methods.

The simulation results show that for RDVM, UNDX achieves full client cover-
age, better connectivity and improved load balance. Acceptable connectivity and
load balancing are achieved when using UNDX-m, too, but not all mesh clients
are covered in this case. On the other hand, when using LDVM as a router
replacement method, UNDX-m outperforms UNDX, but it does not achieve the
connectivity and load balancing of the UNDX-RDVM combination.

In future work, we will consider the implementation of crossover methods
with different mutation and other router replacement methods.
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Abstract. Wireless Mesh Networks (WMNs) are gaining a lot of atten-
tion from researchers due to their advantages such as easy maintenance,
low upfront cost, and high robustness. However, designing a robust WMN
at low cost requires the use of the least possible mesh routers but still
interconnected and able to offer full coverage. Therefore, the placement of
mesh routers over the area of interest is a problem that entails thorough
planning. In our previous work, we implemented a simulation system that
deals with this problem considering Particle Swarm Optimization (PSO)
and Distributed Genetic Algorithm (DGA), called WMN-PSODGA. In
this paper, we compare the results of Stadium distribution of mesh clients
for Roulette Wheel and Random Selection methods for Linearly Decreas-
ing Inertia Weight Method (LDIWM). The simulation results show that
the use of roulette wheel achieves full client coverage, better connectivity
and improved load balance.

1 Introduction

The wireless networks and devices are becoming increasingly popular and they
provide users access to information and communication anytime and any-
where [2,7,10]. Wireless Mesh Networks (WMNs) are gaining a lot of attention
because of their low-cost nature that makes them attractive for providing wireless
Internet connectivity. A WMN is dynamically self-organized and self-configured,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 15–26, 2023.
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with the nodes in the network automatically establishing and maintaining mesh
connectivity among themselves (creating, in effect, an ad hoc network). This
feature brings many advantages to WMN such as low up-front cost, easy net-
work maintenance, robustness and reliable service coverage [1]. Moreover, such
infrastructure can be used to deploy community networks, metropolitan area
networks, municipal and corporate networks, and to support applications for
urban areas, medical, transport and surveillance systems.

Mesh node placement in WMNs can be seen as a family of problems, which is
shown (through graph theoretic approaches or placement problems, e.g., [5,11])
to be computationally hard to solve for most of the formulations [21].

We consider the version of the mesh router nodes placement problem in which
we are given a grid area where to deploy a number of mesh router nodes and a
number of mesh client nodes of fixed positions (of an arbitrary distribution) in
the grid area. The objective is to assign the mesh routers such locations in the
grid area that achieve the maximum network connectivity and client coverage
while balancing the load among mesh routers. Network connectivity is measured
by Size of Giant Component (SGC) of the resulting WMN graph, while the
user coverage is simply the number of mesh client nodes that fall within the
radio coverage of at least one mesh router node and is measured by the Number
of Covered Mesh Clients (NCMC). For load balancing, we added in the fitness
function a new parameter called NCMCpR (Number of Covered Mesh Clients
per Router).

Node placement problems are known to be computationally hard to solve [8,
9,22]. In previous works, some intelligent algorithms have been recently investi-
gated for the node placement problem [3,6,12,14].

In [16], we implemented a Particle Swarm Optimization (PSO) based sim-
ulation system, called WMN-PSO. Also, we implemented another simulation
system based on Genetic Algorithms (GA), called WMN-GA [15], for solving
the node placement problem in WMNs. Then, we designed and implemented a
hybrid simulation system based on PSO and Distributed GA (DGA). We call
this system WMN-PSODGA.

In this paper, we implement the roulette wheel and random selection methods
and compare the results that these two selection methods achieve for the Sta-
dium distribution of mesh clients when using Linearly Decreasing Inertia Weight
Method (LDIWM) as a router replacement method.

The rest of the paper is organized as follows. In Sect. 2, we introduce intelli-
gent algorithms. In Sect. 3 is presented the implemented hybrid simulation sys-
tem. The simulation results are given in Sect. 4. Finally, we give conclusions and
future work in Sect. 5.
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2 Intelligent Algorithms for Proposed Hybrid Simulation
System

2.1 Particle Swarm Optimization

In PSO a number of simple entities (the particles) are placed in the search
space of some problem or function whereby each particle evaluates the objective
function at its current location. The objective function is often minimized and
the exploration of the search space is not performed through evolution [13].

Each particle then determines its movement through the search space by
combining some aspect of the history of its own current and best (best-fitness)
locations with those of one or more members of the swarm, with some random
perturbations. The next iteration takes place after all particles have updated
their solutions. Eventually the swarm as a whole, like a flock of birds collectively
foraging for food, is likely to move close to an optimum of the fitness function.

Each individual in the particle swarm is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current
position �xi, the previous best position �pi and the velocity �vi.

The particle swarm is more than just a collection of particles. A particle
by itself has almost no power to solve any problem; progress occurs only when
the particles interact with each other. Problem solving is a population-wide
phenomenon, emerging from the individual behaviors of the particles through
their interactions. In any case, populations are organized according to some sort
of communication structure or topology, often thought of as a social network. The
topology typically consists of bidirectional edges connecting pairs of particles, so
that if j is in i’s neighborhood, i is also in j’s. Each particle communicates with
some other particles and is affected by the best point found by any member of its
topological neighborhood. This is just the vector �pi for that best neighbor, which
we will denote with �pg. The potential kinds of population “social networks” are
hugely varied, but in practice certain types have been used more frequently. We
show the pseudo code of PSO in Algorithm 1.

In the PSO process, the velocity of each particle is iteratively adjusted so
that the particle stochastically oscillates around �pi and �pg locations.

2.2 Distributed Genetic Algorithm

Distributed Genetic Algorithm (DGA) has been used in various fields of science.
DGA has shown their usefulness for the resolution of many computationally
hard combinatorial optimization problems. We show the pseudo code of DGA
in Algorithm 2.

Population of individuals: Unlike local search techniques that construct a
path in the solution space jumping from one solution to another through local
perturbations, DGA use a population of individuals, giving thus the search a
larger scope and chances to find better solutions. This feature is also known
as the “exploration” process in difference to the “exploitation” process of local
search methods.
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Algorithm 1. Pseudo code of PSO.
/* Initialize all parameters for PSO */
Computation maxtime:= Tpmax, t := 0;
Number of particle-patterns:= m, 2 ≤ m ∈ N 1;
Particle-patterns initial solution:= P 0

i ;
Particle-patterns initial position:= x0

ij ;
Particles initial velocity:= v0

ij ;
PSO parameter:= ω, 0 < ω ∈ R1;
PSO parameter:= C1, 0 < C1 ∈ R1;
PSO parameter:= C2, 0 < C2 ∈ R1;
/* Start PSO */
Evaluate(G0,P 0);
while t < Tpmax do

/* Update velocities and positions */
vt+1
ij = ω · vt

ij

+C1 · rand() · (best(P t
ij) − xt

ij)
+C2 · rand() · (best(Gt) − xt

ij);
xt+1

ij = xt
ij + vt+1

ij ;
/* if fitness value is increased, a new solution will be accepted. */
Update Solutions(Gt,P t);
t = t + 1;

end while
Update Solutions(Gt,P t);
return Best found pattern of particles as solution;

Fitness: The determination of an appropriate fitness function, together with
the chromosome encoding are crucial to the performance of DGA. Ideally we
would construct objective functions with “certain regularities”, i.e. objective
functions that verify that for any two individuals which are close in the search
space, their respective values in the objective functions are similar.

Selection: The selection of individuals to be crossed is another important
aspect in DGA as it impacts on the convergence of the algorithm. Several selec-
tion schemes have been proposed in the literature for selection operators trying
to cope with premature convergence of DGA. There are many selection methods
in GA. In our system, we implement 2 selection methods: the random method
and the roulette wheel method.

Crossover operators: Use of crossover operators is one of the most impor-
tant characteristics. Crossover operator is the means of DGA to transmit best
genetic features of parents to offsprings during generations of the evolution pro-
cess. Many methods for crossover operators have been proposed such as Uni-
modal Normal Distribution Crossover (UNDX), Multi-parental UNDX (UNDX-
m), Simplex Crossover (SPX), and Blend Crossover (BLX-α). In this paper, we
use UNDX.

Mutation operators: These operators intend to improve the individuals of a
population by small local perturbations. They aim to provide a component of
randomness in the neighborhood of the individuals of the population. In our
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Algorithm 2. Pseudo code of DGA.
/* Initialize all parameters for DGA */
Computation maxtime:= Tgmax, t := 0;
Number of islands:= n, 1 ≤ n ∈ N 1;
initial solution:= P 0

i ;
/* Start DGA */
Evaluate(G0,P 0);
while t < Tgmax do

for all islands do
Selection();
Crossover();
Mutation();

end for
t = t + 1;

end while
Update Solutions(Gt,P t);
return Best found pattern of particles as solution;

system, we implemented two mutation methods: uniformly random mutation
and boundary mutation.

Escaping from local optima: GA itself has the ability to avoid falling prema-
turely into local optima and can eventually escape from them during the search
process. DGA has one more mechanism to escape from local optima by consid-
ering some islands. Each island computes GA for optimizing and they migrate
their genes to provide the ability of avoiding local optima (see Fig. 1).

Convergence: The convergence of the algorithm is the mechanism of DGA
to reach to good solutions. A premature convergence of the algorithm would
cause that all individuals of the population be similar in their genetic features
and thus the search would result ineffective and the algorithm getting stuck
into local optima. Maintaining the diversity of the population is therefore very
important to this family of evolutionary algorithms.

3 Proposed and Implemented WMN-PSODGA Hybrid
Intelligent Simulation System

In this section, we present the proposed WMN-PSODGA hybrid intelligent sim-
ulation system. In the following, we describe the initialization, particle-pattern,
gene coding, fitness function, and replacement methods. The pseudo code of our
implemented system is shown in Algorithm 3. Also, our implemented simulation
system uses Migration function as shown in Fig. 2. The Migration function swaps
solutions among lands included in PSO part.
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Fig. 1. Model of migration in DGA.

Algorithm 3. Pseudo code of WMN-PSODGA system.
Computation maxtime:= Tmax, t := 0;
Initial solutions: P .
Initial global solutions: G.
/* Start PSODGA */
while t < Tmax do

Subprocess(PSO);
Subprocess(DGA);
WaitSubprocesses();
Evaluate(Gt,P t)
/* Migration() swaps solutions (see Fig. 2). */
Migration();
t = t + 1;

end while
Update Solutions(Gt,P t);
return Best found pattern of particles as solution;

Initialization

We decide the velocity of particles by a random process considering the area
size. For instance, when the area size is W ×H, the velocity is decided randomly
from −√

W 2 + H2 to
√

W 2 + H2.

Particle-pattern

A particle is a mesh router. A fitness value of a particle-pattern is computed by
combination of mesh routers and mesh clients positions. In other words, each
particle-pattern is a solution as shown is Fig. 3.
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Fig. 2. Model of WMN-PSODGA migration.

Fig. 3. Relationship among global solution, particle-patterns, and mesh routers in PSO
part.

Gene Coding

A gene describes a WMN. Each individual has its own combination of mesh
nodes. In other words, each individual has a fitness value. Therefore, the combi-
nation of mesh nodes is a solution.

Fitness Function

WMN-PSODGA has the fitness function to evaluate the temporary solution of
the routers’ placements. The fitness function is defined as:

Fitness = α×NCMC(xij ,yij)+β ×SGC(xij ,yij)+γ ×NCMCpR(xij ,yij).

This function uses the following indicators.

• NCMC (Number of Covered Mesh Clients)
The NCMC is the number of the clients covered by the SGC’s routers.
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• SGC (Size of Giant Component)
The SGC is the maximum number of connected routers.

• NCMCpR (Number of Covered Mesh Clients per Router)
The NCMCpR is the number of clients covered by each router. The NCMCpR
indicator is used for load balancing.

WMN-PSODGA aims to maximize the value of the fitness function in order
to optimize the placement of the routers using the above three indicators.
Weight-coefficients of the fitness function are α, β, and γ for NCMC, SGC,
and NCMCpR, respectively. Moreover, the weight-coefficients are implemented
as α + β + γ = 1.

Router Replacement Methods

A mesh router has x, y positions, and velocity. Mesh routers are moved based
on velocities. There are many router replacement methods. In this paper, we
consider the Linearly Decreasing Inertia Weight Method (LDIWM).

Constriction Method (CM)
CM is a method in which the PSO parameters are set to a week stable region
(ω = 0.729, C1 = C2 = 1.4955) based on analysis of PSO by M. Clerc et
al. [4,19].

Random Inertia Weight Method (RIWM)
In RIWM, the ω parameter changes randomly from 0.5 to 1.0. The C1 and C2

are kept 2.0. The ω can be estimated by the week stable region. The average
of ω is 0.75 [19].

Linearly Decreasing Inertia Weight Method (LDIWM)
In LDIWM, C1 and C2 are set to 2.0, constantly. On the other hand, the ω
parameter changes linearly from the unstable region (ω = 0.9) to the stable
region (ω = 0.4) after each iteration [19,20].

Linearly Decreasing Vmax Method (LDVM)
In LDVM, PSO parameters are set to the unstable region (ω = 0.9, C1 =
C2 = 2.0). A value of Vmax, which is the maximum velocity of the particles,
is considered. The Vmax decreases linearly after each iteration [18].

Rational Decrement of Vmax Method (RDVM)
In RDVM, PSO parameters are set to the unstable region (ω = 0.9, C1 =
C2 = 2.0). The Vmax decreases after each iteration as below:

Vmax(x) =
√

W 2 + H2 × T − x

x
.

Where W and H are the width and the height of the considered area, respec-
tively. Also, T and x are the total number of iterations and the current number
of iterations, respectively [17].
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Table 1. The common parameters for each simulation.

Parameters Values

Distribution of mesh clients Stadium

Number of mesh clients 48

Number of mesh routers 16

Radius of a mesh router 2.0–3.5

Number of GA islands 16

Number of migrations 200

Evolution steps 9

Selection method Roulette wheel, random

Crossover method UNDX

Mutation method Uniform

Crossover rate 0.8

Mutation rate 0.2

Replacement method LDIWM

Area size 32.0 × 32.0

4 Simulation Results

In this section, we present and compare the simulation results of roulette
wheel and random selection methods considering Stadium distribution of mesh
clients and the LDIWM router replacement method. The weight-coefficients of
the fitness function were adjusted for optimization. In this paper, the weight-
coefficients are α = 0.8, β = 0.1, γ = 0.1. The number of mesh routers and mesh
clients is 16 and 48, whereas the crossover and mutation methods are UNDX
and Uniform, respectively. Table 1 summarizes the common parameters used for
the simulations. Figure 4 shows the coverage results after the optimization, Fig. 5
the number of covered mesh clients by each router, whereas Fig. 6 the standard
deviation where r is the correlation coefficient.

As shown in Fig. 4, the simulation results show that better coverage and
connectivity is achieved when the roulette wheel method is used. When using
the random method the mesh routers do not cover all mesh clients; however, all
routers are connected to each other.

In Fig. 5, we see that in each simulation scenario each mesh router covers at
least two mesh clients and at most seven mesh clients. These results indicate both
methods achieve good load balancing. Figure 6 shows which of the combinations
achieves the best results by means of comparing their standard deviations and
correlation coefficients. When the standard deviation is an increasing line (r > 0),
the number of mesh clients for each router tends to be different. On the other
hand, when the standard deviation is a decreasing line (r < 0), the number
of mesh clients for each router tends to go close to each other. The standard
deviation is a decreasing line in each case, but a better load balancing is achieved
when roulette wheel is used.
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(a) Roulette Wheel (b) Random

Fig. 4. Visualization results after the optimization.
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Fig. 5. Number of covered clients by each router after the optimization.
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Fig. 6. Transition of the standard deviations.
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5 Conclusions

In this work, we evaluated the performance of WMNs using a hybrid simulation
system based on PSO and DGA (called WMN-PSODGA). We compared the sim-
ulation results of roulette wheel and random selection methods for the Stadium
distribution of mesh clients using LDIWM as a router replacement method.

The simulation results show that the roulette wheel selection method achieves
full client coverage, better connectivity and improved load balance. Acceptable
connectivity and load balancing are achieved when using the random method,
too, but not all mesh clients are covered in this case.

In future work, we will consider the combination of selection methods with
different mutation and other router replacement methods.
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Abstract. Handover in 5G wireless networks introduces new and com-
plex challenges because a user not only changes between base stations or
access technologies, but also between slices. Users should select the slices
that satisfy their requirements or preferences. When making a handover
decision to satisfy user requirements, the constraints on Network Slicing
(NS) should be considered. In this paper, we propose a Fuzzy-based sys-
tem for Handover considering four parameters: Slice Delay (SD), Slice
Bandwidth (SB), Slice Stability (SS) and Slice Reliability (SR) as a new
parameter. From simulation results, we conclude that the considered
parameters have different effects on the Handover Decision (HD). When
SD is increased, the HD parameter is increased. But when SB, SS and
SR are increasing, the HD parameter is decreased.

1 Introduction

In 5G wireless networks, the massive growth of users device with unpredictable
traffic patterns will create large data volume on the Internet, causing conges-
tion and Quality of Service (QoS) deterioration [1]. Also, Handover process is a
critical component for mobility management and can affect the overall network
performance [2]. Many Handover (HO) scenarios and different HO rates may
occur, which bring problems on ensuring stable and reliable connections [3].
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For dealing with these problems, the 5G Wireless Networks will provide
increased performance in terms of throughput, latency, reliability and mobil-
ity in order to fullfil the QoS requirements in many application scenarios. The
5G is developing by considering three main different usage scenarios which have
been identified as enhanced mobile broadband (eMBB), ultra-reliable & low
latency communications (URLLC) and massive type communication (mMTC).
The eMBB is related to human-essential and has greater accessibility to multi-
media content and services by enhancing seamless Quality of Experience (QoE).
The URLLC can efficiently reduce the latency and enhance reliability. The
mMTC can accommodate a large number of connected devices while maintaining
a long battery life [4–6].

Recently, several research projects are attempting to develop systems that are
suited for the 5G era. One of them is the Software-Defined Network (SDN) [7].
Also, introducing Fuzzy Logic (FL) to SDN controllers enhance the QoS. In
addition, the mobile handover method with SDN is used to reduce the processing
delays [8–10].

In our previous work [11,12], we presented a Fuzzy-based system for Han-
dover in 5G Wireless Networks considering four input parameters: Slice Delay
(SD), Slice Bandwidth (SB), Slice Stability (SS) and Slice Load (SL). The output
parameter was Handover Decision (HD). In this paper, we propose a Fuzzy-based
system for Handover in 5G Wireless Networks considering four parameters: SD,
SB, SS and Slice Reliability (SR) as a new parameter.

The rest of the paper is organized as follows. In Sect. 2 is presented an
overview of SDN. In Sect. 3, we present 5G Network Slicing. In Sect. 4, we
describe the proposed Fuzzy-based system and its implementation. In Sect. 5,
we discuss the simulation results. Finally, conclusions and future work are pre-
sented in Sect. 6.

2 Software-Defined Networks (SDNs)

The SDN is a new networking paradigm that decouples the data plane from
control plane in the network. By SDN is easy to manage and provide network
software based services from a centralised control plane. The SDN control plane
is managed by SDN controller or cooperating group of SDN controllers. The
SDN structure is shown in Fig. 1 [13,14].

• Application Layer builds an abstracted view of the network by collecting
information from the controller for decision-making purposes. The types of
applications are related to network configuration and management, network
monitoring, network troubleshooting, network policies and security.

• Northbound Interfaces allow communication between the control layer
and the application layer and can provide a lot of possibilities for networking
programming. Based on the needs of the application, it will pass commands
and information to the control layer and make the controller creates the best
possible software network with suitable qualities of service and acceptable
security.
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• Control Layer receives instructions or requirements from the Application
Layer. It contains the controllers that control the data plane and forward the
different types of rules and policies to the infrastructure layer through the
Southbound Interfaces.

• Southbound Interfaces allow connection and interaction between the con-
trol plane and the data plane. The southbound interface is defined as protocols
that allow the controller to create policies for the forwarding plane.

• Infrastructure Layer receives orders from SDN controller and sends data
among them. This layer represents the forwarding devices on the network
such as routers, switches and load balancers.

The SDN can manage network systems while enabling new services. In con-
gestion traffic situation, the SDN can control and adapt resources appropriately
throughout the control plane. Mobility management is easier and quicker in for-
warding across different wireless technologies (e.g. 5G, 4G, Wifi and Wimax).
Also, the handover procedure is simple and the delay can be decreased.

Fig. 1. Structure of SDN.

3 5G Network Slicing

The Network Slicing (NS) is a technology that divides a single virtualized infras-
tructure into multiple virtual end-to-end networks which are called “Slices”. The
NS is configured into virtualized function follow the demand of application to
respond to the user’s requests. Each slice is logically independent and doesn’t
have any effect on other virtual logical networks [15–17].
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A network with NS compared with the traditional networks can provide bet-
ter performance and can be flexible for different service requirements and number
of users. Also, because the slices don’t affect each other, the slice reliability and
security can be improved [18].

Fig. 2. NGMN NS concept.

The 5G NS concept is developed by the Next Generation Mobile Networks
(NGMN) as shown in Fig. 2. The NS process is divided into three main layers [19,
20].

• Service Instance Layer represents a service (end-user service or business
services) which is provided by application provider or mobile network opera-
tor.

• Network Slice Instance Layer is a set of network functions and resources
which provide the network slice instance to accommodate the required
network characteristics (ultra-low-latency, ultra-reliability) by the service
instances.

• Resource Layer comprises of physical resources and logical resources for
the slice deployment.

4 Proposed Fuzzy-Based System

In this work, we use FL to implement the proposed system. In Fig. 3, we show
the overview of our proposed system. Each evolve Base Station (eBS) will receive
controlling order from the SDN controller and they can communicate and send
data with User Equipment (UE). Also, each eBS can cover many slices for dif-
ferent applications. On the other hand, the SDN controller will collect all the
data about network traffic status and control eBS to manage inter-eBS handover
and inter-slice handover by using the proposed Fuzzy-based system. The SDN
controller will be a communication bridge between eBS and the 5G core network.
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Fig. 3. Proposed system overview.

Fig. 4. Proposed system structure.

The proposed system is called Fuzzy-based Handover System (FBHS) in 5G
Wireless Networks. The structure of FBHS is shown in Fig. 4. For the implemen-
tation of our system, we consider four input parameters: Slice Delay (SD), Slice
Bandwidth (SB), Slice Stability (SS), Slice Reliability (SR) as a new parameter
and the output parameter is Handover Decision (HD).

Slice Delay (SD): The slice with high delay causes high queueing and link
delay. Therefore, the Handover is needed to fulfill the QoS.

Slice Bandwidth (SB): Slice Bandwidth is the available bandwidth of a slice.
When SB is higher, the Handover possibility will be lower.



32 P. Ampririt et al.

Slice Stability (SS): The slice with high stability can provide consistent com-
munication service and exhibit a stable performance. If the SS is low, the user
will consider the handover to another slice with higher stability.

Slice Reliability (SR): When a slice has low reliability, the user will be
switched to other slices with higher reliability.

Handover Decision (HD): The HD parameter determines whether or not to
perform the handover procedure.

Table 1. Parameter and their term sets.

Parameters Term sets

Slice Delay (SD) Low (Lo), Medium (Me), High (Hi)

Slice Bandwidth (SB) Small (Sm), Intermediate (In), Big (Bi)

Slice Stability (SS) Low (Lw), Medium (Md), High (Hg)

Slice Reliability (SR) Low (L), Medium (M), High (H)

Handover Decision (HD) HD1, HD2, HD3, HD4, HD5, HD6, HD7

The membership functions are shown in Fig. 5. We use triangular and trape-
zoidal membership functions because they are more suitable for real-time oper-
ations [21–24]. We show parameters and their term sets in Table 1. The Fuzzy
Rule Base (FRB) is shown in Table 2 and has 81 rules. The control rules have
the form: IF “condition” THEN “control action”. For example, for Rule 1: “IF
SD is Lo, SB is Sm, SS is Lw and SR is L, THEN HD is HD6”.

5 Simulation Results

In this section, we present the simulation result of our proposed system. The
simulation results are shown in Fig. 6, Fig. 7 and Fig. 8. They show the rela-
tion of HD with SR for different SS values considering SD and SB as constant
parameters.

In Fig. 6, we consider the SD value 0.1 ms. For SB 10% and SS 10%, when
SR is increased from 10% to 60% and 60% to 90%, we see that HD is decreased
by 15% and 8%, respectively. But, when we increased the SS value from 10%
to 90%, the HD value is deceased by 30% when the SR value is 50%. This is
because the present slice is more stable and the handover possibility to the other
slices is low. When we increased the SB value from 10% to 90%, the HD value
is deceased by 30% when the SS value is 10% and the SR value is 60%. This
indicates that when the present slice is heavily loaded, the chance of handover
to the other slices is high, whereas the chance of handover to the other slices is
low when the present slice has more bandwidth.
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Table 2. FRB.

Rule SD SB SS SR HD Rule SD SB SS SR HD

1 Lo Sm Lw L HD6 41 Me In Md M HD4

2 Lo Sm Lw M HD5 42 Me In Md H HD3

3 Lo Sm Lw H HD4 43 Me In Hg L HD4

4 Lo Sm Md L HD5 44 Me In Hg M HD3

5 Lo Sm Md M HD4 45 Me In Hg H HD2

6 Lo Sm Md H HD3 46 Me Bi Lw L HD5

7 Lo Sm Hg L HD4 47 Me Bi Lw M HD4

8 Lo Sm Hg M HD3 48 Me Bi Lw H HD3

9 Lo Sm Hg H HD2 49 Me Bi Md L HD4

10 Lo In Lw L HD5 50 Me Bi Md M HD3

11 Lo In Lw M HD4 51 Me Bi Md H HD2

12 Lo In Lw H HD3 52 Me Bi Hg L HD3

13 Lo In Md L HD4 53 Me Bi Hg M HD2

14 Lo In Md M HD3 54 Me Bi Hg H HD1

15 Lo In Md H HD2 55 Hi Sm Lw L HD7

16 Lo In Hg L HD3 56 Hi Sm Lw M HD7

17 Lo In Hg M HD2 57 Hi Sm Lw H HD7

18 Lo In Hg H HD1 58 Hi Sm Md L HD7

19 Lo Bi Lw L HD4 59 Hi Sm Md M HD7

20 Lo Bi Lw M HD3 60 Hi Sm Md H HD6

21 Lo Bi Lw H HD2 61 Hi Sm Hg L HD7

22 Lo Bi Md L HD3 62 Hi Sm Hg M HD6

23 Lo Bi Md M HD2 63 Hi Sm Hg H HD5

24 Lo Bi Md H HD1 64 Hi In Lw L HD7

25 Lo Bi Hg L HD2 65 Hi In Lw M HD7

26 Lo Bi Hg M HD1 66 Hi In Lw H HD6

27 Lo Bi Hg H HD1 67 Hi In Md L HD7

28 Me Sm Lw L HD7 68 Hi In Md M HD6

29 Me Sm Lw M HD6 69 Hi In Md H HD5

30 Me Sm Lw H HD5 70 Hi In Hg L HD6

31 Me Sm Md L HD6 71 Hi In Hg M HD5

32 Me Sm Md M HD5 72 Hi In Hg H HD4

33 Me Sm Md H HD4 73 Hi Bi Lw L HD7

34 Me Sm Hg L HD5 74 Hi Bi Lw M HD6

35 Me Sm Hg M HD4 75 Hi Bi Lw H HD5

36 Me Sm Hg H HD3 76 Hi Bi Md L HD6

37 Me In Lw L HD6 77 Hi Bi Md M HD5

38 Me In Lw M HD5 78 Hi Bi Md H HD4

39 Me In Lw H HD4 79 Hi Bi Hg L HD5

40 Me In Md L HD5 80 Hi Bi Hg M HD4

81 Hi Bi Hg H HD3
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Fig. 5. Membership functions.

We compare Fig. 6 with Fig. 7 to see how SD has affected HD. We change
the SD value from 0.1 ms to 0.5 ms. The HD is increased by 15% when the SB
value is 10%, the SS is 10% and the SR is 80%. This is because the present slice
delay is higher. Thus, the handover to another slice is needed.

We increase the value of SD to 0.9 ms in Fig. 8. Comparing the results with
Fig. 6 and Fig. 7, we can see that the HD values have increased significantly. For
SD 0.9 ms, SB 10%, all HD values are higher than 0.5. Thus, the mobile device
will make a handover to another slice.
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Fig. 6. Simulation results for SD = 0.1 ms.
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Fig. 7. Simulation results for SD = 0.5 ms.
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Fig. 8. Simulation results for SD = 0.9 ms.

6 Conclusions and Future Work

In this paper, we proposed and implemented a Fuzzy-based system for Handover
in 5G Wireless Networks. We considered four parameters: SD, SB, SS and SR to
decide the HD value. We evaluated the proposed system by simulations. From
the simulation results, we found that four parameters have different effects on
the HD. When SD is increased, the HD parameter is increased but when SB, SS
and SR are increasing, the HD parameter is decreased.
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In the future work, we will consider different parameters and perform exten-
sive simulations to evaluate the proposed system.
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Abstract. Wild deer are damaging agriculture and forestry in Japan.
There are many measures such as fences and lights, but none of these
measures can prevent wild deer damages. Therefore, wild deer damage
prevention measures using ultrasonic waves are attracting attention. The
wild Deer damage prevention Device (DD) using ultrasonic waves can be
a good approach. In this paper, we propose a Simulated Annealing (SA)
based DD placement optimization system for preventing wild deer dam-
ages. In the proposed system, we use the OpenStreetMap (OSM) data of
the Ogaya, Nishiawakurason, Okayama Prefecture, Japan as the target
to be covered by DD . The simulation results show that the proposed
system makes a good placement of DDs that maximizes network con-
nectivity and the number of wild Deer damage prevention device Points
(DPs) covered by DDs.

1 Introduction

Wild deer are damaging agriculture and forestry in Japan. Fences, lights and
other prevention measures are considered to prevent wild deer damages. How-
ever, none of these prevention measures are solutions because there are enor-
mous damages. Moreover, conventional prevention measures have several prob-
lems such as the cost of annual fence replacement and the effect of light on
the nearby residents. Therefore, ultrasonic based wild deer damage prevention
measures are studied [1–4].

In Japan, the wild Deer damage prevention Devices (DDs) using ultrasonic
waves are already available. However, the DD are directional and the effect of the
prevention measures depends on the DD placement location. The placement of
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DD also affects the operating costs and operability. On the other hand, effective
DD placement candidate locations could be decided by using OpenStreetMap
(OSM) data for areas that have wild deer damages. In addition, when a DD
has problem or does not function properly, it is necessary to detect the failure
because the wild deer may enter the area. Therefore, we consider that DDs can
communicate with each other building a wireless sensor actuator network [5–8].

In our previous work [9–12], we proposed and evaluated some node placement
optimization methods for Wireless Mesh Networks (WMNs) using Hill Climbing
(HC) [13], Simulated Annealing(SA) [14], Genetic Algorithms (GA) [15], and
Tabu Search (TS) [16]. We found that SA-based node placement optimization
methods covered many mesh clients generated by normal and uniform distribu-
tions [17].

In this paper, we propose a SA-based DD placement optimization system for
preventing wild deer damages. The simulation results show that the proposed
system makes a good placement of DDs that maximizes network connectivity
and the number of wild Deer damage prevention device Points (DPs) covered
by DDs.

The rest of the paper is organized as follows. In Sect. 2, we introduce the pro-
posed system, algorithms. In Sect. 3 is presented the simulation results. Finally,
we give conclusions and future work in Sect. 4.

2 Proposed System

2.1 OSM Extraction for DD Placement Candidate Locations

The proposed system optimizes the placement of DDs in areas that have wild
deer damages. The OSM data are used to decide good DD placement candidate
locations. For the OSM Extraction of DD placement candidate locations (OSM
Extraction), we consider OSM data of Ogaya, Nishiawakurason, Okayama Pre-
fecture, Japan. Then, the OSM data are converted to images of only forests and
settlements using QGIS.

The color reduction process [18] is performed since color types depend on
the resolution in the image output from QGIS. We consider the coordinates
of the border between the forest and the settlement as the candidate location
of the DDs to prevent wild deer from entering the settlement. The image size
is scaled down to reduce the processing time of SA based optimization. The
DPs coordinates are set as the half of the ultrasonic radiation distance of DDs,
which is the Euclidean distance between the boundary coordinates and the forest
coordinates.
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Fig. 1. Flowchart of SA.

2.2 DD Placement Optimization

From OSM Extraction, the OSM data of Nishiawakurason are divided into two
areas with a road between them. In addition, we consider a two-islands distribu-
tion of DD placement candidate locations with DPs set into an upper and lower
area. The upper area is considered as island1 and the lower area as island2. The
objective of the DD placement optimization is to maximize the network con-
nectivity and the number of DPs within the ultrasonic radiation range of DD
in a continuous two-dimensional region. DD placement belongs to the P-median
problem and is NP-hard. The connection graph of the radio communication range
of each DD is called a Component and the Component with the large number of
connections is called the Strongly Connected Component (SCC ) [19]. The objec-
tive function uses Size of SCC (SSCC ), which indicates the network connectivity
of the DD radio communication range. The Number of Covered DD (NCDD) is
the number of covered DPs.

In two-islands distribution of DD placement candidate locations, SSCC is
used as the objective function because the maximum SCC size in each island
maximizes the communication range. There are two SCCs in the two-islands
distribution of DD placement candidate locations. We consider SCC1 as the
upper island and SCC2 as the bottom island. Also, NCDD is the number of DDs
within the ultrasonic radiation range. SSCC is the first objective function and
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NCDD is the second objective function to maximize the radio communication
range.

The flowchart of the SA-based DD placement optimization system is shown
in Fig. 1. First, the DP is divided into an upper island and a lower island. Next,
as the initial placement, the DDs are placed at random angles and locations on
each island so that the SSCC of each island is maximized. The SA-based process
is performed after the initial placement. In SA, the placement of the DDs and
the direction of ultrasonic radiation are randomly and repeatedly changed to
optimize the placement. The adjacency list is created based on the overlap of
radio communication ranges among DDs in each island to derive the SCC. The
SCC for each island is derived by Depth-First Search (DFS) [20] performed to
the adjacency list. The NCDD is derived from ultrasonic radiation range of DDs
covering the DPs after the placement maximizes the SCC of each island.

Table 1. Settings parameter.

Parameter names Parameter values

Width × Height [unit] × [unit] 155.0 × 100.0

Map data scale [pixel] : [m] 1 : 0.596

Number of DD [unit] 100

Number of DP of island1 [unit] 441

Number of DP of island2 [unit] 396

Radius of communication range [unit] 2.5

Ultrasonic radius [unit] 10

Ultrasonic angle [deg.] 110

Number of iterations [times] 25000

Initial temperature [◦C] 100

Final temperature [◦C] 0

Fig. 2. The NCDD and the SSCC vs. the number of iterations.
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(a) Initial placement.

(b) Optimized placement.

Fig. 3. Visualization results.

3 Simulation Results

The simulation settings are shown in Table 1. Figure 2 shows NCDD and SSCC
vs. the number of iterations. In the simulation results, the number of DDs in
SCC1 is 53 and NCDD1 is 440. While the number of DDs in SCC2 is 47
and textitNCDD2 is 382. Therefore, the NCDD is 822 and 98 [%] of DPs are
covered. In Fig. 3 are shown the visualization results. Figure 3(a) shows the initial
placement and Fig. 3(b) shows the optimized placement.
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4 Conclusions

In this paper, we proposed a SA-based DD placement optimization system for
preventing wild deer damages. We presented the proposed simulation system
and evaluated its performance by simulations. The simulation results show that
the proposed system makes a good DD placement that maximizes SSCC and
NCDD.

In the future work, we would like to improve the proposed system by mini-
mizing the number of DDs.
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Abstract. Cloud computing has gotten a lot of press in the IT world
because it allows users to have instant access to a shared pool of config-
urable computer resources with no effort on their part. It is now being
discussed as an enabler for more flexible, cost-effective, and powerful
mobile network implementations in the communication technology (CT)
sector. In this paper, a techno-economic analysis of a Cloud-based solu-
tion compared to an On-premise based one is developed. The technologies
are analyzed in a technical way. Mathematical models that help deter-
mine the models’ pricing is analyzed. What is more, several experiments
are conducted determining if the advantages and profits outweigh the
disadvantages of each proposed solution. Also, the way 5G helps scale all
these processes is analyzed. Finally, this article analyzes the conclusions
of the work, as well as the result of the techno-economic study that was
carried out, to explain to the reader the overall benefits provided to users
by exploiting the Cloud Computing technology.

Keywords: Cloud · On premise · Sensitivity analysis · 5G · Cost
models

1 Introduction

Wireless networks, cloud, and mobile computing are rapidly growing in the field
of Mobile Cloud Computing. With the significantly expanded limits of the fifth
generation of mobile networks (5G) versatile organizations, Mobile Cloud Com-
puting (MCC) administrations are relied upon to observe a time of the fast turn
of events and become another focal point concerning portable services [1]. It is
expected that individuals’ work examples and ways of life in a future continually
interconnected society, will be drastically altered by MCC. Future applications
will be empowered by 5G, and MCC will significantly affect pretty much every
part of computerized life.

The introduction of Cloud Computing is imperative in 5G, which is con-
firmed by research in the field. All major companies in the field of technology
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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(e.g. Microsoft, Google, Amazon, Yahoo, etc.) have already created their own
Cloud Computing Services, which offer huge profits at a significant cost [2]. The
Cloud empowers another way to send, cooperate and utilize fundamental under-
taking applications. In any case, the seemingly immediate structure contributes
to complexity [3].

Several papers have been released. In [4] it is pointed out that the “soft-
warization” of 5G is imperative and becomes a reality through new technologies,
such as Software Defined Networking (SDN), Network Function Virtualization
(NFV), and Cloud Computing (CC). In this context a cost model for estimat-
ing capital expenditure (CAPEX), operating expenditure (OPEX) and the total
Cost of Ownership (TCO) for the proposed architecture is provided. Study [5]
focuses on the comparison of many active and proposed technical pricing models
and the advantages and disadvantages of each are pinpointed. The comparison
is based on many aspects such as fairness, price approximation, and more. Addi-
tionally, paper [6] fosters a techno-financial structure for Cognitive Radio (CR)
innovation and contrasts a current model for SDN networks.

In this paper, the main focus is the analysis and representation of the benefits
of an organization/company. A cloud-based solution, for the deployment of a
data center, is chosen against an on premise-based solution. The advantages of
Cloud Computing are analyzed and combined with the benefits 5G networks
could provide.

The remaining part of this paper is organized as follows: In Sect. 2 the pro-
posed models/arrangements are examined and clarified. In Sect. 3 the proposed
monetary models are summed up. In Sect. 4 the experimentation boundaries are
selected. In Section 5 conclusions are summed up and future investigation in the
field is proposed.

2 Proposed Models

The five categories (on-premise, hosted, public cloud, private cloud, and hybrid)
are the main options offered alongside the installation in a corporate environment
(OnPremises) or in a Cloud environment of one (hosted or Software as a Service
(SaaS)). The main advantages and disadvantages of these models are identified
and a more detailed comparison is proceeded, which concerns a techno economic
study in a medium-sized business that is interested in choosing between On-
Premise data center implementation and Cloud-based implementation through
a provider.

In addition to the initial investment, there is a monthly cost for the use which
concerns the license of the system (this cost is the same in both implementation
scenarios) and the monthly cost of the machines that host it. It is fully explained
in paper [7]. In the on-premise installation, this cost consists of the maintenance
costs of the equipment and the cost of energy for its operation while in the cloud
this cost is summarized in the price that the company pays to the provider of
cloud services.

In the category of cloud installation, apart from the choice of a hosted solution
in several cases (depending on the Cloud provider), there is the possibility of
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using the system as SaaS. In this scenario, the customer is also exempted from
the cost of renting the machines that will host the system and paying the provider
(who is the system manufacturer himself) the price for the use of the system.

In this section, the proposed solutions are analyzed in a technical way.

2.1 Cloud Based Solution

Cloud-based solutions (or ‘cloud’ for short) stands for on demand delivery of
computing resources over the Internet. On a pay-for-use-basis, you can get access
to as many resources as you need such as storage space, software and applica-
tions, networks, and other on-demand services. There are three types of cloud-
based systems: (IaaS): Infrastructure as a service allows you to rent storage,
networks, virtual machines, servers, etc. from a cloud service provider. This is
usually contracted as pay as you go. (PaaS): Platform as a service provides
you with a “space” to build, deliver, test, and manage various apps. This way,
you can focus on software development, instead of creating and managing the
underlying infrastructure. (SaaS): Software as a service refers to the delivery of
cloud-based software solutions. The cloud provider hosts the app as well as the
infrastructure. They also take care of software maintenance and upgrades.

Cloud-Based solution differs from on-premises. An association has everything
in-house in an on-premise arrangement, while in a cloud arrangement, an outcast
provider is able to provide all that. This allows associations to provide according
to circumstances and sufficient increase or decrease depending on overall usage,
customer needs, and improving a correlation.

Disruptive digital technologies like cloud computing have produced a new
kind of employee: the cloud worker. Cloud workers spend more than half their
day working in cloud based business apps, moving seamlessly between different
devices. A cloud-based worker utilizes virtual advancement to have a company’s
applications offsite. There are no capital expenses, data can be upheld up reg-
ularly, and businesses simply need to pay for the resources used [8]. For those
that plan strong augmentation for an overall reason, the cloud is more appealing
since it grants interface to customers, associates, and various associations wher-
ever with minimum effort. In Fig. 1, a Cloud-Based Architecture is presented.

Fig. 1. Cloud based architecture
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2.2 On Premise Based Solution

Whether or not a company places its applications in the cloud or regardless of
whether it decides to keep them on premises, data security will be essential.
However, the decision may at this point be made concerning whether to house
their applications on-premise or not. Furthermore, realizing that information is
situated inside in-house workers and IT framework may likewise provide more
genuine feelings of serenity in any case.

On-premise programming necessitates that an endeavor buys a permit or a
duplicate of the product to utilize it. Since the actual product is authorized and
the whole example of programming dwells inside an association’s premises, there
is by and large more prominent insurance than with a distributed computing
foundation.

The disadvantage of on-premise conditions is that expenses related to over-
seeing and keeping up with all the arrangements involves can run dramatically
higher than in a distributed computing climate. An on-premise arrangement
needs in-house worker equipment, programming licenses, mixed capacities, and
IT representatives close by to help and oversee potential issues that might
emerge. Besides the proportion of help that an association is at risk for when
something breaks or not working. In Fig. 2, an On Premise Based Architecture
is introduced.

Fig. 2. On premise architecture

Figure 3 below, presents a comparison chart of on-premise versus cloud Prop-
erty Management System (PMS):
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Fig. 3. Comparison chart of on-premise versus cloud

3 Pricing Model

In this section, the proposed solutions are considered following a cost perspective.
The scenario that concerns the techno-economic study is about a medium-sized
enterprise that is interested in implementing an activity of Data Center and
choosing between on-premise implementation and cloud based implementation
through a provider. Two different solutions will be analyzed. There is a solution
concerning a Cloud-Based model and another one concerning an OnPremise
based model.

In every pricing model, there are a few explicit expenses. Scientifically, there
are the Capital (CAPEX) and the Operational (OPEX) Expenditures [9]. The
CAPEX incorporates every cost made ahead of time during the execution time in
the organization. These uses incorporate a wide range of costs that are identified
with the structure of the organization, for example, essential hardware, locales,
and so forth. Then again, the OPEX has to do with costs that are required for
the framework’s day-to-day activity, the board, and coordination. The (TCO)
is the aggregate sum of cash that should be paid to get a particular innovation
and is the amount of CAPEX and OPEX [10].
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The purpose of the analysis is to highlight the advantages and benefits of
implementing a cloud-based model. So looking at the relevant research, analysis,
and writing, the initial study concludes with the values in the Table below where
a cost comparison is made between the two implementations. The parameters
considered crucial to the calculation of CAPEX and OPEX are represented in
the tables shown in Fig. 4 and 5.

Fig. 4. CAPEX calculation parameters

3.1 Cloud Based Solution

1. CAPEX = Cserver * NoS + Cne * Nne + Cst * Nst + Cstb * Nstb + Cst(os)
* Nst(os) + CstB * NstB + Cst(mg) * Nst(mg) + Clabor * Nlabor + Cestate
* Nestate

2. OPEX = Ccp * Nhr + Cst * Nst + Cbw * Nbw + Css Nss + Cim * Nim +
Csm * Nsm + Ce* Ne + Crent * Nrent + Com * Nom + Cppu * Nppu

3. TCO = CAPEX (Cloud Based) + OPEX (Cloud Based)

3.2 On Premise Based Solution

1. CAPEX = Cserver * NoS + Cne * Nne + Cst * Nst + Cstb * Nstb + Cst(os)
* Nst(os) + CstB * NstB + Cst(mg)* Nst(mg) + Clabor * Nlabor + Cestate
* Nestate

2. OPEX = Ccp * Nhr + Cst * Nst + Cbw * Nbw + Css* Nss + Cim * Nim
+ Csm * Nsm + Ce* Ne + Crent * Nrent + Com * Nom + Cppu * Nppu

3. TCO = CAPEX (On premises) + OPEX (On premises)
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Fig. 5. OPEX calculation parameters

4 Parameter Selection

The table in Fig. 6 incorporates every boundary and factor that is identified with
the valuing models. These variables are based on previous research activities and
are thoroughly explained in the tables shown in Fig. 4 and Fig. 5. Also, value
ranges are decided on the SA, that is utilized for the exploratory examination.
SA is a notable method, where a few boundaries of an item are broken down and
it is shown if they influence a financial model and how much effect they have on
this model. This procedure helps demonstrate which network boundaries ought
to be diminished.

4.1 Cost Comparison

In this section, the cost comparison of the two different models is presented
similarly to the way shown in [11] and also in [12]. Studying the Table in Fig. 6
it is noted that different costs for both implementations can significantly affect
the final cost [13], in both CAPEX and OPEX since, if they are looked separately,
their importance is better understood [14].

Examples of these cost-depended factors are displayed in the two sections
following.

4.2 On Premises Solution Cost Adjustments

As seen in Fig. 7, the cost of Servers increases proportionally if there emerges a
need for more servers. Which in turn causes CAPEX costs to increase accord-
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Fig. 6. Cost comparison

ingly as seen in Fig. 8. Thus considered, the plan on the server needs should be
extensive and forward-looking in order to avoid future costs depended on server
units.

Fig. 7. Server cost impact
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Fig. 8. CAPEX cost increase due to server cost

4.3 Cloud Based Solution Cost Adjustments

As seen in Fig. 9, the cost of Computing Power is directly related to the price
per kilowatt-hour (kWh) which may differ in each operating range. Which in
turn can lead to significant increases in the overall OPEX, as shown in Fig. 10.

4.4 Performance Evaluation

Based on the above described facts, a very detailed research and market investi-
gation should take place before the final decision because the cost per kilowatt-
hour varies between places and even cities is over 4 times larger than in the
Cloud-Based solution we propose. The Cloud-based solution offers more adapt-
ability and versatility and is less dependent on unpredictable factors. The results
are displayed in Fig. 11 and Fig. 12 for consideration. It is finally found that the
difference in the two implementations is significant in terms of cost, especially
if this is observed in the depth of 4 years. Cloud-Based implementation is sig-
nificantly superior to the On-Premise, something that is reflected in Fig. 9. To
summarize the experimental comparison, it is obvious that a Cloud-based solu-
tion is more efficient in the final choice. The cost of an On-Premise solution varies
and is strongly dependent on multiple factors that are not always controllable by
the side that implements the solution. Surely the fact the cost of both solutions
may be less after 4 or 5 years is something to be considered in the long run, but
in a shorter-term case, the Cloud-based solutions dominate over the On-Premise
based ones.
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Fig. 9. Computing power cost impact

Fig. 10. OPEX cost increase due to computing power cost
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Fig. 11. 4-year plan cost estimates

Fig. 12. 4-year plan TCO comparison

5 5G and Cloud Computing

What 5G brings to the above though? Up to here, we evaluated the benefits
cloud computing offers against On-premise solutions. But how 5G is related
to that and why is mentioned in this paper? The combination of 5G speed
with cloud computing’s powerful tools and flexibility is likely to herald a new
generation of computing capability. Shift or moving towards cloud storage and
cloud computing is a developing and fundamental peculiarity nowadays and in
these pandemic conditions, its need is more crucial. Information Technology (IT)
is at a critical juncture in history, when the transformation to a digital future
is unavoidable, in the technological era in which we now live. As of today, more
than half of the world’s population is linked, which is amazing, but it is only the
tip of the iceberg. Through 5G and beyond networks, “everything that can be
connected will be connected”.
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Regarding Cloud Computing now, it simply means bringing cloud technol-
ogy closer to the end-user to reduce latency, boost downstream bandwidth,
and decrease upstream bandwidth. This allows telecommunication providers to
deliver services considerably more quickly, giving them the agility they need to
compete. Cloud computing allows for faster analysis and response times by uti-
lizing automation tools that act on local data. With the introduction of 5G, all
network/telco services will operate similarly to cloud-based services, benefiting
from deployment agility, scalability, and other benefits [15].

In terms of some actual benefits of the 5G introduction to Cloud Comput-
ing, wireless connectivity environments, such as factories, have largely relied
on wired technologies to get the appropriate network reliability, predictability,
and latency characteristics [16]. Wired networking technologies are expensive to
install, require real estate, and need maintenance. Private 5G has the potential
to replace wired technologies in these sensitive environments. Moreover, envi-
ronments such as farms, oil fields, and mines may not even have connectivity,
to begin with since they are not well suited to wired technologies. Such envi-
ronments can take advantage of Private 5G for solid networking connectivity.
The next compelling benefit of 5G+ cloud computing is the promise to save
operating expenses (OPEX). For a factory, this could be via robotics control,
autonomous vehicles, AI/ML (Artificial Intelligence/Machine Learning) quality
inspection, IoT management, and more. For hospitals, it could be through radi-
ology anomaly detection at the edge. For precision agriculture, it could be via
drone control and IoT management. Video surveillance applications could be
used for retail store security to slash costs. Smart building applications could
cut energy costs and optimize space utilization with 5G+.

6 Conclusions and Future Work

In this paper, a comparative study was presented between the two different
implementations for the creation and operation of a data center. The advantages
of a CloudBased architecture in combination with the capabilities of 5G networks
were presented, which incorporate various state-of-the-art technologies. With
the proposed architecture the disadvantages of on-premise implementation are
mainly summarized in the financial costs of this option.

The comparative study leads to the conclusion that cloud based implemen-
tation is more economical than on-premise since, for this example, it generates a
profit of €4,000,000. Even if a significantly larger amount is added to the cloud
based implementation - of the order of €500,000 indicatively - as migration cost,
again the difference in costs, especially in a four-year plan as described above,
is significant.

In future research aspects of increased TCO in CloudBased solutions must be
researched according to opinions saying that after 5 or 6 years on a Cloud-Based
solution the cost may increase a lot, meeting On-Premises solutions finally. This
comes as a result of the increasing yearly cost of Cloud Storage needed for the
purposes [17].
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Cloud checking as a Service requires more investigation and evaluation to
gain a better understanding of cloud facilitated apps. There are opportunities
for improvement in the areas of up time, consistency, weaknesses, occurrences,
combination, and so on. Managing the use of multi-cloud framework administra-
tions will become increasingly important in the future. Especially if On-Premise
is doomed in the long term due to suppliers’ narrow-minded motivations.

Cloud-based arrangements, namely SaaS arrangements, provide a flexible
and accessible option for accessing continual data whenever and wherever it is
convenient. Because they rely on a pay-as-charges-arise evaluating strategy, the
association/organization benefits from lower upfront costs for equipment and
programming, as well as adaptability that allows us to change the arrangement
as the company demands change.
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Abstract. In this paper, an integrated architecture based on fog com-
puting and Vehicular Delay Tolerant Networks (VDTNs) for data dis-
semination is proposed. Fog nodes update their content from the cloud
and use VDTNs to deliver their content to other nodes. VDTNs enable
communication in low density networks where connectivity is low by
using store-carry-forward approach. This approach is suitable for non-
urgent data. The vehicles mobility will be used to send data from the
fog nodes to all the other nodes in the network. Fog nodes realize storing
and computing functions and are stationary nodes scattered in the vicin-
ity where the vehicles move. Fog nodes will disseminate different data
like advertisements or flyers with information to other nodes. Usage of
this integrated architecture of fog nodes and VDTNs reduces the cost
for data transmission and saves communication resources.

1 Introduction

Recently, the amount of data in vehicular networks is increased significantly
because of the exponential expansion of the generated vehicular data, the
increase of vehicle numbers, and the rise of in-car user data demands.

Various types of smart cameras and sensors, wireless communication mod-
ules, storage, and compute resources can now be installed in vehicles thanks to
advancements in automotive technology. Massive volumes of data are produced
from tracking the on-road and on-board condition. Also, many smart devices,
smart cameras and sensors are integrated into vehicles.

Vehicles are able to connect and exchange crucial information in vehicular
networks. Vehicular networks can be used for different applications for road
safety, traffic management or infotainment.

Advertisement dissemination and infotainment applications produce non crit-
ical time data and sending the information with a low cost can be done using
Vehicular Delay Tolerant Networks (VDTNs). VDTNs are a unique subset of
Delay Tolerant Networks (DTNs) [1] where the nodes are vehicles [2–6]. VDTNs
are characterized by the absence of a continuous path between source and des-
tination and data is sent via a message switching mechanism. The performance
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Fig. 1. The proposed Fog-VDTN architecture.

of VDTNs is strongly connected with nodes mobility. Mobility enables oppor-
tunistic contacts between nodes and data transmission.

Cloud computing offers services such as Infrastructure As A Service (IAAS),
Platform As A Service (PAAS), and Software As A Service (SAAS). Cloud com-
puting uses remote servers instead of local servers to perform storage, manage-
ment and data processing.

Fog computing [7] is a decentralized computing architecture and is an exten-
sion of cloud computing that brings the cloud closer to the end-devices. Fog
computing is suitable for mobile users and location-aware services and applica-
tions.

In this work is proposed the integration of VDTNs with fog computing for
non urgent data dissemination. Advertisement dissemination is a delay tolerant
application. For big amount of data and time non-critical data, VDTNs and mes-
sage switching approach is a good solution because the cost for data transmission
is reduced and communication resources are saved.

The remainder of this paper is as follows. The proposed architecture is pre-
sented in Sect. 2. The simulation system and scenarios are described in Sect. 3.
In Sect. 4 are shown the simulation results. Finally, the conclusions are presented
in Sect. 5.
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Fig. 2. Snapshot of the simulation.

2 Proposed Architecture

In the proposed Fog-VDTN architecture, fog nodes are connected with the cloud
to update their content and VDTN is used for data dissemination using message
switching approach.

Fog computing can be used to provide location-aware services and the data
can be accessed off-line as some amount of data are stored in a local data center.
Fog computing is recommended for large scale networks where fog nodes at
different locations are connected with the same cloud to cover a wide region.
Fog nodes are always connected with the Internet, they send and receive data
from the Cloud by using wired interface.

Fog nodes will offer localized content dissemination and will distribute dif-
ferent advertisements to vehicles passing nearby and within their transmission
range. The fog nodes are placed in strategic points of interests where most of the
vehicles tend to go and they send data to all other vehicles using Wi-Fi Inter-
faces. Vehicles equipped with on board units that move according to map based
mobility model will send this information to other vehicles by using store-carry-
forward mechanism. The proposed approach uses the memory and interfaces
of smart devices like on board units to form a VDTN and exchange data by
opportunistic contacts as shown in Fig. 1.

3 Simulation System and Scenarios

To evaluate the performance of the proposed architecture, a JAVA based open
source simulator called the Opportunistic Network Environment (ONE) [8] is
used. This simulator offers the possibility to use different mobility models and
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Table 1. Simulation parameters and their values.

Parameters Values

Number of Stationary Fog Nodes 8 nodes

Number of Total Nodes 200, 300 nodes

Simulation Time 28800 s

Map Size 4 km× 5 km

Movement Model Map-based

Buffer Size for Fog Nodes 1000 MB

Buffer Size for Other Nodes 100 MB

Interface Type Simple Broadcast Interface

Interface Transmission Speed 250 KBps

Interface Transmission Range 20m

Message TTL 30, 60, 100, 200, 300, 400 min

Vehicles Speed 5–25 km/h

Message Size 10k, 50k

Message Creation Interval 30 s

import real maps for realistic scenarios. For the simulations is considered an
urban area of Tirana city in Albania. In Fig. 2 is presented a snapshot of the
network at the beginning of the simulation with The ONE simulator.

Two different scenarios are implemented. In the first scenario, data from 8
fog nodes are sent to 192 vehicles moving in the streets of Tirana (for example
different flyers for shopping mall sales). In the second scenario, the number of
fog nodes is considered 8 and the number of vehicles is considered 292. Fog nodes
are equipped with buffers of 1000 MB, transmission range 20 m. In Table 1 are
listed all simulation parameters and their values.

The routing protocols used for evaluation are presented in following.

• Epidemic Routing Protocol
In Epidemic [9] protocol, each message is spread in the network with no
priority and no limit using flooding mechanism. When two nodes encounter
each other, they exchange and compare the list of their messages to find the
messages that are not already in the storage of the other nodes.

• Spray and Wait Routing Protocol
Spray and Wait [10] uses the spray phase and the wait phase. When a new
message is created in the network, a maximum of L number of copies of
the message is created in the network. In the spray phase, the source of the
message will spray one copy of this message to L different “relays”. When
a relay receives the copy, it enters the wait phase, where it will hold that
message until encounter the destination directly.

For evaluation, we use the following metrics.
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• Delivery Success Rate
It is calculated as the ratio of number of delivered messages over the created
ones.

• Overhead Ratio
It is calculated as the difference between relayed and delivered messages over
the number of delivered messages.

• Average Latency
It is calculated as the average time elapsed from the creation of the messages
at source to their successful delivery to the destination.

4 Simulation Results

In Fig. 3 are shown the simulation results of considered protocols for delivery
success rate vs. TTL for scenarios with 200 and 300 nodes. From the simula-
tion results, Epidemic routing protocol performs better than Spray and Wait in
terms of delivery success rate. By increasing TTL from 30 min to 200 min, the
performance of both protocols is improved. For TTL values longer than 200 min,
for both scenarios, there is not further improvement of the performance for both
routing protocols.

The results for overhead ratio are presented in Fig. 4. Epidemic has higher
overhead ratio compared with Spray and Wait. The increase of TTL does not
effect the overhead ratio of Epidemic. For Spray and Wait, the increase in TTL
decreases the overhead ratio. The number of nodes effects the performance of
Epidemic protocol in terms of overhead ratio. The bigger the number of nodes in
the network is, the higher is the overhead ratio. The increase of number of nodes
in the network does not effect the overhead ratio for Spray and Wait protocol.

The average delay results for both scenarios are presented in Fig. 5. The
increase of TTL increases also the average delay for both protocols. The aver-
age delay is higher for the scenario with 200 nodes for both protocols. In both
scenarios, Epidemic protocol performs better than Spray and Wait.
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5 Conclusions

In this paper, an integrated architecture based on fog and VDTNs for data
dissemination is proposed and evaluated by simulations. Usage of fog nodes
and VDTNs reduces the cost for data transmission and saves communication
resources. The performance was evaluated for Epidemic and Spray and Wait
routing protocols.

In terms of delivery success rate:

• Epidemic protocol performs better than Spray and Wait.
• The increase of TTL to 200 min improves the delivery success rate for both

protocols.
• The increase of number of nodes in the network has a very small effect on the

delivery success rate for both protocols.

In terms of overhead ratio:

• Spray and Wait has lower overhead ratio compared to Epidemic.
• The increase of TTL does not effect the performance of both routing proto-

cols.
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• The increase of number of nodes increases also the overhead ratio for Epi-
demic, but it remains almost the same for Spray and Wait.

In terms of average delay:

• Spray and Wait has higher delay compared with Epidemic.
• The increase of TTL, increases also the average delay for Spray and Wait.
• The increase of number of nodes slightly increases the average delay for both

protocols.

In the future, we would like to consider other routing protocols and new data
collection scenarios and evaluate their performance.
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Abstract. It is critical to reduce the energy consumption of information
systems to realize green societies. The IoT (Internet of Things) is so scal-
able that millions to billions of computers and devices are interconnected
in types of networks and accordingly huge amount of energy is consumed.
In our previous studies, the TBFC (Tree-Based Fog Computing) model is
proposed to energy-efficiently realize the IoT, where fog nodes are hier-
archically structured and application processes are distributed to not
only servers in clouds but also fog nodes. The energy consumption of
fog nodes in the TBFC model is obtained for a collection of sensor data
simultaneously issued by device nodes in the evaluation. In this paper,
we evaluate the TBFC model in terms of total energy consumption of
nodes where each device node periodically sends sensor data. In the eval-
uation, we show the energy consumption of the TBFC model is smaller
than the cloud computing (CC) model of the IoT.

Keywords: Green computing systems · TBFC (Tree-Based Fog
Computing) model · IoT · Fog computing (FC) model · Energy
consumption

1 Introduction

The IoT (Internet of Things) is now one of the most important infrastructure
to realize various applications in our societies. The IoT is so scalable that mil-
lions to billions devices are interconnected in addition to servers and clients and
accordingly huge amount of energy is consumed [1,2]. In order to decrease carbon
footprint on the earth, the total electric energy consumption of the IoT has to be
reduced. There are models to realize the IoT; cloud computing (CC) [3] and fog
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computing (FC) [4,5] models. In the CC model [3], device nodes supporting sen-
sors and actuators are interconnected with clouds of servers in networks. Device
nodes send senor data to servers in the clouds through networks and the sensor
data is processed by the servers. Servers and networks are heavily loaded to pro-
cess and transmit sensor data from huge number of device nodes. The FC model
[4,5] is now widely used to efficiently realize the IoT. Here, application processes
and databases are distributed to not only servers in clouds but also fog nodes.
Sensor data is processed by fog nodes and processed data is mostly smaller than
the sensor data like some data selected and an aggregate value like average one.
Hence, the traffic of servers and networks can be reduced. On the other hand,
fog nodes consume energy to process sensor data in addition to servers in the
FC model while only servers consume energy to process sensor data in the CC
model. In order to reduce the energy consumption of the FC model, the TBFC
(Tree-Based Fog Computing) model [27,29–32] is proposed, where fog nodes are
structured in a tree and sensor data is distributed to multiple fog nodes and in
parallel processed by the fog nodes.

The macro-level power consumption and computation models [7–10,12,13,
15–17,19,20,23] are proposed, which give how much electric power [W] to
be consumed by a whole computer to perform application processes. By tak-
ing advantage of the models, the live migration approach of virtual machines
[7–10,14,19,21,22,24] is discussed to reduce the energy consumption of servers
in a cloud. Energy-aware algorithms [11,15–17,25,26] are also proposed to select
a host server to perform an application process issued by a client. Power con-
sumption and computation models of fog nodes in the IoT [29–33] are proposed.
Here, the power consumption of each fog node to receive and process sensor data
and to send the processed data can be obtained.

Compared with the CC model where every sensor data is received and pro-
cessed by servers, the total energy consumption of the IoT can be reduced in
the TBFC model. The TBFC model is evaluated in papers [29–33] where a col-
lection of device nodes once send sensor data to edge nodes. After sending the
output data to a parent node, the node gets idle while the ancestor nodes are
active to calculate output data on input data. Even an idle node consumes power
[8]. A node receives succeeding input data from child nodes and device nodes
after sending the output data to the parent node. In this paper, we evaluate the
TBFC model where device nodes periodically send sensor data in terms of the
total energy consumption of servers and nodes and the delivery time of each sen-
sor data compared with the CC model. We show the total energy consumption
and delivery time of the IoT can be reduced in the TBFC model compared with
the CC model in the simulation.

In Sect. 2, we present the TBFC model. In Sect. 3, the power consumption
and computation models of a fog node are discussed. In Sect. 4, we evaluate the
TBFC model.
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2 The TBFC Model

In the CC (Cloud Computing) model [3] of the IoT, device nodes supporting
sensors send sensor data to servers in clouds through networks. Application
processes on the servers receive sensor data and obtains actions from the sensor
data to be performed on actuators of devices. The sensor data and processed
data like actions are stored in databases on the servers. The servers send the
actions to device nodes and then actuators in the device nodes are activated by
the actions. The FC (Fog Computing) model [4,5] of the IoT is composed of fog
nodes in addition to clouds of servers and device nodes. Application processes
and databases are distributed to not only servers but also fog nodes. Sensor data
is processed by fog nodes and processed sensor data is sent to servers. Thus, the
traffic of the servers and networks and time to activate actuators can be reduced
in the FC model.

The TBFC model [27–32] is proposed to energy-efficiently realize the IoT.
The TBFC model is composed of nodes which are tree-structured. A root node
stands for a cloud of servers. A leaf node is an edge node which communicates
with device nodes. Non-root nodes are fog nodes [4,5] which support not only
routing functions but also application processes to handle sensor data.

A root node f is interconnected with child fog nodes f1, . . . , fb (b ≥ 0). Each
node fi is also interconnected with child nodes fi1, . . . , fi,bi (bi ≥ 0). Let I be
a sequence 〈i1i2 . . . il−1〉 (l ≥ 1) of indexes. That is, I (= 〈i1 . . . il−1〉) means a
sequence 〈f , fi1 , fi1i2 , . . . , fi1i2...il−1〉 of nodes which is a path from the root node
f to the parent node fi1i2...il−1 (= fI) of the node fIi. |I| shows the number l−1
of indexes in I. A node fI is at level |I|+1. For example, a root node f and a fog
node f21 are at levels 1 and 3, respectively. Thus, each node fIi communicates
with a parent node fI and child nodes fIi1, . . . , fIibIi (bIi ≥ 0). A leaf node fI is
named edge node which communicates with a device node sI which is equipped
with sensors or actuators. Here, the device node sI sends sensor data to the edge
node fI and the edge node fI sends actions to the device node sI .

Each node fI supports a process pI which is an mI(> 0)-ary function pI(x1,
. . ., xmI

) where each parameter xi is typed DIi and takes a collection of data
of type DIi. The output data x of the function pI(x1, . . ., xmI

) is typed DI .
The node fI supports mI input ports ipI1, . . . , ipImI

and one output port opI
as shown in Fig. 1. A node fI receives input data at an input port ipIi from a
child node fIi and passes the input data to the process pI as the ith parameter
xi. Here, a type of an input port ipIi is a type DIi of the ith parameter xi of
the process pI . A node fI receives input data idIi at the input port ipIi, which
is sent through the output port opIk of a child node fIk. Here, the type of the
output port opIk has to be the same as the type of the input port ipIi. Thus, a
pair of the parent node fI and child node fIk are connected in an output-input
(opIk→ipIi) relation. For each input port ipIi of a node fI , multiple child nodes
can be connected. Let CF Ii be a set of child nodes of a node fI , whose output
ports are connected to an input port ipIi of the node fI . Let IDIi be a set of
input data sent to an input port ipIi from child nodes in the set CF Ii. There
are types of input ports. If an input port ipIi is a conjunctive type, a fog node
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fI blocks until every child node in the set CF Ii sends input data. Then, all the
input data in IDIi are passed to a process pI as the ith parameter. On the other
hand, if an input port ipIi is a disjunctive type, once input data is received from
a child node, the input data is passed to the process pI and input data from the
other child nodes are neglected. If a node fI receives input data at every input
port, the process pI calculates the output data odI on the input data. The node
fI sends the output data odI through the output port opI to the input port
of the parent node. Thus, the root node f finally receives the input data idi,
i.e. output data odi from each child node fi and obtains the output data od by
calculating on the input data ID. The output data od is stored in the database
and is delivered to device nodes in the tree. Here, the output data od shows an
action to be performed on the device.

Fig. 1. Node of the TBFC model.

[Example]. Figure 2 shows an example of the TBFC model [33]. Here, there are
two types of device nodes; t-sensor nodes s1 and s2 and h-sensor nodes s3 and s4.
The t-sensor nodes s1 and s2 collect temperature data every one second and send
the collected data to parent edge nodes f111 and f112, respectively, each of which
supports a process t-aggregate. Each t-aggregate node f11i collects temperature
data from the device node si and calculates the average temperature for one
minute on the temperature data (i = 1, 2). Each t-aggregate node f11i supports
one input port and one output port whose types are temperature. Then, the
t-aggregate nodes f111 and f112 send the average temperature data to a parent
fog node f11 supporting a process t-merge. The t-merge node f11 merges average
temperature from child t-aggregate nodes for every one minute and sends a tuple
〈τ, t〉 to a join fog node f1, where t shows the average temperature data of time
τ . The t-merge node f11 has one input port whose type is temperature and one
output port whose type is time-temperature. The h-sensor nodes s3 and s4 collect
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humidity data every one second and send the collected data to parent edge nodes
f121 and f122, respectively, each of which supports a process h-aggregate which
calculates on the average value for one minute. The h-aggregate nodes f121 and
f122 send the average humidity data to a parent fog node f12 which supports a
process h-merge. The h-aggregate node f12 has one humidity input port and one
humidity output port. The h-merge node f12 collects the average humidity data
from child h-aggregate nodes f121 and f122 for every one minute and sends a tuple
〈τ, h〉 to a join fog node f1, where h is the average humidity of time τ . The h-
merge node f12 has one humidity input port and one time-humidity output port.
The join fog node f1 receives the average values of temperature and humidity
data from the child t-merge node f11 and h-merge node f12, respectively, and
joins the temperature data 〈τ, t〉 and humidity data 〈τ, h〉 for each time τ . The
join node f1 has two input ports, one for time-temperature type data and the
other for time-humidity type data and one time-temperature-humidity output
port. Then, the join node f1 sends the time-temperature-humidity data 〈τ, t, h〉
to a root store node f which is a server in a cloud. Every data from the join
node f1 is stored in the database of the store node f .

Fig. 2. Example of the TBFC model.

3 Power Consumption and Computation Models
of the TBFC Model

Each fog node consumes electric energy [J] to communicate with parent and
child nodes and to calculate output data on input data from child nodes. In



Energy-Consumption Evaluation of the TBFC Model 71

our previous studies, the SPC (Simple Power Consumption) model [7,8] and
the MLPCM (Multi-Level Power Consumption) model [16–19] are proposed as
power consumption models of a computer to perform application processes. In
this paper, we consider the SPC model to obtain energy consumption of a fog
node since a small computer like Raspberry Pi3 [34] is used to realize a fog node
which follows the SPC model. In addition, more processes than the number of
threads are usually performed on each server. Here, the server follows the SPC
model. The power consumption NEI [W] of a fog node fI is given as follows:

[SPC model]

NEI =
{

maxEI if at least one process is active on fI .
minEI otherwise. (1)

For example, for a Raspberry Pi3 node fI [34], maxEI and minEI are 3.7 and
2.1 [W], respectively. On the other hand, maxEI and minEI are 301.3 and 126.1
[W] for a server HP DL360 [6], respectively.

A node fI consumes power to receive and send data. In this paper, we assume
a node fI consumes the power REI and SEI [W] to receive and send data,
respectively. REI = reI ·maxEI and SEI = seI ·maxEI where reI(≤1) and
seI(≤1) are constants. For a Raspberry Pi3 node fI , seI = 0.68 and reI = 0.73
[31].

Next, we discuss the execution time [sec] of a process pI of a node fI . In this
paper, we assume the execution time ET I(x) [sec] of a process pI to calculate
on input data of size x is O(x) or O(x2) as discussed in papers [28–30,32], i.e.
ET I(x) [sec] is ccI ·x or ccI ·x2 where ccI is a constant. A process pI is typed O1
and O2 iff ET I(x) is ccI ·x and ccI ·x2, respectively. The size |odI | of the output
data odI is rrI ·x for the size x of the input data. Here, rrI is a reduction ratio
of the fog node fI . For example, if a fog node fI obtains an average value odI
of m pieces of input data, the reduction ratio rrI is 1/m (≤1).

A node fI receives the input data IDI from the child nodes and sends the
output data odI to the parent node. In this paper, it takes time RT I(x) and
ST I(x) [sec] to receive and send data of size x, respectively, i.e. RT I(x) = rcI ·x
and ST I(x) = scI ·x where rcI and scI are constants. scI/rcI = 0.22 for a
Raspberry Pi3 node fI .

Suppose a node fI receives the input data IDI of size x from the child
nodes. It totally takes time TT I(x) = RT I(x)+ET I(x)+ST I(rrI ·x) [sec]. The
node fI totally consumes the energy TEI(x) = RT I(x)·REI + ET I(x)·NEt +
ST I(rrI ·x)·SEI [W sec (J)].

In this paper, we assume the computation rate CR of a root node f is one.
We measure the execution time of a process on a server [6] and a fog node fI of
Raspberry PI [34]. The computation rate CRI of the fog node fI is 0.18.

4 Evaluation

We consider a balanced tree T of fog nodes of the TBFC model in the evaluation.
A TBFC tree T is specified as 〈b, h〉-tree where b is the breadth of the tree T ,
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i.e. the number of child nodes of each node and h is the height of the tree T .
A root node f indicates a server in a cloud. Each node fIi has b (> 0) child
nodes fIi1, . . . , fIib where I = 〈i1. . .il〉 (1 ≤ ij ≤ b, j = 1, . . . , l, l < h). Here,
l + 1 (= |I| + 1) shows a level of a fog node fIi in the tree T . Each node fIi
supports a process pIi to calculate the output data odIi on the input data IDIi

= {idIij |i = 1, . . . , b} from child nodes fIi1, . . . , fIib and then sends the output
data odIi to the parent node fI as presented in the TBFC model. Every leaf
node fi1...ih−1 is at the same level h and named an edge node. Every edge node
fi1...ih−1 receives sensor data from the device node si1...ih−1 at the same time
every its [sec].

Table 1 shows the computation rate CRI and the maximum power maxEI

and minimum power minEI of a node fI . The computation rate CR of a root
node f is assumed to be one. The computation rate CRI of a fog node fI is 18
[%] of the root node f , which is obtained through our experiment [29,31].

Table 1. Parameters of nodes

node fI CRI minEI [W] maxEI [W]

root (server) 1.0 126.1 301.3

fog (Raspberry pi) 0.18 2.1 3.7

In the evaluation, we consider a 〈b, 3〉-tree T , i.e. the height h of the tree T
is three (h = 3) and each node has b (> 0) child nodes. The tree T is composed
of one root node, six fog nodes, and four device nodes. Each node fI supports a
process pI to calculate the output data odI on the input data IDI sent from child
nodes. In the evaluation, every node in the tree T supports an O1 or O2 type of
process. We assume the constant ccI of the computation rate CRI = ccI ·x for
size x of input data is one for each node fI (ccI = 1). The reduction ratio rrI
of each node fI is 0.4. In the evaluation, we consider three processes p1, p2, and
p3, which are supported by a root node f , a fog node fi, and an edge node fij
(i = 1, . . . , b, j = 1, . . . , b), respectively. The process p3 receives sensor data from
device nodes and returns the output data to the process p2. Then, the output
data of the process p2 is sent to the process p1. Each node fI has a pair of a
conjunctive input port and an output port.

Each device node sI sends sensor data to the edge node fI every ist [sec]. In
the evaluation, the inter-sensing time ist is four [sec]. Device nodes totally send
sensor data of size tsd [B(yte)] to the edge nodes every ist [sec]. If there are m
(= bh−1) edge nodes in the tree T , each edge node fI receives sensor data of size
tsd/m [B] from a device node sI .

In this paper, the receiving time RT I(x) and sending time ST I(x) [sec] to
receive and send data of size x are assumed to be zero. This means, each node
is assumed not to consume energy to send and receive data.

The delivery time DT [sec] of each sensor data is time from a device node
sends sensor data to an edge node until a root node finishes processing the sensor
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data. In the simulation, we evaluate the TBFC 〈b, h〉-tree in terms of the total
energy consumption TE [W sec] of the nodes and the delivery time DT [sec] of
each sensor data.

Figure 3 shows the total energy consumption TE [W sec] of the nodes for
breadth b of the 〈b, 3〉-tree T . Here, O1 and O2 show that processes are O1 and
O2 types, respectively. The inter-sensing time (ist) is four [sec]. “b = 0” means
the CC model, i.e. every sensor data is sent to a server in the cloud and every
process is performed on a server in the cloud. As shown in Fig. 3, th total energy
consumption TE of nodes in the TBFC model is smaller than the CC model.
For example, the TE of the TBFC model is 25 [%] and 16 [%] of the CC model
for O1 and O2 process types, respectively. In addition, the more number of child
nodes of each node, the smaller energy TE is consumed.
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Fig. 3. Total energy consumption TE of nodes.

Figure 4 shows the delivery time DT [sec] of each sensor data, i.e. how long
it takes to deliver sensor data to the root node for breadth b of the tree. The
inter-sensing time (ist) is four [sec]. “b = 0” stands for the CC model. The DT
of the TBFC model is shorter than the CC model. For example, the DT of
the TBFC model is 32 [%] and 7 [%] of the CC model for O1 and O2 process
types, respectively. This means, a root node can make a decision on actions to
be performed on devices earlier than the CC model. The more number of child
nodes of each node, the shorter delivery time DT .

Figure 5 shows the average queue length QL [/sec], i.e. number of input data
in the receipt queue of edge nodes of level 3 for inter-sensing time ist. In the
evaluation, the QL of every other non-edge node is zero. If each node fI receives
input data from child nodes before sending the current output data to the parent
node, the input data waits in the receipt queue of the node fI . In the evaluation,
sensor data arrives at each edge node fI before finishing processing the preceding
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sensor data. The shorter inter-sensing time ist, the longer the queue length QL
is. The longer queue length QL of a node, the longer time to deliver data to the
root node. If additional nodes are deployed at level where the queue length of
nodes is longer, the delivery time DT of sensor data can be reduced.

5 Concluding Remarks

It is critical to reduce the energy consumption of the IoT to realize green soci-
eties. The FC model is discussed to efficiently realize the IoT. The TBFC model
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is a tree-structured model of fog nodes to reduce the total energy consumption
of the nodes. In this paper, we evaluated the TBFC model compared with the
CC model where device nodes periodically send sensor data to edge nodes. We
showed the total energy consumption and delivery time of the TBFC model are
shorter than the CC model.

As on-going studies, we are now discussing how to dynamically change the
tree structure of the TBFC model so that input data does not wait at every fog
node.
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Abstract. In the IoT (Internet of Things), data are exchanged among
subjects and objects in devices through manipulating objects. Even if
subjects manipulate objects in accordance with the CBAC (Capability-
Based Access Control) model, the subjects can get data which are not
allowed to be gotten by the subjects, i.e. illegal information flow and
late information flow occur. Hence, the OI (Operation Interruption) and
TBOI (Time-Based OI) protocols where operations occurring illegal and
late types of information flows are interrupted are implemented. More-
over, capability token selection algorithms are proposed and applied to
the protocols. The protocols are implemented and evaluated in terms of
the request processing time, communication traffic, and electric energy
consumption. However, the more number of operations are interrupted
to prevent both types of illegal and late information flows because the
amount of data kept by entities monotonically increases through manip-
ulating objects in the protocols. Therefore, reduction of the number of
operations interrupted is important. For this aim, an FC (Fog Comput-
ing) model of the IoT where data from devices are processed in a fog layer
and the processed data are sent to subjects is considered in this paper.
In the evaluation, it is shown that the number of operations interrupted
is reduced in the FC-based protocols compared with the conventional
protocols.

Keywords: IoT (Internet of Things) · Device security · CBAC
(Capability-Based Access Control) model · Information flow control ·
FC (Fog Computing) model

1 Introduction

It is widely recognized that access control models [3] are useful to make informa-
tion systems secure. For the IoT (Internet of Things) [17], the CBAC (Capability-
Based Access Control) model [5] is considered where capability tokens which are
collections of access rights are issued to subjects. Only the authorized subjects
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can manipulate objects in devices only in the authorized operations. Through
manipulating objects in devices, data are exchanged among subjects and objects.
Here, subjects might get data via other subjects and objects even if the subjects
are granted no access right to get the data, i.e. illegal information flow might
occur [8–11]. Moreover, a subject might get data generated out of the validity
period of a capability token to get the data. Even if the time τ is not within the
validity period of the capability token, the subject sbi can get the data generated
at time τ . Here, the data are older than the subject sbi expects to get, i.e. the
data come to the subject sbi late [12].

In order to solve both types of illegal and late information flow problems in
the IoT, the OI (Operation Interruption) [11] and TBOI (Time-Based OI) [12]
protocols are implemented in a Raspberry Pi3 Model B+ [1] with Raspbian [2]
which is regarded as an IoT device. A communication protocol between subjects
and devices is the CoAP (Constrained Application Protocol) [19], which is imple-
mented in CoAPthon3 [21]. In the OI and TBOI protocols, operations occurring
illegal information flow and both types of illegal and late information flows are
interrupted, i.e. not performed, at devices. In the evaluation, the request pro-
cessing time gets longer as the number of capability tokens whose signatures are
verified in devices increases in these protocols.

In order to reduce the number of capability tokens verified, a pair of
algorithms, the MRCTSD (Minimum Required Capability Token Selection for
Devices) [14] and MRCTSS (MRCTS for Subjects) [13] algorithms, are pro-
posed and applied to the OI and TBOI protocols. In the MRCTSD algorithm,
the request processing time is shortened because only the minimum required
capability tokens are selected and used to make authorization decisions. In the
MRCTSS algorithm, the communication traffic among subjects and objects is
reduced because unnecessary capability tokens are not sent from subjects to
devices.

In our previous studies [15], an electric energy consumption model of a
Raspberry Pi 3 Model B+ equipped with Raspbian supporting the protocols
is proposed. In the protocols, an authorization process is modeled to be a com-
putation process which uses CPU resources like scientific computation. In the
MLPC (Multi-Level Power Consumption) and MLC (ML Computation) mod-
els [7], devices are mainly characterized in terms of the numbers of cores and
threads of a CPU. This means, the power consumption of a device depends on
the numbers of active cores and threads. An energy consumption model of the
Raspberry Pi supporting the protocols is proposed based on the MLPC and
MLC models. Based on the models, electric energy consumption of each proto-
col is made clear in a simulation evaluation [16]. In the OI and TBOI protocols
with capability token selection algorithms, the number of capability tokens used
to make authorization decisions is reduced. Here, the request processing time is
shortened compared with the conventional OI and TBOI protocols. Hence, the
electric energy consumption is reduced compared with the conventional OI and
TBOI protocols.
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In the protocols, the amount of data kept by entities monotonically increases
through manipulating objects. The more data are kept by entities, the more
number of both types of illegal and late information flows occur. Therefore, the
more number of operations are interrupted. In this paper, an FC (Fog Com-
puting) model of the IoT [4] is considered to reduce the number of operations
interrupted. In the FC model, a fog layer composed of fog nodes is introduced
between devices and subjects. Data from devices are processed in the fog layer
and the processed data are sent to subjects. Here, since the amount of data
exchanged among entities is reduced, the number of both types of illegal and
late information flows is also reduced. In the evaluation, the FC-based proto-
cols are evaluated in terms of the number of operations interrupted. It is shown
that the number of operations interrupted is reduced in the FC-based protocols
compared with the conventional protocols.

In Sect. 2, the system model and types of information flow relations are dis-
cussed. In Sect. 3, the information flow control in the FC model to prevent both
types of information flows is discussed. In Sect. 4, the FC-based protocols are
evaluated in terms of the number of operations interrupted.

2 System Model

2.1 CBAC (Capability-Based Access Control) Model

In an IoT, there are the numbers dn and sbn of devices d1, . . ., ddn (dn ≥ 1)
and subjects sb1, . . . , sbsbn (sbn ≥ 1), respectively. Each device dk holds the
number onk of objects ok1 , . . ., okonk (onk ≥ 1). A term, “object okm” stands for
a component object in the device dk. There are various types of devices such
as sensors, actuators, and hybrid devices. A sensor dk collects data obtained
by sensing events occurring in physical environment and stores the data in its
object okm. An actuator dk receives data collected by sensors and stores the data
in its object okm. The actuator dk performs actions on the physical environment
based on the data. A hybrid device dk is equipped with both the sensors and
actuators.

Subjects manipulate data of objects in devices. In order to make the devices
secure, a CBAC model [5] is considered in the IoT. Data collected by sensors
are stored at an object in the sensors. A subject gets the data by accessing the
object. The subject designates actions for actuators based on the data. Here,
the data are put to objects of the actuators by the subject. Hence, data are got
and put from and to hybrid devices by subjects. Each subject sbi is issued a set
CAP i which consists of the number cni of capability tokens capi1, . . ., capicni

(cni ≥ 1).
A capability token capig is designed as shown in the papers [11,12]. Let

capig.IS and capig.SU be public keys of an issuer and a subject of the capa-
bility token capig, respectively. capig.SG is a signature generated with the private
key of the issuer. These signatures and keys are generated in the ECDSA (Ellip-
tic Curve Digital Signature Algorithm) [6] and then encoded into Base64 form.
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The capability token capig indicates how the subject sbi can manipulate objects
in a device shown in capig.DE. Access rights field of the capability token capig
indicates object shown in capig.OB can be manipulated in operation shown in
capig.OP . The capability token capig is valid at time τ where capig.NB < τ <

capig.NA. Capability tokens are included in the payload field of a CoAP request.
Let dtkm be data of an object okm. If a subject sbi tries to manipulate the data

dtkm of the object okm in a device dk in an operation op, the subject sbi sends an
access request with a capability token capig to specify the subject sbi is allowed
to manipulate the object okm in the operation op to the device dk. If the device
dk confirms that the subject sbi is allowed to manipulate the object okm in the
operation op, the operation op is performed on the object okm. Otherwise, the
access request is rejected. Since the device dk just checks the capability token
capig to authorize the subject sbi, it is easier to adopt the CBAC model to the IoT
than the ACL (Access Control List)-based models such as RBAC (Role-Based
Access Control) [18] and ABAC (Attribute-Based Access Control) [22] models.

Let a pair 〈o, op〉 be an access right. Subjects issued a capability token
including an access right 〈o, op〉 is allowed to manipulate data of an object o in
an operation op. A set of objects whose data a subject sbi is allowed to get is
IN(sbi) i.e. IN(sbi) = {okm | 〈okm, get〉 ∈ capig ∧ capig ∈ CAP i}.

Through manipulating data of objects in devices, the data are exchanged
among subjects and objects. Objects whose data flow into entities are referred
to as source objects for these entities. Let okm.sO and sbi.sO are sets of source
objects of an object okm and a subject sbi, respectively, which are initially φ.

A capability token capig has the validity period. Let a pair of times gti.st(okm)
and gti.et(okm) be the start and end time when a subject sbi is allowed to get
data dtkm from the object okm. The time when data dtkm of an object okm are
generated is referred to a generation time. Let minOT k

m(oln) and minSBT i(oln)
be the earliest generation times of data dtln of an object oln which flow to an
object okm and a subject sbi, respectively.

2.2 Information Flow Relations

If a subject sbi issues a get operation to get data dtkm from an object okm, infor-
mation flow from the object okm to the subject sbi occurs. Based on the CBAC
model, types of information flow relations on objects and subjects are defined as
follows:

Definition 1. An object okm flows to a subject sbi (okm → sbi) iff (if and only
if) okm.sO �= φ and okm ∈ IN(sbi).

Definition 2. An object okm legally flows to a subject sbi (okm ⇒ sbi) iff okm →
sbi and okm.sO ⊆ IN(sbi).

Definition 3. An object okm illegally flows to a subject sbi (okm �→ sbi) iff okm
→ sbi and okm.sO �⊆ IN(sbi).
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Definition 4. An object okm timely flows to a subject sbi (okm ⇒t sbi) iff okm ⇒
sbi and ∀oln ∈ okm.sO (gti.st(oln) ≤ minOT k

m(oln) ≤ gti.et(oln)).

Definition 5. An object okm flows late to a subject sbi (okm �→l sbi) iff okm ⇒
sbi and ∃oln ∈ okm.sO ¬(gti.st(oln) ≤ minOT k

m(oln) ≤ gti.et(oln)).

2.3 FC (Fog Computing) Model

In addition to computers, a huge number and various types of devices like sensors
and actuators are interconnected in the IoT (Internet of Things) [4,17]. Here, a
large volume of sensor data are transmitted from sensors to subjects in networks.
Subjects decide actions by analyzing sensor data and send the actions to actu-
ators. On receipt of an action, each actuator performs the action on physical
environment. In order to reduce the network traffic and satisfy the time con-
strains between sensors and actuators, a fog layer is introduced between devices
and subjects as shown in Fig. 1.

Fig. 1. FC model.

The device layer is composed of devices such as sensors, actuators, and hybrid
devices. The fog layer is composed of fog nodes [4]. Fog nodes are intercon-
nected with other fog nodes in networks. Fog nodes support the routing function
where messages are routed to destination nodes, i.e. routing between subjects
and devices like network routers. Thus, fog nodes receive data and forward the
data to subjects in fog-to-fog communication.

More importantly, a fog node does some computation on a collection of input
data from sensors and other fog nodes. The input data are processed and new
output data, i.e. processed data, are generated by a fog node. For example, an
average value is calculated from a collection of data from sensors. Here, the
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output data are smaller than the input data. Data processed by a fog node are
sent to neighbor fog nodes and subjects finally receive the data processed by fog
nodes.

Suppose a subject sbi issues a get operation on an object okm to a device dk.
The data dtkm of the object okm arrive at the fog layer before being sent to the
subject sbi. Here, the data dtkm are processed and summarized data are generated
by a set F k,i

m of fog nodes for the subject sbi. Let F i(okm.sO) be a set of source
objects whose data are included in the summarized data. The set F i(okm.sO) is
decided in accordance with the data processing of the fog layer. Finally, data of
objects in F i(okm.sO) flow to the subject sbi.

3 Information Flow Control

3.1 Protocols

In the CBAC model, data are exchanged among subjects and objects. Here, a
subject sbi may get data dtkm of an object okm flowing to another object oln by
accessing the object oln even if the subject sbi is not allowed to get the data dtkm
from the object okm, i.e. illegal information flow occurs. In addition, a subject
sbi may get data dtkm from an object okm generated out of validity period of a
capability token capig to get the data dtkm. Here, the data dtkm are older than the
subject sbi expects to get, i.e. information comes to the subject sbi late. In order
to prevent illegal information flow and both illegal and late types of information
flows, the OI (Operation Interruption) [11] and TBOI (Time-Based OI) [12]
protocols are implemented, respectively. In the implementation, a Raspberry Pi
3 Model B+ [1] equipped with Raspbian [2] is used as a device. A communication
protocol between a subject and the device is the CoAP [19], which is implemented
in CoAPthon3 [20].

In order to prevent the illegal information flow, sets of source objects are
manipulated in the OI protocol. Here, if data dtkm of an object okm flow to an
entity, the object okm is added to a source object set of the entity. For example,
since data flow from an object okm to a subject sbi in a get operation, the set
okm.sO of the object okm are added to the set sbi.sO of the subject sbi. On the
other hand, since data flow from a subject sbi to an object okm in a put operation,
the set sbi.sO are added to the set okm.sO. In the TBOI protocol, the earliest
generation time of data of every source object is also updated. Based on the sets
of source objects and the earliest generation time of data, the illegal information
flow and late information flow are detected. The OI and TBOI protocols perform
as follows:

[OI protocol] A get operation on an object okm issued by a subject sbi is
interrupted if okm ⇒ sbi does not hold.
[TBOI protocol] A get operation on an object okm issued by a subject sbi is
interrupted if okm ⇒l sbi does not hold.
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In the implementation evaluation, it is shown that the time to make an autho-
rization decision increases as the number of capability tokens used in the autho-
rization process increases. Hence, the MRCTSD (Minimum Required Capability
Token Selection for Devices) algorithm is proposed for the OI and TBOI pro-
tocols to select only the capability tokens required to make the authorization
decision at devices [14]. After that, the MRCTSS (MRCTS for Subjects) algo-
rithm is proposed to select the capability tokens sent from subjects to devices
[13]. Here, since unnecessary capability tokens are not sent from subjects to
devices, the communication traffic is reduced.

In the paper [16], the OI and TBOI protocols with the capability token
selection algorithms are evaluated in terms of the electric energy consumption.
Here, it is shown that the electric energy consumed by devices are reduced by
the capability token selection algorithms.

3.2 FC-Based Protocols

In the protocols discussed in previous Sects., the amount of data kept by entities
monotonically increases through manipulating objects. The more data are kept
by entities, the more number of both types of illegal and late information flows
occur. Therefore, the more number of operations are interrupted. In order to
reduce the number of operations interrupted, an FC (Fog Computing) model in
the IoT [4] is considered in this paper.

In the FC model, there is a fog layer composed of fog nodes between devices
and subjects. Suppose a subject sbi issues a get operation on an object okm to
a device dk. The data dtkm of the object okm arrive at the fog layer before being
sent to the subject sbi. Here, the data dtkm are processed and summarized data
are generated by a set F k,i

m of fog nodes for the subject sbi. As a result, data
of objects in F i(okm.sO) are sent to the subject sbi. Therefore, information flow
relations in the FC model are newly defined with the set F i(okm.sO) of source
objects as follows:

Definition 6. okm →F sbi iff F i(okm.sO) �= φ and okm ∈ IN(sbi).

Definition 7. okm ⇒F sbi iff okm →F sbi and F i(okm.sO) ⊆ IN(sbi).

Definition 8. okm �→F sbi iff okm →F sbi and F i(okm.sO) �⊆ IN(sbi).

Definition 9. okm ⇒F
t sbi iff okm ⇒F sbi and ∀oln ∈ F i(okm.sO) (gti.st(oln) ≤

minOT k
m(oln) ≤ gti.et(oln)).

Definition 10. okm �→F
l sbi iff okm ⇒F sbi and ∃oln ∈ F i(okm.sO) ¬(gti.st(oln) ≤

minOT k
m(oln) ≤ gti.et(oln)).

Generally, data from objects are processed and the summarized data are
generated by fog nodes. After that, the summarized data are sent to subjects.
Here, since the amount of data exchanged among entities decreases, the amount
of data kept by entities slightly increases compared with the conventional system
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models. As a result, the number of both types of illegal and late information flows
is reduced. Hence, the number of operations interrupted is also reduced in the
protocols.

In this paper, calculable data are assumed to be exchanged among entities.
For example, three typical calculations to extract the maximum, minimum, and
average values are considered. The set F i(okm.sO) which indicates source objects
of summarized data is decided in accordance with these calculations. These typ-
ical calculations and the set F i(okm.sO) of source objects are summarized as
follows:

• Extraction of maximum value: {oln | dtln in okm include the maximum value}.
• Extraction of minimum value: {oln | dtln in okm include the minimum value}.
• Extraction of average value: {oln | dtln in okm include a value closest to the

average value}.

In this paper, the FCOI (FC-based OI) and FCTBOI (FC-based TBOI)
protocols are proposed. In the FCOI protocol, the sets of source objects are
updated as follows:

1. Initially, sbi.sO = okm.sO = φ for every subject sbi and object okm;
2. If a device dk generates data by sensing events occurring around itself and

stores the data to its object okm, okm.sO = okm.sO ∪ {okm};
3. If a subject sbi issues a get operation on an object okm, sbi.sO = sbi.sO ∪

F i(okm.sO);
(F i(okm.sO) is decided in accordance with the data processing in a fog layer)

4. If a subject sbi issues a put operation on an object okm, okm.sO = okm.sO ∪
sbi.sO;

In a get operation, data dtkm from the object okm are processed and summarized
data are generated by fog nodes in F k,i

m . Hence, the objects in the set F i(okm.sO)
are added to the set sbi.sO of the subject sbi.

On the other hand, in the FCTBOI protocol, the earliest generation times of
data of source objects are also updated as follows:

1. Initially, sbi.sO = okm.sO = φ for every subject sbi and object okm;
2. If a device dk generates data by sensing events occurring around itself and

stores the data to its object okm at time τ .
a. If minOT k

m(okm) = NULL, minOT k
m(okm) = τ ;

b. okm.sO = okm.sO ∪ {okm};
3. If a subject sbi issues a get operation on an object okm.

a. For each object oln such that oln ∈ (sbi.sO ∩ F i(okm.sO)), minSBT i(oln)
= min(minSBT i(oln),minOT k

m(oln));
b. For each object oln such that oln �∈ sbi.sO but oln ∈ F i(okm.sO),

minSBT i(oln) = minOT k
m(oln);

c. sbi.sO = sbi.sO ∪ F i(okm.sO);
4. If a subject sbi issues a put operation on an object okm.
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a. For each object oln such that oln ∈ (sbi.sO ∩ okm.sO), minOT k
m(oln) =

min(minOT k
m(oln),minSBT i(oln));

b. For each object oln such that oln �∈ okm.sO but oln ∈ sbi.sO, minOT k
m(oln)

= minSBT i(oln);
c. okm.sO = okm.sO ∪ sbi.sO;

Based on the sets of source objects and the earliest generation times of data,
the illegal information flow and late information flow are detected. The FCOI
and FCTBOI protocols perform as follows:

[FCOI protocol] A get operation on an object okm issued by a subject sbi is
interrupted if okm ⇒F sbi does not hold.
[FCTBOI protocol] A get operation on an object okm issued by a subject
sbi is interrupted if okm ⇒F

t sbi does not hold.

Since the number of source objects exchanged among entities are reduced by the
processing of fog nodes, it is expected that the numbers of operations interrupted
are reduced in the FCOI and FCTBOI protocols compared with the conventional
OI and TBOI protocols, respectively.

4 Evaluation

The FCOI and FCTBOI protocols are evaluated in terms of the number of oper-
ations interrupted. In the evaluation, twenty devices and thirty subjects are con-
sidered (dn = 20, sbn = 30). It is assumed that subjects issue only get and put
operations. Three types of devices, sensors, actuators, and hybrid devices are
considered. Sensors and actuators accept only get and put operations, respec-
tively. On the other hand, hybrid devices accept both get and put operations.

Each device dk obtains the number onk of objects. The number onk is ran-
domly selected out of numbers 1, . . . , 5. The type of each device dk is randomly
decided with the same probability. Initially, a set of source object okm.sO of each
object okm is empty.

Every subject sbi is issued the number cni of capability tokens. Every capa-
bility token capig includes the number arni

g of access rights. Validity period vpig of
the capability token capig is randomly selected out of numbers 300, . . . , 600 sim-
ulation steps. The numbers cni and arni

g are randomly selected out of numbers
5, . . ., 15 and 1, . . ., onk · opsnk, respectively. opsnk is the number of operations
supported in the device dk. Hence, if the device dk is a sensor or actuator, opsnk

= 1. Otherwise, i.e. the device dk is a hybrid device, opsnk = 2. Access rights
and a device dk shown in capig.DE in the capability token capig are randomly
decided. The operation of an access right for an object okm in a hybrid device dk
is decided to be get with probability 0.5. On the other hand, the operation is
decided to be put with the same probability.

After the generation of devices and subjects, the following procedures are
performed in every protocol:
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1. Every sensor and hybrid device dk collects data by sensing events with prob-
ability 0.5. Here, the sensing type is randomly selected so that the sensing
is full one with probability 0.2. If the device dk collects data, the data are
stored in an object okm randomly selected.

2. For every subject sbi, the validity period vpig of every capability token capig
is decremented by one. If the validity period vpig gets 0, the capability token
capig is revoked from the subject sbi.

3. Every subject sbi which has no capability token is issued capability tokens
randomly generated.

4. Every subject sbi issues an operation with probability 0.7. If a subject sbi
decides to issue an operation, one access right obtained by the subject sbi is
randomly selected and the subject sbi issues an operation according to the
access right. In a get operation, the subject sbi requests summarized data
with probability 0.5. Here, data processed in a fog layer flow to the subject
sbi. Otherwise, raw data flow to the subject sbi. On the other hand, in a
put operation, data in the subject sbi flow to the object. For each operation,
full and partial types are randomly selected with probabilities 0.2 and 0.8,
respectively.

5. In a get operation, data dtkm from an object okm are processed at a fog layer
for a subject sbi. The calculation type is randomly decided with the same
probability. The set F i(okm.sO) of source objects is generated in accordance
with the calculation and sent to the subject sbi. After the processing, if okm
⇒F sbi and okm ⇒F

t sbi do not hold, the get operation is interrupted at the
fog layer in the FCOI and FCTBOI protocols, respectively.

In the simulation, we make the following assumptions:

• If okm.sO = φ, a subject sbi does not issue a get operation to a device dk.
• If sbi.sO = φ, a subject sbi does not issue a put operation to a device dk.
• If ∃oln ∈ okm.sO (minOT k

m(oln) < minSBT i(oln)), a subject sbi does not issue
a full get operation to a device dk.

• If ∃oln ∈ sbi..sO (minSBT i(oln) < minOT k
m(oln)), a subject sbi does not issue

a full put operation to a device dk.

Let st be a simulation steps. The above procedures are assumed to be per-
formed in one simulation step. This means, the above procedures are iterated st
times. In the evaluation, one simulation step means one [s]. Here, st = 0, 600,
1200, 1800, 2400, 3000, or 3600. The sets of devices and subjects are randomly
generated twenty times. For a pair of given these sets, the above procedures for
st are iterated ten times. Finally, the average number of operations interrupted
is calculated.

Figure 2 shows the numbers of get operations interrupted in the OI, TBOI,
FCOI, and FCTBOI protocols. In the FCOI and FCTBOI protocols, since data
from objects are processed at fog nodes, the number of objects in the set of
source objects are reduced. Here, the number of both types of illegal and late
information flows are also reduced. Hence, the number of operations interrupted
is reduced in the FCOI and FCTBOI protocols compared with the OI and TBOI
protocols, respectively.
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Fig. 2. Number of get operations interrupted.

5 Concluding Remarks

For the IoT (Internet of Things), the CBAC (Capability-Based Access Control)
model was proposed where capability tokens which are collection of access rights
are issued to subjects. Since data are exchanged among entities through manip-
ulating objects, two types of illegal and late information flows occur. In order to
prevent both types of illegal and late information flows from occurring, the OI
(Operation Interruption) and TBOI (Time-Based OI) protocols were proposed.
In addition, the MRCTSD (Minimum Required Capability Token Selection for
Devices) and MRCTSS (MRCTS for Subjects) algorithms were proposed to make
the OI and TBOI protocols more useful. In the protocols, the amount of data kept
by entities monotonically increases through manipulating objects. As a result,
the more number of operations are interrupted to prevent both types of illegal
and late information flows. In order to reduce the number of operations inter-
rupted, an FC (Fog Computing) model in the IoT is considered in this paper. In
the FC model, data from devices are processed in a fog layer and the processed
data are sent to subjects. Here, since the amount of data exchanged among enti-
ties is reduced, the number of both types of illegal and late information flows
is also reduced. Hence, the number of operations interrupted is reduced in the
FC-based protocols compared with the conventional protocols in the evaluation.
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Abstract. The Internet is operated by interconnected networks of units called
AS. In recent years, BGP hijackings have caused large-scale failures and inter-
ceptions. This paper focuses on the activities of it that targets AS and BGP. We
analyze possible methods of it and propose a method to localize attack effec-
tiveness. We derive a topology map of AS from BGP logs and analyze its char-
acteristics of it. Focusing on strategies that change it and its characteristics, we
assume two scenarios and three attack tactics. From our computer simulations,
we can find the following two facts. First, if the adversary group wants to spread
malware and disinformation, setting “fake ASs” is effective. Second, if the group
wants to concentrate and confusion about information sharing, stopping some
ASs is effective. These are easy to realize because the attacker can succeed only
by rewriting ASPATH. On the other hand, as a countermeasure, we can find that
setting a new AS can decrease such attack effectiveness.

1 Introduction

The objectives and techniques of network attacks are rapidly becoming more complex
every day. In particular, it has been observed that attackers are organized into the adver-
sary group. For example, a typical ATP (Advanced Threat Prevention), is organized and
roles are divided among them. Also, in the Russian and Ukrainian wars, it involving
civilians has been organized, and it has become necessary to take into account network
attacks of a different scale and strategy than before. This paper considers the potential
risks of the Internet structure for such a recent tendency.

The Internet is operated based on AS (Autonomous System). An AS is a set of
networks managed following a unified policy. Each AS has its own “AS number”
which is determined by IANA [4], RIRs, NIRs, and so on. To establish communication
among ASs, AS exchange their route information “BGP (Border Gateway Protocol)”
each other. BGP can control a huge number of routings. The administrator of each AS
can connect to the Internet by configuring appropriate route advertisements. Therefore,
incorrect route advertisements can cause serious failures in networks around the world.
This incorrect route advertisement is called “BGP hijacking”. It has resulted in massive
access disruptions and interceptions to corporate, financial and government institutions
[1–3,5,8,13]. Although countermeasures are being taken against it, they have not yet
reached the practical security [6,11,12,17]. It allows the adversary group to conduct
large-scale disruption or interception without access to the target network or attacking
the important servers which require high cost and techniques.
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Analyzing the BGP logs allows us to derive a topology map of AS. The properties
of the topology map can be estimated by the eigenvalues of the matrices derived from it.
Such an analysis method is developed in the research field of network dynamics. Paper
[19] has discussed network attack countermeasures that use these eigenvalues to select
the most effective IP addresses and appropriate attack methods. Paper [19] derives a
topology map of IP addresses in a specific area and changes their characteristics assum-
ing Slow Read DDoS attacks. In this attack, the attackers are a small group and are
not expected to be a sustained attack. However, if we assume the adversary group col-
ludes with network companies or a hostile foreign party, a more extensive and sustained
attack can be expected.

In this paper, we propose an attack strategy to evaluate possible attack tactics of
the adversary group and to localize the damage by developing the scheme of previous
studies. We focus on varying topology maps of AS and their characteristics, and we
evaluate them based on two different scenarios and three different attack tactics. The
effectiveness of the attack is evaluated by the increase of the eigenvalue. In this paper,
we evaluate the feasibility of our proposed attack strategy by computer simulation using
the database of the routeviews project [9], which collects from real communication. We
demonstrate the effectiveness of our proposal using such an actual database, however,
details are omitted because of ethical reasons.

2 Preliminaries

2.1 Outline

Network characteristics can be estimated using a topology map. An example of a pre-
vious study using eigenvalues of such a topology map is a chain bankruptcy analysis
of banking transactions [7]. In this study, a topology map of banking transactions is
derived and its eigenvalues are computed. By using these eigenvalues, they show that
the failure of a megabank is not the only cause of a financial crisis. Network dynamics
is a research field that analyzes phenomena using the characteristics of such networks.

Topology maps can be represented in several ways. In this paper, we use two types
of integer matrices: adjacency matrices [15] and Laplacian matrices [20]. The eigenval-
ues of each matrix represent the characteristics of the topology map. In particular, we
focus on two types of characteristics; “Spread of speed” and “Convergence”.

2.2 Adjacency Matrix

Let G be a topology map with n nodes. G can be represented by an n× n adjacency
matrix A. Let Ai, j(1 ≤ i, j ≤ n) be an element of matrix A.

Ai, j =

{
1 if i is adjacent to j, and

0 if i is not adjacent to j.
(1)

Since Ai,i represents a link to itself, Ai,i = 0. Let the order of node i be the Hamming
weight of the i-th row (or i-th column). From the symmetry of matrix A, Ai, j = Aj,i



A Study of Network Attack Strategy Using AS Topology Map 93

holds. The node with the highest order is defined as a “hub node”. Let λ be the eigen-
value of A, the following characteristic equation is derived.

det(λ I−A) = 0 (2)

Since the characteristic equation is n-dimensional, the eigenvalues can have m(1≤m≤
n) different values. Let λmax(A) be the maximum value of λ . The value of λmax(A) is a
characteristic of the connection density between hub nodes. It also has the property of
the “diffusion rate” of the topology map.

2.3 Laplacian Matrix

The topology mapG can also be represented by a Laplacian matrix L. Let Li, j(1≤ i, j ≤
n) be an element of matrix L.

Li, j =

⎧⎪⎨
⎪⎩
di if i= j

−1 i is adjacent to j, and

0 i is not adjacent to j,

(3)

where di denotes the order of the i-th node. The eigenvalues of L are also derived using
Eq. (2), as in the adjacency matrix. Thus, there are m(1 ≤ m ≤ n) eigenvalues of L as
follows.

0= λ1(L) ≤ λ2(L) ≤ . . . ≤ λmax(L) (4)

The minimum value λ1(L) is always equal to 0. The second minimum value λ2(L)
indicates the algebraic connectivity of the topology map. When this value is large, the
topology map has high connectivity. The maximum value λmax(L) indicates the diffi-
culty of connectivity delays. The synchronization of the topology map can be evaluated
by the ratio R= λ2(L)/λmax(L).

3 Proposed Attack Strategy

3.1 Topology Map of AS

On the Internet, it is necessary to accurately grasp and maintain the destination of pack-
ets to be communicated. Various research organizations, such as RIPE [14] and the
routeview project by the University of Oregon [9], have collected and published infor-
mation on AS. This information is widely used for the actual maintenance of network
and research activities. In this paper, we use log information from the routeview project
for our computer simulations. There are two types of AS; Cisco products and Zebra
products. In this paper, we focus on Zebra logs to derive a topology map of AS (Fig. 1).
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Fig. 1. An example of AS log

We focus on ASPATH which is a list of AS numbers that the routing information
has passed through. It has two important functions. First, it is used to select a route with
a small number of paths when there are multiple routes to the same destination. Second,
it can detect loops in a route. In these ways, a set of ASPATH shows routing information
in a network. Therefore it can be used to derive a topology map among ASs. Although
it contains redundant routes, these are held to derive a topology map because they have
the characteristic of the network. On the other hand, duplicate routes can be omitted.

3.2 Attack Strategy

Our proposed attack strategy is defined by the combination of scenarios and tactics. In
this paper, we focus on the following two scenarios.

Scenario-1 Spread of malware and disinformation
Scenario-2 Concentration and confusion of information sharing

Scenario-1 is easy to understand and a typical case of a network attack, so we omit
the details. Scenario-2 is to generate the differentials in information sharing between
the target area and others and make confusion among them. This scenario is also based
on one of the important characteristics of Internet technology such as the immediacy
of information sharing. By using this characteristic, we can generate a threshold of
intentional diffusion of information. This scenario is similar to the spread of rumors,
but it is different from such scenarios in the point that the difference in the spread of
different information is generated deliberately. The effectiveness of these attack scenar-
ios can be estimated by the “malicious topology map” derived from attack simulations.
The effectiveness of Scenario-1 is related to the characteristic of “Spread of speed” and
Scenario-2 is related to “Convergence” respectively [10,16].

On the other hand, network attack has various tactics such as DDoS, XSS, down of
services, construction of rogue servers, and so on. These tactics can affect the topology
map and change its characteristics. Therefore, the adversary group can choose an attack
scenario and discuss its effectiveness by selecting tactics. In this paper, we consider
the following three tactics and simulate their effectiveness in the derived malicious
topology map.
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Tactics-1 Stoping ASs
Tactics-2 Rerouting by setting fake ASs
Tactics-3 Combination of Tactics-1 and Tactics-2

Tactics-1 can be achieved by a well-known attack such as DDoS. Tactics-2 can be
achieved by setting fake AS or rewriting ASPATH. We can set any number of stopped
ASs, fake ASs, and newly generated ASPATH and links. As a result, the combination
of tactics and conditions makes an exponential number of kinds of malicious topology
maps. However, the computer resources limit the search field, so we determine the most
effective one computing with λmax(A) and R of the “initial topology map” which in
before the attack in the computationally feasible range. The procedure of our proposed
attack strategy is as follows.

Step-1 Collect AS logs.
Step-2 Extract AS path information from logs.
Step-3 Derive the initial topology map.
Step-4 Run Tactics-1 ∼ Tactics-3 simulations for both scenarios by brute force search.
Step-5 Select the best malicious topology map in Step-4 as the best tactic for the sce-

nario.

4 Example Execution

4.1 Preparation (Step-1 ∼ Step-3)

We show an example derivation of attack strategy using Zebra log from [9]. In this
example, we use “rib.20220425.0400.bz2” to extract AS path information as follows.

$ bgpdump “rib.20220425.0400.bz2” |grep -w “AS number” |grep -v “SEQ” |grep -v
“AGG” |grep -v “COM” |tr -d “ASPATH:”

AS a result, we have different 73,806 ASs and unique 177,109 links. Due to the
limited computational power, we extract 69 nodes and 93 links among them as the
initial topology map (see Fig. 2). Note that details on how we chose ASs and their links
are omitted because of ethical reasons.

Fig. 2. Initial topology map of example attack
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4.2 Simulation of Tactics and Result (Step-4)

From the results of Sect. 4.1, we can calculate λmax(A) = 5.3307 and R = 0.002127.
Due to the limited computational power (see Table 1), we execute the following total of
eight tactics.

Table 1. Computer environment used in the simulation

OS Windows 10 Home

Compiler Python 3.6

CPU Intel(R) Core(TM) i7-9700K CPU @ 3.60GHz 3.60GHz

Memory 64GB

Tactics-1.1 Stop one AS.
Tactics-1.2 Stop two ASs.
Tactics-1.3 Stop three ASs.
Tactics-2.1 Increase one fake AS and connect it with two nodes.
Tactics-2.2 Increase one fake AS and connect it with three nodes.
Tactics-2.3 Increase two fake ASs and connect them with two nodes from each.
Tactics-3.1 Stop one AS and increase one fake AS. The increased fake AS is connected

by two nodes.
Tactics-3.2 Stop two ASs and increase one fake AS. The increased fake AS is connected

by two nodes.

The results of each tactics are shown in Fig. 3, Fig. 4, and Table 2. Note that detailed
information on the stopped AS number and position of fake AS and links is omitted
because of ethical reasons.

Table 2. Result of each tactic

Topology λmax(A) R Time (sec)

Initial topology map 5.3307 0.002127 0.28

Tactics-1.1 5.3307 0.003178 11.45

Tactics-1.2 5.3305 0.006895 411.72

Tactics-1.3 5.3304 0.007352 20,245.80

Tactics-2.1 5.5164 0.002127 450.44

Tactics-2.2 5.5961 0.002128 21,600.65

Tactics-2.3 5.6983 0.002127 330,594.43

Tactics-3.1 5.5164 0.003178 160,131.32

Tactics-3.2 5.5961 0.002128 307,582.62
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(a) Tactics-1.1 (b) Tactics-1.2 (c) Tactics-1.3 (d) Tactics-2.1

(e) Tactics-2.2 (f) Tactics-2.3 (g) Tactics-3.1 (h) Tactics-3.2
Stopped AS Fake AS

Fig. 3. Scenario-1: Spread of malware and disinformation

4.3 Select of Attack Strategy (Step-5)

4.3.1 Scenario-1
From the results of Scenario-1 (Fig. 3), we can find the following two properties of
tactics. First, in Tactics-1, the eigenvalues are nearly one of the initial topology map
even if the number of stopped ASs increases. Second, in Tactics-2 and Tactics-3, the
eigenvalues increase as the number of generated links and the number of settings fake
ASs increase. Therefore the more number of them, we can have the more effective of
Scenario-1. From the above consideration, we can conclude that for Scenario-1 against
the initial topology map (Fig. 2), Tactics-2.3 is the best.

The advantage of Tactics-2.3 is only setting fake ASs and the necessary technical
level is quite low. The adversary group can succeed by only advertising its fake BGP
without manipulating any other AS. However, it is necessary that network corporations,
administrators, and are joining the adversary group. Since it is difficult to find such
attack infrastructure, the attack effectiveness will be continued.

4.3.2 Scenario-2
From the results of Scenario-2 (Fig. 4), we can find the following two properties of
tactics. First, in Tactics-1, the eigenvalues increase as the number of stopped ASs. Sec-
ond, in Tactics-2, the eigenvalues are nearly one of the initial topology map even if the
number of generated links and setting fake ASs increase. Therefore the more number of
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(a) Tactics-1.1 (b) Tactics-1.2 (c) Tactics-1.3 (d) Tactics-2.1

(e) Tactics-2.2 (f) Tactics-2.3 (g) Tactics-3.1 (h) Tactics-3.2
Stopped AS Fake AS

Fig. 4. Scenario-2: Concentration and confusion of information sharing

stopped ASs, we can have the more effective of Scenario-2. From the above consider-
ation, we can conclude that Tactics-1.3 is the best tactics. Therefore it is predicted that
stopping many ASs will increase the attack effectiveness.

The advantage of Tactics-1.3 is only stopping many ASs. The adversary group can
also succeed by only rewriting ASPATH of the target AS. Such attacks are necessary for
hostile internal collaborators or administrators, it is difficult to find such unauthorized
operations and the attack effectiveness will be continued.

4.4 Consideration

4.4.1 Fake as or New Links?
Increasing new links is considered to have a big influence on changing the characteristic
of the topology map. However, from the result of Scenario-1 (see Sect. 4.3.1), it turns
out that this consideration may not be right. Comparing Tactics-2.2 and Tactics-2.3, it
is more effective to increase the number of setting fake ASs than to increase the number
of generated links. It is considered important to increase the number of fake ASs with
fewer links.

4.4.2 Is Tactics-3 Effective?
Tactics-3 is very powerful but it is not chosen for both of the Scenarios. From Table 2,
it is obvious that the effectiveness of Tactics-3 is not so good. However, from the view-
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point of countermeasure, Tactics-3 may be effective. In particular for Scenario-2, since
Tactics-3.2 holds the initial characteristic of the topology map. It is expected to be
possible to return the network from the attack. This is considered to be the equivalent
case of Ukraine that introduces the Starlink [18]. We can see that setting friendly ASs
and rewriting ASPATH become a countermeasure. As a result, it may be appropriate to
consider Tactics-3 as a defense method than an attack method.

5 Discussion

5.1 Feasibility of Proposed Attack Strategy

In general, even an attacker with standard abilities can succeed in stopping ASs and
setting fake ASs in some way. However, it is unlikely that the attack will succeed,
as it is necessary to be fortunate to have effective vulnerabilities and to obtain highly
confidential information. On the other hand, our proposed attack strategy is based on
publicly available information about ASPATH and is guaranteed to be reliable. Further-
more, since the attack is achieved simply by advertising BGP, it does not require high
techniques. In this way, we can conclude that the feasibility of our proposed strategy is
extremely high because it can achieve reliable results with fewer technical problems
than conventional cyber attacks. However, it differs significantly from conventional
cyber attacks in that it requires an internal collaborator. There are many ways to get
such internal collaborators beyond cyber attacks (Intimidation, kidnapping, etc.). Prob-
lems with these are not limited to cyber security but are related to organizational man-
agement and personnel affairs. Therefore, although our proposed method is technically
easy to execute, there are many topics to be resolved in the organization of adversary
groups.

5.2 Effectiveness of Stopped Terminal AS

Intuitively, AS, which is a hub node, is a target with a high attack value. Similarly,
since the AS of the hub node is important, it is considered that the organization that
manages it is also highly implementing organizational defense measures as described
in the previous section. Therefore, it is not considered a good tactic to target such AS.
On the other hand, the terminal AS is less important and is likely to be the target. In
fact, simulations of bank bankruptcies show that the bankruptcies of many small banks
have a greater impact than the bankruptcies of megabank [7].

Based on this idea, review the attack in Scenario-2. Especially in Tactics-1.2, when
the terminal AS is targeted, it is possible to easily obtain twice as much R as the initial
topology map (see Fig. 5 and Table 3). It should be noted that this is a result of the
shape of the topology map being concentrated in the center and does not indicate the
effectiveness of the attack. As mentioned above, the terminal AS is considered to be
easy to attack, but it should be noted that the intended attack result may not be obtained.
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Fig. 5. Location to stop the terminal ASs

Table 3. Effectiveness of Tactics-1.2 when stop the terminal ASs

Topology R

Initial topology map 0.002127

Tactics-1.2 0.004213

5.3 Appropriate Values of λmax(A) and R

In this paper, we judge that the case where λmax(A) and R are the most increased com-
pared to ones of the initial topology map is effective. However, it can be the topology
map with enough λmax(A) and R for the attack from the initial or even a small value
obtained after applying the tactics. Therefore, it is necessary to estimate these appro-
priate values in advance. At the same time, it is also necessary to set these target values
that can be expected to have sufficient attack effectiveness. Since the values of λmax(A)
and R are determined by the shape of the topology map, these values cannot be uniquely
determined. However, since the links among ASs in the world are theoretically deter-
mined by log analysis, the similarity of subspaces with a limited number of ASs can
be taken into consideration. As a result, it is possible to determine the optimum value
based on the similarity of topology maps. This analysis is our future work.

6 Conclusion

In this paper, we show our proposed attack strategy using AS topology map analysis
and demonstrate an example attack using actual AS logs. We have shown as specific as
possible, however, for ethical reasons we have not given any details of the ASPATH,
such as the AS number or the location of the fake AS (the AS number to connect
to). Therefore we only show our algorithms, there is one more thing we did not show
concretely. It is the AS number that is the target of the attack (Scenario-1) and the point
where the network is divided (Scenario-2). From the current research results, the attack
target and the division point are determined from the result of topology map analysis,
which may lead to undesired results in some cASs. In future work, we improve it so
that we can choose the tactics after determining the target. As mentioned in Sect. 5.3,
we expect that this goal can be achieved by performing a nested analysis that divides
the topology map of ASs around the world and considers them as new topology maps.
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Abstract. A secure machine learning technology that performs pre-
diction while encrypting data using homomorphic encryption is being
developed. However, Convolutional Neural Networks (CNN) on homo-
morphic encryption cannot use general non-linear activation functions,
Thus, the classification accuracy is low. We proposed a novel method to
create an activation function that improves the classification accuracy by
performing a pre-training optimization on the coefficients of the polyno-
mial approximation of the Mish function. We confirmed the improvement
of classification accuracy for MNIST, Fashion-MNIST, and CIFAR-10
by optimizing the Mish function through pre-training. The classifica-
tion accuracy can be improved by 4.27% for CIFAR-10. Furthermore,
we showed that classification accuracy improves for Fashion-MNIST and
CIFAR-10 even when different networks and datasets are optimized by
pre-training the activation function. These results show that the activa-
tion function of CNNs on a homomorphic encryption can be optimized
to improve classification accuracy.

1 Introduction

The use of Machine Learning as a Service (MLaaS), which provides services
that enable machine learning inference in the cloud, has recently attracted much
attention. Users performing inference on the cloud. It needs to share confidential
data with the server, such as financial or medical information [8]. However,
uploading such sensitive data to the cloud in plaintext poses a security risk since
the data can be accessed from the server side.

Homomorphic Encryption (HE) preserve privacy by fully supporting homo-
morphic operations over encrypted data [9]. However, there are limitation to HE:
it cannot perform division, comparison, and exponentiation operations. The Rec-
tified Linear Unit(ReLU) and Sigmoid functions, which are commonly used as
activation functions in general CNNs, cannot be used on HE. Therefore, Gilad’s
et al. [10] used a square-function as the activation function, even though it had
a low classification accuracy.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Ishiyama et al. [12] created an activation function with a high classification
accuracy that can be operated on HE using the least-squares method to approx-
imate the Swish function [15] to a fourth-order polynomial. This method has
a low classification accuracy associated with polynomial approximation. There-
fore, there is room for further study on activation function approximation with
a higher classification accuracy.

In this paper, we propose a method to generate an activation function based
on a polynomial approximation and accuracy optimization to maximize classifi-
cation accuracy for a prepared dataset. We will also investigate methods to gen-
erate activation functions that further improve classification accuracy without
increasing the order of activation functions. To evaluate our model, we performed
pre-training optimization on a polynomial activation function and evaluated its
classification accuracy on MNIST [19], Fashion-MNIST [18], CIFAR-10 [1], and
CIFAR-100 [1] which are widely used datasets for benchmarking. The results
show that the classification accuracy is higher than that of the activation func-
tion approximated polynomially by the least-squares method. The classification
accuracy of Fashion-MNIST and CIFAR-10 is further improved even when the
network and the dataset to be optimized are different from the ones used in
training.

The rest of the paper is organized as follows. We describe our research and
related research questions in Sect. 2. In Sect. 3, we introduce our method of
improving classification accuracy. We discuss the classification accuracy results
with our activation functions in Sects. 4. Finally, we give the conclusions of our
work and some recommendations for future work in Sect. 5.

2 Related Work

Gilad-Bachrach et al. [10] implemented the world’s first CNN on HE. They
showed that it is possible to obtain inference results while preserving privacy
by encrypting the model parameters and the images to be inferred using HE. A
square-function was used as the activation function, Although It achieves 99%
classification accuracy for MNIST, its output changes significantly depending on
the value of the input, resulting in a low classification accuracy.

Hesamifard et al. [11] performed learning and inference in CNNs on HE
by performing polynomial approximations of the activation function. They
used Chebyshev polynomials and Taylor expansions as methods for polynomial
approximation. The ReLU function was approximated by Chebyshev polyno-
mial, but the classification accuracy was low. In contrast, approximating the
ReLU function with a Taylor expansion resulted in better classification accu-
racy. Similar approximations to the Sigmoid and Tangent Hyperbolic Function,
however, resulted in a lower classification accuracy. The datasets used to evaluate
the classification accuracy were MNIST and CIFAR-10.

Chabanne et al. [6] performed polynomial approximations of the ReLU func-
tion at various degrees by the least-squares method to verify the classification
accuracy with deeper layers of CNNs on HE. Using Average Pooling and Batch
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Normalization layers for the CNN, they achieved 99.30% classification accuracy
on MNIST. However, the shallow layer model yielded a much lower classifica-
tion accuracy. The method used in this study was computationally expensive,
as more layers were needed to achieve higher classification accuracy.

Ishiyama et al. [12] performed a polynomial approximation, using the least-
squares method, of the Swish function, which was versatile and had a high clas-
sification accuracy. It achieved a classification accuracy of 99.29% for MNIST
and 80.47% for CIFAR-10, which is a higher classification accuracy than the
other studies reported here. The classification accuracy of the Swish function
and the approximate Swish function differed by approximately 2%, indicating
that there is room for improvement in approximation methods as there is a gap
in classification accuracy between before and after approximations.

All the above studies used a polynomial that approximates the square-
function and an activation function commonly used in CNNs as the activa-
tion function. Chebyshev polynomial, Taylor expansion, and the least-squares
methods are all polynomial approximations of the activation function, so low-
degree polynomials are insufficient to approximate the original activation func-
tion, resulting in a large gap in classification accuracy. Thus, we focused on
methods to generating activation functions based on the actual classification
accuracy.

In this paper, we show that optimizing the coefficients of the polynomial
approximations of activation functions by pre-training leads to a better classifi-
cation accuracy on benchmarking datasets.

3 Proposed Method

The proposed method in this paper can be divided into two main steps.

1. The activation function and the Mish function, which have higher classifica-
tion accuracy than the Swish function, were approximated polynomially by
the least-squares method.

2. Hyperparameter tuning was performed to maximize the classification accu-
racy on the prepared dataset. Specifically, Optuna’s Tree-structured Parzen
Estimator (TPE) [3] maximizes classification accuracy by searching for each
coefficient of the Mish function generated by a polynomial approximation.

First, in the polynomial approximation of the Mish function in step 1., a
polynomial approximation was peformed by the least-squares method similar to
Ishiyama et al. [12]. We decided to use the Mish function [14] as the activation
function for polynomial approximation, which is considered more versatile and
has a higher classification accuracy than ReLU and Swish function.

Next, in the process of hyperparameter tuning by TPE for the coefficients
of the activation function in step 2., the coefficients of the polynomial activa-
tion function were searched for based on the classification accuracy of the actual
dataset output by a pre-training process. In practice, TPE optimization was per-
formed on the approximated Mish function. To further improve the accuracy of
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the approximation to the Mish function, optimization is performed by narrow-
ing the search range for the polynomial coefficients. In this way, we can expect
the activation function to have high classification accuracy, similar to that of
the Mish function. Furthermore, optimizations with a narrower search range are
expected to allow generating commonly used activation functions such as ReLU
and Sigmoid functions due to the reduced dependence of the optimized Mish
function on the network or the dataset on which the activation function was
optimized.

3.1 Polynomial Approximation of the Mish Function

In this study, a polynomial approximation of the Mish function was performed
by the least-squares method which had the highest classification accuracy in the
other studies [11,12], was utilized as the approximation method. In the study by
Ishiyama et al. [12], the degree of a polynomial was set to 4, which had the highest
classification accuracy, and the range of inputs to be approximated was set to
[–6,6]. The degree and the range of inputs to be approximated are parameters for
the approximation of the Swish function, but due to the high similarity between
the Swish and Mish functions, these apply to the Mish function as well. We base
our expression construction on the polynomial equation in [12]. The approximate
Mish function is shown in equation (1) and the graph is shown in Fig. 1.

f(x) = −0.0021023x4 + 0.14866987x2 (1)
+ 0.51008878x + 0.16863171

3.2 Accuracy Optimization

We used TPE optimization to find the coefficients of the approximate Mish
function. Specifically, the coefficients of the activation function in the network
to be optimized were modified and trained for a given number of epochs using
the training data. Then, the coefficients with the highest classification accuracy
for the data not used for training were searched. The search ranges for the
coefficients were set to [–1, 1], [–0.1, 0.1], [–0.01, 0.01], and [–0.001, 0.001]. The
datasets used for optimization by TPE were MNIST, Fashion-MNIST, CIFAR-
10, and CIFAR-100. For MNIST and Fashion-MNIST, 48,000 data were used for
training, and 12,000 data were used to evaluate the classification accuracy during
optimization. The remaining 10,000 data were used to validate the classification
accuracy of the activation function after optimization to avoid overfitting. For
CIFAR-10 and CIFAR-100, 40,000 images were used for training, and 10,000
images were used to evaluate the classification accuracy during optimization.
The number of training sessions was set to 100, and the number of epochs was
set to 10 to account for the training cost. Batch size was set to 128, learning
rate to 0.01, and optimizer to AdaDelta.

The respective network architectures for MNIST (MNIST), Fashion-MNIST
(Fas-hion-MNIST), and CIFAR-10 (CIFAR-10) used in the optimization are
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Fig. 1. Mish function approximated by a 4th degree polynomial

shown in Table 1 and Table 2. The network used for the optimization of CIFAR-
100 (CIFAR-100) was based on VGG16 [16] with the activation function replaced
by a polynomial activation function. The idea is to verify if the network or the
dataset to be optimized is different from the one used in training. We verified
that it is commonly used for benchmarking purposes and that the optimized
activation function can produce a general-purpose activation function without
considering the depth-differences of the layers. Since there are limitations on
verification networks and HE, it is expected that simple networks will gener-
ate more versatile activation functions than complex networks that cannot be
operated on HE.

The equations of the optimized Mish function created for MNIST are shown
in Table 3, and the graphs of its polynomial activation functions are shown in
Fig. 2 (a). The equations of the optimized Mish function created for MNIST using
Fashion-MNIST are shown in Table 4, and the graphs of its polynomial acti-
vation functions are shown in Fig. 2 (b). The equations of the optimized Mish
function created for CIFAR-10 are shown in Table 5, and the graphs of its polyno-
mial activation functions are shown in Fig. 2 (c). The equations of the optimized
Mish function created in VGG16 network using CIFAR-100 dataset are shown in
Table 6, and the graphs of its polynomial activation functions in Fig. 2 (d). From
Fig. 2, it is clear that, by narrowing the coefficient search range, the approxi-
mated Mish function is more similar to Mish function.

Table 1. Network layers MNIST and
Fashion-MNIST

Layer Parameters Output size

Convolution 5 filters of size 5× 5, (2,2) stride 12× 12× 5
Batch normalization 12× 12× 5
Activation function 12× 12× 5

Convolution 50 filters of size 5× 5, (2,2) stride 4× 4× 50
Batch normalization 4× 4× 50
Activation function 4× 4× 50

Fully connected 10 units 1× 1× 10

Table 2. Network layer for CIFAR-10

Layer Parameters Output size

Convolution 40 filters of size 5× 5, (2,2) stride 16× 16× 40
Batch normalization 16× 16× 40
Activation function 16× 16× 40

Average Pooling Pool size 5× 5, (2,2) stride 6× 6× 40

Convolution 80 filters of size 3× 3, (1,1) stride 6× 6× 80
Batch normalization 6× 6× 80
Activation function 6× 6× 80

Fully connected 10 units 1× 1× 10
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Table 3. Equations of optimized Mish function created for MNIST

Range Activation function

[–1, 1] f(x) = −0.01442524x4 + 0.00158332x2 + 0.88826944x− 0.01275787

[–0.1, 0.1] f(x) = −0.01069226x4 + 0.11951754x2 + 0.56319683x + 0.09321102

[–0.01, 0.01] f(x) = −0.00831687x4 + 0.14990016x2 + 0.50010013x + 0.16206926

[–0.001, 0.001] f(x) = −0.00201326x4 + 0.14901227x2 + 0.50967517x + 0.1694176

Table 4. Equations of optimized Mish function created for Fashion-MNIST

Range Activation function

[–1, 1] f(x) = 0.01809696x4 − 0.59336015x2 + 1.17978706x + 0.44916505

[–0.1, 0.1] f(x) = −0.00735186x4 + 0.19722884x2 + 0.45351870x + 0.07937917

[–0.01, 0.01] f(x) = 0.00033206x4 + 0.14147889x2 + 0.50264848x + 0.16690980

[–0.001, 0.001] f(x) = −0.00162847x4 + 0.14815714x2 + 0.51101085x + 0.16805804

Table 5. Equations of optimized Mish function created for CIFAR-10

Range Activation function

[–1, 1] f(x) = −0.01410303x4 + 1.06744797x2 + 0.62838373x + 0.31748578

[–0.1, 0.1] f(x) = −0.00252074x4 + 0.22103484x2 + 0.45203568x + 0.15522165

[–0.01, 0.01] f(x) = −0.00147005x4 + 0.14283672x2 + 0.50519885x + 0.17068954

[–0.001, 0.001] f(x) = −0.00115840x4 + 0.14767311x2 + 0.51018185x + 0.16885427

4 Evaluation

We evaluated our novel optimization-based activation function to show its effec-
tiveness. In Sect. 4.1, we explain computing environment, implementations, and
training condition of the activation functions. In Sects. 4.2 and 4.3, we report our
evaluation results for classification accuracy and tranferability of the proposed
activation function.

Table 6. Using CIFAR-100 on the VGG16, the optimized Mish function equations

Range Activation function

[–1, 1] f(x) = −0.65204331x4 + 1.00256451x2 + 1.40638317x + 0.65899197

[–0.1, 0.1] f(x) = −0.06910764x4 + 0.11355908x2 + 0.54662747x + 0.15644139

[–0.01, 0.01] f(x) = −0.00069412x4 + 0.14754837x2 + 0.50595350x + 0.16594631

[–0.001, 0.001] f(x) = −0.00134593x4 + 0.14913091x2 + 0.51026693x + 0.16789240
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Fig. 2. Graphs of polynomial activation functions

4.1 Evaluation Setup

Computing Environment. We used a RyzenTM ThreadripperTM 3990X with
64 cores and 128 GB RAM for inference.

Dataset. As described in 3.2, we used MNIST dataset, Fashion-MNIST dataset
and CIFAR-10 datasets for evaluation. For each dataset, we split 10,000 images
into test images and the rest into training images.

Implementation. The implementation of the model was done using Tensorflow
[2], and the library to perform inference on the HE was designed with a graph
compiler, nGraph-HE [5], as the back-end. Using nGraph-HE, it is possible to
easily implement CNN on HE, and the graph compiler speeds up the execu-
tion. We used SEAL [13] for Cheon-Kim-Kim-Song (CKKS) scheme [7], which
was implemented under the nGraph-HE environment. We used packing [17] for
evaluating the HE and SIMD for inference, which significantly improved the exe-
cution speed. Additionally, as the number of multiplications has a large impact
on computation time and memory utilization in the HE processes, we adopted
two methods to reduce the number of multiplications: fusing convolutional layer
with Batch Normalization and reducing the coefficients of the polynomial acti-
vation function [4,5]. As the library of HE, SEAL, is not GPU-compatible, we
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performed the evaluation on CPU. To increase the execution speed, we used
64-core OpenMP parallel processing. The encryption parameters: N was 8192,
Scale-Factor was 24, q/bits was 180 for MNIST and Fashion-MNIST, and 204 for
CIFAR-10.

Training. In our experiments, MNIST, Fashion-MNIST, and CIFAR-10 were
trained on plaintext. The number of training epochs was set to 100, and the
other parameters were the same as described in Sect. 3.2. We applied Data Aug-
mentation during training. The activation functions used for each network were
square-function, Mish function, Swish function, approximated Mish function,
approximated Swish function [12], and proposed Mish function optimized by
TPE. For optimizing Mish function, using accuracy optimization, we used the
training dataset corresponding to the network (for example, we conducted accu-
racy optimization for MNIST network using MNIST dataset). We varied the search
range in [1, –1], [0.1, –0.1], [0.01, –0.01], and [0.001,–0.001].

In addition, we optimized the Mish function using CIFAR-100 dataset on
VGG16 for evaluating the transferability of optimized function. These cases
are denoted as VGG16 Optuna, VGG16 Optuna[1,-1], VGG16 Optuna[0.1,-0.1],
VGG16 Optuna[0.01 0.01], and VGG16 Optuna[0.001,-0.001] for the corre-
sponding search ranges. We also evaluated square-function [10] and approx-
imated Swish function [12] for comparison, which were used to evaluate the
relative accuracy of approximation and classification by the proposed method
because Swish and Mish functions can only perform inference on plaintext.

Inference. We evaluated the classification accuracy on the plaintext and com-
pared it with the accuracy on ciphertext. For MNIST and Fashoin-MNIST, in
both evaluations, 10,000 images were used for inference. For CIFAR-10, the
number of images inferred was 1000 due to insufficient memory capacity on the
computer used for the evaluation on ciphertext.

4.2 Experimental Results for Classification Accuracy

We evaluated how our activation function preserves classification accuracy.
Table 7 shows the classification accuracy of the models trained with each acti-
vation function on the plaintext and ciphertext. There is a slight difference in
the classification accuracy between the plaintext and the ciphertext. This is con-
sidered to be an error caused by the encryption method that approximates the
real numbers in the CKKS scheme. We observed that the classification accu-
racy of the Mish function is higher than that of the Swish function on plaintext,
and similarly, the approximated Mish function was higher classification accuracy
than that of the approximated Swish function [12] on plaintext and ciphertext.
We found that the optimized Mish function had a higher classification accuracy
than the approximated Mish function when the search range was [-1, 1]. The
TPE-optimized activation function showed higher classification accuracy when
the search range was enlarged. The classification accuracy with the optimized
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Table 7. Results for classification accuracy

Activation function Classification accuracy on plaintext [%] Classification accuracy on ciphertext [%]

MNIST Fashion-MNIST CIFAR-10 MNIST Fashion-MNIST CIFAR-10

Square-function 97.97 84.01 64.32 97.97 84.01 63.55

Mish 99.45 85.46 73.74 N/A N/A N/A

Swish 99.38 85.24 72.89 N/A N/A N/A

Approximated Mish 99.29 84.69 66.55 99.30 84.68 67.20

Approximated Swish [12] 99.13 84.46 66.12 99.11 84.44 66.50

Optuna[–1,1] 99.35 85.20 70.82 99.35 85.20 71.05

Optuna[–0.1, 0.1] 99.18 84.74 69.01 99.18 84.75 69.00

Optuna[–0.01, 0.01] 99.11 84.69 67.78 99.12 84.68 68.15

Optuna[–0.001, 0.001] 99.24 85.10 70.23 99.22 85.10 70.15

VGG16 Optuna[–1, 1] 97.10 82.38 48.83 97.07 82.38 50.37

VGG16 Optuna[–0.1, 0.1] 98.07 82.15 58.67 98.07 82.14 60.40

VGG16 Optuna[–0.01, 0.01] 98.86 84.04 67.34 98.86 84.04 67.71

VGG16 Optuna[–0.001, 0.001] 99.20 85.18 70.21 99.18 85.17 70.04

Mish function is 4.27% higher than that of the approximated Swish function for
CIFAR-10.

4.3 Experimental Results for Different Networks

We evaluated the classification accuracy of the optimized activation function on
different networks. Table 7 shows that activation function optimized on VGG16
using CIFAR-100 had a lower classification accuracy than the approximated
Mish function for all search ranges on MNIST. However, the Fashion-MNIST
and CIFAR-10 results showed that the activation function optimized on VGG16
using CIFAR-100 had higher classification accuracy than the approximated Mish
function when the search range was set to [−0.001,0.001].

5 Disucussion

5.1 Effective Optimization Method for Activation Functions
in CNN

From Table 7, we see that the approximate Mish function has a higher classifica-
tion accuracy than the approximated Swish function in the study by Ishiyama
et al. [12]. This may be due to the fact that the Mish function has better clas-
sification accuracy than the Swish function. The optimized Mish function out-
performed the approximated Mish function in classification accuracy only for
the search range [–1, 1]. This indicates that narrowing the search range does
not necessarily increase the classification accuracy when optimizing using TPE.
Futhermore, when the target network or dataset is clear, optimizing with a wide
search range and overtraining will result in higher classification accuracy. How-
ever, as the search range [–0.001, 0.001] is superior to the search range [–0.1,
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0.1] and [–0.01, 0.01] in classification accuracy, it can be said that classification
accuracy is sometimes improved when the search range is narrower.

The results of the evaluation by Fashion-MNIST, shown in Table 7, show that
among the optimized Mish functions, the classification accuracy is improved
in all cases except for the search range [–0.01, 0.01]. Additionally, all activa-
tion functions optimized by TPE outperform the classification accuracy of the
approximate Mish function in the evaluation results by CIFAR-10. These results
strongly indicate the effectiveness of the optimization in improving the classifi-
cation accuracy. Meanwhile, the lack of significant improvement in classification
accuracy on MNIST can be attributed to the fact that MNIST itself is an easy
image classification task, and thus a network with very high classification accu-
racy can be constructed without considering the approximation accuracy of the
activation function.

We conclude that for MNIST, Fashion-MNIST, and CIFAR-10, when the
network and dataset are the same during optimization and training, a wider
search range can greatly improves the classification accuracy. If the search range
is set to [–0.01, 0.01] or [–0.1, 0.1], a narrower search range will improve the
classification accuracy.

5.2 Application of Optimization to Different Networks

The classification accuracy for MNIST, presented in Table 7, shows that the
optimized Mish function created on VGG16 using CIFAR-100 had a lower classi-
fication accuracy than the approximate Mish function in all search ranges. This
indicates that, in MNIST, the optimized Mish functions generated on a network
or dataset different from the one used in training did not improve classification
accuracy. However, the classification accuracy Table 7 for Fashion-MNIST and
CIFAR-10 show different results than that for MNIST. The classification accu-
racy of the Mish function is better than that of the approximate Mish function
in Fashion-MNIST and CIFAR-10 only when the search range is [–0.001, 0.001].
This suggests that by narrowing the search range, even for an activation function
optimized on a network or dataset different from the one used in training may
improve the classification accuracy.

These results suggest that optimizing the activation function using a nar-
row search range can improve classification accuracy when the network and the
dataset to be optimized are different from the ones used in training. For a sim-
ple identification task such as MNIST, it is difficult to improve classification
accuracy by optimizing under any of the conditions.

5.3 Limitations

One limitation of this study is the large learning cost overhead of optimizing
the activation function. Compared to the creation of activation functions using
the least-squares method, optimization using TPE is more time-consuming. The
second limitation is the verification when the degree of the activation function to
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be optimized is small, which can be evaluated by generating an activation func-
tion that requires fewer multiplications and has higher classification accuracy.
As we only tested the optimized activation function on VGG16 with CIFAR-100
models, we also need to perform more general validation on different datasets
and networks.

To improve classification accuracy, GridSearch optimization can be consid-
ered instead of TPE optimization. However, compared to TPE, GridSearch has
a time-consuming optimization problem.

6 Conclusion

In this paper, we proposed a novel method to create an activation function
that improves the classification accuracy by performing a pre-training optimiza-
tion on the coefficients of the polynomial approximation of the Mish function.
Furthermore, when optimization of the activation function is performed on the
data used to train the network, the search range for optimization was extended,
which greatly contributed to the improvement of classification accuracy. The
slight difference in classification accuracy between plaintext and ciphertext indi-
cates that the CIFAR-100 encrypted with the CKKS scheme introduces errors.
Fashion-MNIST and CIFAR-10 further improved classification accuracy by sig-
nificantly reducing the search range during optimization, even when a different
network or dataset was used for optimization than during training.

For HE, the improved classification accuracy brings the CNN closer to practi-
cal applications, where inference is performed while images are kept confidential.

Future work includes verifying the polynomial activation function when the
degree of the activation function is small, verifying the optimized activation func-
tion on different datasets and networks, and verifying the optimization by Grid-
Search instead of Optuna’s TPE optimization as a method to further improve
classification accuracy.
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Abstract. Methods that utilize AI as a detection technique for malware
have been studied, and this is also true for the detection of malicious
PowerShell scripts. Previous studies have proposed models that use deep
learning and machine learning to detect malicious PowerShell scripts and
have achieved high detection rates. However, these studies have focused
on improving the detection rate of malicious PowerShell scripts. There-
fore, the reasons why the detection models are determining malicious
and benign PowerShell samples are unclear. In this study, we use the
attention mechanism to visualize the words that are important to the
malicious PowerShell scripts detection model. Then, we analyze the dis-
tribution of important words for each sample classification result. The
experimental results show that there were significant differences in the
words that classify benign or malicious PowerShell scripts. In addition,
the misclassified samples often contain words that were emphasized in
the opposite class.

1 Introduction

Wide varieties of malware are created and distributed around the world on a daily
basis. Malicious PowerShell script is becoming increasingly important among
the many types of malware. It has been reported that malicious PowerShell
scripts accounts for 99.6% of all scripts detected in the first quarter of 2022 [9].
PowerShell is a regular tool used for Windows system administration and it has
powerful functions. However, there are aspects of its powerful functions that are
being abused by attackers.

In response to attacks using such malicious PowerShell scripts, previous
research has proposed a method that combines natural language processing tech-
niques and convolutional neural networks [4]. A method based on static analysis
combining natural language processing techniques and machine learning mod-
els has also been proposed [7,8]. Such machine learning models and detection
models using deep learning are also expected to detect unknown malicious Pow-
erShell scripts. However, most previous studies [1,4,7,8] are aimed at improving
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the accuracy of malicious PowerShell scripts detection. Therefore, it is unclear
which features of PowerShell scripts are important for classification. Analyzing
PowerShell scripts features that are important to the detection model across
the whole dataset would contribute to improving detection rates. Therefore,
this study performes a word-level static analysis of malicious PowerShell scripts
using Attention mechanism on the dataset used in the previous studies. Atten-
tion mechanism is a type of deep learning. Attention mechanism allow us to
visualize the weight of each token in the input data, called “attention weight”.
When using attention mechanism for the static analysis of malicious PowerShell
scripts, the tokens are each word in the source code. The attention weight of
each words were aggregated and compared for each classification result in the
dataset to analyze which words are important for classification. To the best of
our knowledge, this is the first analysis of words contribution in a malicious
PowerShell scripts detection model.

This paper provides the following contributions:

1. We analyzed the distribution of words that the malicious PowerShell scripts
detection model emphasizes for classification by using the attention mecha-
nism.

2. We confirmed that the words that indicate whether a PowerShell script is
benign or malicious are distinctly different.

3. We found that the misclassified samples often contain words that are empha-
sized in the opposite class.

The structure of this paper is shown below. Section 2 introduces related work
and Sect. 3 introduces related techniques. Section 4 describes the experimental
method of this study, and Sect. 5 describes the experiments and results. Section 6
provides a discussion. Finally, we conclude this paper.

2 Related Work

Previous studies of AI-based malicious PowerShell scripts detection have been
based on dynamic analysis and static analysis. An example of dynamic analysis is
the study by Hendler et al. [4]. This study used natural language processing tech-
niques and deep learning to detect malicious PowerShell commands. They tested
9-CNN, 4-CNN, and LSTM as deep learning architectures, and bag-of-words and
3-gram as natural language processing techniques. Then, they combined 4-CNN
and 3-gram, which had the best detection rate among them, and proposed it
as a Deep/Traditional Models Ensemble. An example of static analysis is the
study by Tajiri et al. [7,8]. This is a method to detect malicious PowerShell
scripts by analyzing PowerShell source code using natural language processing
techniques and machine learning models. They used Support Vector Machine,
XGBoost, and Random Forests as machine learning models, and Bag-of-Words,
Latent Semantic Indexing (LSI), and Doc2Vec as natural language processing
techniques. Their experiments showed that the detection model combining LSI
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and XGBoost recorded the highest detection rate of 0.98. Their study also deob-
fuscated the PowerShell source code, and transformed the complex code to make
it easier to input into the machine learning model. In addition, Choi proposed
a filtering method using an attention mechanism as a countermeasure against
malicious PowerShell script adversarial attacks using a Generative Adversarial
Network (GAN) [1]. This study shows that even when the conventional deep
learning-based detection model has a detection rate of 0% due to an adversarial
attack, the detection rate can be improved to 96.5% by restoring the original
malicious PowerShell using the attention mechanism. They also showed that
the proposed method can also improve the detection rate of ordinary malicious
PowerShell scripts.

Thus, the detection model using AI and the attention mechanism achieves
a high detection rate in detecting malicious PowerShell scripts. However, it is
difficult to say that enough analysis has been done to determine which parts
of PowerShell script the detection model focuses on. Analyzing the factors that
determine whether a sample is a benign or malicious PowerShell script by AI
would contribute to improving the detection rate. Therefore, in this study, we
visualize the importance of features in the sample using the Attention mechanism
and analyze their distribution.

3 Related Technique

3.1 Long Short-Term Memory

Long short-term memory (LSTM) is a type of Recurrent Neural Network (RNN).
The prototype of LSTM was proposed by Hochreiter et al. in 1997 [5]. It was
designed to solve the vanishing gradient problem and the exploding gradient
problem that RNN had. Nowadays, it has been improved and applied to speech
recognition [2], handwriting recognition [3], and so on. Unlike ordinary RNN,
LSTM have three gates (input gate, forget gate, and output gate) in addition
to cell that is the memory part. The input gate controls the information to be
newly stored in the cell. The forget gate controls the range of memory that the
cell retains. The output gate controls the level to which the cell’s values are
used to compute outputs. The model used in this study is called a bidirectional
LSTM. Normal LSTM learns from the beginning of a sentence, which is the
oldest chronological order and predicts the meaning of words. However, source
codes have complex word combinations. Therefore, we employed a bidirectional
LSTM that can predict word meanings from the context before and after. In this
study, the Keras library is used to implement LSTM.

3.2 Attention Mechanism

The attention mechanism is a type of deep learning originally developed for
machine translation. The attention mechanism provides the prediction model to
where “attention” should be paid to the input data. In addition, by visualizing
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this attention, it is possible to disclose which parts of the input data were paid
attention to and the reason for the prediction. In this study, we use what is called
Self-Attention among the attention mechanisms. This is a model in which the
stored and input data are the same, and learning is performed on the structure
of the sentence. In addition, there is a model called Source Target-Attention.
This model is mainly used for translation tasks.

4 Experimental Method

4.1 Outline

The experimental method consists of a Training Phase and a Test Phase. The
data set includes training and test data, each containing samples of benign and
malicious PowerShell scripts. The training data is used to train the experimental
model, which is the classifier. The test data is the data used to actually classify
the experimental model and measure the attention weights after classification.
The validation procedure is shown in Fig. 1. First, we perform deobfuscation,
data cleansing, and separation as a preprocessing step on each data set. Second,
we train the experimental model through a training phase to make it classifiable.
Third, we execute the Test Phase. In the Test Phase, we let the experimental
model classify the test data and extract the attention weights for each word in
the sample. The details of each procedure are described below.

Fig. 1. Experimental method

4.2 Preprocessing

In the preprocessing step, we perform deobfuscation, data cleansing, and sepa-
rations for each data set. In this process, we use regular expressions. In deob-
fuscation, the obfuscated parts are extracted by matching, and then unified to
lowercase letters, replaced with Base64 encoding, line breaks at the end charac-
ter, and so on. In data cleansing, we replace comment-outs, URLs, IP addresses,
and multibyte characters, respectively. Then, we make them available as one of
the features. In separations, we split strings at command and variable boundary
symbols (whitespace, terminators, parentheses, and operators).
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4.3 Training Phase

In the training phase, we train the experimental model that will serve as the
classifier. First, the preprocessed training data is encoded with a tokenizer. This
allows each word to be represented as a unique ID and the source code as a
vector. Note that special tokens are inserted at the beginning and end of the
sample due to the effect of the tokenizer. The encoded training data is used
to train the experimental model. Trained experimental model will be able to
classify samples.

4.4 Test Phase

In the Test Phase, we input the test data to the experimental model and have
it classified. First, we encode the preprocessed test data with Tokenizer. In this
process, unknown words may be encountered. Such words are encoded as “UNK”
and recognized as specific words. Second, we let the encoded test data be clas-
sified into the experimental model. Third, we compare the attention weights of
the words in each classified sample and extract the top 10 words with the highest
values. Finally, the extracted words are counted to identify the most frequent
words contributing to the classification.

5 Experimental Model and Evaluation Results

5.1 Experimental Model

The experimental model used in this study is a classifier that combines LSTM
with an Attention mechanism. The structure of the experimental model is shown
in Fig. 2. Input data is first passed to the Embedding layer, which transforms
words into vector space. Since simple one-hot encoding results in a huge amount
of features, Embedding is used to reduce the size. The Embedding layer passes
the output 3D tensor to the Self-Attention layer. The Self-Attention layer output,
with each word given an attention weight, is passed to the LSTM layer. Since the
LSTM output is a 3D tensor, it is converted to a 2D tensor in the Global Max
Pooling layer. The output of the Global Max Pooling layer is input to the Dense
layer. The relu function is used here. The output of the Dense layer is input to
the Dropout layer. The Dropout layer is effective in preventing overlearning by
randomly disabling nodes. In the last layer, the labels are classified using the
sigmoid function. Note that the length of the input data was set to 256, the batch
size to 8, the number of epochs to 16, and the dropout rate to 0.5. Experiments
were conducted with other parameters, but we did not obtain good classification
results.
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Fig. 2. Experimental model

5.2 Dataset

In this study, we were able to obtain cooperation from Tajiri et al. and used the
same dataset as in their study [8]. The details of the datasets used are shown in
Table 1. The dataset was created from PowerShell scripts collected from Hybri-
dAnalysis (589 scripts), PowerShell scripts collected from AnyRun (355 scripts),
and benign PowerShell scripts obtained from github (5000 scripts). The collec-
tion period is between January 2019 and March 2020. All samples are publicly
available on these sites. Thus, the samples were collected over a long period of
time from multiple sources, and the samples are comprehensive. We used mul-
tiple security vendors for labeling the collected samples. The security vendors
we used were Kaspersky, McAfee, Microsoft, Symantec, and TrendMicro. Sam-
ples that were determined to be a threat by two or more of these vendors were
assigned the label malicious. Samples for which zero vendors were identified as
malicious were assigned the label benign. Samples that did not fall into either
category were excluded. The collected samples were divided into time series. The
reason is that AI cannot be trained on unknown samples when actual malicious
PowerShell scripts detection is assumed. Samples obtained from HybridAnalysis
and AnyRun were split before June 2019 and after July 2019 based on time
stamps. Samples obtained before June were used for training data as known
samples and those obtained after July were used for test data as unknown sam-
ples. Samples obtained from github were randomly split into two, one for the
training data and the other for the test data, since there were no timestamps
available.

Table 1. Details of the datasets

AnyRun, HybridAnalysis Github

Dataset type Malicious Benign Benign

Training data 309 232 4901

Test data 171 92
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5.3 Environment

The experimental environment is shown in Table 2. The main libraries used to
implement the experimental program are shown in Table 3.

Table 2. Experimental environment

CPU Core i7-9700K 3.60 GHz

Memory 64 GB

OS Windows10 Home

Programming language Python3.7.7

Table 3. Main Python libraries used for experiments

Scikit-learn 1.0.2

Tensorflow-estimator 2.4.0

Keras 2.4.3

Keras-self-attention 0.51.0

5.4 Evaluation Metrics

The definitions of the evaluation metrics used in this study are described. Table 4
shows the relations between the predicted result and true result. True positive
(TP) indicates that the system correctly evaluated a sample as malicious, and
True negative (TN) indicates that the system correctly evaluated a benign sam-
ple as normal. False positive (FP) indicates that the system incorrectly evaluated
a normal sample as malicious, and False negative (FN) indicates that the system
incorrectly evaluated a malicious sample as normal.

Table 4. Relations between predicted and actual results

Actual class

Malicious Benign

Predicted class Malicious True Positive (TP) False Positive (FP)

Benign False Negative (FN) True Negative (TN)

5.5 Experiment Contents

In the experiment, we first measured the classification accuracy of the experi-
mental model. The measurements were made by 5-fold cross validation and time
series analysis. The 5-fold cross validation was performed using the entire data
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set. In the time series analysis, the experimental model was trained using known
samples, and the accuracy was evaluated using unknown samples.

We collected the attention weights for each word using the classification
results of the time series analysis. The larger the attention weight, the stronger
the influence of the corresponding word on the classification results. Therefore,
we extracted the top 10 words with the highest weights from each sample and
counted the number of each word.

Note that the dataset used in this study has an unbalanced sample size of
benign and malicious PowerShell scripts If such a dataset were used as it is for
training the experimental model, the classification accuracy of the minority class
would be reduced [6]. As a countermeasure, we applied the undersampling to
our training data in the time series analysis. This is to randomly select benign
PowerShell scripts, which is in the majority, in equal numbers with malicious
PowerShell scripts, which is in the minority. However, the undersampling was not
applied to the test data. This is because, in the actual operational environment,
the probability of encountering a malicious PowerShell scripts is considerably
lower than a benign one.

5.6 Result

The results of measuring the classification accuracy of the experimental model
are shown in Fig. 3. The recall rate for both the 5-fold cross validation and the
time series analysis exceeded 0.9, which is a high malicious PowerShell scripts
detection rate. Therefore, it can be said that the experimental model has good
performance as a malicious PowerShell scripts detection model. However, in the
time series analysis, the F-measure decreased to about 0.7 due to an increase in
the proportion of FPs.

Fig. 3. Experimental model

Table 5 shows the result of the attention weights. The top 16 are excerpted
for reasons of space limitation. In addition, some words have been replaced from
the originals by cleartext processing. The most frequent words in the top 10 of
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the samples classified as TN were commented out, followed by pipelines. Other
words are considered to be commonly used for basic syntax and variable names.
The most frequent words in the top 10 of the samples classified as TP were
“parameter” and “position”, which are commonly used to execute functions.
Also, we can see words that would be commonly used by attackers, such as “&”
used for background processing and “hidden” to hide the PowerShell window.
Among the words in the sample classified as FP, “dhcpserverv0scope” to obtain
the scope of the DHCP server and “aesmanaged” used for encryption stand out.
Many of the other words are also common to the TP results, and the reason
for the misclassification can be inferred. The sample classified as FN also shows
words in common with the TN results.

Table 5. Attention weight results

Rank TN FP FN TP

1 clcommentout not name parameter

2 pipeline [CLS] add position

3 name static clcommentout function

4 [PAD] clcommentout clurl @

5 server [SEP] dt io

6 clurl @ transformfinalblock &

7 win0 dhcpserverv0scope ciphermode [CLS]

8 basestring string m static

9 foreach [UNK] bytes longstring

10 @ io date servicepointmanager

11 function windows end [SEP]

12 password aesmanaged libraries hidden

13 data function commit nop

14 to parameter create start

15 select 0× 0a cryptography w

16 path clurl duck \

6 Discussion

6.1 Important Words

The experimental results confirm certain trends for each classification result.
Comparing the TN and TP columns in Table 5, very few words were common to
each other, and different words were ranked by each. In addition, words in FP
that were common to TP and words in FN that were common to TN occupied
a large percentage of the top positions. From this, we can infer that the exper-
imental model was misclassified by these words. Thus, the experimental model
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learned from the training data that the words in the TN and TP columns of
Table 5 are the features for classifying benign and malicious PowerShell scripts.
Note that words such as “@” and “function” are ranked in both TN and TP.
Since they indicate arrays and functions, we can infer that they are emphasized
in combination with other words used at the same time in the source code.

6.2 Possibility of Evasion Attack

In this study, we were able to visualize the words that the experimental model
learned from the training data and emphasized for classification. These are the
important words that characterize each benign and malicious PowerShell scripts.
Therefore, if a large number of words that indicate benign PowerShell script are
mixed into the source code of malicious PowerShell script, we believe that there is
a high possibility of misclassification. In other words, the possibility of an evasion
attack would increase. However, it is important to understand such knowledge
before the attacker does, in order to take countermeasures. Therefore, in addition
to the results of this study, it is highly significant to conduct similar analysis on
other detection models and data sets.

6.3 Research Ethics

In this study, with the help of Tajiri et al. we used the same dataset used in
their study [8]. This data set is an original collection of publicly available sam-
ples. Therefore, although the number of samples is limited, the dataset is highly
reproducible. In addition, the libraries and other resources used to implement
the experimental model are all available free of charge, making it easy to con-
struct the environment for this study. Therefore, we consider our study has
reproducibility.

6.4 Limitations

The data set used in this study cannot be said to have a sufficient number of
samples. This is because the samples were collected from sites that are freely
available to everyone, with an emphasis on ensuring reproducibility. The larger
the number of samples used in the experiment, the more accuracy of the analysis
in this study can be expected to be improved. However, without the cooperation
of security vendors and others, the number of samples is limited.

7 Conclusion

In this study, we analyzed which words in the source code characterize benign
and malicious PowerShell scripts using an experimental model that combines
the attention mechanism and LSTM. The experimental results visualized that
samples classified as benign and samples classified as malicious were judged on
the basis of different words.
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Future work is to analyze using other models. There are other classification
models using neural networks. It is possible that different classification models
may have different distributions in the words they emphasize. By applying the
same analysis to other classification models, new insights into the relationship
between words and classification results may be obtained. Another future work
is to evaluate evasion attacks using the results of this experiment. If a malicious
PowerShell sample is mixed with words that characterize it as a benign Pow-
erShell script, the classification model may misclassify it. We believe that it is
necessary to confirm whether the classification model misclassifies or is robust
by conducting experiments.
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Abstract. ID-less palmprint recognition is a biometric identification method
using the pattern of the palm. It is highly available because it can obtain bio-
metric information in a contactless manner using only a smartphone’s camera in
everybody’s hands. It is highly convenient because it does not require an ID and
uses only biometric information. Furthermore, it is highly user-friendly because
the mental load on the user due to the presentation of biometric information is
relatively small. On the other hand, it is an important issue for ID-less palmprint
recognition to extract a palmprint region stably because the lighting environment
and/or the pose of the user’s hand vary, which reduces the identification accuracy.
For increasing the identification accuracy in palmprint recognition, how stably
the palmprint region can be extracted (referred to as the extraction stability) and
the quality of the palmprint region extracted (referred to as the region quality)
are important. However, the existing methods studied only extraction stability
and had not been evaluated with regard to the region quality. Herein, we pro-
pose a palmprint-region estimation method using skeletal information obtained
by MediaPipe that satisfies the requirements for both the extraction stability and
the region quality. We investigated the palmprint region where “the differences in
feature values are large between different users and small for the same user owing
to differences in the pose of the hand and shooting conditions.” Through our
experiments, it was confirmed that the proposed method improved identification
accuracy.

1 Introduction

Biometric recognition using modalities such as fingerprints, faces, and irises is now used
in smartphone activations, access control, payment systems, etc. Among the biometric
recognition methods using various modalities, palmprint recognition is highly available
because it can obtain recognition information without contacting the user, via a camera.
In addition, the mental load on the user during the presentation of biometric information
is smaller than those for fingerprints and faces, making it more acceptable. Furthermore,
palmprint recognition can be applied as a “show-and-go” manner that identifies a user
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through only his/her palmprint. ID-less recognition, also referred as “identification”,
is highly convenient because it does not require the presentation of an ID. This study
focuses on ID-less palmprint recognition that satisfies the requirements of availability,
acceptability, and convenience.

The procedure of enrollment and identification for ID-less palmprint recognition is
as follows. In the enrollment phase, the user’s palm is captured using a camera. The
palmprint region, a.k.a. Region of Interest (referred to as ROI), is extracted from the
palm image and enrolled as a ROI image (template image). In the identification phase,
the user’s palm is captured and the palmprint region is extracted to obtain a ROI image
(query image). The query image is compared with the template images of all enrollees.
The user is identified when a template image is found that is sufficiently similar to the
query image.

Two major issues remain in the palmprint recognition method. The first is the long
identification time for finding the legitimate user who presented the query image among
all the enrollees. As the number of enrollees increases, the amount of time needed to
find a template image that matches the query image presented increases. The second
is the low identification accuracy for palm images obtained in various environments
and conditions. If the lighting environment or the pose of the hand differs each time an
image is obtained, it is difficult to extract the palmprint region stably, which reduces the
identification accuracy.

Google Inc. Released MediaPipe—a framework using machine learning with mul-
timedia data [4]. A set of artificial-intelligence models is included in MediaPipe, which
can detect faces and estimate the skeletal structures of bodies and palms in images and
videos. Among them is MediaPipe (Hands). By using this model, it is possible to esti-
mate the palm skeleton in palm images and obtain 21 coordinates (skeletal information),
as shown in Fig. 1. In palmprint recognition, a palm image is captured to obtain a ROI
image. Skeletal information can be extracted from this palm image using MediaPipe
(Hands). This is why palmprint recognition and MediaPipe are highly effective when
combined. We aim to tackle the above-mentioned issues of the palmprint recognition by
using skeletal information.

In this study, we focused our objective on to improve the second issue, i.e., increase
the accuracy of palmprint-region estimation. To achieve stable palmprint recognition,
preprocessing is essential for correctly estimating the palmprint region from the palm
image. For palmprint-region estimation, both the extraction stability, i.e., how stably the
palmprint region can be extracted from the palm image, and the region quality, i.e., how
appropriately the palmprint region can be chosen, are important.

Severalmethods have been proposed to improve the extraction stability. For example,
a method for estimating the palmprint region by detecting the lines between fingers was
proposed by Agematsu et al. [1]. However, depending on the condition of the palm
image, there are cases where the interdigital lines cannot be detected. In such cases, the
palmprint region cannot be estimated either. Then, an alternative method for estimating
the palmprint region using skeletal information of the palm was proposed by Nitta et al.
[2]. This method significantly improves the extraction stability. However, the region
quality is not addressed sufficiently. In our study, we attempted to improve the region
quality of Nitta et al.’s palmprint-region estimationmethod (hereinafter referred to as the
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existingmethod). Specifically, we investigated regions in palm images where differences
between individuals are large and variations within individuals are small.

We developed three palmprint-region estimation methods and compared them with
the existing method. Palm images from 523 people (10 images for each person) were
used to evaluate the proposed methods. The results confirmed that the proposed methods
achieved higher identification accuracy in ID-less palmprint recognition than the existing
method.

2 Related Work

2.1 Palmprint-Region Estimation Using Hand Shape

Oldal et al. proposed a method for estimating the palmprint region according to the
hand shape [3]. First, the palm image is preprocessed in the following order: grayscal-
ing, segmentation, denoising, and edge detection. Fingertips are detected based on the
obtained edges. The finger valleys (bases of the fingers) are detected using the detected
fingertips, and the palmprint region is estimated according to the points of the finger
valley. The method assumes that a palm image with a dark background and bright hand
is obtained. An image with a dark background and bright hand has a bimodal distri-
bution; thus, the background can be separated from the hand by setting an appropriate
threshold in the segmentation process. However, in actual scenes of smartphone use,
various backgrounds may appear in the image. When the palm image does not have a
bimodal distribution, it is difficult to estimate the palmprint region.

2.2 Palmprint-Region Estimation Using Interdigital Spaces

Agematsu et al. proposed a method for palmprint-region estimation based on interdigital
spaces [1]. The method detects the index, middle, ring, and little fingers in a palm
image and estimates the palmprint region using the line segments between the fingers.
Specifically, three line-segments between the index, middle, ring, and little fingers are
detected via line detection processing of a palm image with the fingers closed. Next,
the method estimates the finger valleys according to the three detected line segments.
Finally, the method estimates the palmprint region using the estimated finger valley
points (Fig. 1). However, in actual scenes of smartphone use, users may not have their
fingers closed. If the fingers are open, the line segments between the fingers cannot be
extracted correctly, and the palmprint-region estimation fails.

2.3 Palmprint-Region Estimation Using Skeletal Information

Google Inc.ReleasedMediaPipe—a framework usingmachine learningwithmultimedia
data [4]. They also released a set of artificial-intelligence models using MediaPipe.
Among them is MediaPipe (Hands), which is a model for hand tracking and can obtain
21 points of skeletal information from a video or image of a hand (Fig. 2 (left)).

By using skeletal information obtained by MediaPipe (Hands), Nitta et al. proposed
twomethods for estimating the palmprint region from a palm image (referred to as exist-
ing methods 1 and 2) [2]. Existing method 1 uses two points of the skeletal information:
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Fig. 1. Example of palmprint-region estimation for method [1]

the base of the index finger (point I) and the base of the little finger (point L). The middle
point of the line segment IL is A, and a couple of points I’ and L’ are defined on the
line segment IL such that I’A+ AL’= 0.9IL. A square region on the palm with the line
segment I’L’ as one side (white square in Fig. 2 (middle)) is extracted. The square region
is resized to obtain a 160 × 160 [px] square ROI image (Fig. 2 (upper right)). Existing
method 2 uses four points of the skeletal information: the base of the index finger (point
I), the base of the little finger (point L), the base of the thumb (point T), and the wrist
(point W). A point T’ is defined on the line segment IT, such that IT’= 0.9IT. Similarly,
a pointW’ is defined on the line segment LW’= 0.9LW. Then, the square ILW’T’ (green
square in Fig. 2 (middle)) is perspective-transformed to obtain a 160 × 160 [px] square
ROI image (Fig. 2 (lower right)).

These methods are based on MediaPipe, which can stably estimate skeletal infor-
mation. Thus, they have good extraction stability. However, the region quality was not
considered in the study of Nitta et al.

3 Proposed Methods

3.1 Improvement of Region Quality

For increasing the accuracy of palmprint recognition, both the extraction stability and
the region quality are important. For the extraction stability, improvements have been
made by researchers, as described in Sect. 2. In contrast, to our knowledge, the region
quality has not been sufficiently considered so far. In this study, we attempted to improve
the quality of the palmprint region for existing method 1 [2] described in Subsect. 2.3.
Specifically, we investigated regions in palm images where differences between individ-
uals are large and variations within individuals are small. When we observe our palms,
we see that the variations in the palmprint caused by finger movements are more signif-
icant closer to the bases of the fingers. In the region near the base of the thumb, the skin
of the palm expands with finger movements, causing significant palmprint variations.
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Fig. 2. Example of palmprint-region estimation for two methods [2] (left: skeletal information;
middle: palmprint-region estimation; upper right: ROI image (white); lower right: ROI image
(green))

In short, the base of the fingers (particularly the thumb) is a highly variable region in
the palm of the hand. Therefore, from the aspect of variations within individuals, the
regions around the fingers should not be included in the palmprint region used for palm-
print recognition. In this paper, we propose three palmprint-region estimation methods
based on existing method 1. The first method (proposed method 1) aims to improve the
region quality by avoiding the base of the thumb; the second method (proposed method
2) is similar but avoids the base of all five fingers; the third method (proposed method 3)
is a simpler version of the proposed method 1. Figure 3 shows examples of palmprint-
region estimation for these methods, and Fig. 4 shows examples of palmprint regions
estimated via these methods.

3.2 Proposed Method 1

The first method aims to avoid the region where existing method 1 has the biggest
problem, i.e., the region near the base of the thumb. The proposed method 1 uses the
points I’ and L’ defined in existing method 1. A square region on the palm with line
segment I’L’ as one side is extracted. The vertices of this square (excluding points I’ and
L’) are called points B and C. A point I” is defined on the line segment I’L’, such that
I”L’ = 0.8I’L’. A point C’ is defined on the line segment L’C, such that L’C’ = 0.8L’C.
Then, a square region with the line segments I”L’ and C’L’ as two sides is extracted
(blue region in Fig. 3). This square region is resized to obtain a 160 × 160 [px] ROI
image (Fig. 5(b)).

3.3 Proposed Method 2

The second method aims to avoid the regions near the base of the index, middle, ring,
and little fingers in addition to the region near the base of the thumb. The proposed
method 3 uses the points I’, L’, B, and C, too. A point B’ is defined on the line segment
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BC, such that B’C = 0.8BC. A point L” is defined on the line segment L’C, such that
L”C = 0.8L’C. Then, a square region with the line segments L”C and B’C as two sides
is extracted (red region in Fig. 3). This square region is resized to obtain a 160 × 160
[px] ROI image (Fig. 5(c)).

3.4 Proposed Method 3

The third method aims to propose a simpler method for a better region estimation. The
proposed method 3 uses two points of the skeletal information: the base of the middle
finger (point M) and the base of the little finger (point L). A square region on the palm
side with the line segment ML as one side is extracted (yellow region in Fig. 3). This
square region is resized to obtain a 160 × 160 [px] ROI image (Fig. 5(d)).

Fig. 3. Proposed methods for palmprint-region estimation (left: proposed method 1; middle:
proposed method 2; right: proposed method 3)

Fig. 4. Palmprint regions estimated via eachmethod (white region: existingmethod 1; blue region:
proposed method 1; red region: proposed method 2; yellow region: proposed method 3). (Color
figure online)
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(a) Existing (b) proposed (c) proposed (d) proposed
method 1 method 1 method 2 method 3

Fig. 5. ROI images for each method

4 Evaluation

4.1 Evaluation Dataset

10 palm imageswere obtained fromeach of 523 people and used to evaluate eachmethod.
In this experiment, the left palms of all the users were captured in the same environment.
An example of palm image in our experiment is shown in Fig. 6.

Fig. 6. Example of palm image

4.2 Evaluation Method

A palm image for enrollment and a palm image for identification were selected at ran-
dom from the 10 palm images for each user. Existing method 1 and proposed methods
1–3 were applied to the 523 palm images for enrollment and 523 palm images for iden-
tification to obtain ROI images for enrollment (template images) and ROI images for
identification (query images). The concrete procedures of the process are as follows.
First, each palm image was fed to MediaPipe (Hands) to extract skeletal information.
Then, the palmprint region was estimated by applying existing method 1, proposed
method 1, 2, and 3, respectively. Finally, each estimated region was resized to obtain a
160 × 160 [px] ROI image.

To calculate the false rejection rate (FRR), the verification process described in
Sect. 4.3 was applied to all the combinations of template images and query images for
the same user (523 combinations). Additionally, to calculate the false acceptance rate
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(FAR), this verification process was also applied to all the combinations of template
images and query images for different users (523× 522 combinations). Then, the equal
error rate (EER) was calculated by determining the matching threshold where the FRR
was equal to the FAR and was used as a measure of the identification accuracy. The
above procedure was repeated ten times, and the average EERs for each method were
compared.

4.3 Verification Process

We applied the verification process proposed in [5], which has been used in previous
studies [1][1].

1. A template image (160 × 160 [px]) and a query image (160 × 160 [px]) were
inputted to be compared. These images were referred as a high-resolution (HR)
template and a HR query, respectively.

2. The HR template was averaged every 2× 2 [px] to generate 80× 80 [px] medium-
resolution (MR) template. The MR template was further averaged every 2× 2 [px]
to generate 40 × 40 [px] low-resolution (LR) template.

3. The HR query was averaged every 2 × 2 [px] to generate 80 × 80 [px] medium-
resolution (MR) query. The MR query was further averaged every 2 × 2 [px] to
generate 40 × 40 [px] low-resolution (LR) query.

4. Band-limited phase-only correlation (BLPOC) with a window size of 32 was
applied to theLR template and theLRquery to calculate the amount of displacement
between the template and query.

5. The MR template and the MR query were divided into 16 blocks of 20 × 20 [px].
In this process, the query was aligned by the amount of displacement calculated in
step 4.

6. BLPOC was applied to the first blocks of the MR images generated in step 5 to
calculate the amount of displacement between them. This process was repeated for
all the blocks to calculate the amount of displacement between the MR template
and the MR query for each block.

7. The HR template and the HR query were divided into 16 blocks of 40 × 40 [px].
In this process, the query image was aligned for each block by the amount of
displacement calculated in step 6.

8. BLPOC was applied to the first block of the images generated in step 7 to calculate
the amount of displacement between them. Then, a calculation was performed to
determine which point in the first block of the HR query corresponds to the center
of the first block of the HR template. The center point and the corresponding point
were recorded as a corresponding point pair only when thematching score obtained
using BLPOC exceeds 0.3. This process was repeated for all the blocks to record
the corresponding point pairs for each block.

9. Affine transformation was applied to the HR query using all the corresponding
point pairs recorded in step 8.

10. The central region (96 × 96 [px]) of the HR template was extracted and divided
into nine blocks of 32 × 32 [px].
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11. The central region (96× 96 [px]) of the HR query obtained in step 9 was extracted
and divided into nine blocks of 32 × 32 [px].

12. BLPOC was applied to the first block of the HR template generated in step 10
and the first block of the HR query generated in step 11 to calculate the amount
of displacement between them. Then, a calculation was performed to determine
which point of the first block of the HR query corresponds to the center of the first
block of the HR template. This process was repeated for all the blocks to record
the corresponding point pairs of each block.

13. Considering the amount of displacement for each block calculated in step 12, the
central region (96 × 96 [px]) was extracted from the HR query obtained in step 8
and divided into nine blocks of 32 × 32 [px].

14. BLPOC was applied to the first block of the HR template generated in step 10 and
the first block of the HR query generated in step 13 to obtain the BLPOC image.
The pixel value of the coordinates (i, j) in the BLPOC image shows the matching
score for the first block of the HR template and the HR query, where the HR query
is shifted by i pixel in the x direction and j pixel in the y direction. These processes
were repeated for all the blocks to obtain a total of nine BLPOC images (32 × 32
[px]).

15. An averaged image of the nine BLPOC images was generated. The maximum pixel
value in the averaged image was output as the matching score for the HR template
and the HR query input in step 1.

4.4 Results

The FAR and FRR for each method are shown in Fig. 7. The EER for each method is
presented in Table 1. As mentioned in Sect. 4.3, the verification procedure described
in Sect. 4.3 was repeated ten times. Figure 7 shows graphs of the first FAR and FRR.
Table 1 presents the average and standard deviation of all ten EERs.

4.5 Discussions

As indicated by Table 1, the EER of existingmethod 1was greater than those of proposed
methods 1 and 3. We considered that regions included only by existing method 1 but
not by proposed methods 1 and 3 decreased the identification accuracy. We investigated
the ROI images for which existing method 1 failed to identify the user. We found that
the matching scores for the ROI images showing a wrinkle at the base of the thumb (red
region in Fig. 8) were relatively low. This region was included only by existing method 1
and tended to be easily variable for multiple images from the same user. Hence, from the
perspective of the region quality, we can say that this region is not suitable for palmprint
recognition.

Table 1 shows that the EER of proposed method 2 was greater than those of pro-
posed methods 1 and 3. We considered that regions excluded by proposed method 2 and
included by proposed methods 1 and 3 increased the identification accuracy. The region
excluded by proposed method 2 corresponded to region (1) in Fig. 9. In this region,
there were intelligence line and emotion line of palmistry. It is known that the lines
of palmistry differ among different users. Therefore, this region tended to have larger
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    (a) Existing method 1    (b) Proposed method 1 

(c) Proposed Method 2        (d) Proposed Method 3 

Fig. 7. FAR and FRR for each method

Table 1. EER for each method

Method Average EER [%] Standard deviation

Existing method 1 1.52× 10−3 1.24× 10−3

Proposed method 1 3.85× 10−4 7.64× 10−4

Proposed method 2 1.68× 10−3 4.85× 10−4

Proposed method 3 5.42× 10−4 8.31× 10−4

differences for each user. Hence, from the perspective of the region quality, we can say
that this region is suitable for palmprint recognition.

Furthermore, Table 1 shows that theEERof proposedmethod 1was lower than that of
proposed method 3. We considered that the regions excluded by proposed method 1 but
included by proposedmethod 3 increased the identification accuracy. The corresponding
regions are regions (2) and (3) in Fig. 9. Region (2) is near the base of the middle, ring,
and little fingers, and in this region, the variations of the palmprints in response to the
finger pose were large. Region (3) is near the base of the thumb, and in this region, the
palmprints varied depending on the pose of the base of the middle and little fingers.
Hence, from the perspective of the region quality, we can say that these regions are not
suitable for palmprint recognition.
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Fig. 8. Example pair of ROI images with low matching score

Fig. 9. Unique regions included only in proposed methods 1 and 3

5 Conclusion

We increased the identification accuracy for palmprint recognition by improving the
region quality in palmprint-region estimations. Specifically, the regions of the palm with
the following two characteristics were considered.

• The differences among users are large.
• Within the same user, the variations due to differences in the finger pose and the
environment for capturing the images are small.

Palmprint variations in response to finger movements are relatively large near the
base of the fingers (particularly the thumb). Accordingly, we proposed three methods to
improve the palmprint-region estimation used in existing method 1 [2]. The accuracies
of these methods were evaluated and compared, and our methods achieved higher iden-
tification accuracies than existing method 1 for palmprint recognition. The following
problems were found by reviewing the ROI images.

• The wrinkles at the base of the thumb are affected by variations in the thumb pose.
If a region includes near the base of fingers (especially the thumb), the region has
variation within the same user. This reduces the identification accuracy.

• If a region includes palmistry lines in the ROI image, the region has differences among
users. This increases the identification accuracy.
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In addition to the palmprint region, the identification time is a problem in palmprint
recognition. In the future, we will investigate methods to further improve palmprint
recognition from various viewpoints using skeletal information.
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Abstract. Modern Connected and Autonomous Vehicles (CAVs) are equipped
with an increasing large number of Electronic Control Units (ECUs). These ECUs
transmit Control Area Network (CAN) protocol in data exchange via an in-vehicle
network. Since CAN message uses broadcast transmission, it becomes hinder
to detect the intrusion. Thus, building an intrusion detection system (IDS) and
intrusion prevention system (IPS) to IVN is essential, and most effective method
for those system is effective usage of deep learning (DL) or machine learning
(ML); Nevertheless, building an IDS or IPS based on DL or ML is required huge
amount of data of normal state and during the attack. Consequently, there is a high
demand for an accurate normal and attack dataset for IVN protection. Therefore,
we propose accurate environment configuration for attack data collection from the
vehicle.

1 Introduction

As the development of the modern automobile industry, the number of electronic control
units (ECUs) that maintains the vehicle has increased rapidly, increasing the complexity
of communication interfaces. Controller Area Network (CAN) protocol is more effi-
cient than Conventional Universal Asynchronous Receiver/Transmitter (UART) meth-
ods. Thus, CAN protocol is the most frequently used protocol in IVN for transmitting
and receiving data from ECUs. Since CAN protocol uses broadcast transmission as to
communicate with other nodes, it is hinder to apply an authentication mechanism to
IVN. Thus, if an attacker unauthorized access through the CAN bus and manipulates
data, it is impossible to distinguish between the error message and the actual message,
which can lead a great risk [1]. The possible attack models through the CAN bus are
same as follows:

Injection Attack. Through OBDII and ECU systems, it enters the network inside the
vehicle and attacks by injecting attack data. The CAN network cannot identify whether
the received frame is legitimate because it does not have an authentication mechanism.

DoS (Denial of Service) Attack. Since the CAN protocol uses broadcast transmission,
there is no source or destination address, and all messages are received synchronously
to one ECU. To avoid this collision, CAN protocol uses ID field to calculate priority of
order of themessages. If message has low ID value, it represents a higher priority, if there
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is a frame with the highest priority on the CAN bus, other nodes cannot send message
frames to the IVN until high priority message is served. Thus, the attacker always sets
the highest priority frame (0x00) to be transmitted to the in-vehicle network to attack in
a form in which other nodes are placed in the standby state [2].

Fuzzing Attack. Fuzzing attacks are similar to indiscriminate attacks in the form of
randomly injecting ID values and data into CAN networks. Attack data can be eas-
ily injected using the characteristics of the CAN network, where authentication is not
performed on the transmission and reception nodes, which can cause an unexpected
situation while driving the vehicles [3].

Replay Attack. The attack is executed when the vehicle injects a message that causes
a specific function or behavior different from the current state into the message cycle of
the existing state [4].

Spoofing Attack. A spoofing attack is a hacking attack that an adversary approaches
on a network pretending to be an authorized address of the system to gain unauthorized
access [5].

The ECU transmits data by sending and receiving CAN messages thorough the
CAN network. If adversary such as Dos, Bus-off, and Fuzzing are activated due to
the vulnerability of the CAN, data on the CAN cannot be read or written, resulting in
serious consequences that damage to the ECU or even threaten the safety of the driver.
In this paper, using the vulnerability of CAN, we select a total of three attack models
for real vehicles: DOS, Fuzzing, and Replay to show the effect on the vehicle injected
with the attack message, and collect attack datasets generated through the attack. The
collected attack datasets can be used to develop Intrusion Detection System (IDS) for
vehicles and machine learning for vehicles to prevent security threats in preparation for
future attacks on actual vehicles. The paper is organized as follows. Section 2 explains
similar research works about possible attacks on IVN. Section 3 explains methods and
configuration of environment for CAN attack datasets collection, and tools for inject
data into vehicle internal networks. Section 4 provides detailed reactions of the vehicle
when data is injected. Finally, the conclusions and future works are drawn in Sect. 5.

2 Related Work

In the vehicle, various ECUs are integrated into the CAN bus system to exchange CAN
messages. CAN does not apply security for various attacks, so several vulnerabilities are
found, and Tianxiang Huang et al. analyze attack models for CAN buses and design and
develop ATG (Attack Traffic Generation Tool) to explain key features. ATG can define
the attack types, content, set timer-based execution and build an effective function GUI
usingwxPython library. Types of attacks includeDos, Fuzzing, Spoofing, etc. DoS attack
send messages every 0.8 ms from 2 s to 4 s, and a series of random messages from 8 s to
40 s for fuzzing attacks. ATG that the proposed method can share and reuse attack sce-
narios for CAN bus security testing and supports CAN database conversion capabilities.
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In addition, it is possible to migrate to CAN networks as well as other network com-
munication protocols such as CAN-FD, Flex-Ray, and Ethernet. The authors construct
the attack via connection with On-Board Diagnostics (OBD) using real cars and inject
CAN messages directly to show the speedometer decreasing to zero. We confirm that
the recently released OBD ports of vehicles have a limited type of CAN network used
for analysis and attack, and in this paper, we test and prove whether attack injection for
various CANs is possible using the EDA (CAN gateway ECUDirect Approach) method
[6].

Kazuki Iehira et al. propose a method of transitioning to the bus-off state by inten-
tionally setting the message transmitted by the ECU to an error based on a spoofing
attack method in which the receiving and transmitting ECU does not detect anomalies
in the applied ECU using a bus-off attack. The CAN message is a broadcasting method,
and since there is no transmission address and only the CAN ID exists as the desti-
nation address, spoofing attacks are easily possible. Three methods are presented, and
the results are shown: bus-off attack using bit errors, bus-off attack using stub errors,
and bus-off attack using one frame. This paper consisted of attack hardware and target
ECU for CAN bus experiments and used Field-Programmable Gate Array (FPGA) to
inject spoofingmessages. The spoofing target was the engine speedometer of a stationary
vehicle, and in the case of simple spoofing, the speedometer’s pointer fluctuates, but the
proposed method of spoofing using bus-off attacks in this paper did not detect errors
and no anomalies in the vehicle used in the experiment. They validate the attack in a
simulated environment consisting of attack hardware and ECU and evaluate the impact
of spoofing attacks effectively implemented on real cars [7].

Cyber-attacks on vehicles are likely to cause casualties. Shahida Malik and Weiqing
Sun conduct an analysis of cyberattacks on connected and autonomous vehicles and
simulate cyberattacks based on the analysis to show the actual damage impact. They used
CARLA0.9.6 for simulation and controlled the environment differently depending on the
scenario. They simulated a total of 10 significant and high-priority attack scenarios and
recorded important functions, including collision, position at intersections, speed, gear,
position, orientation, and acceleration. They apply scenario that wireless update attacks,
cyber terror attacks, mobile app attacks, OBD dongle attacks, etc., it shows results
such as stop the car engine or potentially stop the car moving through Bluetooth and
disable emergency support services. We confirm that these attacks are fully simulated,
and we evaluate the quality of the attack dataset by injecting and testing attack messages
in direct-driving vehicles, verifying their impact on the vehicle, and collecting attack
datasets [8].

3 Method of Generate Attack CAN Dataset Based on Actual
Vehicle

3.1 Method for Collection CAN Dataset in Vehicle

In this paper, we used to EDA (CAN gateway ECU Direct Approach) method to collect
CAN dataset in vehicle [9]. EDA is method to access the CAN gateway ECU through
ECU’s tapping line and collect actual vehicle internal network data by usingCANdataset
collection tools (Fig. 1).
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Fig. 1. Shows the actual vehicle tapping into the CAN gateway module using the EDA method.
The CAN network connection is for K-CAN, K-CAN2 and PT-CAN, and each CAN is responsible
for body control, multimedia function control, etc.

Mostly Much internal network research of vehicle uses OBDII port to access the
network. However, because there are located just the diagnostic CAN data in OBDII
port, it hard to check entire CAN bus of the vehicle. So, limits of check and research to
diverse vehicle functions always exist.

On the other hand, the EDAmethod can collect more diverse function data of vehicle
than collection data using OBDII port. By using this method, we could collect more
accurately performed of detailed analysis and attack to target CAN data for a specific
function. Also, it is possible to collect more accurate and larger amount of data than
the data of OBDII port because EDA method can access to entire CAN bus network. In
terms of vehicle internal network research, this method makes the result more effective
and accurate than previous research.

3.2 Vehicle Internal CAN Network Attack Tool

In order to analyze the threat of the vehicle’s internal network, high-quality attack data
is required for researchers. The high-quality attack data means data that is difficult to
detect because the attack data is similar to the actual driving data. If the attack data is
similar to the actual driving data, it is difficult to find anomalies in contrast to the actual
data, making it difficult to detect them with Intrusion Detection System (IDS).

To improve the existing IDS of the vehicle, we developedmore sophisticated internal
network attack tools to generate effective attack data. In this paper, we implement attack
tools against Fuzzing, DoS, and Replay attacks. Figure 2 below is a schematic diagram
of the attack process by injecting an attack data packet into an actual vehicle.



Real Vehicle-Based Attack Dataset 141

Fig. 2. Actual vehicle-based attack dataset injection process

In this paper, we developed an internal CAN network attack tool based on the charac-
teristics of each attack. The purging attack tool is set to inject arbitrary data periodically,
allowing attackers to specify the range of arbitrary data values, the range of IDs, the
number of injections, and the length of arbitrary data. If the attacker runs the purging
tool, a random dataset is injected and malfunctioning.

When theDoS attack tool is executed, a large number of high-priority IDs are injected
within a short time. As a result, the operation of the data packet having a low priority is
blocked.

3.3 Collection of Attack CAN Data Packet Based on Actual Vehicle

Using our own developed attack tools, we collected attack CAN data packets based on
real vehicles. In order to collect the IVN attack data set of the real vehicle, line tapping
was performed on the CAN gateway module using the EDA method. When collection
begins, the vehicle’s CAN data packet is collected through the tapping line of the CAN
gateway module. In addition, the attack data packet is injected into the CAN network of
the real vehicle using the tapping line.

The CAN network attack based on the actual vehicle is performed during driving.
In the case of a purging attack, basic functions and eventuality functions are activated
through random value data packet injection. Dos attacks inject attack data packets to
activate certain eventuality features.

In this study, attackswere carried out during driving onCANnetworksmainly related
to vehicle control and visual parts. In preparation for unexpected situations, attacks on
body-related functions took place only at rest. If an attacker attacks a large amount of
data while collecting driving data packets, a collision between the collection data and the
attack data may occur. In this case, an appropriate attack packet may not be generated.
Therefore, to avoid this problem, we made a scenario in which attacks are performed at
regular intervals for a short time.

The attack scenario is as follows (Table 1):
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Table 1. Actual vehicle-based CAN internal network attack scenario

Attack Scenario

Fuzzing - Inject 100 data every 2 min for 3 s
- Inject 500 data every 2 min for 3 s
- Inject 100 data every 2 min for 5 s
- Inject 500 data every 2 min for 5 s

DoS - Inject 5,000 data every 2 min for 2–3 s
- Inject 10,000 data every 2 min for 2–3 s

Replay - Replay pre-collected injection data for 5–6 s

All attack scenarioswere carried out only in certain sectionswhere the risk of accident
ratewas low.To prevent collision between each data packets,we use to scenarios inwhich
100 to 500 data are injected for 3 to 5 s at 2-min intervals in Fuzzing attack. In case ofDoS
attack, 5,000 to 10,000 data inject for 2 to 3 s at 2-min intervals. And Replay attack inject
pre-collected data for 5 to 6 s at 5-min intervals. By injecting CAN attack data packets
based on actual vehicle, the vehicle’s functions such as emergency light and warning
light on the instrument panel were activated. And function that could be contacted by
the manufacturer in an emergency situation was successfully attacked (Fig. 3).

Fig. 3. Perform RDC initialization via fuzzing attack on real vehicle

Collecting CAN network attack data from real-world vehicles allows us to identify
potential attack risks in real-world situations rather than data collected from virtual envi-
ronments or stationary vehicles. You can also attack features that cannot be performed
on a simple test bed. It is possible to analyze data related to more functions by analyzing
data collected during an actual vehicle attack. And it can have an effective impact on
security threat detection and analysis studies on vehicle interior networks.
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4 Evaluation

In this section, we describe the reactions of vehicle functions when we inject the attack
datasets into the vehicle. We were able to develop our own program for each attack using
P-Code library that provides from peak-system [10].

4.1 Result of DoS Attack

The nature of DoS attack is slow down or shut down a functions or network, making
it inaccessible to its intended node. We accomplished this attack by flooding IVN with
high priority ID message which is 0x00 ID. As result, we were able to check functions
like frequency of signal light, dashboard information etc., are slowing down, and could
check time offset of messages that collected from the vehicle.

from PCANBasic import * 
import time 
def DoS_Attack(): 
    time_offset = 0.03 
    DoS_attack_data = (0x00, 0x04, 0x81, 0x00, 0xC0, 0x02,

0x20, 0x4D) 
    DoS_attack = TPCANMsg() 
    DoS_attack.ID = int(0x000) 
    DoS_attack.LEN = 8 
    DoS_attack.MSGTYPE = PCAN_MESSAGE_STANDARD 
    DoS_attack.DATA = DoS_attack_data 
    for i in range(0, 10000):         
        CAN.Write(CAN_BUS, DoS_attack) 
        time.sleep(time_offset) 
CAN = PCANBasic()                             
CAN_BUS = PCAN_USBBUS2 
CAN.Initialize(CAN_BUS, PCAN_BAUD_500K, 2047, 0, 0)  

while True: 
    DoS_Attack()

4.2 Result of Fuzzing Attack

The main purpose of fuzzing attack is to exploit the possible vulnerabilities or function
messages. We initiated fuzzing attack by injecting messages with random ID and Data.
We have developed program for this attack.With this attack,wewere able to inject data as
scenario follows, and same time we could save injected data into another text file for data
labeling. As mentioned in Sect. 3, we collected attack dataset while driving in highway,
and at the same time, we had injected data into the vehicle, because of this, we carried
out the risk that threatening to driver’s life, because of the risk, we have only injected
data to K-CAN which mainly assigned for controllers of the vehicle’s dashboard. After
the fuzzing attack, we found following function’s data, and store in excel file (Table 2).
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Table 2. Vehicle function findings after fuzzing attack

Function Description

Speed in dashboard Change the speed measurement in dashboard

RPM Change RPM measure in dashboard

Gear (PARK) Change the gear to parking mode

Gear (Drive) Change the gear to drive mode

Signal Light (Left) Change the status of turn left signal light to on

Signal Light (Right) Change the status of turn right signal light to on

Emergency Light Change the status of emergency light to on

Open door Open all doors

Front ultra-sonic wave Give a signal of detected to radar sensor. (Give Max, Medium and
Low)

Back ultra-sonic wave Give a signal of detected to radar sensor. (Give Max, Medium and
Low)

4.3 Result of Replay Attack

Main intention of replay attack is fraudulently delays or resends it to misdirect the
receiver into doing what the adversary wants. Thus, adversary needs information about
the system, to initiate a replay attack. After injecting fuzzing attack successful, we
have obtained some message formats that assigned for certain functions. Based on this
information, we could initiate replay attack by injecting those messages, and control
vehicle’s some functions. For replay attack on the vehicle, we have developed attack
tool with user interface using P-CAN library of python. Replay attack program has main
two roles. The first one is to inject the data from list that gained functional messages
after fuzzing attack. The other one is to save injected time of messages for later data
labelling (Fig. 4).
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Fig. 4. Display of the tool for replay attack to IVN

5 Conclusion and Future Work

In modern automobiles, the number of ECUs mounted inside the vehicle is increasing
exponentially for the safety and convenience of drivers. However, the need for vehicle
security has also increased as vehicle attack methods with serious consequences that
threaten the driver’s life continue to expand. Therefore, an accurate analysis of the type
of attack that occurred is required, and it is important to recognize that there is a high
possibility of an attack on the vehicle, and to anticipate and prepare for an attack on the
vehicle.

In this paper, DoS, Fuzzing, and Replay attacks were performed on actual vehicles
driving with 7 scenarios. As a result of the experiment, the vehicle window was opened,
the emergency SOS button was activated, and navigation reboot etc., this resulted in
an unexpected situation in which the driver could be embarrassed while driving. In
addition, we collected CAN data from the ECU by selecting the existing EDA method
and made attack tools using the characteristics of each attack. In real-world vehicles,
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attack messages were injected into the CAN bus to generate high-quality attack datasets
that can later be used as materials for vehicle security. In the future, we will apply our
attack dataset into IDS or IPS system, and compare performance with other public attack
dataset.
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Abstract. A bit error may occur when data is transmitted in the 5G/6G cellular
system. Hybrid Automatic Repeat and reQuest (HARQ) for an error correction
and retransmission method is being applied as an error control method to solve
this problem. Bit errors can also occur during the MsgA transmission process for
the initial connection of the 2-step RACH procedure, a random access method
announced in Release 16 of the 3GPP. However, HARQ is not currently applied
in the MsgA transmission process. In this paper, we propose a method that applies
HARQ to the MsgA transmission process to improve the initial connection of
the 2-step RACH procedure. We analyze the transmission process using ana-
lytical Markov Chain Model. For performance analysis, the performance of the
HARQ-applied method is compared to the performance of the existing transmis-
sion method. As a result of comparative analysis, in the case of 256QAM, the
HARQ-applied method at saturation of −6 dB increased by about 61% compared
to the existing method.

Keywords: 5G/6G · HARQ · Markov chain model · 2-step RACH procedure

1 Introduction

In wireless communication, a bit error may occur during a transmission process. To solve
this problem, an error control method is used during the transmission process. Among
error correctionmethods, Forward Error Correction (FEC) of the Physical Layer directly
corrects errors in bit errors [1]. Among retransmission methods, Automatic Repeat and
reQuest (ARQ) of the Medium Access Control (MAC) layer requests retransmission
of an error packet in the event of a bit error [2]. In particular, the hybrid automatic
repeat and request (HARQ) method, which uses a combination of two representative
methods of error control together, is a method that has been in the spotlight in wireless
communication as a method that can effectively improve accuracy and reliability [3].

With the rapid development of cellular systems such as 5G/6G, enhanced mobile
broadband (eMBB), ultra-reliable and low latency communication (URLLC), human-
central services (HCS), and mobile broadband reliable low latency communication
(MBRLLC) are required service categories [4, 5]. In particular, the use of multiple
devices, such as Massive Machine Type Communications (mMTC), has resulted in a
large amount of data traffic. In 2030, 97Billion of devices are expected to be used,
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and the volume of mobile traffic worldwide is expected to increase 670 times in 2030
compared to 2010 [6]. With the high volume of traffic, efficient Random Access Pro-
cedure has become more important as a way to improve the connectivity of wireless
communication to multiple devices [7]. The Release 16 standard of 3GPP describes the
two-step RACH procedure along with the existing “4-step RACH Procedure” random
access method. This ensures faster performance and quality by reducing transmission
delay than the traditional random access method [8]. The MsgA transfer process for the
initial connection of the 2-step RACH procedure based on wireless communication can
also be sufficiently error-prone. Therefore, an error control method is also required for
the 2-step RACH procedure. The accuracy and reliability of the initial connection of the
Random Access procedure can be ensured when HARQ, which is capable of both error
correction and retransmission, is applied during the Error control method. However,
in Release 16, published by 3GPP, HARQ is not specified in the MsgA transmission
process for Physical Uplink Shared Channel (PUSCH) [9].

In this paper, we propose to improve the initial connection by applying HARQ to the
MsgA transmission process of the 2-step RACH Procedure. In addition, to analyze the
performance of theHARQ-applied transmissionmethod, we categorize theHARQ states
that occur in the two-stage RACH procedure into 5 categories and create aMarkov chain
modelwith state transition probabilities. Numerical performance analysis and simulation
were performed using this Markov chain model. For performance analysis, we compare
2-step RACH Procedure with and without HARQ.

2 2-step RACH Procedure

Fig. 1. RACH procedure.
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Random access is a method for establishing a connection between a terminal and a
base station, and is classified into Contention-Based Random Access and Contention-
Free RandomAccess [10]. Contention-based random access is a method in which multi-
ple (a plurality of) terminals compete with each other to use one channel, and representa-
tive examples include ALOHA, CSMA/CD, CSMA/CA methods, etc. Contention-free
random access is a method in which there is no channel competition between each ter-
minal, and representative examples include token bus and round robin methods. We deal
with contention-based random access.

Recently, many studies have been conducted to reduce the delay time of the random
access procedure [11]. In particular, the 2-step RACH procedure published in 3GPP is
a representative example [12]. In the case of the 4-step RACH Procedure, which uses
the existing four-hand shaking method, the Random Access is performed as a process
of sending preamble and confirming connection, as shown in Fig. 1 (1). For the 2-step
RACHprocedure, we propose amethod for transmittingMsg1 andMsg3 of the four-step
RACH procedure as MsgA, as shown in Fig. 1 (2). This method is a method that can
reduce latency and reduce signaling. However, since the 2-step RACH procedure is also
wireless communication, we find that errors can occur when transmitting MsgA, and
study a method to solve this problem.

3 Hybrid Automatic Repeat and Request

Fig. 2. FEC operation process.

Fig. 3. ARQ operation process.

Methods for performing error control are largely classified as error correction and
retransmission. As a representative example of error correction, the FEC of the physical
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layer described in Fig. 2, transmits a message by adding surplus bits at the transmitting
side. When an error occurs in the bit, it restore the error by itself. As a representative
example of retransmission, the ARQ of the MAC layer described in Fig. 3, refers to
a method of retransmitting data from a point where an error occurs during NACK or
Timeout.

Fig. 4. HARQ operation process.

As you can see in Fig. 4, HARQ is a combination of FEC and ARQ, and when
an error occurs on the receiving side, HARQ stores the error-occurring packet in the
buffer and requests packet retransmission [13]. The packet stored in the buffer and
the retransmitted packet are combined to restore the original packet. Types of HARQ
are classified according to how packets are retransmitted and combined. They are the
“Incremental Redundancy” (IR) method and the “Chase Combining” (CC) method. The
HARQ method enables efficient error control by performing both error correction and
retransmission.

4 Analytical Markov Chain Model

We found the problem that errors can also occur in the MsgA transmission process of
2-step RACH Procedure. However, HARQ is not currently applied in the current MsgA
transmission process. In this paper, we propose a method for applying HARQ to MsgA
transmission process to improve the initial connection of the 2-step RACH procedure.

It is assumed that all equations are derived from an Additive White Gaussian Noise
(AWGN) environment. Since the bit error probability depends on the channel environ-
ment, it is necessary to obtain a signal noise ratio (SNR) value. The SNR value can be
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obtained as shown in Eq. (1) from [14].

γb := Eb

N0
= A2

N0
= d2

min

4
. (1)

SNR is an average signal power versus average noise power and is a value indicating
a degree to which noise affects a signal. Eb represents bit energy,N0 represents spectrum
density of noise power, and power per 1 Hz. For Eb, it can be represented by the band
of the transmission signal, which is the bandwidth given by x ∈ {−A,A}, which can
be represented as dmin in the constellation according to the modulation scheme. Eb

N0
is a

parameter indicating energy per bit required for noise power per unit bandwidth and is
expressed as γb. It is also called SNR per bit [14].

Accordingly, the bit error probability be expressed as a Q-function as in Eqs. (2.1)
and (2.2) from [15].
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)
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The bit error probability may be expressed as in (2.1) and (2.2) according to modu-
lation. Equations (2.1) and (2.2) refer to bit error probabilities in the QPSK environment
and the M-QAM environment, respectively.

Fig. 5. Gilbert-Elliott model.

Through the bit error probability according to the SNR value, the channel can be
classified into two states: Good Channel and Bad Channel. We can calculate the state
transition probability through the 2-state Markov Chain Model, known as the Gilbert-
Eliot Model in Fig. 5, and obtain the Bit Error Rate (BER) as Eq. (3) [16].

BER = εPe(1) + (1 − ε)Pe(2). (3)

ε means the probability that the channel is in the Bad state in the normal state, and Pe(∗)

means the probability that an error occurs in the state * [17].
We intend to apply HARQ to the transmission process of MsgA in the 2-step RACH

Procedure. The transmission of MsgA does not only send Preamble, but also PUSCH
Payload, so throughput calculations per packet are required. The equation related to the
packet error ratio (PER) and the BER can be obtained through Eq. (4), and L means the
length of the packet [18].

PER = 1 − (1 − BER)L. (4)
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The throughput in packets may be calculated as shown in Eq. (5) from [18]. The
values for obtaining throughput vary according to each modulation.

Throughput = (1 − PER)X Symbolrate X bit_per_symbol X Code_rate. (5)

Table 1. State table of HARQ

State Definition

T0 New Packet Transfer Attempt State
After Previous Transfer Success

Tf New Packet Transfer Attempt Status
After Previous Transfer Failure

E Packet Error State

D Delay State after Packet Error
until retransmission state

R Retransmission State

Fig. 6. Markov chain model for HARQ in 2-step RACH procedure.

Table 1 classifies the states occurring in HARQ into 5 categories [19]. In this paper,
the probabilistic analysis is conducted by creating aMarkov ChainModel by calculating
the state transition probability based on the state of HARQ in Table 1. This is shown in
Fig. 6.

Matrix =

⎡
⎢⎢⎢⎢⎢⎣

PT0T0 0 PT0E 0 0
PTf T0 0 PT0E 0 0
0 TETf 0 PED 0
0 0 0 0 PDR

PRT0 0 PRE 0 0

⎤
⎥⎥⎥⎥⎥⎦

. (6)

Equation (6) shows the transmission probability for each state in the Markov Chain
Model of HARQ analytical Markov Chain Model in Fig. 6 as Matrix. For example, PDR
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refers to the probability from the delay state D to the retransmission state R after the
packet error.

π = [πT0 πTf πD πC πR ] (7)

In Eq. (7), πX represents the probability of being in state X in a steady state.
Therefore, steady state probability vectors are denoted as π = ∑

π [20].

E{g} = πT0 ∗ 1T . (8)

E{d} = (πT0 ∗ 1T ) + (r ∗ NT0 ∗ πTf
∗ 1T ) + (πC ∗ 1T ) + (r ∗ πD ∗ [1...N0]T ). (9)

Equations (8) and (9) respectively represent (mean) a successful average packet gain
and an average delay in a steady state. r represents the ratio of the counter step duration
to the duration of the competition period, channel access is performed to the node with
a smaller counter value, and the initial counter value randomly selects the size N0 of
the window. When a collision occurs, N0 increases to 2N 0, and the window size of NT0
increases to the predetermined size.

Average Throughput = E{total number of successful packets}
E{total delay}/slot duration = E{g}

E{d} . (10)

Equation (10) for average throughput can be obtained through Eqs. (8) and (9).

5 Simulation

The performance evaluationwas conductedwhenHARQwas applied in theMsgA trans-
mission process of 2-step RACH Procedure using the Markov Chain Model proposed
in the section above. To this end, performance evaluation was conducted with Matlab
using the following simulation parameters in Table 2.

Table 2. Simulation parameters

Description Value

Modulation QPSK, 16QAM, 64QAM, 256QAM

Channel Coding LDPC

Code rate 1/4

HARQ Process 16

Initial Backoff Counter 8

Number of symbols 14

Eb/N0 0–25

Packet length 32
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When sending MsgA, PUSCH payload and PRACH preamble are sent together.
Therefore, among the standards of 3GPP, the defined modulation and channel coding
parts were applied when Physical Uplink Shared Channel (PUSCH) was used in a 5G
channel environment [21]. HARQProcess also substituted the value of 3GPPwhen using
a given number of HARQ Processes in PUSCH [22]. Set the initial Backoff Window to
8 and set r to 0.05. The number of symbols is set to 14 [23]. Set the packet length to 32
bytes [24]. It is assumed that error correction is performed by 1/4 during bit error and
retransmission is performed during bit error.

Fig. 7. Eb/N0 [dB] versus BER.

Figure 7 compares the BER of the existing 2-step RACH Procedure and the BER
of the method of HARQ-applied method for each modulation. The BER curve of the
existing 2-step RACHProcedure is represented by a dashed line with empty symbol, and
the method to which HARQ is applied is indicated by coloring the interior. Compared
with each modulation, if the channel performance is good, that is, if Eb/N0 is high, all
of them draw a downward curve and BER is reduced. Furthermore, the HARQ-applied
method shows better performance compared to the existing method.
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Fig. 8. Eb/N0 [dB] versus PER.

Figure 8 was prepared by calculating the value of PER formed according to BER for
each modulation. As in Fig. 7, it can be confirmed that the error ratio decreases when
HARQ is applied.

Fig. 9. Eb/N0 [dB] versus average delay.

Figure 9 is obtained by calculating the average delay in a normal state through the
probability, and it can be verified that the part to which HARQ is applied takes more
time than the existing method because the retransmission process continues.
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Fig. 10. Eb/N0 [dB] versus throughput.

Table 3. Throughput increase rate in HARQ

Modulation Saturation Eb/N0 Saturation Eb/N0 −6 dB Throughput increase rate in
HARQ (%)

16QAM 13 7 150.4431

64QAM 17 11 150.6105

256QAM 21 15 161.8091

From Fig. 10, it is possible to check the performance when HARQ is applied to
the MsgA transmission process of the 2-step RACH Procedure. If Eb/N0 is good, both
the existing 2-step RACH Procedure method and the HARQ-applied method can reach
saturation. However, it can be seen from Table 3 that there is a significant difference
between the HARQ-applied method and the existing 2-step RACH Procedure method
in the saturation state of −6 dB. When QAM is used for modulation, the average delay
is large, but the HARQ-applied method confirms that the throughput increases by about
50%. Therefore, when there is a lot of noise, that is, when the channel environment is
not good, 2-step RACH procedure is performed using HARQ, which is better than the
existing method in the initial connection in all modulations.

6 Conclusion

When data is transmitted in a wireless communication system, errors appear depend-
ing on the channel environment. There are various error control methods to solve this
problem. Transmitting MsgA in the 2-step RACH Procedure is also a wireless commu-
nication process, which can cause problems. In this paper, We improve and analyze the
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initial connection by applying HARQ that was not in the MsgA transfer process of the
second stage RACH procedure. In addition, we create a Markov chain model and per-
form performance evaluation compared to the existing 2-step RACH Procedure method.
In Particularly, in all QAMs, the throughput of the HARQ-applied method increased
by about 50% compared to the existing 2-step RACH Procedure without HARQ at the
saturation state of −6 dB, confirming that the performance was excellent.

However, the analytical Markov Chain Model does not specify the formula for Error
Correction. In the future, we plan to conduct research by replacing the exact error
correction process.
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Abstract. Wireless Mesh Networks (WMNs) have many advantages
such as easy maintenance, low up-front cost, high robustness. However,
WMNs have some problems such as node placement problem, security,
transmission power and so on. In this work, we deal with node placement
problem. In our previous work, we implemented a hybrid simulation sys-
tem based on Particle Swarm Optimization (PSO) and Hill Climbing
(HC) called WMN-PSOHC for solving the node placement problem in
WMNs. In this paper, we present the implementation of Fast Conver-
gence RDVM (FC-RDVM) in WMN-PSOHC. Then, we evaluate the
performance of WMNs by using WMN-PSOHC hybrid simulation sys-
tem. We compare the performance of FC-RDVM with LDVM consid-
ering Weibull distribution of mesh clients. Simulation results show that
FC-RDVM performs better than LDVM

1 Introduction

The Wireless Mesh Networks (WMNs) have many advantages compared with
conventional Wireless Local Area Networks (WLANs) such as low-up front cost,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 159–166, 2023.
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easy deployment and high robustness [1,6]. Also, they provide better services
than conventional WLANs. The WMNs can be applied for medical, transport
and surveillance applications in urban area, metropolitan area, neighbouring
communities and municipal area networks [2,5,7]. Nodes of WMNs can be cat-
egorized into four kinds of nodes according to their roles: Mesh Point (MP),
Mesh Access Point (MAP), Mesh Portal (MPP) collocated with MP and Sta-
tions (STA). The STA is a conventional WLAN’s client node. The MP does not
provide the Internet connection to STA, but it supports Peer Link Management
Protocol (PLMP). The MAP is MP providing the Internet connection to STA.
The MPP is a node having a gateway feature in a WMN, connected by cable.

However, there are some problems to be solved in WMNs. One of the critical
issues of WMNs is the achievement of network connectivity and user coverage,
which is closely related to the family of node placement problems. The node
placement problem has been investigated in the optimization field and is known
as the class of NP-hard.

We already implemented a Particle Swarm Optimization (PSO) based simula-
tion system, called WMN-PSO [10]. Also, we implemented a simulation system
based on Hill Climbing (HC) for solving node placement problem in WMNs,
called WMN-HC [9].

In our previous work, we presented a hybrid intelligent simulation system
based on PSO and HC [11]. We called this system WMN-PSOHC. We also
implemented Linearly Decreasing Vmax Method (LDVM) replacement method
in WMN-PSOHC [12]. In this paper, we compare the performance of FC-RDVM
with LDVM. Simulation results show that FC-RDVM has better performance
than LDVM.

The rest of the paper is organized as follows. In Sect. 2, we present intel-
ligent algorithms. We present the implemented hybrid simulation system and
FC-RDVM in Sect. 3. The simulation results are given in Sect. 4. Finally, we
give conclusions and future work in Sect. 5.

2 Intelligent Algorithms

2.1 Particle Swarm Optimization

In Particle Swarm Optimization (PSO) algorithm, a number of simple entities
(the particles) are placed in the search space of some problem or function and
each evaluates the objective function at its current location. The objective func-
tion is often minimized and the exploration of the search space is not through
evolution [8]. However, following a widespread practice of borrowing from the
evolutionary computation field, in this work, we consider the bi-objective func-
tion and fitness function interchangeably. Each particle then determines its move-
ment through the search space by combining some aspect of the history of its
own current and best (best-fitness) locations with those of one or more members
of the swarm, with some random perturbations. The next iteration takes place
after all particles have been moved. Eventually the swarm as a whole, like a flock
of birds collectively foraging for food, is likely to move close to an optimum of
the fitness function.
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Algorithm 1. Pseudo code of WMN-PSOHC.
/* Generate the initial solutions and parameters */
Computation maxtime:= Tmax, k := 1;
Number of particle-patterns:= m, 2 ≤ m ∈ N 1;
Particle-patterns initial solution:= P0

i ;
Global initial solution:= G0;
Particle-patterns initial position:= x 0

ij ;
Particles initial velocity:= v0

ij ;
PSO parameter:= ω, 0 < ω ∈ R1;
PSO parameter:= C1, 0 < C1 ∈ R1;
PSO parameter:= C2, 0 < C2 ∈ R1;
/* Start PSO-HC */
Evaluate(G0,P0);
while k ≤ Tmax do

/* Update velocities and positions */
vk+1
ij = ω · vk

ij

+C1 · rand() · (best(P k
ij) − xk

ij)
+C2 · rand() · (best(Gk) − xk

ij);
xk+1

ij = xk
ij + vk+1

ij ;
/* if fitness value is increased, a new solution will be accepted. */
if Evaluate(G(k+1),P (k+1)) >= Evaluate(G(k),P (k)) then

Update Solutions(Gk,Pk);
Evaluate(G(k+1),P (k+1));

else
ReUpdate Solutions(Gk+1,Pk+1);

end if
k = k + 1;

end while
Update Solutions(Gk,Pk);
return Best found pattern of particles as solution;

Each individual in the particle swarm is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current
position xi, the previous best position pi and the velocity vi.

The particle swarm is more than just a collection of particles. A particle by
itself has almost no power to solve any problem. The progress occurs only when
the particles interact. Problem solving is a population-wide phenomenon, emerg-
ing from the individual behaviors of the particles through their interactions. In
any case, populations are organized according to some sort of communication
structure or topology, often thought of as a social network. The topology typi-
cally consists of bidirectional edges connecting pairs of particles, so that if j is
in i’s neighborhood, i is also in j’s. Each particle communicates with some other
particles and is affected by the best point found by any member of its topological
neighborhood. This is just the vector pi for that best neighbor, which we will
denote with pg. The potential kinds of population “social networks” are hugely
varied, but in practice certain types have been used more frequently.



162 S. Sakamoto et al.

Fig. 1. Weibull distribution of mesh clients.

In the PSO process, the velocity of each particle is iteratively adjusted so
that the particle stochastically oscillates around pi and pg locations.

2.2 Hill Climbing

Hill Climbing (HC) algorithm is a heuristic algorithm. The idea of HC is simple.
In HC, the solution s′ is accepted as the new current solution if δ ≤ 0 holds,
where δ = f(s′) − f(s). Here, the function f is called the fitness function. The
fitness function gives points to a solution so that the system can evaluate the
next solution s′ and the current solution s.

The most important factor in HC is to define effectively the neighbor solution.
The definition of the neighbor solution affects HC performance directly. In our
WMN-PSOHC system, we use the next step of particle-pattern positions as the
neighbor solutions for the HC part.

3 WMN-PSOHC Hybrid Simulation System
and FC-RDVM

We show the pseudo code of WMN-PSOHC in Algorithm 1. In following, we
present the initialization, particle-pattern, fitness function and router replace-
ment methods.

Initialization
Our proposed system starts by generating an initial solution randomly, by ad
hoc methods [16]. We decide the velocity of particles by a random process con-
sidering the area size. For instance, when the area size is W × H, the velocity
is decided randomly from −√

W 2 + H2 to
√

W 2 + H2. Our system can gener-
ate many client distributions. In this paper, we consider Weibull distribution of
mesh clients as shown in Fig. 1.

Particle-Pattern
A particle is a mesh router. A fitness value of a particle-pattern is computed
by combination of mesh routers and mesh clients positions. In other words,
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Fig. 2. Relationship among global solution, particle-patterns and mesh routers.

Fig. 3. The difference of Vmax between LDVM and FC-RDVM.

each particle-pattern is a solution as shown is Fig. 2. Therefore, the number of
particle-patterns is the number of solutions.

Fitness Function
One of most important thing is to decide the determination of an appropriate
objective function and its encoding. In our case, each particle-pattern has an
own fitness value and compares other particle-patterns fitness value in order to
share information of global solution. The fitness function follows a hierarchical
approach in which the main objective is to maximize the SGC in WMN. Thus,
we use α and β weight-coefficients for the fitness function and the fitness function
of this scenario is defined as:

Fitness = α × SGC(x ij ,y ij) + β × NCMC(x ij ,y ij).

Router Replacement Methods
A mesh router has x, y positions and velocity. Mesh routers are moved based on
velocities. There are many router replacement methods in PSO field [4,13–15].
In this paper, we compare two replacement methods: Linearly Decreasing Vmax
Method (LDVM) and Fast Convergence Rational Decrement of Vmax Method
(FC-RDVM).
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Table 1. Parameter settings.

Parameters Values

Clients distribution Weibull distribution

Area size 32 × 32

Number of mesh routers 16

Number of mesh clients 48

Total iterations 800

Iteration per phase 4

Number of particle-patterns 9

Radius of a mesh router From 2.0 to 3.0

Fitness function weight-coefficients (α, β) 0.7, 0.3

Curvature parameter (γ) 10.0

Replacement methods LDVM, FC-RDVM

In LDVM, PSO parameters are set to unstable region (ω = 0.9, C1 = C2 =
2.0). A value of Vmax which is maximum velocity of particles is considered. With
increasing of iteration of computations, the Vmax is kept decreasing linearly [3,
13]. The Vmax is defined as shown in Eq. (1).

Vmax(k) =
√

W 2 + H2 × T − k

T
(1)

where W and H are the width and the height of the considered area, respec-
tively. Also, T and k are the total number of iterations and a current number of
iteration, respectively. The k is a variable varying from 1 to T , which is increased
by increasing the iterations.

In FC-RDVM, the Vmax decreases with the increasing of iterations as shown
in Eq. (2).

Vmax(k) =
√

W 2 + H2 × T − k

T + γk
(2)

where γ is a curvature parameter. When the γ is larger, the curvature is larger
as shown in Fig. 3. Other parameters are the same with LDVM.

4 Simulation Results

In this section, we show simulation results using WMN-PSOHC hybrid intelli-
gent system. In this work, we consider Weibull distribution of mesh clients. We
consider the number of particle-patterns 9. We conducted simulations 100 times
in order to avoid the effect of randomness and create a general view of results.
The total number of iterations is considered 800 and the iterations per phase is
considered 4. We show the parameter setting for WMN-PSOHC in Table 1.
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(a) LDVM (b) FC-RDVM

Fig. 4. Simulation results of WMN-PSOHC for SGC.

(a) LDVM (b) FC-RDVM

Fig. 5. Simulation results of WMN-PSOHC for NCMC.

We show the simulation results in Fig. 4 and Fig. 5. Considering SGC param-
eter, the LDVM convergence is slower than FC-RDVM. For NCMC, the FC-
RDVM converges faster than LDVM. When we use FC-RDVM, the performance
converges to 100% before 100 phases. On the other hand, in the case of LDVM,
the performance converges to 100% for 150 phases.

5 Conclusions

In this work, we evaluated the performance of WMNs by using WMN-PSOHC
hybrid simulation system. We also proposed and implemented FC-RDVM router
replacement method. Then, we compared the performance of FC-RDVM with
LDVM considering Weibull distribution of mesh clients. Simulation results show
that FC-RDVM performs better than LDVM.

In our future work, we would like to evaluate the performance of the proposed
system for different parameters and scenarios.
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Abstract. Recently, the number of landslide disasters is increased
because of heavy rains. For measuring the landslide disasters, it is neces-
sary to consider the characteristics of the mountain topography in addi-
tion to rainfalls. Fuzzy inference is a good approach for estimation of
disaster risk considering rainfalls and topography parameters. Detecting
landslide disasters before they happen requires data collection on the
wide area. However, monitoring the entire area of a mountain requires a
large number of sensors. In this paper, we present Fuzzy-based system
that estimates Landslide Disasters Risk (LDR) considering Digital Ele-
vation Model (DEM). The evaluation results show that the proposed sys-
tem can estimate LDR according to the rainfall and topography param-
eter using the real data collected on wide areas by a Wireless Sensor
Network (WSN).

1 Introduction

The number of landslide disasters is increased because the amount of rainfalls
is increased caused by global warming. Japan is mountainous country and has
fragile soils and steep mountains. In addition, Japan has many landslide disas-
ters caused by typhoons and heavy rains [1–3]. Therefore, the estimation and
measurement of landslide disasters is very important in order to save the life of
the people leaving in close to these areas, immediately. There are some research
works that measure the landslide disasters by considering geographic informa-
tion based on topographic analysis and monitoring by Wireless Sensor Network
(WSN) [4–9]. On the other hand, it is hard to predict landslide disasters because
of different factors such as mountain geology, topography and amount of rain-
falls [10–18].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. Proposed system.

Fuzzy inference is a good approach for estimation of disaster risk considering
rainfalls and topography parameters. Detecting landslide disasters before they
happen requires data collection on the wide area. However, monitoring the entire
area of a mountain requires a large number of sensors. Therefore, the number
of sensors should be reduced and they should be placed in a way that they
can sense the landslides areas. We consider a soil moisture meter for measuring
the changes in the moisture content of soil and a tipping bucket rain gauge for
measuring the rainfall by 0.5 [mm] increments.

In this paper, we present a Fuzzy-based Approach for estimation of Landslide
Disasters Risk (LDR) considering Digital Elevation Model (DEM) [19,20]. The
evaluation results show that the proposed system can estimate LDR according
to the rainfall and topography parameters using the real data collected on wide
areas by a Wireless Sensor Network (WSN) [21–24].

The structure of the paper is as follows. In Sect. 2, we present the proposed
system. In Sect. 3, we discuss the experimental results. Finally, conclusions and
future work are given in Sect. 4.

2 Proposed System

In this section, we describe the proposed system, which estimates LDR and
danger areas by landslide disasters. The structure of the proposed system is
shown in Fig. 1.
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Fig. 2. Fuzzy membership functions.

Table 1. Fuzzy rule-base.

AMP HMP ER LDEV AMP HMP ER LDEV AMP HMP ER LDEV

L L L VL M L L VL H L L VL

L L M VL M L M VL H L M VL

L L H VL M L H VL H L H VL

L M L VL M M L VL H M L VL

L M M VL M M M L H M M H

L M H L M M H H H M H VH

L H L VL M H L VL H H L L

L H M L M H M H H H M VH

L H H L M H H VH H H H VH

2.1 LDR Estimation

The proposed Fuzzy-based system estimates the LDR considering data collec-
tion by WSN. It decides Landslide Disasters Estimation Value (LDEV ) that
indicates the risk of landslide disaster event. When LDEV value (LDEV ∈
R, 0.0 ≤ LDEV ≤ 1.0) is close to 1.0, it indicates a higher value of LDR. The
proposed system considers the following input parameters for deciding LDEV .
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1. Angle of Measurement Position of sensor [deg.] (AMP).
2. Height of Measurement Position of sensor [m] (HMP).
3. Effective Rainfall measured by rain gauge [mm] (ER).

The ER parameter is decided by Eq. 1:

Rw =
n∑

i

0.5i/TRi (1)

where, Rw [mm] is ER, Ri [mm] is the rainfall i [hour] earlier and T [hour] is
the half-life, which depends on the geology [25,26]. The n [hour] is the value for
the ER analysis period. The ER is close to 0 as i increases. Therefore, the value
of n is set until the influence of ER disappears. That is Rw is less than 10−3.

The fuzzy rule-base and the membership functions are defined considering the
landslide disasters warning areas by the Ministry of Land, Infrastructure, Trans-
port and Tourism, in Japan. Table 1 shows the fuzzy rule-base. The Fig. 2(a),
Fig. 2(b) and Fig. 2(c) show the input membership functions. Figure 2(d) shows
the output membership function. As input and output terms we use: Very-
Low (VL), Low (L), Middle (M ), High (H ) and Very-High (VH ).

2.2 Danger Area Estimation Based on LDR

The danger area is estimated by LDR using elevation data from the Digital Ele-
vation Model (DEM) of the Geospatial Information Authority of Japan (GSI).
The proposed system decides the inclination angle of the target area from the
elevation data. The proposed system decides LDR based on the elevation, incli-
nation angle and effective rainfall on the days when landslide disasters have
occurred in the target area in the past. The inclination angle S [27] is decided
based on the surrounding of 8 grids cells centered at point E shown in Fig. 3
and Eqs. (2), (3) and (4). The S [deg.] is the angle, p is the weighted average
from the west to east center point and q is the weighted average from the south
to north center point.

S = tan−1
√

p2 + q2 (2)

p =
(C + 2F + I) − (A + 2D + G)

8Δx
(3)

q =
(G + 2H + I) − (A + 2D + C)

8Δy
(4)

Also, the elevation of each grid cell is from A to I, The Δx [m] and Δy [m]
are the lengths of one side of the grid.
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Fig. 3. Symbols for the grid cells.

3 Evaluation Results

3.1 LDR Estimation Results

For the estimation of LDR, we consider that the WSN obtains the input values
for the proposed Fuzzy-based system. The HMP parameter is set to a constant
value and AMP and ER are variable values. Figure 4 shows the visualization
results of LDEV. Figure 4(a) and Fig. 4(b) show the results for HMP of 30.0 [m]
and 60.0 [m], respectively. We can see that LDEV increases with the increase of
HMP.

For the evaluation, the proposed system decides LDEV based on AMP,
HMP and ER considering real landslide disasters sites. The AMP and HMP
are decided from topographic data before the landslide disasters using the infor-
mation from Geospatial Information Authority of Japan. In addition, ER is
decided from the rainfall sensing data at the time of landslide disasters by the
Japan Meteorological Agency. The half-life of ER is decided to be 72 [hour]
considering the soil type of the target area. Table 2 shows the evaluation results
of LDEV for landslide disasters in Tsushima, Kita-ku, Okayama City, Okayama
Prefecture, Japan and Furusato, Furusato-cho, Kagoshima City, Kagoshima Pre-
fecture, Japan. In the case of Tsushima, the AMP is about 28 [deg.], HMP is
about 72 [m] and ER is about 277 [mm]. The LDEV value decided by Fuzzy-
based system is 0.864 [unit]. In the case of Furusato, AMP is about 32 [deg.],
HMP is about 94 [m] and ER is about 146 [mm]. The LDEV value decided
by Fuzzy-based system is 0.812 [unit]. The evaluation results show that the
proposed system can estimate LDR according to the rainfall and topography
parameters and by using real data collected on the wide areas by WSN.
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Fig. 4. Visualization results of LDEV.

(a) Aerial view of the target mountain.
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(b) Visualization results by height.
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(c) Visualization results by angle.
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Fig. 5. Visualization results.
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Table 2. Evaluation results of LDEV in the target area.

Lcation AMP [deg.] HMP [m] ER [mm] LDEV [unit]

Tsushima 28.4 72.4 277 0.864

Furusato 32.4 94.7 146 0.812

3.2 Evaluation Results for Danger Area Estimation Based on LDR

We show the visualization results in Fig. 5. Figure 5(a) shows the aerial view of
the mountain used as target area. The visualization results of DEM elevation
data are shown in Fig. 5(b), the decided inclination angles are shown in Fig. 5(c)
and the occurrence danger areas based on LDR are shown in Fig. 5(d). The visu-
alization results show the landslide disaster area can be visualized by using the
LDEV estimated values from the height and inclination angle of the mountain.

4 Conclusions

In this paper, we proposed a Fuzzy-based system for the estimation of LDR
considering the data collected by WSN and then to predict the landslide disaster
areas based on LDR. Also, we evaluated the proposed system using the data
from real landslide disaster sites. The evaluation results show that the proposed
system can estimate LDR according to the rainfall and topography parameters
and by using real data collected on the wide areas by WSN.

In the future, we would like to optimize the placement of sensors based on
the predicted landslide disaster areas.
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Abstract. In this paper a human-centered protocol will be presented for efficient
and secure information management in distributed systems. Such techniques will
be used in creation new security applications oriented on application of personal
features in security solutions. Human-centered information management allow to
facilitate data distribution in cloud infrastructure and distributed systems. Such
techniques also allow to increase security of data management procedures.

Keywords: Human-centered protocols · Data security · Distributed systems ·
Data management

1 Introduction

Human-oriented data protection protocols are formed on the basis of analysis of human
thought processes, the application of personal characteristics individual to each protocol
user, and unique peculiarities characteristic of the person. Each user of a cryptographic
data protection protocol can be assigned his or her individual characteristics, contained
in personal sets of biometrics. These range from the well-known and widely used per-
sonal identification features, i.e. fingerprint, retinal scan, to the more complex ones, i.e.
DNA code, fingerprint scan of both hands. However, regardless of the complexity of
the solutions used, all biometric data can constitute an individual and unique kind of
stamp marking each of its holders. This type of unique marking of the feature holder is
extremely beneficial in the process of proper verification and identification [1–3]. This
is because the uniqueness of the features is a guarantee that the system analyzing the
data will not confuse or misidentify the holder of the features in question.

The use of individual biometrics in the process of personal identification and veri-
fication ensures that they are properly associated with their holder. However, solutions
based on the use of more than one biometrics are increasingly being used. Such a solu-
tion is aimed at eliminating possible mistakes of the system performing the verification
process.

Correct recognition at all stages of the identification process allows us to assume that
the system has correctly linked the pattern with the holder of the biometric features. This

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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means correct verification of the system user. If one of the indicated biometrics is verified
correctly and another is not, then additional identification of the user through additional
analysis is required. The verification process may end in incorrect verification due to, for
example, a bad or incomplete tag reading, reader error or system error. For example, the
reading of themost popular biometric,which is the fingerprint,may encounter difficulties
due to the fact that the fingerprint will be unreadable. In such cases, it is a good idea
to use fingerprint analysis of all fingers because of the problems that can occur with
reading a selected one.

Human-oriented protocols will be presented in this paper as those solutions that are
designed to serve a particular type of data protection based on individual solutions [4,
5]. These models are open, which means that it is possible to modify them with new
personal data/biometrics, the scope of which is inspired by the capabilities of computer
systems, the area of application, the computing power of the machine units that conduct
the analysis, and the speed of data processing.

2 Human-Centered Protocols for Secure Data Management

Human-oriented protocols are used for secure data management. These processes are
implemented in a variety of information systems, with varying degrees of implemen-
tation, but nevertheless in the processes of information management it is necessary to
secure information from unauthorized access, disclosure or declassification.

Data security processes, due to their diversity, are applied at various stages of data
processing. Information that is not generally available, confidential, secret, protected,
strategic, developmental, military, etc., is processed by persons authorized to possess it,
but this does not exclude it from circulation in information systems, which are exposed
to attempts to seize, hack or modify it.

Indeed, each type of the aforementioned information is of strategic importance and,
due to this fact, is information desired by various entities and individuals. In order to
protect this type of data, various solutions are used to secure it.

A new type of protocols that allow secure data management are human-oriented
protocols. Their special feature is that algorithms based on individual personal char-
acteristics are used in the process of information sharing, distribution, storage, and
restoration.

The use of personal characteristics makes it possible to identify unambiguously
the recipient of the information, and in the process of verification to properly identify
its holder. A novelty aimed at enriching previously known solutions for secure data
management are data sharing protocols based on human-centered solutions.

Human-oriented protocols, therefore, allow full verification of a participant in a
secure data management protocol and verification of the part of all secret parts [6–8].
On the other hand, in the process of restoring the secret, they allow proper identification
of all shadow holders. The human-centered protocol based on secure data management
protocol is as follows:
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Protocol 1. Human-centered protocol for secure data management

//definition of threshold scheme//
- determination of the number of participants (n)

in the protocol
- definition of the number of shadows (m) 
- definition of the type of data sharing –

privileged/equal

//definition of the basic set of biometrics – random
selection of biometrics in the process of verification of
protocol participants//

- definition of a basic set of biometrics from which
the system will randomly select a biometric on the
basis of which each protocol participant will be
verified

- definition of an additional set of biometrics for
each protocol participant, to be used if
verification based on the basic set of biometrics
fails

- definition of the specific characteristics of
protocol participants on the basis of which
independent personal identification and
verification will be possible

//definition of verification levels in the data management
protocol//

- definition of the stages of personal verification
- definition of processes for managing input

information, classified data, shadows of shared
secret

- definition of how to verify secret holders in the
processes of secret sharing, distribution,
processing, storage and restoration

3 Secure Data Management in Distributed Systems

Secure datamanagement protocols basedon the proposed solutions canbeused in various
areas of informationmanagement. One of them is distributed systems, operating not only
within the selected structure but also outside it, and at different levels of management.

Distributed structures are characteristic of systemswith amultilayer structure, whose
data is sent outside the area of the entity where it was created/acquired. Transmitting
them to external structures provides greater flexibility of the implemented processes
and optimizes the cost of data storage and management. This type of solution allows to
manage large collections of information from any level – both of the primary entity and
of independent entities which are levels superior to the structure.
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Datamanagement at the primary level allows its distribution to the fog or cloud levels,
from which the implementation of secret management processes is possible using the
described solutions based on human-centered protocols.

These protocols applied at different levels of data management, while using human-
centered solutions that guarantee proper processes for identifying and verifying protocol
participants, make it possible to realize extensive and extensive processes of secure data
management.

Indeed, the essence of this solution is themulti-level application of threshold schemes
in the processes of data protection implemented with the participation of individual
features of secret marking.

The multi-level nature of distributed structures is further enforced by the need for
universal solutions that guarantee the effectiveness of the data protection process at
different levels of the structure.

The ability to implement data security processes while securing and protecting data
is due to the use of individual biometric tags of each part of the protected secret. An
attempt to recreate this secret is as strongly protected as the entire shared information.
This is also due to the use of biometrics to verify the parts of the secret being assembled.

The versatility of the proposed methods allows them to be widely used, from single
structures where important data is processed and protected, to large entities operating in
a changing environment and diverse external conditions.

4 Conclusions

The subject of this work was the possibility of using solutions based on human-centered
protocols for secure data management in distributed structures. The possibility of devel-
oping such protocols stems from the versatility of threshold schemes, in which it is
possible to incorporate shadow biometric marking processes arising from the division
of protected/hidden information.

Biometric features as individual for each participant in the protocol allow to uniquely
identify each of them, and their selection is random, making it more difficult to predict
what solution will be chosen by the data protection system.

The implementation of such data protection processes can be carried out in classi-
cal data management structures, but can also be effectively implemented in distributed
structures.
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Abstract. The MVCC (Multi-Version Concurrency Control) is so far
proposed to increase the concurrency of multiple conflicting transactions
and the scalability of a distributed system. However, the larger num-
ber of transactions are concurrently performed, the larger amount of
electric energy is consumed by servers in a system. In our previous stud-
ies, the EEMVTO (Energy-Efficient Multi-Version Timestamp Ordering)
algorithm is proposed to not only reduce the total electric energy con-
sumption of servers but also increase the throughput of a system by not
performing meaningless write methods on each object. In this paper, the
IEEMVTO (Improved EEMVTO) algorithm is newly proposed to fur-
thermore reduce the total electric energy consumption of servers by not
performing meaningless read methods in addition to meaningless write
methods. The evaluation results show the total electric energy consump-
tion of servers can be more reduced in the IEEMVTO algorithm than
the EEMVTO algorithm.

Keywords: Multi-version concurrency control · Energy-Efficient
Multi-Version Timestamp Ordering (EEMVTO) · Improved EEMVTO
(IEEMVTO) algorithm · Object-based system · Transaction

1 Introduction

In current information systems, a huge number of IoT (Internet of Things)
devices [1,2] are deployed in a system and each IoT device collects various types
of data like temperature and humidity which are required by an application.
A huge volume of data is gathered from these IoT devices in order to realize
applications and the data gathered from IoT devices is encapsulated along with
methods to manipulate data as an object [3] like database systems. An applica-
tion is composed of multiple objects distributed to multiple physical servers in an
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object-based system [3,4,6]. A transaction [7,8] is an atomic sequence of methods
to manipulate objects. In order to utilize an application service, a transaction
is created on a client and issues methods supported by each target object. Mul-
tiple conflicting transactions have to be serialized [4,6–11] to keep every object
mutually consistent. The MVCC (Multi-Version Concurrency Control) [9,10] is
proposed to not only serialize conflicting transactions but also increase the con-
currency of transactions and scalability of a system. In the MVCC, each read
method is ensured to read the latest committed version of each object. In addi-
tion, each read method is not blocked by the other methods. As a result, the
MVCC can increase the concurrency of transactions and the throughput of a
system. In order to realize the MVCC, the MVTO (Multi-Version Timestamp
Ordering) algorithm [9,10] is proposed. However, the more number of transac-
tions are issued in a system, the larger amount of electric energy is consumed by
servers since every method issued to each target object is surely performed on
each object. Hence, it is critical to discuss how to not only increase the concur-
rency of transactions and the throughput of a system but also reduce the total
electric energy consumption of servers as discussed in Green computing systems
[5,6,12–15].

In our previous studies, meaningless write methods [16] which are not required
to be performed on each object are defined based on the precedent relation
among transactions and the semantics of methods. Then, the EEMVTO (Energy-
Efficient Multi-Version Timestamp Ordering) algorithm [16] is proposed to not
only reduce the total electric energy consumption of servers but also increase
the throughput of a system by not performing meaningless write methods on
each object. In this paper, we newly introduce meaningless read methods which
are not required to be performed on each object. Then, the Improved EEMVTO
(IEEMVTO) algorithm is newly proposed to furthermore reduce the total electric
energy consumption of servers and the execution time of each transaction by not
performing both meaningless read and write methods. The IEEMVTO algorithm
is evaluated in terms of the total electric energy consumption of servers and the
average execution time of each transaction compared with the EEMVTO algo-
rithm. Evaluation results show the total electric energy consumption of servers
and the average execution time of each transaction in the IEEMVTO algorithm
can be more reduced than the EEMVTO algorithm.

In Sect. 2, we present the system model and the MVTO algorithm. In Sect. 3,
we propose the IEEMVTO algorithm. In Sect. 4, we evaluate the IEEMVTO
algorithm compared with the EEMVTO algorithm.

2 System Model

2.1 Object-Based Systems

A system is composed of a cluster S of multiple servers s1, ..., sn (n ≥ 1) and
clients interconnected in reliable networks. Let O be a set of objects o1, ...,
om (m ≥ 1) in the system. An object [3] is an unit of computation resource
like a database. Each object oh is an encapsulation of data dh and methods to
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manipulate data dh in the object oh. Each object oh is allocated to a server st

in the cluster S. Methods are classified into read (r) and write (w) methods
in this paper. Write methods are furthermore classified into full write (fw) and
partial write (pw) methods, i.e. w ∈ {fw, pw}. A full write method fully writes
a whole data dh in an object oh. A partial write method writes only a part of
data dh in an object oh.

2.2 Multi-Version Timestamp Ordering (MVTO) Algorithm

A transaction is an atomic sequence of methods [8]. A transaction T i issues
read (r) and write (w) methods to manipulate objects in the set O. Let T be a
set {T 1, ..., T k} (k ≥ 1) of transactions issued in a system. Multiple conflicting
transactions are required to be serializable [7,8] to keep all the objects mutually
consistent. The MVCC (Multi-Version Concurrency Control) [9] is proposed to
increase the concurrency of transactions and the throughput of a system. Let H
be a schedule [9] of the transaction set T. Each object oh has a totally ordered set
Dh of multiple versions d1h, ..., dl

h (l ≥ 1) of data dh. A totally ordered relation
�h (⊆ D2

h) shows an order of versions of data dh of an object oh written in a
schedule H. di

h �h dj
h means di

h is written before dj
h in an object oh. Let �

be an union of version orders �h for every data dh in a schedule H, i.e. �h

=
⋃

oh∈O�h. A transaction T j reads data from another transaction T i (T i →H

T j) in a schedule H iff the transaction T j reads a version di
h of an object oh

written by the transaction T i. T i ‖H T j iff neither T i →H T j nor T j →H T i.
A schedule H is 〈T, →H〉 (⊆ T2).

[One-Copy Serial]. A schedule H = 〈T, →H〉 is one-copy serial [9] iff (if and
only if) for every pair of different transactions T i and T j in T, either T i →H

T j , T j →H T i, or T i ‖H T j .
In an one-copy serial schedule OH = 〈T, →OH〉 (⊆ T2), if T i →H T j , T i

→OH T j , and the relation, →OH is acyclic.
Let ri

t(d
j
h) be a read method issued by a transaction T i to read a version dj

h,
which is written by a transaction T j , of an object oh on a server st. Let wi

t(d
i
h)

be a write method issued by a transaction T i to write a version di
h in an object

oh on a server st.
A multi-version schedule MV S is 〈T, →MV S〉 (⊆ T2) where for every pair

of transactions T i and T j in T, the following conditions hold:

(1) If T i →OH T j , T i →MV S T j .
(2) If T i writes a version di

h, T j reads a version dk
h, and T i →MV S T j , di

h �h

dk
h or di

h = dk
h.

[One-Copy Serializability]. A multi-version schedule MV S = 〈T, →MV S〉 is
one-copy serializable [9] iff for every pair of transactions T i and T j in T, either
T i →MV S T j , T j →MV S T i, or T i ‖MV S T j .

The MVTO (Multi-Version Timestamp Ordering) algorithm [9,10] is pro-
posed to make transactions one-copy serialize. Each transaction T i is given an
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unique timestamp TS(T i) which shows time when the transaction T i is created.
Suppose a transaction T i issues a method op to manipulate an object oh in a
server st. In the MVTO algorithm, a method op issued by a transaction T i is
performed by the following procedure [9,10]:

1. If a method op is a read method ri
t(d

k
h), the read method op reads a version

dk
h written by a transaction T k whose timestamp TS(T k) is the maximum in

TS(T k) < TS(T i).
2. If a method op is a write method wi

t(d
i
h), the write method op is rejected

if a read method rj
t (dk

h) is performed on the object oh such that TS(T k) <
TS(T i) < TS(T j). Otherwise, the write method wi

t(d
i
h) is performed.

By using the MVTO algorithm, each read method reads the latest committed
version of an object oh. In addition, each read method is not blocked by the other
methods.

2.3 Data Access Model

Methods which are being performed and already terminate are current and
previous at time τ , respectively. Let RPt(τ) and WPt(τ) be sets of current read
(r) and write (w) methods on a server st at time τ , respectively. A notation Pt(τ)
shows a set of current read and write methods on a server st at time τ , i.e. Pt(τ)
= RPt(τ) ∪ WPt(τ). Each read method ri

t(d
j
h) in a set RPt(τ) reads a version dj

h

in an object oh at rate RRi
t(τ) [Byte/sec (B/sec)] at time τ . Each write method

wi
t(d

i
h) in a set WPt(τ) writes a version di

h in an object oh at rate WRi
t(τ)

[B/sec] at time τ . Let maxRRt and maxWRt be the maximum read and write
rates [B/sec] of read and write methods on a server st, respectively. The read rate
RRi

t(τ) (≤ maxRRt) and write rate WRi
t(τ) (≤ maxWRt) are drt(τ) · maxRRt

and dwt(τ) · maxWRt, respectively. Here, drt(τ) and dwt(τ) are degradation
ratios. 1 / (|RPt(τ)| + rwt · |WPt(τ)|) and 1 / (wrt · |RPt(τ)| + |WPt(τ)|),
respectively, where 0 ≤ rwt ≤ 1 and 0 ≤ wrt ≤ 1. 0 ≤ drt(τ) ≤ 1 and 0 ≤
dwt(τ) ≤ 1.

The read laxity rlit(τ) [B] and write laxity wlit(τ) [B] of methods ri
t(d

j
h) and

wi
t(d

i
h) show the amount of data to be read and written in an object oh by the

methods ri
t(d

j
h) and wi

t(d
i
h) at time τ , respectively. Suppose that methods ri

t(d
j
h)

and wi
t(d

i
h) start on a server st at time stit. At time stit, the read laxity rlit(τ)

= rbj
h [B] where rbj

h is the size of the version dj
h in an object oh. The write

laxity wlit(τ) = wbi
h [B] where wbi

h is the size of the version to be written in
an object oh. The read laxity rlit(τ) and write laxity wlit(τ) at time τ are rbj

h -
Στ

τ=stit
RRi

t(τ) and wbi
h - Στ

τ=stit
WRi

t(τ), respectively.

2.4 Power Consumption Model of a Server

In our previous studies, the PCS model (Power Consumption model for a Storage
server) [17] to perform storage and computation processes are proposed. Let



184 T. Enokido et al.

Et(τ) be the electric power [W] of a server st at time τ . maxEt and minEt show
the maximum and minimum electric power [W] of the server st, respectively. In
this paper, we assume only read and write methods are performed on a server
st. According to the PCS model [17], the electric power Et(τ) [W] of a server st

to perform multiple read and write methods at time τ is given as follows:

Et(τ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

WEt if |WPt(τ)| ≥ 1 and |RPt(τ)| = 0.

WREt(α) if |WPt(τ)| ≥ 1 and |RPt(τ)| ≥ 1.

REt if |WPt(τ)| = 0 and |RPt(τ)| ≥ 1.

minEt if |WPt(τ)| = |RPt(τ)| = 0.

(1)

A server st consumes the minimum electric power minEt [W] if no method is
performed on the server st, i.e. the electric power in the idle state of the server
st. The server st consumes the electric power REt [W] if at least one r method is
performed on the server st. The server st consumes the electric power WEt [W]
if at least one w method is performed on the server st. The server st consumes
the electric power WREt(α) [W] = α · REt + (1 - α) · WEt [W] where α =
|RPt(τ)| / (|RPt(τ)| + |WPt(τ)|) if both at least one r method and at least one
w method are concurrently performed. Here, minEt ≤ REt ≤ WREt(α) ≤ WEt

≤ maxEt. The total electric energy TEEt(τ1, τ2) [J] of a server st from time τ1
to τ2 is Στ2

τ=τ1 Et(τ). The processing electric power PEPt(τ) [W] of a server st

at time τ is Et(τ) - minEt. The total processing electric energy TPEEt(τ1, τ2)
of a server st from time τ1 to τ2 is given as TPEEt(τ1, τ2) = Στ2

τ=τ1PEPt(τ).

3 Improved EEMVTO (IEEMVTO) Algorithm

3.1 Meaningless Methods

Let MHh be a local schedule of methods which are performed on an object
oh in a multi-version schedule MH. A method op1 of a transaction T 1 locally
precedes another method op2 of a transaction T 2 in a local schedule MHh (op1

→MHh
op2) iff T 1 →MH T 2 and op1 is performed before op2 on an object

oh. Suppose a partial write method pwi(di
h) issued by a transaction T i locally

precedes another full write method fwj(dj
h) issued by a transaction T j in a local

schedule MHh (pwi(di
h) →MHh

fwj(dj
h)) on an object oh. Here, the partial write

method pwi(di
h) is not required to be performed on the object oh if the full write

method fwj(dj
h) is surely performed on the object oh just after the partial write

method pwi(di
h), i.e. the full write method fwj(dj

h) can absorb the partial write
method pwi(di

h).

[Absorption of Write Methods]. A full write method op1 absorbs another
partial or full write method op2 in a local subschedule MHh on an object oh iff
one of the following conditions is hold:

1. op2 →MHh
op1 and there is no read method op′ such that op2 →MHh

op′

→MHh
op1.

2. op1 absorbs op3 and op3 absorbs op2 for some method op3.
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[Absorption of Read Methods]. A read method op1 absorbs another read
method op2 in a local subschedule Hh of an object oh iff one of the following
conditions is hold:

1. op1 →Hh
op2 and there is no write method op′ such that op1 →Hh

op′ →Hh

op2.
2. op1 absorbs op3 and op3 absorbs op2 for some method op3.

[Meaningless Methods]. A method op is meaningless iff the method op is
absorbed by another method op′ in the local subschedule MHh on an object oh.

3.2 IEEMVTO Algorithm

In this paper, the IEEMVTO (Improved EEMVTO) algorithm is newly proposed
to furthermore reduce not only the total electric energy consumption of a cluster
of servers but also the average execution time of each transaction by not per-
forming meaningless read and write methods on each object. In this paper, we
assume transactions are serialized based on the MVTO algorithm [9,10].

Suppose a read method ri
t(d

k
h) issued by a transaction T i is performed on

the object oh as shown in Fig. 1. A transaction T j issues a read method rj
t (ok

h)
to the object oh while the read method ri

t(d
k
h) is being performed on the object

oh. In the MVTO algorithm, the read method rj
t (ok

h) is performed on the object
oh as soon as the object oh receives the read method rj

t (ok
h). In the IEEMVTO

algorithm, the read method rj
t (ok

h) is meaningless since the read method ri
t(o

k
h)

issued by the transaction T i is being performed on the object oh and the read
method ri

t(o
k
h) absorbs the read method rj

t (ok
h). Hence, the read method rj

t (ok
h)

is not performed on the object oh and a result obtained by performing the read
method ri

t(o
k
h) is sent to a pair of transactions T i and T j .

result

ohT i

r i
t (d

k
h )

time

T j

r j
t (d

 k
h )

result

the read method issues by
the transaction T j is not 
performed.

Fig. 1. A meaningless read method.

Suppose a transaction T i issues a partial write method pwi
t(d

i
h) to an object

oh allocated to a server st as shown in Fig. 2. In the MVTO algorithm, the
partial write method pwi

t(d
i
h) is performed on the object oh as soon as the object

oh receives the partial write method pwi
t(d

i
h). In the EEMVTO algorithm, the
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object oh sends a termination notification of the partial write method pwi
t(d

i
h)

to the transaction T i as soon as the object oh receives the partial write method
pwi

t(d
i
h). However, the partial write method pwi

t(d
i
h) is not performed until the

object oh receives a method op which is performed just after the partial write
method pwi

t(d
i
h) on the object oh, i.e. the partial write method pwi

t(d
i
h) is delayed.

Suppose a transaction T j issues a full write methods fwj
t (d

j
h) to the object oh

after the transaction T i commits. Here, the partial write method pwi
t(d

i
h) issued

by the transaction T i is meaningless since the full write method fwj
t (d

j
h) issued

by the transaction T j absorbs the partial write method pwi
t(d

i
h) on the object oh.

Hence, the full write method fwj
t (d

j
h) can be performed on the object oh without

performing the partial write method pwi
t(d

i
h). This means that the meaningless

write method pwi
t(d

i
h) is not performed on the object oh.

notification

ohT
i

pw
 i
t (d

i
h)

commit
T

j

notificationfw
j

t (d
j

h)

commit

the partial write method is not performed
until the next method is performed.

time

time

Fig. 2. Omission of a meaningless write method.

Suppose a transaction T j issues a read method rj
t (d

i
h) after another transac-

tion T i commits. Here, the partial write method pwi
t(d

i
h) issued by the transac-

tion T i has to be performed before the read method rj
t (di

h) is performed since
the read method rj

t (di
h) has to read a version di

h written by the partial write
method pwi

t(d
i
h).

Let oh.Cr be a read method ri
t(d

k
h) issued by a transaction T i, which is being

performed on a object oh. A notation oh.Dw is a write method wi
t(d

i
h) issued by a

transaction T i to write data di
h of an object oh in a server st, which is waiting for

a method op to be performed on the object oh after wi
t(d

i
h). Suppose a transaction

T i issues a method op to an object oh. In the IEEMVTO algorithm, the method
op is performed on the object oh by the following IEEMVTO procedure:

IEEMVTO(op) {
if op = r, { /* op is a read method. */

if oh.Dw = φ, {
if oh.Cr = φ, {
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oh.Cr = op(dk
h);

perform(op(dk
h)); /* dk

h is the latest committed data. */

oh.Cr = φ;
}
else a result of oh.Cr is sent to a transaction T i;

}
else {

perform(oh.Dw);
oh.Dw = φ;
oh.Cr = op(dk

h);
perform(op(dk

h)); /* dk
h is the latest committed data. */

oh.Cr = φ;
}

}
else { /* op is a write method. */

if oh.Dw = φ, oh.Dw = op(di
h);

else { /* oh.Dw �= φ */

if op(di
h) absorbs oh.Dw, oh.Dw = op(di

h); /* oh.Dw is not performed. */

else {
perform(oh.Dw);
oh.Dw = op(di

h);
}

}
}

}
In the IEEMVTO algorithm, the total electric energy consumption of a clus-

ter S of servers can be furthermore reduced than the EEMVTO algorithm since
the number of read and write methods performed on each object can be more
reduced. In addition, the computation resources which are used to perform mean-
ingless read and write methods can be used to perform the other methods in
each server st. As a result, the execution time of each transaction can be more
reduced in the IEEMVTO algorithm than the EEMVTO algorithm. This means
that the throughput of a system can increase in the IEEMVTO algorithm than
the EEMVTO algorithm.

4 Evaluation

4.1 Environment

We evaluate the IEEMVTO algorithm in terms of the total processing electric
energy of a cluster S of homogeneous servers and the average execution time
of each transaction compared with the EEMVTO algorithm [16]. The cluster S
of servers is composed of ten homogeneous servers s1, ..., s10 (n = 10), where
every server st (t = 1, ..., 10) follows the same data access model and power
consumption model. Parameters of each server st are shown in Table 1, which
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are obtained based on the experimentations [17]. There are thirty objects o1, ...,
o30 in a system. The size of data in each object oh is randomly selected between
50 and 100 [MByte]. Each object oh supports read (r), full write (fw), and
partial write (pw) methods. Each object is randomly allocated to a server st in
the cluster S.

Table 1. Homogeneous cluster S of servers (t = 1, ..., 10)

Server st maxRRt maxWRt rwt wrt minEt WEt REt

st 80 [MB/sec] 45 [MB/sec] 0.5 0.5 39 [W] 53 [W] 43 [W]

The number nt (0 ≤ nt ≤ 500) of transactions are issued to manipulate
objects. Each transaction issues three methods randomly selected from one-
hundred fifty methods on the fifty objects. The total amount of data of an
object oh is fully written by each full write (fw) method. On the other hand, a
half size of data of an object oh is written and read by each partial write (pw)
and read (r) methods, respectively. The starting time of each transaction T i is
randomly selected in a unit of one second between 1 and 360 [sec].

4.2 Total Processing Electric Energy Consumption

Figure 3 shows the total processing electric energy consumption [KJ] of the clus-
ter S of servers to perform the number nt of transactions in the IEEMVTO and
EEMVTO algorithms. For 0 ≤ nt ≤ 500, the total processing electric energy
consumption of the cluster S of servers can be more reduced in the IEEMVTO
algorithm than the EEMVTO algorithm. In the IEEMVTO algorithm, mean-
ingless read and write methods are not performed on each object. As a result,
the total processing electric energy consumption of the cluster S of servers can
be more reduced in the IEEMVTO algorithm than the EEMVTO algorithm.

4.3 Average Execution Time of Each Transaction

Figure 4 shows the average execution time [sec] of the nt transactions in the
IEEMVTO and EEMVTO algorithms. In the IEEMVTO and EEMVTO algo-
rithms, the average execution time increases as the total number nt of transac-
tions increases since more number of transactions are concurrently performed.
For 0 < nt ≤ 500, the average execution time of each transaction can be more
reduced in the IEEMVTO algorithm than the EEMVTO algorithm. In the
IEEMVTO algorithm, each transaction can commit without waiting for perform-
ing meaningless methods. Hence, the average execution time of each transaction
is shorter in the IEEMVTO algorithm than the EEMVTO algorithm.

Following the evaluation, the total processing electric energy consumption
of a homogeneous cluster S of servers and the average execution time of each
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Fig. 3. Total processing electric energy consumption [KJ] of a cluster S of servers.
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Fig. 4. Average execution time [sec] of each transaction.

transaction can be more reduced in the IEEMVTO algorithm than the EEMVTO
algorithm. Hence, the IEEMVTO algorithm is more useful than the EEMVTO
algorithm.

5 Concluding Remarks

In this paper, we newly proposed the IEEMVTO algorithm to reduce not only
the total processing electric energy consumption of a cluster of servers but also
the average execution time of each transaction by not performing meaningless
read and write methods. We evaluated the IEEMVTO algorithm compared with
the EEMVTO algorithm. The evaluation results showed the total processing
electric energy consumption of a cluster of servers and the average execution
time of each transaction can be more reduced in the IEEMVTO algorithm than
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the EEMVTO algorithm. Following the evaluation, the IEEMVTO algorithm is
more useful than the EEMVTO algorithm.
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Abstract. Recently, with the rapid development of the Internet of Things (IoT)
technology, wide variety of objects in our surrounding environment newly con-
nected to a network. In order to provide continuous network services, the limited
communication resources must be utilized effectively.

In order to increase network capacity, full-duplex wireless communication
allowing a node to simultaneously transmit while receiving on the same com-
munication channel has became more attractive. Compared to the half-duplex
wireless communication where a node can either transmit or receive at once, full-
duplex wireless communication can achieve as up to twice as the communication
capacity. However, in order to maximize the use of full-duplex wireless com-
munication, appropriate scheduling on simultaneous transmissions and selecting
the appropriate destinations avoiding collisions with the other transmissions, are
required.

In this paper, we propose a method to improve communication throughput by
selecting multiple secondary senders from primary sender’s neighbors that never
interfere with the other primary transmissions. In addition, our proposal make
new transmission immediately after the extended RTS/CTS handshake for pro-
tecting the new full-duplex transmissions.

1 Introduction

Recently, with the rapid development of the IoT [1] technology, we can monitor and
drive a lot of devices in the real spaces with sensors and actuators. In order to connect
wide variety of objects in our surrounding environment to the network newly and pro-
vide continuous network services, the limited communication resources must be utilized
effectively.

It is obviously that total network bandwidth can be increased by additional com-
munication channel which is independent from the other exiting channels. In the case
of wired network, it is easy to add such channel by adding new cable to the network.
This is because, basically, different cable does not interfere the other cable separated
physically, each other. On the other hand, in the case of wireless communications, it
is hard to increase network capacity because of a difficulty of remove interferences
among neighboring communication nodes in the same radio frequency. However, due
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to the easy placement without any cabling, wireless connections are strongly requested
to utilize the ability of IoT devices. In wireless communications, collisions are one of
the reasons of performance reduction. Especially, on Carrier Sense Multiple Access
(CSMA), in which data packets are sent immediately after carrier sending, collision
occurs when a node around the destination node starts at last one new transmission.
Therefore, it is effective to use RTS/CTS (Request To Send/Clear To Send) exchange
prior to DATA transmission in order to suppress interference transmissions from neigh-
bor node of receiver. Similarly, in the case of full-duplex wireless communication, col-
lision avoidance is also essential to improve performance.

One of the strong candidate methods for increasing a channel capacity in one band,
is full-duplex wireless communication [2] allowing a node to simultaneously transmit
while its receiving on the same communication channel. Compared to the half-duplex
wireless communication where a node can either transmit or receive at once, full-duplex
wireless communication can achieve as up to twice as the communication capacity.
However, in order to maximize the use of full-duplex wireless communication, appro-
priate scheduling on simultaneous transmission [3–5] and selecting the appropriate des-
tinations avoiding collisions among the other transmissions [6,7], are required. At the
same time, it is necessary to develop control packets and communication protocols for
full-duplex wireless communication.

In this paper, we propose a method to improve communication throughput by select-
ing multiple secondary senders from primary sender’s neighbors that never interfere
with other primary transmissions. In addition, our proposal make new transmissions
immediately after the extended RTS/CTS handshake for protecting the new full-duplex
transmissions. The result of computer simulations confirms that our proposal effective
increases the network capacity.

2 Full-duplex Wireless Transmission

Full-duplex wireless communication can perform transmission and reception simulta-
neously on the same channel. In this section, we describe the characteristics of full-
duplex wireless communication. Hereafter, the primary transmission refers to the first
communication in full-duplex wireless communication, and the secondary communica-
tion refers to the communication started synchronously with the primary transmission.

2.1 Full-duplex Transmission Fassions

Full-duplex communications can be divided into bi-directional full-duplex communica-
tions and relay full-duplex communications according to the differences of the transmis-
sion and reception node type [8]. In addition, the latter relay full-duplex communication
can be further divided into two types depending on the difference of the secondary des-
tination node. In the following description, a primary transmitter and a primary receiver
are indicated as PT and PR, and a secondary transmitter and a secondary receiver are
indicated as ST and SR, respectively.
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Bi-directional Full-duplex Transmissions. Bi-directional full-duplex transmissions
can be performed if and only if the any two neighboring nodes have at least one packet
destined to each other. On bi-directional full-duplex communication, PR receives a pri-
mary packet and sends a secondary packet to PT. Therefore, as shown in Fig. 1, PT and
SR, PR and ST are the same node.

Fig. 1. Bi-directional full-duplex transmission

Relay Full-duplex Communication. Relay full-duplex communication is performed
by three nodes. This communication can be further classified into PR-based relay full-
duplex communication and PT-based relay full-duplex communication based on the
difference of the role of ST.

PR-based relay full-duplex communication is performed when PR has packets other
than PT. Therefore, as shown in Fig. 2, PR and ST are the same node, but PT and SR
are different nodes.

Fig. 2. PR-based full-duplex transmission.

On the other hand, the latter PT-based relay full-duplex communication is per-
formed when a neighbor other than PR hearing the primary transmission packet des-
tined to PT. Therefore, as shown in Fig. 3, PT and SR are the same node, but PR and ST
are different nodes.

Fig. 3. PT-based full-duplex transmission.

Relay full-duplex communication has an advantage that it can be applied to nodes
employing only half-duplex communication. In Fig. 2 and 3, only the center node can
both transmits and receives simultaneously, while the nodes on the left and opportunity
only transmit or receive.
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2.2 Challenges of Full-duplex Wireless Transmission

One of the challenges of full-duplex wireless communication is the interference [9–
12]. As shown in Fig. 4, self-interference and inter-user interference will be generated
during full-duplex wireless communications.

Self-interference is induced by its transmission wave on a receiving node. Due to
the property of its transmission wave is known, self-interference can be reduced by
advanced signal processing techniques using analog and digital circuits [9].

On the other hand, inter-user interference is caused by transmission waves from the
other nodes. In the case of bi-directional full-duplex communication, new transmissions
within the transmission range of both PT and ST are suppressed, so inter-user interfer-
ence rarely occur. In the case of relay full-duplex communication, if the SR exists within
the communication range of the PT, as shown in Fig. 4, the primary transmission inter-
fered and the desired secondary transmission will be degraded. It is difficult to remove
the inter-user interference from unknown multiple nodes than self-interference.

Fig. 4. Self-interference and inter-user interference in PR-based relay full-duplex communica-
tions.

3 Method for Selecting Multiple Nodes for Synchronous
Transmission

In this section, we propose a method selecting multiple nodes for synchronous transmis-
sions together with prior started PR-based relay full-duplex transmission. Here, nodes
for synchronous transmissions are selected from PT’s neighbor nodes. These nodes will
be selected according to relationship of node connections each other. Selected nodes are
ensured that receivers of those selected transmitters never receive interference from the
other synchronous transmitters. In addition, nodes selected as synchronous transmitters
are not required to implement a full-duplex function. Hence, our proposal can select
half-duplex nodes as synchronous transmitters. The proposed method aims to increase
the transmission opportunities by increasing the number of synchronous transmitters
and improving throughput by avoiding collisions between each transmission nodes.
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3.1 Transmission Procedure

Figures 5, 6 show the examples of topology and transmission sequence of our proposal.
In parallel with PDATA, SynT sends SynR DATAsyn. In Fig. 5, the solid line indicates
the suppression range of PRTS, the double line indicates the suppression range of PCTS,
and the dotted line indicates the suppression range of SCTS. PRTS includes the node
ID of PT, PR and candidate transmission nodes list, PCTS includes the node ID of PT,
PR, ST and SR, and SCTS includes the node ID of ST and SR.

Each node has random backoff, independently when a transmission request occurs,
and PT that has the transmission opportunity sends PRTS with the node ID at the head
of the transmission queue as PR. Nodes receiving PRTS proceed on the basis of its node
type as follows:

1. PR sends back PCTS when it is idle
2. candidate transmission nodes set NAV until PDATA start time
3. another nodes set NAV until PDATA transmission completion time

Nodes receiving PCTS proceeds on the basis of its node type as follows:

1. PT can send PDATA after SCTS transmission completion time
2. SR sends back SCTS
3. another nodes set NAV until SCTS transmission completion time

Nodes receiving SCTS proceeds on the basis of its node type as follows:

1. ST can send SDATA synchronously with PDATA
2. another nodes set NAV until the completion time of SDATA transmission

Fig. 5. Example topology.
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Fig. 6. Transmission sequence.

3.2 Selection Algorithm of Candidate Transmitters

In our proposal, synchronous transmission nodes will be selected from PT’s neighbor
nodes for avoiding collision between other transmissions. The procedures of making
such list are described below:

1. Make the set S be the collection of neighbor PT
2. Pick up nodes fulfilling the following conditions:

a. not connected to PR
b. not shared the destination with PR

3. Calculate influence of nodes selected on step 1, and add a node to candidate node
list if it has a minimum value of influence.

4. Remove node from S, fulfilling the following conditions:
a. candidate node selected on step3
b. neighbor of candidate node
c. node sharing destination with PR

In the step 2 on the above procedure, value of influence is a number of nodes
that are 2 hops away from PT and neighbors of the candidate node. We propose that
increase the number of synchronous transmissions by selecting the node with the small-
est influence to the neighbors.

3.3 Method for Selecting Destination of Synchronous Transmission

PT sends packet as a primary transmission to the node recorded in a packet on a head of
its queue. ST also behaves as PR, sends packet as secondary transmission to the node
outside the PT’s transmission range because of avoiding the collision on the PR. SynT
described by the candidate list also determines the SynR outside the PT’s transmission
range. If neither the ST nor the SynT has a transmission queue that meets the conditions,
it postpones own new transmission until the PDATA transmission end time. When it
have no transmission queue meeting the required conditions even if it is designated as
the ST or the SynT.
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4 Performance Evaluation

This section reports the results of performance evaluation of the proposal. Simulation
parameters are shown in Table 1. PT is placed in the center, and the other nodes are
placed randomly in a simulation field. Full-duplex wireless communication will be per-
formed only when the center node gets the transmission opportunity. When other node
gets a floor, it performs half-duplex wireless communication after RTS/CTS exchange.

Table 1. Simulation parameters

Parameter Value

Transmission speed 1 Mbps

Communication range 100 m

Simulation period 10.0 s

Simulation field 500 m×500 m

Packet arrival process Poisson distribution

The following six methods comparison methods in the performance evaluation.

• SF w/o RTS
• SFS w/o RTS
• SFSC w/o RTS
• SF w/ RTS
• SFS w/ RTS
• SFSC w/ RTS

w/o RTS does not use RTS/CTS exchange. In those methods, center node that has
acquired the transmission opportunity by carrier sense, starts data transmission imme-
diately. In methods named with “w/ RTS”, when the center node has acquired the trans-
mission opportunity, it performs PRTS/PCTS/SCTS exchange before each data packet
transmission. SF (Single relay Full-duplex transmission) is a PR-based relay full-duplex
communication. SFS (SF with Synchronous transmission) performs synchronous trans-
mission by proposed algorithm without step 2b and step 4c. SFS increases total number
of transmissions than SF. SFSC (SFS with Canceling collision) performs synchronous
transmission complete proposed algorithm. Applying to the algorithm step 2b and step
4c, the nodes that share SR (SynR) with selected ST (SynT) are suppressed new trans-
missions. Hence, by evaluating SFSC, we can confirm the effects of avoiding overlap-
ping selection of SR (SynR).

4.1 Characteristics of Throughput Performance

Figure 7 shows the characteristics of throughput. In this figure, throughput performance
indicates the total successful transmissions relating to the primary transmission by cen-
ter placed node. Even though the transmission requests are arrived at all nodes with
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equal frequency, transmissions initiated by the node except the center placed node, will
be treated as interference transmissions. Comparing SF with SFS and SFSC, we can see
that SFS and SFSC achieve higher throughput. Comparing w/o RTS and w/ RTS, we
find that w/ RTS achieves higher throughput at high traffic environment.

Figure 8 shows the number of successfully transmitted and received packets when
the average packet generation interval is 0.03 s. In this figure, number of successfully
transmitted packets is shown on the left bar, and number of successfully received pack-
ets on the right bar. In the right bar, the number of primary, secondary, and synchronous
transmission packets, are shown from the bottom to top, respectively.

We can see that w/o RTS has huge number of transmitted packets. However, number
of successful received packets significantly decreased. This phenomenon is remarkable
especially compared with methods with RTS/CTS exchange. The reason why the num-
ber of successful synchronous transmissions behinds the primary and secondary trans-
missions, is due to collisions with SynT’s neighbors. Primary and secondary transmis-
sions send data by exchanging PRTS/PCTS/SCTS packets to prevent collisions, while
the synchronous transmission only sends data at a predetermined time.

Fig. 7. Throughput performance.
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Fig. 8. Number of transmission/reception packets.

4.2 Throughput Characteristics Under Varying Data Size

In this section, we evaluate throughput characteristics while changing Data size.
Figure 9 shows the throughput performance when the Data size varying every 512 byte
from 512 to 3072. In this figure, all results are evaluated under the condition that the
average packet generation interval is 0.05 s.

When the Data size is 512 bytes, there is no large difference on throughput between
w/o RTS and w/ RTS of SF, but the throughput of w/o RTS is higher than that of w/ RTS
of SFS and SFSC. As the Data size increases, the schemes employing RTS/CTS achieve
higher throughput than the scheme without RTS/CTS. This is because the overhead of
PRTS/PCTS/SCTS packet exchanged by the proposed method is larger when the Data
size is small.
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Fig. 9. Throughput characteristics under varying data size.

4.3 Characteristics of Under Varying Number of Nodes Throughput
Improvement

The throughput improvement rates when N = 10,50,100,150, and 200 are shown in
Fig. 10. In this figure, the average packet generation interval is 0.05 s. Improvement
rate is a throughput of each method divided by the throughput of SF w/o RTS.

Fig. 10. Throughput improvement rate under varying number of nodes.
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As the number of nodes increases, w/ RTS achieves a higher throughput improve-
ment ratio than each method of w/o RTS. Comparing SF with SFS and SFSC, they
achieve a maximum throughput improvement ratio is approx. 1.5. Comparing SFS and
SFSC, SFS achieve a higher improvement ratio. As the number of nodes increases, the
number of neighboring nodes that are candidates for synchronous transmission, also
increases. Therefore, the probability of collisions on SynR is low. The case that a lot of
nodes are placed in network, increasing synchronous transmission is useful for better
performance.

5 Conclusion

For realizing the increase of network capacity for connecting a bunch of IoT devices,
this paper, considered a full-duplex wireless communication system that aims to
improve throughput performance by capturing transmission opportunities while avoid-
ing collisions. Concretely, we proposed a method of exchanging control packets before
Data transmission to suppress new transmissions, and transmitting synchronous trans-
mission by selected PT’s neighbors. Our proposal selected candidate synchronous trans-
mitters for avoiding collision between other transmissions. Performance evaluations
confirmed that our proposed method well educes throughput performance by increas-
ing synchronous transmission.
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Abstract. The goal of this paper is to describe an Intelligent Transport System
which manages different kind of entities and sub-systems to ensure safety and
security during petrol products transportation. This consists in monitoring in real-
time the whole system which makes it possible to enhance its quality control.
The data collected from the network allows studying the conformity between the
planned quantity and path of distribution with the actual ones. This information is
later used for realizing an accurate real-time management system with the aim of
identifying possible anomalies. Among the different physical logistics measures
which are monitored in real time, temperature has been taken as an important
factor which impacts the loses in the quantity of product. In the manuscript, the
system design and some results related to specific investigations are reported.

1 Introduction

The process of transporting dangerous goods generates a collection of informationwhich
is necessary to be shared between different roles involved in this process. This informa-
tion is quite compact and sensitive as it may contain the timestamp and the journey of
the movement of dangerous goods, details about the storages and other business mat-
ters, different trigger messages depending on the incident, etc. At any level, this process
should remain transparent, and all this information should be accessible to any person
concerned with the development of the process. Furthermore, this data is constantly
uploaded, reviewed, and analyzed which can become quite a complex process.

In [1], a system of systems application is described, which provides monitoring of
vehicles and detection of anomalies during real-time monitoring of transport in order to
provide data about the position of the truck and the quantity of the products loaded and
unloaded.

Another monitoring system is described in [2]. The authors propose the use of Radio
Frequency Identification (RFID) and Global Positioning System (GPS) technology to
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realize the functions of data acquisition in real time, positioning, tracking, andmonitoring
in transportation. Meanwhile in [3], the authors describe Pecos, a software that can be
used to run automatically a series of quality control tests and generate reports which
include performance metrics, test results, and graphics.

2 System Architecture

In a daily basis, we are working on improving the Intelligent Transport System control-
ling and managing the logistics of more than 700 vehicles on the Italian territory. Each
vehicle makes two or three tours a day and the mean distance travelled during each tour
is about 170 km.

The focus of our management system application is to enhance technical and
functional standards with the aim to provide a safe and secure environment for the
drivers.

The Intelligent Transport System consist in four main parts:

– On board unit
– Transmission system
– Database
– GIS-based Applications.

2.1 The On-Board Unit

The state of the truck is mainly described by the following information: the position of
the vehicle, speed and direction (by GPS and odometer), inclination with respect to the
two axes, air suspension pressure, CANBUS information, amount and temperature and
pressure of product, state of the load (data comes from the electronic counter) [1].

To gather all the information required to describe the state of the truck in every
vehicle, a set of hardware devices and software are embedded in different parts which
results in the on-board unit.

On the tractor, the main part is the distribution box which allows the connection to
the Controller Area Network, to the odometer, to the emergency button, to the power
supply and do the distribution box on the trailer.

On the trailer part different types of devices are found such as: various analog and
digital sensors (temperature, pressure, acceleration, inclination with respect to the two
axes, and/or status of valves) which detect information to monitor the single parts of
the vehicle, the electronic counter, and the concentrator which is equipped with a GPS
antenna and aGPRS transmitter/receiverwhich realize the transmission of real-time data.
The concentrator gathers data from all the on-board sources, realizes data processing,
includes position information (by a GPS receiver) and makes possible the packing of
the data and later it sends these messages on multiple queues at different time intervals.
Figure 1 shows the architecture of all these parts and all their connections.
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Fig. 1. Architecture of the on-board unit parts

2.2 The Transmission System

Our ITS uses a cluster of centralized servers for receiving and processing data using
a Web Service (WS) interface to communicate with the On-board Units, as shown on
Fig. 1.

Messages are encapsulated inside a SOAP2 envelope, formatted with XML, and
transmitted along with HTTP [4]. Then the messages are sent by a GPRS module
equipped with one or more SIM-cards. Between the client and the server, the commu-
nication is two-ways since the clients can reply by acknowledging or by more complex
commands. After the message is received it is then redirected by the Network Load
Balancing system the server which is less overloaded and then is stored in valid and
non-valid data in the database.

One of the aspects which is more suitable for our system is that the client/server
communication employs a standard data format for the messages that are packed and
sent from concentrators. This allows us to have independency between the types of
hardware found in the trucks and the higher information layers in our system. What is
considered to be a good data format, should accomplish two main conditions: scalability
and consistency. Also, it is needed that the rate of the standard-frequency and on-event
messages to be distinguished and defined. The first messages give information about
telemetry data in a periodical way while the second ones notify a specific on-board
event. The approach used consists of a “fixed part” which does not depend on the class
of data followed by a “variable part” whose length and format depend on the kind of
data. The “fixed part” includes information about creation and transmission date, vehicle
identifier, coordinates, and kind of transmitted data [1].
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2.3 The Database

The transmission database (T-DB) receives all the raw-messages that come from theWeb
Service and stores themwith the intention of diagnosing them.Due to table locking issues
the messages are not parsed in this database. The unpacked messages are moved to the
main database server (M-DB) via application server in specific time-intervals. From here
data is backed-up in the B-DB which can replace the latter in case of failure.

2.4 Geographical Information System (GIS)

GISutilizes the hardware, software and all the collected data tomanage, analyze and after
display in all the possible ways this geographical information. The proposed GIS-based
application allows to use effective graphic interface, high scalability, a method to retrieve
information from the interface and the ability to perform geographic calculation. Using
this application, we can have real-time data about each truck, such as quantity, type of
product, position, and the id of the truck. This application assists in data visualization,
risk analysis and vehicle rooting optimization.

3 Data Collection

The system is also responsible for managing daily deliveries from trucks but also virtual
vehicles for simulation purposes, that have a transmission rate equal to a couple of
seconds. Throughout this trip the trucks have the possibility to deliver different types of
petrol products. The structure of the message that must be sent is made of fields which
have data about the geographical position and events which are collected by the sensors
in the vehicle. These fields are concatenated in using a semicolon as the separator for
two subsequent fields. Thereby, the format of the transmitted message string is:

source_id; transmission_date; reception_date; creation; driver_id; truck_id;
trailer_id; CIM; last_MTC; latitude; longitude; data_id; value [5].

This string should be transmitted through GPRS from the real fleet of vehicles and
through LAN for the virtual vehicles. The raw messages are then received by the T-DB
for diagnostic purposes and from here the unpacked messages are sent in regular time
intervals to the M-DB which will be translated then graphically interpreted within the
GIS application for visual monitoring.

After this data is stored in our database, we can apply quality check to see if the
quantity of product that is distributed has fallen to the same range as the planned one;
to check if the trip took the same order as the planned one, and how the temperature of
the environment affected the quantity of our product and especially of the LPG.

4 Performance Review

To check the performance of the system, we took data from 2019 (due to pandemic the
most recent data is not available). For this year, we check the quantity of product that
is distributed in contrast with the planned one. Furthermore, we check for each trip if it
has followed the planned path.



208 R. Hoxha et al.

4.1 Following the Planned Quantity

As mentioned before, one of the data analysis made is the level of convergence between
the quantities that are planned to be distributed and those actually distributed for each
depot. We take into the consideration the data from 10 depots with the aim of looking
how well the planned quantity has been followed for 2019. The graph presented in the
Fig. 2 represents the percentage of deviation in quantity for each depot that we took into
consideration. These depots are among those with the largest number of trips during a
year.

Fig. 2. Percentage of deviation in quantity for 10 depots.

As it can be observed, themaximum percentage of the deviation between the planned
and actually distributed quantities is for the depot 7, which results to be also the depot
from which the largest number of trips originate.

After this general view of planning vs actual distribution, it is important to deepen
the reasons that have led to such deviation. As an example, depot 9 is taken as a case
study. We look at all the trips from this depot during the first three months of 2019, in
order to identify the tank trucks with potentially large differences between what they
had planned to distribute and what they really have distributed.

For instance, in the case of the depot 9, for the first three months of 2019, 88.2% of
the trips from this depot had a deviation percentage in the quantities distributed of less
than 5%, while the rest of the trips had a deviation percentage of more or equal to 5%.

Further, for the trips that take part in the second category (with a difference percentage
greater than or equal to 5%), the tank trucks with the corresponding license plates that
have carried out these trips are checked. It is relevant to observe that in the three months
studied, there are always the same vehicles (driven in the most of the cases by the same
drivers) that, out of the total number of trips made, have a high percentage of second
category trips. This leads us to the detection of one of the possible causes of the problem,
a failure in performing the tasks properly by the responsible person in our case the driver.
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Thus, for instance, if we look at the percentages of the difference between the planned
values and those actually distributed for each type of different product distributed by
the tank truck, the percentages of difference result to be very small for specific types of
products, only that in a few cases the driver has failed to set the exact value that was
downloaded, which makes the total percentage increase (e.g. for a certain planned value
of Gasoline, the downloaded value results to be set zero).

In other cases, it can be seen that regardless of the type of product distributed, the
total distributed quantities are very close to the planned ones. However, the deviation
percentages for each type of product, result to be large values, what means that the driver
has failed to set the right type of product that he has downloaded at a certain moment.

4.2 Following the Path

To check if the trucks are following the planned path and correct sequence of deliveries
to service stations, we take data for the actual trip that happened and for the plan of this
trip. We take into consideration data from 10 depots, and we have also unclassified data
with respect to the depot due to errors on transmission or no upload event found.

In the figure below, we can see the percentage of deviance of trips from the planned
ones (Fig. 3).

Fig. 3. Total number of trips and the changed trips for 10 depots

It is noticeable that the amount of trips which do not follow the planned sequence is
high. For 2019, about 50% of the trips had at least one change on the stations order. This
is not quite favorable for us, because in a other investigations, we take the plan as the
correct path by default. In order to increase the performance of the system, we should
take this factor into account when designing other solutions and when we create new
services for the system. One feature that is required by the company is to be notified for
each next stop when the truck finishes the previous delivery. Due to unknown reasons
for now, the order of stops can be different. This means that we are left unknown for the
exact future station where this truck is going. This poses a lot of risk factor and difficulty
in managing the trip.
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It is also possible for many trips not to visit all the planned stations where they had to
deliver the dangerous goods. For 2019 we took the same base stations as before and the
result is as in the figure below where 16.4% of the trips were not finished which means
that there exists a problem in why the process was not concluded (Fig. 4).

Fig. 4. Total number of trips and the not-finished trips for 10 upload bases

4.3 The Role of Temperature While Transporting LPG

Liquefied petroleum gas (LPG) is one of the dangerous goods transported by this com-
pany. LPG is a fuel gas made of petrol which contains a flammable mixture of hydro-
carbon gases mostly propane (C3H8) and butane (C4H10). Therefore because of his
nature, LPG needs a different approach for storing and transporting. This is conducted
by tank trucks. Along with all the factors that impact (effect) the product loss for LPG,
temperature is an important one. Just like other gases, LPG will react the same, the vol-
ume will expand inside the truck if the temperature increases and the volume will shrink
inside the truck if the temperature decreases. Considering this information, we expect
to have differences in levels of the gas throughout the journey. Because of all these level
differences we should keep in mind the risks that could bring. In order to keep a safe
travel, the tank truck will be filled around 80%--85% of the whole capacity so we can
leave free space for the differences of the level throughout the journey.

5 Implementation of the Management System

For each day, we have an average of 750 trips, and for each one of these trips we have
an average of 3 stops with a maximum of 6 types of fuels possible to distribute. For a
company to measure the quality of service it is necessary to compare the convergence
between the planned quantity and the actual distributed quantity of fuel. LPG represents
a specific interest in our work because it has different way of distribution, and it is more
difficult to be managed.
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For our system to deliver real-time datawe should be able to knowwith high accuracy
the details of the ongoing trip. It would be quite easier tomanage the system if the planned
quantity or the order of stops of stations would be followed. To make it easier for the end
user to check different aspects of the ongoing or other passed trips TIP offers webpages
which are developed in VB.NET and the data is filtered and selected from the servers
using Stored Procedures.

5.1 Quantity Distributed

Having a service that allows the user to view real-time information on the status of the
quantities of distributed products is important to ensure a safe operation of the system
by detecting possible anomalies and taking measures to correct them. This is precisely
the purpose of the created web page. The user can check in real time the distributed
quantities against those planned based on the filters he requires.

Fig. 5. The research form of the quantity check Web Page.

Figure 5 shows the research form of the web page added to the system, where as
it can be seen, a user can have information in real time as well as historical data based
on the selected values of the depot, supplier, license plate, time period as well as the
percentage of deviation in quantity.

For the selected values of the filters, the information that the user receives is of
different forms:

• Graphs that show for each day within the selected time interval the planned values
against those distributed for each type of product. The data can be presented for any
selected depot, supplier, license plate or a combination of the three filters.
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• Histograms which, for a selected depot, a time period and an interval of percentage
deviation in quantity, present the license plates of tank trucks with respect to the
frequency of deviation in terms of trips. The frequency of deviation represents the
number of trips made by the respective vehicles with deviation percentage within the
selected interval with respect to the total number of trips made by this vehicle.

• Tables with detailed data on vehicle license plate, date, planned quantities, real
distributed quantities, difference and type of product.

5.2 Following the Planned Path

Knowing the status of the trip at each chosen time period is a key factor in a real-time
data management system. The first thing that is done to firstly store the messages in
the database is to identify the trip and the event of which it belongs. It is a work on
development to make the service of trip identification online, because until now we get
the information from the messages the day after they happen. With this characteristic in
mind, it will also be possible to manage and check different aspects of the trip while it
is ongoing. The user can see the service station where the truck will be, the quantity that
it has distributed, if the path has changed and where the other previous stops were. To
see the behavior of the truck on time we create a webpage so the user can see if there
are anomalies or not acceptable results, and it can react and manage to find a solution.
From this webpage the user can also check previous trips if they want to gather statistics
on a specific upload base or year. The data about the trip is shown as in Fig. 6.

Fig. 6. Web-page representation for following the details of the ongoing trip

We can also have in real time notifications for every event and also for the events
to come. One solution would be to utilize the location to check for the proximity of the
truck to the planned stations and when we are within the allowed threshold then we can
update the status of the trip.

Let’s assume that the trip shown in the Fig. 7 is a planned trip which is meant to be
done.

The planned trip has the order of stations in a chronological one, but the truck driver
decides to do 5-4-3-1-2. If we were to base the prediction of where the truck is going
to be only by the planned trip then we would be mistaken, because we would say that
the second station would be number 2 and the first one was number 1. To implement
a more correct solution we take into consideration the location of the truck for each
telemetry message that we receive. If the truck is inside the red circle of each station,
then we would be sure that the next stop would correspond to the correct one. This is a
new service that is being implemented for TIP in order to take the anomalies that were
explained into account so we can raise the efficiency of the whole system.
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Fig. 7. An assumed trip with the order of the stations planned to follow and the real order followed

5.3 Calculating the Difference Between Levels Relating to Temperature

As we mention before, throughout the journey we are expecting differences in the level
of the tank truck. In the database we have implemented a formula that takes into account
how the difference of temperatures affects LPG while it’s on the tank. The formula is as
below:

V = V0 + V0 ∗ 0.002 ∗ δT

• V - is the current volume of the gas
• V0 - is the initial quantity of the gas
• δT - is the difference between the temperatures

In order to see if any differences exist, we need the information below:

• the volume when the truck enters the service station
• the volume when the truck exits the service station
• the temperature at every service station
• the quantity downloaded at every service station

We can take as an example a trip which has to deliver LPG in three different service
station.

• First service station: Firstly, we calculate the volume with the formula when the truck
arrives at the service station. The initial quantity is the whole quantity uploaded at the
base and the temperature will be the difference between the temperature at the base
and the temperature at the current service station. The volume that the truck exits the
service station will be the difference between volume before it enters and the quantity
downloaded at the service station.

• Second service station: Even here we will do the same calculation as before but now
the initial quantity will be the quantity that the truck has after it exit service station
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one and the temperature will be the difference between temperature at service station
one with the temperature at the current service station. In the same way as before we
will calculate the volume of the truck after it exit the service station

• Third service station: We will follow the same way as we did in service station two.

After all the calculations have been made. We will be able to see if there are any
differences in volume or not. It will be shown that only in the journeys where the
temperature was constant there were no differences in the levels of the volume, in every
other case we would have more or less product depending on the temperature.

6 Conclusions

We have shown that there exist anomalies in our monitored logistic systemwhich should
be taken care in order for us to enhance the best quality of service.

Taking into consideration the fact that half of the trips changes the order of stations
helped us into simulating the other proposed method explained in Fig. 7. Before taking
into consideration the anomaly, we made analysis which were wrong 50% of the time.
When we simulate the new method, we decreases mistakes to 30%. We get a 20% raise
in performance quality. This is quite a valuable enhancement for a real-time working
system.

Moreover, the quality control on the quantity of distributed products, led us to one
of the potential reasons for the anomalies that existed in the proper following of the
planned quantities, that is the driver not performing the task properly.

Lastly, due to different levels, we would have throughout the journey, we came into
the conclusion that temperature was indeed a key factor while transporting LPG. We
saw how the differences of temperatures affected the level of LPG during the travel.
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Abstract. V2X communication technology, which is autonomous and coopera-
tive driving, is developing, and various V2X products for application to vehicles
are being developed. However, the test environment for testing this is not suffi-
cient. Also, security threats targeting V2X are increasing, and most of the test
frameworks to verify them depend on the simulation environment. Therefore, in
this paper, a V2X communication test environment is constructed using hardware
and software, and a dynamic analysis method is described by collecting V2X
datasets in real time.

1 Introduction

With the recent development of self-driving technology, self-driving cars are being devel-
oped to identify external situations through external sensors such as cameras and riders
for safety and convenience, and accordingly, driver interference is minimized and depen-
dence on cars has increased. For the safety of drivers, the lawmandates that autonomous
driving technology is essential for recently released cars. However, if the sensor fails to
operate normally due to errors and attacks for autonomous driving, huge accidents can
occur, and autonomous cooperative driving is required for this.

The communication technology of autonomous cooperative driving is largely divided
into Vehicle to Everything (V2X), Vehicle to Infrastructure (V2I), Vehicle to Vehicle
(V2V), and Vehicle to Nomadic Device (V2N) that communicates and exchanges infor-
mation with neighboring entities through networks connected to moving vehicles. It pro-
vides telematics services, automatic fare collection services, and traffic information col-
lection and provision services using V2I networking with vehicle and road infrastructure
and communication functions. The V2V network may provide a service through com-
munication between safe vehicles and provide cooperative driving services by delivering
real-time vehicle information [1].

In particular, theV2Nnetworkmayprovide a vehicle diagnosis and control service by
directly connecting the portable terminal and the vehicle. This increases the likelihood of
an attack in which an attacker can access a car. Using this approach, an attacker can harm
human life through malicious behavior on a vehicle, so a reliable review and verification
study is needed before applying these external communication devices to a vehicle.
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With the recent increase in interest in V2X security, research on the development of
the V2X framework is underway, but it is far from the actual environment to analyze
security technologies that will be applied in the future. There is a lack of experimental
environment for security technology, and safety is low to apply the security technology
used in the simulation environment to actual vehicles. Therefore, in this paper, based
on the V2X technology to be applied in real vehicles in the future, we propose a sim-
ulation environment that can be tested in various ways through a V2X communication
environment consisting of real equipment such as OBU and RSU.

2 Related Works

Although recently released vehicles are equippedwithV2X equipment, V2X technology
can be applied to existing vehicles through additional equipment such as OBU. When
V2X is commercialized and widely used, there is a possibility that various security
threats will occur. Therefore, in order to verify the safety from these security threats, it
is important to configure the V2X research environment for testing, develop a frame-
work for communication testing, and develop scenarios applicable in the real environ-
ment. However, most of the simulation environment is a framework developed without
considering the actual situation, and a method to supplement this is needed.

Various dynamic studies are being conducted to apply security technology to theV2X
system that is currently being developed, and recently, Veins Framework is frequently
used. Veins Framework is a simulation environment that configures V2X networks and
provides data analysis functions. V2X simulation is largely divided into simulation test
framework and hybrid test framework [2].

2.1 V2X Security Threats

V2X communication requires security for authentication of one’s identity, reliability of
transmitted messages, and non-repudiation of message reception due to the characteris-
tics of wireless communication. In a situation where various types of objects communi-
cate with each other through wireless messages, various security threat problems may
occur, and DoS and Sybil Attacks False data injection may occur typically [3, 4].

Denial of Service (DoS) Attack. By terminating or stopping the network established
by the RSU, communication control between vehicles is forcibly stopped. This makes
it difficult to detect as the attacking node launches the attack from a different location.
Since V2X communication is wireless communication, an attacker at the physical layer
can limit the transmission/reception of messages by interrupting the communication
channel through signal interference. This may reduce the network reliability of the V2X
system.

Sybil Attack. Possible by creating fake identities that do not exist and sending mes-
sages. The attacker’s vehicle can use several fake identities to appear as other moving
vehicles that are not real, to make the road look congested, or to transmit mislead-
ing information about road conditions to nearby vehicles or RSUs. It also destroys the
identity of a specific vehicle, which can cause confusion and inconvenience to normal
users.
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False Data Injection Attack. As an attack that injects false data, normal users can
receive incorrect information due to not only location and sensor data, but also object
and object information. It can have a fatal impact on platooning services.

2.2 V2X Simulation Test Framework

The V2X simulation test framework is mainly used in V2X communication theory
research, and the virtual test framework consists of a network simulator, a traffic simu-
lator, and an application simulator. We exchange information from three simulators and
form a virtual simulation environment through interaction [5].

Network Simulator. Simulators such as NS2, NS3, OMNet++ and OPNet exist and are
mainly used to generate V2X protocols for simulating communication between vehicles
and road devices and to configure dynamic topology of nodes (vehicle, pedestrian, etc.)
[6].

Traffic Simulator. It is used to build traffic and vehicle models or to generate relevant
examples. There are existing SUMO, VISSM, TransModeler, CORSIM, etc. [7].

Application Simulator. It is used to create various computing applications through
programming languages to construct scenarios. Currently, themost representative virtual
test frameworks are TraNS and Veins [8].

2.3 V2X Hybrid Test Framework

Virtual test frameworks generally use virtual environments based on virtual data and are
difficult to reflect real situations. However, there is a risk to real environment test, so a
hybrid test method that combines real and virtual is needed.

Hybrid test frameworks include Software-in-the-loop (SIL), Hardware-in-the-loop
(HIL), and Vehicle—in-the-loop (VEHIL) [9]. In the same framework, we combine HIL
and SIL tests and propose an intelligent vehicle hybrid simulation tool, Virtual Intelligent
Vehicle Urban Simulator (VIVUS) [10]. In addition, we propose a parallel test based
on virtual-real-world interactions in autonomous vehicle competitions [11]. Based on
this, we propose a cloud-based Cyber-Physical-Social System (CPSS) that combines
Cyber-Physical Systems (CPS) and parallel operation [12].

3 V2X Communication Message Structure

V2X communication is largely divided into C-V2X (Cellular Vehicle to Everythings)
using LTE and DSRC based on WAVE (Wireless Access Vehicular Environments) pro-
tocol. Most V2X systems utilize DSRC, but the current trend is to move to C-V2X due to
cost issues for installing additional antennas. In addition, messages are defined through
the standard for communication between vehicle and vehicle communication vehicle
and infrastructure, which is summarized in SAE J1735. Therefore, the basic contents of
V2X communication and the structure of data to be collected will be described.
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3.1 DSRC and C-V2X

DSRC is a short-distance wireless communication method dedicated to ITS (Intelligent
Transport System) and is being used as a communication module for automatic road
toll collection systems worldwide [13]. As part of short-range wireless communication,
various types of information are transmitted and received using the 5.8 Ghz frequency
band. WAVE communication is a wireless LAN-based technology specialized for high-
speed mobile environments defined by IEEE 802.11p. With the addition of high-speed
movement and large-capacity data transmission functions, it is necessary to construct
many facilities for each communication radius with a short coverage of about 500 m.
Lastly, C-V2X is a cellular-based V2X system specified in 3GPP Rel.14, and in Europe,
ETSI has defined EN to utilize C-V2X as an access layer technology for ITS. Because
it is based on mobile communication, only the amount used is charged [14].

3.2 SAE J2735 Message Format

The format and structure of messages, data frames, and data elements for data exchange
between V2V and V2I are defined, and various types of messages exist [15].

BSM (Basic Safety Message). InV2V, a vehicle-to-vehicle communication, amessage
related to safety provides situational data (position, direction, speed) used to evaluate
the threat potential to surrounding vehicles. Representative features include Forwarded
Collision Warning (FCW), Emergency Electronic Brake Lights (EEBL), Do Not Pass
Warning (DNPW), and Left Turn Assist (LTA).

RSA (Road Side Alert). It is a message used for communication between the roadside
base station and the vehicle, and includes information such as road danger conditions,
and is a message used when the roadside base station transmits road danger conditions
to nearby vehicle terminals.

SPaT (Signal Phase and Time). It is an information transmission message according
to the traffic lights of the intersection, and the current signal status and expected change
time for each lane are provided by the RSU connected to the traffic lights. It is sent from
the RSU to provide geographic information of intersections and links the status of SPaT
with geographic information.

4 Real-Time V2X Datasets Collection Methods

In order to build an actual V2X system, OBU/RSU devices for V2X communication
by connecting with a vehicle are required. Therefore, the simulation environment was
constructed using commercial equipment currently on sale. Company A’s V2X system,
which supports both C-V2X and V2X systems, can be configured to meet U.S. and
European standards according to the desired settings. DSRC standard messages can be
transmitted according to SAE J2735, which defines structures such as messages for data
exchange between V2V and V2I, data frames, and data elements and formats. Since all
messages in this V2X are transmitted wirelessly, security is required because all nodes
around it can be received and interpreted. Representative security factors include data
encryption and certificates to enhance the security of V2X.
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4.1 V2X OBU/RSU Equipment Environment

Toestablish an autonomous cooperative drivingV2Xcommunication environment,OBU
terminals were used to connect to real vehicles, and RSU antenna devices installed on
roads were installed to design a demonstration system that can transmit and receive
DSRC messages through the V2X IEEE 1609.2 WAVE protocol. And implemented. A
real simulation environment capable of V2V and V2I communication was installed on
the campus (Figs. 1 and 2).

Fig. 1. Hardware-software interworking real-time V2X data collection diagram

OBU (On-Board Unit). Consists of a terminal, GPS, an antenna capable of transmit-
ting 4.9 Ghz, and a display that delivers information to the driver. It transmits vehicle
information to the outside through messages in real time and receives surrounding situ-
ations through messages. The same environment was installed in two different vehicles
to form a V2V environment. In addition, OBU analyzes the vehicle’s internal network
and transmits messages such as vehicle status and location information through DSRC.

RSU (Road-Side Unit). It is a device that controls network messages used in V2X
communication, and mainly serves to deliver OBU network messages within the RSU
range. It is also used for services related to traffic lights and vehicles in connection with
infrastructure. RSU devices were installed along the road at regular intervals so that
vehicles could communicate with each other on the school campus.
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Fig. 2. Actual OBU hardware environment installed on Car

4.2 V2X Dataset Collection

Since communication between OBU/RSU devices is based on standard Ethernet
IEEE1609, packets transmitted through V2X communication can be monitored. If you
check the message through Wireshark, you can understand the structure of the V2X
message packet, and you can check the packet containing the most basic information,
the GPS information of the OBU (Fig. 3).

V2X communication uses DSRC technology to transmit various vehicle information
from the OBU device to the outside, including in-vehicle network information (STI)
and vehicle location information (NAV). The transmitted message is transmitted by
composing a message based on the SAEJ2735 standard, which defines the format and
structure of messages, data frames, and data elements for data exchange between V2V
and V2I.

The BSM (Basic Safety Message) message is the most basic message and is a mes-
sage related to safety in V2V communication between vehicles. It provides surrounding
vehicles with location, direction, and speed information, which are situational data used
to evaluate threat potential. Message information includes Forwarded CollisionWarning
(FCW), Emergency Electronic Brake Lights (EEBL), Do Not Pass Warning (DNPW)
and Left Turn Assist (LTA) functions.
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Fig. 3. Actual collected datasets containing GPS information and V2Xmessages include latitude
and longitude

4.3 Real Time V2X Dataset Collection

The structure of the method of collecting data in real time through the previously built
V2X system simulation environment is shown in the figure above (Fig. 4).

Fig. 4. V2X simulation framework

Data Collection Layer. Before collecting V2X-related data, follow the scenario to
determine the data you want to extract. You can check the C2P messages communi-
cated by the OBU connected in real time through a packet analysis tool by connecting to
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the OBU device connected to the vehicle via Wi-Fi. In this way, in Layer 1, the vehicle
is driven according to the scenario and the collected data is saved in “.pcap” format. It
plays the role of uploading the saved file to the cloud server.

Cloud Sever Data Analysis Layer. In Layer 2, a cloud server was configured in Ama-
zon Server (AWS) for cloud computing. You can check the position and velocity data by
following the C2P protocol for incoming messages to the server. Location information
starts from the 52nd byte of the C2Pmessage. In the location information, you can check
the data of the time the message was sent, latitude and longitude, and speed. These data
are calculated in byte steps in the cloud and stored in the database.

Data Visualization Layer. Finally, in Layer 3, HMI (user interface) was designed and
a server was built to visualize data. The website displays the data collected while moving
at the speed of the vehicle based on the vehicle’s location data as shown in the figure
below.

5 Conclusion

V2X stands for communication between the vehicle and everything else. These advances
have broadened the attack range that attackers can access. Security technology must be
applied to the vehicle as an attacker can directly and remotely control the vehicle with
this access and cause physical damage to the vehicle, environment and people. However,
it is difficult to study these security techniques and apply them to real situations.

Therefore, in this paper, we propose a safe experimental framework for V2X com-
munication constructed based on real data. This framework is a cloud environment that
anyone can use by utilizing RSU and OBU devices mainly used in V2X communication.
Using this, it is thought that analysis in a simulation environment through V2X data will
be easy.
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Abstract. With the development and spread of IoT technology, vari-
ous devices have been connected to networks. Some data generated from
IoT devices depends on geographical location and time (Spatio-Temporal
Data). The realization of an architecture for “local production and con-
sumption of STDs” can contribute to location-dependent applications,
and therefore we have proposed the STD retention system with vehicles.
In our previous study, the vehicle controlled the data transmission prob-
ability according to the density of the neighboring vehicles in order to
reduce the data transmissions. However, since this method requires all
vehicles to transmit beacons, it suffers from the excessive beacon colli-
sion when the vehicle density becomes high. In this paper, we propose
a data transmission control method that realizes STD retention without
transmitting beacons. Our simulation results using Luxembourg model
demonstrates that the proposed method can achieve high coverage rate
while decreasing the number of data transmissions compared with the
existing transmission method based on transmission probability control
in real environments.

1 Introduction

With the development and spread of the Internet of Things (IoT) technology,
various devices, such as personal computers, smartphones, home appliances,
automobiles, various types of sensors, and so on, have connected to networks.
According to the Cisco Annual Internet Report (2018–2023) [1], the number of
Machine-to-Machine (M2M) devices, which are typical examples of IoT devices,
is expected to be approximately 14.7 billion by 2023 and further increases are
expected in the future. In today’s IoT services, data generated from IoT devices is
collected and analyzed on a cloud server via the Internet. Therefore, as the num-
ber of IoT devices increases, the traffic on the backhaul network also increases,
so the load on the existing infrastructure increases.
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On the other hand, data generated from IoT devices include traffic infor-
mation, weather information, disaster information, temporary store advertise-
ments, and so on, depending on the location and time of data generation. We
have defined such data as spatio-temporal data (STD). The STD pertains to
the concept of “local production and consumption,” useful to local users in the
vicinity of which it is generated. For example, in the case of a traffic accident,
the accident information from the vehicles involved in the accident disseminates
to surrounding vehicles so that the drivers in the vicinity of accident location
passively obtain traffic accident information without having to access the cloud.
Finally, the drivers take action to avoid road closures and traffic jams.

To achieve a novel network architecture for the distribution of STD, we have
proposed the STD retention system (STD-RS) using vehicles [2]. In the STD-
RS, information hubs (InfoHubs) are defined as vehicles that forward STDs and
provide STDs directly to users. By broadcasting the STD, InfoHubs not only
spread and maintain the data in a specific space, but users can passively obtain
the STD. However, as the number of InfoHubs transmitting data increases, data
collision also increases, making it difficult to achieve the objective of STD-RS. It
is important to minimize data transmission in order for InfoHubs to effectively
retain STDs. Therefore, we proposed a transmission control method based on the
number of neighboring vehicles [2–5]. In these methods, each vehicle broadcasts
a beacon periodically to notify its presence to neighboring vehicles. Thus, each
vehicle estimates the number of neighboring vehicles from the number of received
beacons and measures the number of received STD from neighboring vehicles.
In addition, the number of data transmissions was reduced by setting the data
transmission probability based on the estimated number of neighboring vehi-
cles and the number of received data for each data transmission interval. How-
ever, as the number of vehicles increases, the number of beacon transmissions
also increases. As a result, the collision among data and beacon transmission
increases, severely wasting wireless resources.

In this paper, we propose the location-based autonomous transmission con-
trol method without beacons for the STD-RS. This method defines the appropri-
ate positions for data1 transmission in a specific area based on data transmission
distance. Each vehicle controls data transmission according to the relationship
among its defined position, its own position, and the data transmission status
of neighboring vehicles. To verify the feasibility and the effectiveness of the pro-
posed data transmission control scheme in a practical scenario, the Luxembourg
model (LuST) is used for our performance study, which simulates 24-h vehicular
traffic in Luxembourg City, as a traffic model.

The remainder of this paper is organized as follows. In Sect. 2, we discuss
related works for the STD-RS. In Sect. 3, we describe the STD-RS, and then
Sect. 4 describes our proposed method. Section 5 provides the simulation model,
results, and discussion. Finally, we provide conclusions in Sect. 6.

1 We also simply describe the STD as data when explaining the proposed method.
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2 Related Works

The geocast technology, which transmits messages to predefined geographic
areas, is expected to enable location-dependent applications and services. Vari-
ous geocast routing protocols are introduced in [6]. Among them, Abiding Geo-
cast is a mechanism to deliver messages periodically within the lifetime of the
message. Literature [7] proposes three component approaches to achieve Abid-
ing Geocast using vehicles: server, election, and neighbor approaches. In server
and election approaches, specific servers and vehicles must collect other vehicles’
location information and deliver messages based on geocast routing. Therefore,
the load on the server and the vehicle is large, and the overhead for information
distribution is also significant. In neighbor approach, each vehicle in a target
area exchanges geocast messages and location information. Since this approach
consists of only vehicles without infrastructure, many researchers have proposed
various methods for practical use. As a method for determining the optimal tar-
get area range, [8] has proposed a method for analyzing periodically collected
mobility information using a Software Defined Network (SDN), and while [9]
has proposed an analysis method using a Convolutional Neural Network (CNN).
In [10], an application for exchanging information between vehicles has been
proposed assuming the infrastructure is unavailable during a disaster. [11] has
proposed an efficient data delivery method by exchanging navigation information
and predicting the vehicles moving toward the target area. In Floating Content
[12] and Locus [13], vehicles exchange data lists with neighboring vehicles, send
the data request if the data is not stored, and receive the data from neighbor-
ing vehicles. The vehicle with the data determines the transmission probability
according to the distance from the point where the data is generated. The prob-
ability of data acquisition decreases as the vehicle moves further away from the
point. On the other hand, when the vehicle density near the point is high, exces-
sive data collision occurs because all vehicles transmit data with high probability.
Furthermore, in these methods, for a user to obtain data, conventional query-
response aware information distribution is required. Therefore, our STD-RS has
introduced a mechanism that can efficiently deliver data to users while main-
taining the data in the target area to promote the use of data around the point
where data is generated.

3 STD-RS

In this section, we introduce the STD-RS [2–5], which is the basis of this paper.

3.1 Assumptions

The vehicles have wireless communication devices with conforming to the IEEE
802.11p communication standards, computing resources, and a global positioning
system (GPS). Each vehicle also periodically transmits a beacon containing its
identification (ID). In addition, the STD for the retention system has other infor-
mation such as the center coordinate and radius of the retention area, the data
transmission time, the data transmission interval, and the time-to-live (TTL).
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Retention Area Communication Range Vehicle

High Coverage Rate Low Coverage Rate

Fig. 1. The coverage rate.

3.2 System Requirements

In the conventional STD-RS, the vehicle broadcasts an STD and directly pro-
vides the STD to the user in the retention area. Therefore, it is necessary for data
to reach the entire retention area by vehicular wireless communication. When
the retention area is larger than the wireless communication range of vehicles,
cooperation of multiple vehicles is essential. In addition, the vehicle must period-
ically broadcast STD so that the user can obtain the STD at any time within its
TTL. Therefore, in the STD-RS, each vehicle must continue to broadcast STD
into the retention area at the data transmission interval until its TTL expires,
even for a moving user. We define the coverage rate in Eq. (1) as a metric of
performance for the STD-RS:

CoverageRate =
SEA

SRA
(1)

where STA is the size of the retention area and SEA is the sum of the areas that
the user can obtain data transmitted from any vehicle within the transmission
interval.

Figure 1 shows an example of the coverage rate. The blue circle indicates
the retention area, the black dot indicates a vehicle transmitting the data, and
the pink circle indicates the communication range of a vehicle. As shown in
Fig. 1(a), a high coverage rate means that users can passively obtain STD wher-
ever they are in the retention area. On the other hand, as shown in Fig. 1(b),
the low coverage rate means that users are not easy to obtain the STD within
the retention area. Therefore, it is important to maintain a high coverage rate
in STD-RS. If all vehicles transmit data at random in an environment where
vehicle density is high, data collision occurs frequently, and the performance of
data retention decreases. Therefore, the STD-RS must maintain a high coverage
rate with minimum data transmission.
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3.3 Previous Transmission Control Methods

To satisfy the above system requirements, we have proposed a method for con-
trolling the data transmission probability using the number of neighboring vehi-
cles and the number of received data [2,3]. In this method, each vehicle estimates
the number of neighboring vehicles based on the received beacons from neigh-
boring vehicles in the retention area. Each vehicle also measures the number of
received data not beacons. The data transmission probability is set based on the
number of neighboring vehicles and the number of received data for each data
transmission interval. In the previous study [4], to prevent a decrease in the cov-
erage rate in an environment where the vehicle density is low, the inter-vehicle
distance was estimated from the received signal strength of data from the nearest
vehicle and the data transmission interval was adjusted based on the distance.
In this method, the data transmission probability is controlled according to the
density of neighboring vehicles, thereby suppressing the increase in data trans-
missions while maintaining a high coverage rate. However, this method requires
all vehicles to transmit beacons, resulting in the increased beacon transmissions,
causing data collision, and consequently wasting wireless resource as the num-
ber of vehicles increases. In addition, since this method does not consider the
attenuation, the reflect, and multi-path fading of radio waves due to obstacles,
the fluctuation of radio waves due to Doppler effect caused by vehicle movement,
and so on, a vehicle might not be able to transmit data even if radio waves from
neighboring vehicles do not sufficiently cover its surroundings. Therefore, a new
transmission control method that does not transmit beacons but considers the
effects of the radio wave propagation environment is required to realize more
effective data retention.

4 The Proposed Method

In this section, we propose a location-based autonomous transmission control
method that is beacon-less and considers the radio wave propagation environ-
ment for the STD-RS.

4.1 Setting of Appropriate Transmission Positions

First, the proposed method sets an appropriate transmission position (ATP) that
can provide STD over the entire retention area with the minimum number of
data transmissions. Here, it is assumed that each vehicle installs common wireless
communication interface with conforming to the IEEE 802.11p communication
standards and know the communication range. The center of the retention area
coincides with the center of a regular hexagon, which is approximated by the
circumscribed circle as shown in Fig. 2. The radius in the circle represents the
transmission range of the transceiver (e.g., IEEE 802.11p). Each vehicle can
calculate ATP from hexagonal topology if the center coordinates of the STD
and the radio communication distance are known. If vehicles can transmit data
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ATP Communication
Range

Retention
Area

Fig. 2. ATP. Fig. 3. Grouping for data transmission
timing control.

on all ATPs in Fig. 2, they can cover the entire retention area with the minimum
number of data transmissions. However, in the real traffic environment, vehicles
does not always exist on the ATP because the vehicle moves. In addition, the
actual communication range becomes shorter than ideal due to the attenuation
of radio waves, etc. The proposed method controls the data transmission based
on the received signal strength to address this problem in Sect. 4.4.

4.2 Grouping for Data Transmission Timing Control

Because vehicles in the neighboring hexagons tend to be hidden terminals, data
collisions may occur. Therefore, the proposed method divides transmission points
into groups to prevent data collisions. When data is transmitted based on a reg-
ular hexagon with an ATP set, it is divided into seven groups as shown in Fig. 3.
In our proposed method, all vehicle with the wireless communication interface
with conforming to the IEEE 802.11p share the same frequency band in order
to communicate each other. In order to prevent the collision between different
cells based on ATPs, the distance of two transmitting vehicles is greater than
the transmission range. Therefore, the proposed method sets seven groups. If
vehicles in different hexagons but of the same color group, the data transmis-
sions are guaranteed not to collide as they are beyond the co-channel distance.
Next, data is transmitted at different timings for each group. As shown at the
bottom of Fig. 3, seven slots are created within the data transmission cycle, and
the order of each slot is assigned to each group. The vehicle can calculate these
slots from the data transmission time and transmission interval contained in the
data (STD). The above method makes it possible to completely prevent data
collisions with vehicles in the vicinity of other ATPs because data transmission
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times differ for each group. However, since multiple vehicles are in the same
hexagon, their conflict avoidance will be described in the next section.

4.3 Determination of Data Transmission Time in the Hexagon

As described in Sect. 4.1, the vehicle closer to the ATP can provide better cov-
erage than other vehicles; so, it is better to give the data from the vehicle close
to the ATP a high priority. The proposed method sets the data transmission
time to each vehicle in a hexagon according to the following procedure. In this
proposed method, all vehicles are supposed to be able to synchronize time using
the GPS. First, each vehicle obtains its current location and from the GPS and
calculates the distance Dp to the nearest ATP. Next, if the group of hexagons is
the data transmission timing described in Sect. 4.2, the vehicle uses the following
equation to set the data transmission time.

DataTransmissionT ime =
Dp

Dv
∗ d

7
+ CurrentT ime (Dp ≤ Dv) (2)

where Dv is the radius of a regular hexagon, and d is the data transmission
interval and d

7 is one slot time set in Sect. 4.2. The data transmission time is not
set if Dp is larger than Dv. In other words, within each regular hexagon, the
data generated by the vehicles is transmitted in the order of how close they are
to the ATP.

4.4 Data Transmission Control Based on the Receiver Signal
Strength Indicator (RSSI)

This section describes a data transmission control method that considers the
attenuation of radio waves in each hexagon. Our proposed method uses the RSSI
to control data transmission similar to [14,15]. First, each vehicle in a hexagon
broadcasts one STD at the data transmission time determined in Sect. 4.3. If the
STD has not arrived from other vehicles by the transmission time in the same
cycle, the vehicle broadcasts the STD. On the other hand, if a vehicle receives
the STD in the same cycle, before its transmission time, it checks the RSSI,
which is compared with the ideal RSSI estimated from the distance between the
ATP and itself using the free space path loss model given in Eq. (3).

Pr = GtGrPt(
λ

4πDp
)2 (3)

where Pr is the Rx power, Gt is the Tx gain, Gr is the Rx gain, Pt is the Tx
power, and λ is the wavelength. If the calculated RSSI exceeds the ideal RSSI,
the vehicle determines that the STD has reached its surroundings and does not
rebroadcast. On the other hand, if the calculated RSSI is smaller than an ideal
RSSI, The vehicle determines that the STD has not reached the area to be
covered its own, and rebroadcasts the STD. Our proposed method.
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Fig. 4. Data transmission control based on RSSI.

The flow of the proposed method will be described with an example shown
in Fig. 4. Here, it is assumed that the red vehicle broadcasts data at near the
ATP. Furthermore, blue and black vehicles are the same distance from the ATP,
and the ideal RSSI of the black and blue vehicles from the ATP is assumed to
be −50 dBm. If the blue vehicle receives data at −50 dBm from the red vehicle,
which is about the same as the expected value, the blue vehicle can judge that the
radio wave of the red vehicle is ideally received. Therefore, the blue vehicle does
not rebroadcast the data because the blue vehicle judges that there is no effect
of the obstacles around its own. On the other hand, the black vehicle receives
data at −60 dBm due to the obstacles. The black vehicle determines that the
signal from the red vehicle does not reach beyond its own due to obstructions,
etc. Thus, the black vehicle rebroadcasts data. Therefore, the black vehicle may
be able to cover areas where radio waves have not reached.

5 Simulation Evaluation

In this section, we evaluate the effectiveness of the proposed method by simula-
tion.

5.1 Simulation Model

We evaluated our proposed method using the Objective Modular Network
Testbed in C++ (OMNeT++) network simulator [16], the Simulation of Urban
MObility (SUMO) road traffic simulator [17], and the Vehicles in Network Sim-
ulation (Veins) framework, which implements the IEEE 802.11p specification for
wireless communications [18]. Luxembourg SUMO Traffic (LuST) [19] was used
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Retention Area
Radius: 

Fig. 5. The simulation area in LuST.

Table 1. The number of vehicles per simulation start time in LuST.

Simulation start time The number of vehicles in the retention area

5:00 am 25

6:00 am 120

7:00 am 300

8:00 am 450

as a traffic model for vehicle mobility and signals. LuST will simulate the 24-h
traffic flow of vehicles in Luxembourg. The simulation area includes express-
ways, arterial roads, and residential roads. The number of vehicles traveling on
the road changes according to the time of day in the same way as the actual traf-
fic. Each vehicle changes its route dynamically according to traffic conditions,
and the operating time of traffic signals also varies according to traffic condi-
tions. In this simulation, we set up a retention area in the center of Luxembourg,
as shown in Fig. 5. The radius of the retention area is 750 m and the TTL is two
minutes for the STD. The four times shown in Table 1 are used as the retention
start time. The maximum transmission distance of the vehicle is 300 m, the data
transmission interval is 5 s, the data size is 1000 bytes, and the transmission
rate is 6 Mbps. In the simulation study, the proposed method is compared with
naive method and our proposed method [2]. In the naive method, all vehicles
re-broadcast the received STD, similar to the flooding. Thus, the naive method
achieves the highest coverage rate among the methods in this simulation but has
the most significant number of STD transmissions. The parameters in the data
transmission probability control of the previous method are set as follows based
on [2]; the beacon transmission interval is 5 s, the moving average coefficient is
0.5, and the target value β is 4.
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5.2 Simulation Results

In this evaluation, an STD with a TTL of two minutes is retained. Five simu-
lations were performed for each simulation start time of LuST in Table 1. The
following results show the coverage rate, the number of STD transmissions, and
the number of data collisions from one minute after the start of retention to the
TTL. This is because of a transient state in which STD is diffused in the reten-
tion area for one minute from the beginning of retention. The following results
show the state in which STD is steadily retained after diffusion.

Coverage Rate: Figure 6 shows the average coverage rate for each data trans-
mission interval. The naive method’s coverage rate is approximately 93% at 5:00
am when the traffic was light. The result shows that effective data retention
is not achieved in an environment where only about 25 vehicles exist in the
retention area. The proposed method’s coverage rate is lower than the other two
methods because the proposed method is different from the other two methods
in that the STD does not reach most of the vehicles in the retention area in the
diffusion. A diffusion method of STDs in our proposed method is future works.
On the other hand, at 6:00 am, the coverage rate approach 99% for all methods,
and after that, the all coverage rate is almost approximately 100%. These results
indicate that at least 120 vehicles are required to effectively retain STD within
a radius of 750 m in urban areas.

Total Number of STD Transmissions: Figure 7 shows the total number of
STD transmissions. The naive method increase the number of STD transmissions
with increasing traffic density. Both the previous and the proposed methods can
suppress increasing of STD transmissions and converge to a nearly constant level
even during the heavy traffic. During the heavy traffic (8:00 am), the number
of STD transmissions of the previous method is approximately 1050 but the
proposed method reduces it nearly to a half, approximately 500.

Total Number of Data Collisions: Figure 8 shows the total number of data
collisions. Both naive and previous methods show an increase in the number of
data collisions with an increase in traffic density. In particular, at 8:00 am, the
previous method’s data collisions are approximately 400 times higher than that
of the proposed method. On the other hand, the proposed method causes almost
no data collision regardless of the traffic density. The results showed that the
proposed method could stably provide the STD to users.

From the above results, the proposed method can reduce the number of STD
transmissions to a half of the previous method while achieving approximately
100% coverage rate even in heavy traffic without transmitting beacons. More-
over, since the proposed method can significantly reduce data collisions, it can
realize an effective STD-RS even in a real traffic environment.
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6 Conclusion

In this paper, to provide the STD to users effectively in a specific area while
making efficient use of wireless resources, we propose a new transmission control
method for the STD-RS. In the proposed method, the vehicle does not transmit
the beacon. By controlling the data transmission based on the received signal
strength of the data, it is possible to retain the STD effectively. Simulation results
show that the proposed method can suppress the number of STD transmissions
while achieving approximately 100% coverage rate in a time of heavy traffic in
a natural environment. We believe that the proposed method can realize an
effective STD-RS. In future works, we plan to study the retention system for
multiple types of data and large-size data.
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Abstract. In large-scale disaster situations, the emergency disaster
response headquarters (HQ) is essential to incrementally collect the dam-
age information from the whole area for early decisions and responses. We
consider the scenarios in which such information should be monitored and
brought to HQ by patrolling vehicles with sensing devices especially when
the high-speed communications infrastructures are unavailable. Our pre-
vious work studied a routing problem for two vehicles that can return
to HQ multiple times on the way to minimize the average delay time of
incrementally collecting information. However, such a joint optimization
of the vehicles’ routes will be complicated in a large area. In this paper,
therefore, we consider an area-segmentation approach in which each vehi-
cle’s route is designed for collecting one of sub-areas’ information only.
We show the impact of the area-segmentation on the average delay time
for the information collection from the whole area.

1 Introduction

Large-scale disasters related to typhoon, earthquakes, rainstorms, hurricane, etc.
occur every year and the frequency has increased over decades, killing millions of
people and damaging their properties. When such a large-scale disaster happens,
the disaster management team needs to establish an on-site emergency disaster
response headquarters (HQ) for disaster management. For early and appropriate
actions to be taken in the initial response and partial recovery, the HQ should
promptly and incrementally collect the information from the overall region which
may be damaged.

For disaster information collection, it is often considered to use patrolling
vehicles that equip mics, cameras, and other sensors and cruise all streets in a
region to monitor the disaster damage situation around each street. If the high-
speed telecommunication network infrastructures are available, such information
can be sent to HQ in an online manner. However, during or aftermath of dis-
aster, such telecommunication infrastructures may be unavailable or degraded,
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and thus, each patrolling vehicle should move not only to monitor the damage
information along streets but also to bring that information to HQ by itself.

Therefore, we consider a kind of Arc Routing Problem in Vehicle Routing
Problem (VRP) [1,2], in which one or more vehicles start from HQ, monitor the
information along all the streets and bring back the information to HQ. Chinese
Postman Problem (CPP) [3] is a well-known Arc Routing Problem and applied
to real-world applications such as optimal routing for garbage collection [4].
Although we borrow the idea of the CPP, our setting is clearly different. While
the CPP and conventional Arc Routing Problems mainly aim to minimize the
time and the cost taken to finally deliver or collect all the necessary items, we
focus on minimizing the average delay time of incrementally collecting the overall
information by allowing vehicles to return to HQ multiple times on the way to
drop a partial monitored information.

In our initial studies [5,6], we systematically searched for good routes of one
or two vehicles to minimize the average delay time of incrementally collecting the
whole area information. However, since it requires a joint and global optimization
in finding good travel routes, its computational cost will be large as the whole
area becomes large with a number of vehicles. Therefore, this present paper
investigates an area-segmentation approach in which the whole area is segmented
into multiple sub-areas, each vehicle is designated to one of sub-areas, and its
route is designed for collecting the sub-area’s information only. The impact of the
area-segmentation for information collection is discussed through some examples.
We consider the situation not only when all streets are normal but also when
some streets are damaged but it is not known by traveling vehicles.

2 Model

To model a street map in a region, an undirected connected network graph is
used. In this paper, the terms “link” and “node” are used instead of “edge” and
“vertex”. On an undirected graph, the degree of a node is defined as the number
of links the node has. The emergency disaster response headquarters (HQ) is
located at a node of the network and is identically treated as that node. On the
network, one or more patrolling vehicles start from HQ at the same time and
return to HQ to bring monitored information; each link should be passed at least
once by some vehicle; and each vehicle can return to HQ multiple times on the
way to drop the monitored information. A route (or a travel route) of a vehicle
is the sequence of links on which the vehicle travels from HQ and finally returns
to HQ. The term “length” means the number of links in a sequence of links such
as a path, a circuit, and a route. If the degree of HQ is k, i.e., HQ has k links,
the vehicles need to return to HQ at least �k/2� times in total to cover those k
links on their routes. Let R be the total number of times that the vehicles return
to HQ. We focus on finding a good set of travel routes of vehicles based on the
following two criteria:
1. Last Information Delay-time (LID): the time when the entire information of

all links has been brought to HQ by the vehicles, i.e., the last returning time
of the vehicles for information collection.
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2. Information Delay-time Product (IDP): defined as

∫ LID

0

(1 − u(t)) dt

where u(t) is the ratio of the amount of the information brought to HQ by
the vehicles until time t to the amount of the entire information; t is the
time taken from the start. The IDP represents the average delay time for
information collection, i.e., the product of the fraction of the information and
its delay time in delivering to HQ. A smaller IDP benefits early decisions and
responses by HQ.

To make “LID” small, the travel route from HQ to HQ should be as short
as possible. On the other hand, to make “IDP” small, the shortest route is not
always a good choice as suggested from the experimental results in Sect. 6.

The following two assumptions are used to make our model simple. Note that
a node does not necessarily mean an intersection of streets. To be consistent
with the following assumptions on links, a number of nodes can be arranged on
a “long” or “information-dense” street.

1. The unit time is taken as a vehicle passes through a link in one direction
between two nodes. In other words, the number of links passed by a vehicle
is equal to the time taken for the vehicle’s travel.

2. The unit amount of information corresponds to one link. Since the information
associated to a link is unchanged, if a link is passed twice by the same or
different vehicles, the same (duplicated) information is monitored. Hence, u(t)
is the ratio of the number of different links passed by the vehicles returning
to HQ before time t to the total number of links of the entire network.

3 Simple Examples

We consider a street network consisting of 12 links and 9 nodes shown in Fig. 1(a).
A graph that includes even degree nodes only is called an Euler graph. If a graph
is an Euler graph, from any starting point, a single vehicle can traverse all links
and return back to the starting point very efficiently, i.e., it can pass through
every link once and only once. Such a travel route is called an Eulerian circuit.
On the other hand, if a graph is not an Euler graph as shown in Fig. 1(a),
by virtually adding the duplicate links between the pairs of odd degree nodes,
the given graph can be converted to an Euler graph as shown in Fig. 1(b) and
(c), while the total number of links on the graph is increased. Any Eulerian
circuit on the converted graph is also an efficient travel route of a vehicle if the
number of additional virtual links is small. This is the basic idea behind the
Chinese Postman Problem mentioned in Sect. 1. Note that, any Eulerian circuit
in Fig. 1(b) and (c) should pass the center node of this graph twice (R = 2) and
four times (R = 4), respectively.
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Fig. 1. (a) An undirected connected graph, (b) an example of converted Euler graph,
(c) another converted Euler graph.

In the following examples, HQ is located at the center node and two vehi-
cles start from HQ at the same time and return to HQ to bring the collected
information along the links. We examine different good routes by changing R,
the total number of times that the vehicles return to HQ. A good pair of routes
of two vehicles for R = 2 is shown in Fig. 2(a). Vehicles A and B travel along
the circuits indicated by red and green lines, respectively. They bring back the
monitored information to HQ at time 8 simultaneously. Each vehicle monitors a
half of the entire graph, HQ gets all information at time 8 (i.e., LID = 8).

For R = 4, two cases are shown in Fig. 2(b) and (c). In both cases, vehicles
A and B travel along the two-round circuits indicated by red and green lines,
respectively; a solid line is for the first round and a dot line is for the second
round of a route. They return to HQ first at time 4 simultaneously to drop
partial information monitored before, and return to HQ last at time 8 to bring
the remaining information so that the LID is 8. However, the fraction of the

information monitored by two vehicles at time 4 is different in two cases;
7
12

in

(b) and
8
12

in (c), respectively. This is because the first round circuit for vehicle

A and that for vehicle B are overlapped in case of (b) but not overlapped in
case of (c). Note that, in case of (b), each vehicle can be seen as traveling on
the whole area or traveling on two of one-quarter sub-areas separately. On the
other hand, in case of (c), each vehicle can be seen as traveling on each of half
sub-areas separately. This is the view point of the area-segmentation explained
in Sect. 5 later.

Fig. 2. Good routes of two vehicles for (a) R = 2 (left), (b) a case of R = 4 (center),
and (c) another case of R = 4 (right).
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Fig. 3. Time evolution of u(t): the fraction of the information brought to HQ until
time t

Figure 3 shows u(t) defined in Sect. 2 (the fraction of the information brought
to HQ until time t) of the above exemplified routes in Fig. 2(a), (b), and (c)
indicated by blue, orange, and green lines, respectively. From Fig. 3, the IDPs
of the routes in cases of (a), (b), and (c) can be computed as 8, 17/3 = 5.67,
and 16/3 = 5.33, respectively. Note that IDP = 8 is the smallest in condition of
R = 2 and IDP = 16/3 is also the smallest in condition of R = 4. The examples
suggest that multiple returns to HQ to drop the monitored information can
reduce the IDP.

4 Searching for Good Routes on an Area

For a given undirected connected graph and a node as HQ on that graph, we
search for good routes of one or two vehicles starting from and ending at HQ to
cover all links in total. We propose a systematic search consisting of the following
steps.

1. Set the number R:
Choose any number R of return times to HQ as long as R is equal to �k/2�
or more where k is the degree of HQ.

2. Add virtual links to HQ depending on R:
If 2R > k, create an extended graph by adding (2R − k) virtual links to HQ
randomly each of which connects HQ and one of its k neighboring nodes on
the network graph.

3. Make an Euler graph:
List all the odd degree nodes in the extended network graph. Note that the
number of the odd degree nodes is always even. Let 2m be that number.
If m ≥ 1, make m pairs from 2m odd degree nodes and select m paths that
connect paired odd degree nodes on the graph randomly so that the total
length of connecting paths (the total number of links along those paths) is as
small as possible. Note that HQ should not be passed across by any connecting
path so as that the value R is unchanged. Then add the virtual duplicate links
along those connecting paths to make the entire graph an Euler graph (i.e.,
to make the degree of each node even).
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4. Find an Eulerian circuit:
On the Euler graph, find an entire Eulerian circuit randomly. The entire Eule-
rian circuit of the graph is composed of sub-circuits C1, C2, . . . , CR including
HQ where each sub-circuit passes HQ once and only once. Without loss of
generality, we assume |Ci| ≤ |Cj | for (i < j) where |Ci| is the length of
sub-circuit Ci.

5. Get the travel route(s) of vehicle(s):
For a single vehicle, the sub-circuits C1, C2, . . . , CR are concatenated (in any
order) to get a single route starting from HQ and returning to HQ R times.
For two vehicles, each sub-circuit is assigned to one of two vehicles.

– If R = 2, vehicle A travels along C1, and vehicle B travels along C2.
– If R ≥ 3, the sub-circuits C1, . . . , CR are divided into two groups GA and
GB . Vehicle A travels along a route of concatenating all sub-circuit(s) in
GA (in any order), and Vehicle B travels along a route of concatenating
all sub-circuits in GB . In this grouping, the balance of the total length
of sub-circuits in GA and that in GB is taken into account so that the
difference between the lengths of two routes is not large.

Let P ∗ be the obtained travel route(s) of vehicle(s) on the given Eulerian
circuit.

6. Compute LID and IDP of travel routes P ∗:
Compute LID (Last Information Delay time) and IDP (Information Delay-
time Product) of P ∗ by taking account of the length of each sub-circuit in
{C1, C2, . . . , CR} and their overlapping. Note that IDP of P ∗ is not for the
converted Euler graph but for the original graph.

7. Select the best P ∗ on the given Eulerian circuit:
There are different possible P ∗s in Step 5 depending on the grouping and the
concatenation of the sub-circuits. Among all P ∗s that minimize IDP, select
one that has a smallest LID. This is the best P ∗ for an Eulerian circuit in
Step 4.

8. Find candidates of good P ∗ across different choices:
Repeat Steps 1 to 7 by changing the choices of the number R, the virtual
duplicate links (i.e., the Euler graph), and the Eulerian circuit, we finally get
an appropriate candidate set of travel routes in terms of IDP and LID.

5 Searching for Good Routes on Segmented Areas

The procedure explained in Sect. 4 systematically searches for good routes of
patrolling vehicles to minimize the IDP for information collection from a given
area. However, applying that procedure to the whole area (called “the whole-
area approach”) is computationally costly when the whole area is large and the
number of vehicles is not small. This is because the procedure leverages a variety
of Euler graphs and Eulerian circuits on them and requires a joint combinatorial
optimization in finding a good set of travel routes of vehicles. On the other
hand, as shown in simple examples in Sect. 3, on some of good routes (i.e., small
IDP routes), each vehicle can be seen as traveling on each of segmented areas
separately. Therefore, we consider “the area-segmentation” in which the whole
area is segmented into multiple sub-areas, each vehicle is designated to one of
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sub-areas, and its route is designed for collecting the sub-area’s information only.
The area-segmentation approach may be able to only find semi-optimal routes
but is expected to be able to much reduce the computational cost. More exactly,
the area-segmentation approach consists of the following steps; the number of
vehicles is assumed to be 2 here.

1. Segment the whole area:
The whole area is segmented into two sub-areas with almost equivalent num-
bers of links so that the lengths of two vehicles’ routes are not much different.

2. Search for good single vehicle’s routes for each sub-area:
Using the procedure proposed in Sect. 4, a candidate set of good routes for a
single vehicle is obtained in each segmented sub-area by regarding a sub-area
as the whole area. Any obtained route for a sub-area is a good route of single
vehicle in terms of IDP and LID on its sub-area only.

3. Select good pairs of sub-area routes:
For the top m good routes for each sub-area obtained in Step 2, compute IDP
and LID on the whole area for each pair in all the m × m combinations of
two routes on two sub-areas, and select the best one or a few of good ones.

4. Find candidates of good area-segmented routes across different segmentations:
Repeat Steps 1 to 3 by changing the area segmentation, we finally get an
appropriate candidate set of routes in terms of IDP and LID on the whole
area.

6 Experimental Results

6.1 Normal Grid Streets

A 5 × 5 grid map is considered as a town street network in the normal condi-
tion (without any damaged streets) consisting of 40 links and 25 nodes shown
in Fig. 4(a). HQ is located at a center node with degree of 4. We consider two

Fig. 4. (a) The whole area, (b) the segmented areas of Pattern 1 and (c) Pattern 2.
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vehicles starting from HQ and ending at HQ with R = 4, i.e., two vehicles return
to HQ four times in total. To investigate the impact of the area segmentation
on the information collection performance, we compare the good routes in terms
of IDP and LID in the whole area approach and two examples of the segmen-
tation approach with different segmentation patterns (Patterns 1 and 2) shown
in Fig. 4(b) and (c). The procedure in Sect. 4 and 5 was implemented in Python
and was conducted 100000 times for the whole area and each sub-area.

Fig. 5. One of the best routes (left) and the good five cases of u(t) (right) in the whole
area approach (R = 4, two vehicles).

For the whole area approach, Fig. 5(left) shows one of the best routes (Case
1); vehicles A and B start at the same time and return to HQ at time 8 and
12 to drop a partial information for the first round trip indicating yellow and
blue lines, again start travel and return to HQ at time 24 and 28 to drop all
remaining information. In Fig. 5(right), u(t) of the five good cases are shown.
Case 1 has the smallest IDP (= 18.1) while Case 2 and Case 5 have the same
smallest LID (= 26).

For the segmentation approach Pattern 1, Fig. 6 shows one of the best routes
(Case 1) and u(t) of the five good cases. Suppose the vehicle A collects infor-
mation in segment 1 and returns to HQ twice (the upper half) and vehicle B
does the same in segment 2 (the lower half). As explained in Sect. 5, to find
good pairs of routes of two vehicles without a joint and global optimization, we
search for ten good routes of vehicle A only in segment 1 and those of vehicle
B only in segment 2 independently. Then, by combining the routes of two seg-
ments together, we select five good pairs of routes with first five smallest IDPs.
Case 1, indicating by blue line in Fig. 6(right), has the smallest IDP (= 19.2)
and LID = 30. In Case 1, shown in Fig. 6(left), two vehicles return to HQ at
the same time of 12 with a partial information (the fraction is 24/40 = 0.6) and
again return to HQ with the remaining information at time 30.
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Fig. 6. One of the best routes (left) and the good five cases of u(t) (right) of the
segmented approach Pattern 1 (R = 4, two vehicles).

Fig. 7. One of the best routes (left) and the good five cases of u(t) right of the seg-
mented approach Pattern 2 (R = 4, two vehicles).

For the segmentation approach Pattern 2, Fig. 7 shows one of the best routes
(Case 1) and u(t) of the five good cases. In the same way as Pattern 1, we get
ten good routes with small IDPs in each segment, and by combining together,
we select the five good pairs of routes with first five smallest IDPs. There are two
different LID values, 28 and 30. Case 1, indicating by blue line in Fig. 7(right),
has the smallest IDP (= 18.4) and the smallest LID = 28. In Fig. 7(left), two
vehicles return to HQ at the same time of 12 with a partial information (the
fraction is 24/40 = 0.6) and again return to HQ with the remaining information
at time 28.
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6.2 Partially Damaged Grid Streets

Fig. 8. The whole area (a) and the segmented areas (b) and (c) with two damaged
links.

When the disaster happens, some streets may be damaged through which vehi-
cles cannot pass quickly; it will take a long time to pass through such a street. To
investigate the impact of the area segmentation with damaged streets, we check
the information collection performance degradation of five good cases when some
damaged streets (links) require a much longer time to pass through but those
streets are not known by vehicles traveling the given good routes. Two damaged
links are placed as shown in Fig. 8(a), (b), and (c); such damaged links are likely
to happen side-by-side due to the proximity of damages in a disaster situation.
We assume it takes 4 unit times when a vehicle passes each damaged link.

For the five good cases in each of the whole area approach and the segmented
Patterns 1 and 2 in the normal condition, we examine how their IDPs and LIDs
are degraded (increased) in the damaged condition as shown in Table 1. In each,
its IDP and LID must be increased in the damaged condition but the difference
strongly depends on the case. In the whole area approach, the best case (Case
1)’s IDP is increased from 18.1 to 21.32, while Case 4’s IDP is increased from
18.3 to 20.25, i.e., Case 4 has the best IDP in this specific damaged condition.
Similarly, Cases 2 and 5 have the smallest LID in the normal condition but Case
1 has the smallest LID in the damaged condition. In general, when a vehicle
meets a damaged link and slowly passes the link on its route, its adverse impact
on IDP becomes larger as the meeting of the damaged link happens at an earlier
time, while LID is simply increased by 3 if that vehicle comes back to HQ last
in the normal condition.

In the segmentation approach, it is also seen that the best case in the normal
condition is not necessarily the best in the damaged condition. Furthermore, in
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Table 1. The impact of damaged links on the IDPs and LIDs of the five good cases
in each approach.

Case (a) Whole area approach (b) Segmented (Pattern 1) (c) Segmented (Pattern 2)

Normal Damaged Normal Damaged Normal Damaged

IDP LID IDP LID IDP LID IDP LID IDP LID IDP LID

1 18.1 28 21.32 31 19.2 30 20.32 39 18.4 28 19.75 37

2 18.15 26 22.27 35 19.4 30 20.07 39 18.7 28 20.5 37

3 18.25 28 21.02 35 19.6 30 22 39 18.8 28 20.82 37

4 18.3 28 20.25 32 19.8 30 22.8 34 19.15 30 22.13 35

5 18.4 26 20.65 35 20.3 30 22.18 34 19.9 30 21.98 37

terms of IDP, the advantage of the whole area approach to the segmentation
approach seems unclear in the damaged condition. The smallest IDPs in the
damaged condition are 20.25 (Case 4), 20.07 (Case 2), and 19.75 (Case 1) in the
whole area approach, Pattern 1, and Pattern 2, respectively; the differences are
small and the order is reversed compared with the normal condition.

6.3 Discussion

Fig. 9. IDP/LID of good cases by three approaches in the normal condition (left) and
their degraded values in the damaged condition (right)

We focus on the best IDP case in each of the whole area approach and the
segmented Patterns 1 and 2 in the normal condition. Figure 9 compares IDPs
and LIDs of those three cases in the normal condition (left) and those values in
the damaged condition (right). It can be seen that the best case in the whole area
approach exhibits a larger increase in IDP with a smaller increase in LID, while
the best cases in the segmented Patterns 1 and 2 exhibit a smaller increase in
IDP with a larger increase in LID. Note that, in our configuration, two damaged
links are placed only within one sub-area, and thus only one vehicle is affected by
all two damaged links in Patterns 1 and 2. Therefore, for a pair of routes in the
segmentation approach, it can be expected that the damaged links have a less
impact on increasing the average delay time in collecting the whole information
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and a more impact on increasing the last vehicle’s returning time. This discussion
suggests that a good pair of routes obtained by the segmentation approach is
robust in terms of IDP compared with the whole area approach if using two or
more vehicles for information collection.

7 Conclusion

We have presented a kind of Arc Routing Problem in which one or more
patrolling vehicles start from HQ, monitor the information along all streets and
bring back the information to HQ. We focus on IDP that represents the aver-
age delay time for information collection, and search for good travel routes to
minimize the IDP. In particular, we compare the whole area approach and the
area-segmentation approach to search a good pair of routes of two patrolling
vehicles. Although the area-segmentation approach restricts the search space
and thus can only find semi-optimal routes, it is suggested that the segmenta-
tion will contribute to the robustness by mitigating the increase of IDP due to
the damaged links.

In the present model, two vehicles collect the information independently,
that is an independent collection scheme. From a methodological aspect, we are
developing a collaborative collection scheme in which two vehicles can interact
on the way to delegate the information collected by one vehicle to the other,
which is expected to reduce the IDP while keeping the LID.
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Abstract. In recent years, information technology has played a decisive
role in farm management through the exploitation of smart sensors and
IoT devices. The introduction of IoT has improved the entire agricultural
process chain, from Smart Irrigation to Smart Seeding. Another interest-
ing aspect regards the application of semantic and artificial intelligence
techniques to these sectors. This work moves in this direction, provid-
ing a methodology for the implementation of an expert system helping
the smart management of irrigation systems using an approach based on
ontologies, BPMN semantic annotation and logical inference techniques.
Through the Irrig ontology, proposed by the INRAE research centre as
the knowledge base, the expert system aims at providing decision sup-
port for the automatic activation of actuators of smart irrigation systems,
and verifying the compliance of farm business processes with the related
regulations, using an approach based on the Business Process Patterns
discovery in semantically annotated BPMNs.

1 Introduction and Motivation

Technological innovation is involving many sectors, leading to a real revolution
in methodologies and tools, and consequently to significant economic growth.
Even agriculture has been experiencing a technological revolution in recent years.
For several years now, we have been listening to talks about Smart Agricul-
ture, the aim of which is to combine traditional agriculture with new digital
and technical solutions in order to facilitate the work of farmers and increase
efficiency in the various daily activities of farms. With its numerous specialised
software, applications, networks and sensors, the advent of technologies based on
the Internet of Things (IoT) is capable of bringing new levels of productivity
and efficiency even to a sector that has always been tied to traditional business
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 248–258, 2023.
https://doi.org/10.1007/978-3-031-20029-8_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20029-8_24&domain=pdf
https://doi.org/10.1007/978-3-031-20029-8_24


Towards a Methodology for the Semantic Representation 249

models. There are many problems that affect the agricultural sector, with the
unpredictability of weather conditions perhaps the biggest problem to be faced,
but until recent years, prevention and care aiming at good harvests were based
only on observation and experience, which have always characterised farmers,
but those are now not enough on their own. The help of IoT and Cloud-based
technologies can form the basis for decision support systems that can guide
farmers or modern equipment to intervene in the field only when it is really
necessary, enabling the staff of agri-businesses to optimise their business pro-
cesses. This paper focuses on one of the most important activities of Smart
Agriculture: Smart Irrigation. In recent years, Smart Irrigation Technology
(SIT) has been gaining ground, which, thanks to the use of intelligent and inter-
connected sensors in an IoT system, offers the possibility of improving the use
of water resources in the prediction of climate change. SITs are remote control
systems that allow on-demand irrigation to be set up, e.g. by activating it when
humidity falls below a critical threshold and stopping it when the water status
of the soil/plant system has returned to the optimum. This paper proposes a
new approach based on the use of a semantic-based methodology for the imple-
mentation of decision support systems to manage Smart Irrigation Technology.
The methodology involves the use of ontologies, semantic annotation of business
processes represented using BPMN (Business Process Model and Notation) nota-
tion, and the construction of logic-based inference rules. Semantics is applied to
provide two features: 1) automatic activation of irrigation systems when certain
weather conditions are verified; 2) compliance verification of business processes
used by farms for the intelligent management of irrigation activities, through
the detection in the processes of appropriate business process patterns that sum
up the relevant regulations. The paper is structured as follows: an introductory
Sect. 1 on the paper that provides the motivation for it, a Sect. 2 on related
work on studies on the application of IoT in the smart agriculture sector and on
some work proposing an application of a semantic-based approach, followed by
Sects. 3 and 4 on the proposed methodology and its implementation and real-
ization of the expert system, and finally a Sect. 5 that concludes the paper with
considerations on future work.

2 Related Works

In recent years, several works have been conducted to investigate the adoption
and introduction of IoT devices in the field of agriculture, and some of them also
proposed approaches involving semantics and artificial intelligence. IoT solutions
are focused on helping farmers close the supply-demand gap, by ensuring high
yields, profitability, and protection of the environment. The approach of using
IoT technology to ensure optimum application of resources to achieve high crop
yields and reduce operational costs is called precision agriculture. Some of the
emerging technologies for intelligent agriculture based on the Internet of Things
(IoT) are presented in [7]. The fast emergence of IoT-based technologies has
redesigned the sector of smart agriculture which has shifted the industry from
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statistical to quantitative approaches. These revolutionary changes are reshap-
ing existing farming methods and creating new opportunities with their set of
potential challenges. The article [1] focuses on the potential of wireless sensors
and IoT in agriculture, as well as the challenges expected when integrating this
technology with traditional farming practices. An example of the application of
semantics and machine learning technologies to the field of smart agriculture is
presented in [12], in which the EcoLoop project is described, which proposes an
ICT system capable of collecting, aggregating and analysing IoT data, with the
aim of promoting the reuse of wastewater and optimising water use in agricul-
ture to propose a solution to one of the main problems facing agriculture. In
this work, an interesting decision support system (DSS) is proposed that acts
on wastewater systems by managing irrigation and fertilisation strategies, reser-
vation queues and network distribution by exploiting smart sensors, semantic
ontologies and machine learning technologies. Agriculture is an area where IoT
applications have much potential. The market is full of devices that collect data
from farms and send it to the cloud. The Semantic Web offers semantic inter-
operability that facilitates communication between heterogeneous devices and
technology platforms. The work [8] discusses on the needs and requirements of
IoT with semantic interoperability in agriculture. The use of IoT interoperability
in agriculture can bring long-term benefits to farmers and increase productivity
by reducing the overall costs incurred.

3 Description of the Methodology

The paper proposes a methodology for the development of an expert system
for decision support and the search for business process patterns describing the
smart management of irrigation in agricultural enterprises using a semantic app-
roach. The aim of this expert system is to evaluate the status of an irrigation
system with several sensors, determining the appropriate operation and compli-
ance of the system with respect to a particular standard. The method applied
for decision support is based on the Irrinov method [2], developed by Arvalis,
which defines the best time to start irrigation, considering fundamental crop and
soil properties. The methodology proposed is shown in Fig. 1. The first step of the
methodology involves the definition of a business process, represented in BPMN,
which describes all the business activities that a farm performs to intelligently
manage the farms irrigation systems. Using the methodology described in the
works [4,5,11], the BPMN is semantically annotated using domain ontologies
that describe all concepts inherent to the farm, field irrigation, and IoT sensing.
These ontologies are populated, using simple automated programs, with the val-
ues of the readings of the various sensors. The work described in [3] also provides
a semantic annotation tool which makes it possible to define semantic relation-
ships between a BPMN element and a concept in the ontologies. The output
of the semantic annotation tool is an ontology called the BPMN-MM Ontol-
ogy, which imports both a semantic representation of the structural aspects of
the BPMN and the domain ontologies used, and contains all the semantic rela-
tions between the structural elements of the BPMN and the domain concepts
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defined using the tool. This new ontology constitutes the Knowledge Base used
for the construction of an expert system, which uses a logic rule-based inferen-
tial approach, which is why the BPMN-MM Ontology must be translated into a
set of facts suitable for an appropriate inferential language. Then the user can
prepare some inferential rules to be passed to an inferential engine, which can
deduce some conclusions and infer new knowledge by working on the facts. The
expert system has two main objectives: i) Provide decision support to the IT
staff of agricultural enterprises, who need to know whether the business process
used on their farm complies with the rules currently in force, an activity that is
performed by searching for special patterns that summarise international regu-
lations. For this first objective, the specific activities of the BPMN need to be
annotated with the generic types of activities defined in the patterns; ii) Provide
decision support to Smart Irrigation Systems, which must activate the actuators
for automatic irrigation of agricultural fields if and only if a series of weather
conditions are fulfilled. For this second objective, it is necessary to populate the
domain ontologies with the values of the various sensor readings.

Fig. 1. Proposed methodology.

3.1 The Knowledge Base: An Introduction to the IRRIG Ontology

The IRRIG ontology1 was considered for the implementation of the proposed
system. This ontology is written in OWL (Ontology Web Language), and models
all the data (measurement data, aggregated data and inferred data from the rea-
soning process) of the experiments realised in 2019 by TSCF2, centre INRAE3.
This experimentation is to evaluate an irrigation system based on the irrigation
method Irrinov. Within the IRRIG ontology, created by researchers at the Poly-
technic University of Madrid, in collaboration with the University of Clermont
Auvergne, is possible to find all the elements needed to assess the state of the
irrigation system analysed. Many of these elements were derived from another

1 https://irstea.github.io/irrig/OnToology/ontology/irrig.owl/documentation/index-
en.html.

2 Technologies et Systèmes dinformation pour les agrosystèmes Clermont-Ferrand.
3 National Research Institute for Agriculture, Food and the Environment.

https://irstea.github.io/irrig/OnToology/ontology/irrig.owl/documentation/index-en.html
https://irstea.github.io/irrig/OnToology/ontology/irrig.owl/documentation/index-en.html
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ontology, which is imported into the IRRIG ontology: the extended ontology cor-
responds to the CASO (Context-Aware System Observation) ontology4

[9], developed by TSCF, which provides the classes and properties that allow
users to model the context-aware system and its observations with a semantic
approach. The CASO ontology, extends two standard ontologies: SSN (Seman-
tic Sensor Network)5 and SAREF (Smart Applications REFerence)6 [10]. The
Semantic Sensor Network (SSN) ontology describes sensors and their observa-
tions, the involved procedures, and the studied features of interest. The SSN
ontology includes the SOSA (Sensor, Observation, Sample and Actua-
tor) ontology. The Smart Applications REFerence (SAREF) ontology
specifies recurring core concepts in the smart applications domain, the main
relationships between these concepts, and axioms to constrain the usage of these
concepts and relationships. An overview of the IRRIG ontology and all the rela-
tions between the final and extended ontologies are shown in Fig. 2.

Fig. 2. Overview of the IRRIG ontology.

Due to the nature of the decision-making method, the main role is played by
the observations, through which the values measured by the sensors are obtained,
which will be analysed, according to the limits imposed by the elements of the
Boundary class, to arrive at an inference. The Observation class has been
inherited from the CASO ontology and has been specialised into several sub-
classes, including, for example, the subclass relating to observations concerning
the amount of rain falling on the ground, called RainQuantityObservation.

4 https://irstea.github.io/caso/OnToology/ontology/caso.owl/documentation/index-
en.html.

5 http://www.w3.org/ns/ssn/.
6 https://saref.etsi.org/core/v3.1.1/.

https://irstea.github.io/caso/OnToology/ontology/caso.owl/documentation/index-en.html
https://irstea.github.io/caso/OnToology/ontology/caso.owl/documentation/index-en.html
http://www.w3.org/ns/ssn/
https://saref.etsi.org/core/v3.1.1/
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Within the starting ontology, there were no individuals representing the various
observations made, so an ontology population activity was performed, insert-
ing four instants of time in which all the measurements, related observations
and, consequently, deductions were made. Thus, the first individuals added cor-
respond to the time instants, which were represented as objects of the class
Temporal entity. Each observation is associated with a specific time through
the object property phenomenonTime inherited from the SOSA ontology. In
addition to the information on the time instant at which the observation takes
place, each observation is associated with information on the kind and value
of the sensor reading. Once the observation was added, it was also necessary to
create a Deduction class relating to the deductions made based on the readings
of the recorded observation values.

4 BPMN Analysis, Semantic Annotation and Rules
Application

The examined BPMN provides a description of the process of automated irri-
gation, where an unmanned irrigation system autonomously decides when to
provide water to plants, based on the soil moisture and on the recent rainfalls.
The proposed BPMN is shown in Fig. 3, and it is the result of an extensive mod-
ification of the one proposed in work [6] by the University of Lisbon. The BPMN
has three pools: Farmer Pool, Central Pool, IoT Pool. In the farmer pool, two
main flows are defined: the first flow deals with the start-up of the entire system,
which can only start, however, after validating the tensiometers in the system.
Thus, the farmer will have to request the values measured by the tensiometers,
after which, once received, he will have to analyse them, and examine their valid-
ity and, only in the event of a positive outcome, will he have to start the decision
support system. The second flow corresponds to the observation of the growth
status of the culture, when required, with the corresponding reporting of the
information obtained. In the central pool, all the activities of the irrigation sys-
tem are defined, in particular, if and only if the farmer has started the system,
the system takes care of sending requests to the sensors, analysing the values
received and transmitting the signals to the actuators. In the IoT pool, there
is a division into two lanes, dedicated to sensors and actuators respectively. In
general, the sensors receive a request, read the values and forward them to the
sender, while the actuators start their activity after receiving the signal from the
central system.
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Fig. 3. The BPMN proposed.

4.1 BPMN Semantic Annotation and Pattern Discovery

In order to build the system to support decisions based on inferential rules,
the Irrinov method was considered, which in many regions of France is already
the most widely used guide for making decisions on the best time to start irriga-
tion, based on fundamental crop and soil properties obtained from measurements
with soil moisture sensors and pluviometers. The sensors required to apply this
method are: i) Two sets of three tensiometers positioned at two different depths
(30 and 60 cm); ii) A pluviometer that measures the water level inside the irri-
gation tank; iii) A weather station with a second pluviometer to measure the
amount of water received by the crop during rainfall. In order to ensure a satis-
factory water supply without waste, the method defines the system requirements
and the algorithm for decision-making, which were appropriately translated into
a set of Prolog inference rules. it was necessary to convert the assertions of the
OWL knowledge base into a set of Prolog facts using the Thea parser. In the
Table 1 are shown the main rules that we have extrapolated from the Irrinov
method. In these rules, reference is made to the BBCH measurement scale7.

Prolog implementation of the rule Need Water V2/V7 is shown below:

v2v7NeedWaterState(Time) : −instant30CmResults(ResultsList30, T ime),
instant60CmResults(ResultsList60, T ime),
observationsState(StateList, T ime)(member(state crop growthv2, StateList);
member(state crop growthv7, StateList)),member(V alue301, ResultsList30),
member(V alue302, ResultsList30),
V alue30 1notV alue30 2, V alue30 1 > 50, V alue30 2 > 50, !,
member(V alue60 1, ResultsList60),
member(V alue60 2, ResultsList60), V alue601notV alue602, V alue60 1 > 30, V alue60 2 > 30, !.

7 https://www.english.arvalisinstitutduvegetal.fr.

https://www.english.arvalisinstitutduvegetal.fr
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Table 1. Inferential rules implemented in the expert system

Rule Description

Need Water
V2/V7

The system must communicate the need for water for the cul-
ture if its growth status is V2 or V7, at least two tensiometers
at 30 cm measure values greater than 50cbar and at least two
tensiometers at 60 cm measure values greater than 30cbar.

Need Water
V7d20/R1

The system must report the need for water for the culture if its
growth status is V7d20 or R1, at least two tensiometers at 30 cm
measure values greater than 40cbar and at least two tensiometers
at 60 cm measure values greater than 20cbar

Irrigation The system must start irrigation when the water tank is full,
the rain intensity is light and the crop needs water.

Contact
Problem

The system must report a contact problem between the probe
and the ground at a given instant if at least one of the ten-
siometers results in a value greater than a set limit, rendering
the measurements invalid

Acceptable
Values

The system should only accept the values resulting from the
tensiometers at a given instant if the difference between the
average values of the results provided by the tensiometers at
different depths is within a predetermined range

Soil irrigation is necessary if and only if the growth status of a crop is V2 or
V7, i.e. if it has between 2 and 7 leaves (growth levels are represented using the
IOWA notation of Arvalis, which takes into account the number of leaves
and the reproductive phase of the crop), and the soil moisture is such that at
least two of the three tensiometers placed at a depth of 30 cm measure values
greater than 50 cbar and at least two of the three tensiometers placed at a depth
of 60 cm measure values greater than 30 cbar. Since there are six tensiometers,
divided into two sets, located at two different depths in the system under consid-
eration, it was necessary to distinguish the measurements taken by the two sets
of sensors, which are returned, given a certain instant of time Time, in two dif-
ferent lists thanks to the sub-rules instant30CmResults and instant60CmResults.
Then, the observationsState sub-rule returns the growth state of the crop, after
which it is checked whether this state is present within the list of states of the
elements characterising the plant, using the Prolog built-in member predicate.
If it is present, the values measured by the two tensiometers are taken from the
respective lists by recapturing the member predicate, and then verifying that
these values are greater than the lower limit imposed by the rule. A Business
Process Pattern has been extrapolated from the Irrinov method, which defines
all indispensable activities, which, if carried out in the right order, can ensure
that the farms business process complies with current regulations and ensure
optimal automatic irrigation. As can be seen from the pattern shown in Fig. 4,
the system must verify that irrigation only starts after checking the intensity of
the rainfall, the soil moisture, the crops need for water, and the water level inside
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Fig. 4. Business process pattern extrapolated from the Irrinov method.

the tank using the appropriate sensors. If this series of measurements respects
the thresholds imposed by the Irrinov method, then the system can start the
irrigation actuators. To verify whether such a pattern is present in the business
process, manual semantic annotation is performed, in which the various tasks
of the BPMN were associated with ontology concepts modelling the pattern
activities.

An example of an inserted annotation is as follows: the BPMN task Send
Rainfall Request was annotated with SIT individual of the ontology using
has performerLink annotation, to indicate that this activity was performed by
the Smart Irrigation System, but also with RainfallRequest class of the ontology
using activity is a kind of annotation, to add the appropriate semantics to the
BPMN to map the elements of the BPMN with the generic activities of the
business process pattern. The pattern search in the BPMN is carried out using
a Prolog rule which performs two checks: i) there must exist at least one path in
the BPMN containing at least one task for each type of activity present in the
pattern, or in other words, at least one task or event in the BPMN annotated
semantically with one ontology concept modelling the activity and one modelling
the actor performing the activity; ii) the pattern activities identified in the path
must respect the same causal order defined in the pattern. To do this, given two
elements of the BPMN semantically annotated with pattern activities, there
must be a path from the first element to the second element. If these conditions
are satisfied, then the BPMN respects the pattern and thus is compliant with
the regulations imposed by the Irrinov method.

5 Conclusion and Future Works

In this paper, a methodology for the smart management of irrigation systems
using a semantic-based approach is proposed. The methodology uses BPMN
semantic annotation and logical inference techniques on an OWL knowledge
base made up of a domain ontology of IoT and agricultural concepts, and an
ontology describing all structural aspects of a BPMN concerning the automatic
irrigation procedure that a Smart Irrigation System can perform by conducting
checks based on measurements taken by sensors. In the future, the intention is
to extend this methodology to other aspects of Smart Agriculture, to provide
the IT staff of agri-businesses with a framework to support them in managing
their activities more effectively.
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Abstract. Information system is an essential tool for survival in every industry,
and it is also the key to enhancing market competitiveness. In order to extend
the life cycle, the Information systems must under maintenance status to meet
the continuous requirements of users and cope with the environment changes.
Perfective maintenance is the most frequent and the most critical task for the
growing enterprises and organizations. Therefore, improving the speed and work-
flow quality of perfective maintenance is a necessary condition to increase market
competitiveness. Agile software development and DevOps use CI/CD process to
improve the efficiency and quality of software development, operations and main-
tenance. In this paper, we define major quality items from the CI/CD process and
propose a process quality measurement model to quantify and improve process
quality. Applying a high quality CI/CD process, the speed and quality of perfective
maintenance are sufficient to meet user requirements and environmental changes.

1 Introduction

In the age of information and the internet, in order to achieve sustainable operation,
enterprises and organizations must have a perfect and continuously evolving information
system. After the information system is delivered to the owner, it will enter the main-
tenance phase [1]. With the changes in the environment and the customers constantly
putting forward new requirements for the system, in order to maintain the normal oper-
ation of the information system and meet the needs of the environment and customers, it
must continue to grow under the maintenance state. Among the type of software main-
tenance, perfective maintenance requests have the highest frequency [2]. For growing
businesses and organizations, perfectivemaintenance has the greatest impact on themar-
ket competitiveness and operational efficiency of the entire business organization. How
to effectively improve the speed and workflow quality of the perfective maintenance of
information systems is the key to the sustainable survival and growth of enterprises and
organizations.

The current software developmentmethods and technologies attach great importance
to the interaction and communication between staff and between staff and users. Agile
software development proposed by 17 software practitioners in 2001 [3], adopts the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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iterative and incremental development (IID) method, and attaches great importance to
the interaction between developers, end users, product owners, and stakeholders. [4]
Replacing complete development documents and standard process specifications, and
being able to adapt to changes and adjustments as requested by customers at any time,
has become a development method that is currently accepted by most enterprises and
organizations. Among them, the Continuous Integration/Continuous Delivery (CI/CD)
process [5] greatly improves the speed and quality of product delivery, and can quickly
meet the needs of customers. In addition, DevOps proposed in 2009 is a development
method that combines the development and operation cooperation of developers with the
culture of operators, which reduces the personnel conflict between the two departments
and effectively improves the benefit of cooperation [6, 7]. In DevOps, the CI/CD process
speeds up product maintenance and delivery time, greatly reduces customer waiting
time, and effectively enhances the market competitiveness of customers, enterprises and
organizations.

A high-quality CI/CD process can speed up the tasks of perfective maintenance
and effectively improve customer competitiveness. This paper collects major quality
items of the CI/CD process and proposes the CI/CD Process Quality Measurement
(CPQM) model to identify the quality defects of the CI/CD process, and develop spe-
cific improvement methods. This enables perfective maintenance operations can com-
plete rapid deployment and maintain high product quality. In addition, enterprises and
organizations can continuously undertake new customer requirements and changing
environments. Section 2 discusses the importance and challenges of perfective mainte-
nance in the enterprise or organization. Section 3 discusses the steps of CI/CD process
and the major quality items. Section 4 based on the major quality items, proposes a pro-
cess quality measurement (CPQM) model to quantify and improve the operation quality
of CI/CD process. Section 5 evaluates the advantages of perfective maintenance with
CI/CD process. Section 6 describes the importance of a high-quality CI/CD process to
expedite perfective maintenance and rapid deployment. This paper proposes the CPQM
model to quantify and improve the operation quality of the CI/CD process to overcome
three challenges of perfective maintenance.

2 The Importance and Challenges of Perfective Maintenance

Perfective maintenance is an important type of software maintenance that must face the
challenges of rapidly deploying and maintaining high product quality.

2.1 Importance of Perfective Maintenance

In order to extend the life cycle of the information systems, the delivered systems must
enter the maintenance phase, and constantly accept the new functional requirements,
changing requirements, and environmental evolution. There are four types of software
maintenance [2] described as follows:
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• Corrective Maintenance: It mainly occurs in the early stage of system delivery. There
are still many residual errors and defects in the information system. The end user
submits a CorrectiveMaintenance request for the errors and defects in the information
system.

• PerfectiveMaintenance: Extend, change or adjust the existing requirement items of the
information system. This type has the highest effort (about 50%) in the maintenance
phase [2].

• Adaptive Maintenance: After the information system operates for a period of time, in
order to keep pace with the times, the configured software or hardware facilities must
be updated. At this time, the maintenance staff puts forward an AdaptiveMaintenance
request.

• Preventive Maintenance: In order to maintain the normal operation of the informa-
tion system, preventive measures must be taken in advance before abnormal condi-
tions occur, such as patching security holes, expanding storage space, and replacing
hardware configure.

The characteristic differences between the four software maintenance types are
shown in Table 1.

Table 1. Attributes Comparison Table for four software maintenance types

Maintenance Type Occurred period Effort* Impacts
Corrective Maintenance After delivery 21% Normal operations
Perfective Maintenance: Any time 50% Competitiveness, user 

confidence 
Adaptive Maintenance After a period of 

time
25% Performance, efficiency

Preventive Maintenance Specific period 4% Security, efficiency, 
reliability

Perfective maintenance refers to the process of modifying software or applications to
achieve new requirements involving functional adjustments or extensions. In the software
maintenance phase, perfectivemaintenance request accounts for the highest effort (about
50%) [2], which has a high influence on growing enterprises and organizations.

2.2 Challenges of Perfective Maintenance

In the age of information and network, people’s daily activities rely more and more on
information systems. In order to improve the service quality of enterprises and organi-
zations and meet the various needs of users, the information system should support con-
venient and uninterrupted services to effectively reduce interrupted maintenance times.
In addition of shorten the maintenance time and nonstop services, (Information System)
Perfective maintenance also should maintain the product’s critical quality. Perfective
maintenance should over three major challenges:
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• The deployment must be completed quickly to meet user requirements.
• System maintenance as possible without suspending services, reducing the inconve-
nience of users.

• Must maintain product critical quality (security, correctness, integrity, consistency)
to enhance users’ trust.

In the process of perfective maintenance, the operation mode of testing and integra-
tion tasks is the most critical. In addition to impacting the speed and effect of product
delivery and deployment tasks, the critical quality of products will also be affected by
this operation. Therefore, perfective maintenance must formulate a set of suitable and
high-quality operation procedures to overcome the three challenges of rapid deployment,
reducing user inconvenience, and maintaining high product quality. In order to continu-
ously deliver information systems that meet the needs of enterprises and organizations to
enhance their market competitiveness, agile software development and DevOps adopt an
automation-based CI/CD process and interaction and communication, which can speed
up product deployment and still focus on product important quality, making CI/CD pro-
cess has become a powerful tool for agile software development and DevOps success
[7, 8]. Perfective maintenance is consistent with the goals of agile software development
and DevOps, and should make use of the advantages of the CI/CD process to overcome
three challenges and meet user requirements.

3 CI/CD Operation Process and Major Quality Items

3.1 CI/CD Process Workflow

The CI/CD process is the continuous development, testing, delivery, and rapid deploy-
ment of high product quality, the ideal combination for perfective maintenance of fre-
quent requirements [9]. Combining multiple software tools for development, testing,
delivery, and deployment is basic to the automation of the CI/CD pipeline process [10].
Crucially, the CI/CD process can be subdivided into four core steps (shown in Fig. 1),
in which CI missions are divided into two steps of affected items identification and
automatic testing and integration:

• Step 1. Affected items Identification: According to the maintenance request, apply
the version control system and configuration management system to quickly identify
affected related software items from the software repository.

• Step 2. Automatic testing and integration: Affected items have to pass unit testing,
integration testing, regression testing, and functional testing. Using automatic test
tools to reduce staff participation can speed up the efficiency and quality of testing
and integration.

CDprocessmission includes two step process for continuous delivery and continuous
deployment:
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• Step 3. High qualified delivery: Convert changing requirements into acceptance cri-
teria, use tools to assist system testing, acceptance testing, and delivery procedure,
confirm that the new version has incorporated key qualities such as correctness, com-
pleteness, consistency, and security. And deliver procedures facilitate the rapid and
continuous delivery of new releases.

• Step 4. Rapid deployment: Convert the operating environment requirements into
deployment setting parameters, and then use installation assistance tools and deploy-
ment procedures to quickly complete the deployment of the new version.

Fig. 1. CI/CD process operation flow

3.2 Quality Items of CI/CD Process

The CI/CD process is an automated toolchain to improve the operational efficiency
and product quality of the Agile Software Development and DevOps environment. The
precondition of automation is that a set of standards must be established for the input and
output formats of each stage of the CI/CD process so that the automation process can
greatly reduce human intervention, reduce error rates, and improve process efficiency and
product quality. To achieve rapid maintenance and deployment tasks, a CI/CD pipeline
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should have steps such as Identification, Automated testing, quality product delivery,
and rapid deployment (shown as Fig. 1), in addition to automation capabilities, each
stage must be highly integrated. The quality items that should be provided in each stage
are described as follows:

• Affected Items Identification: In this phase, for quickly and correctly identifying the
affected item of maintenance request, the software repository (SR), configuration
management (CM) system, and version control (VC) system quality items should be
considered.

• Automatic Test: Software testing is a complex mission and always takes much time.
Applying testing tools can greatly reduce staff participation and speed up the efficiency
and quality of software testing and integration. Therefore, in this phase, the automated
unit testing, integration testing, regression testing, and functional testing quality items
should be considered.

• Quality Product Delivery: Information systems with high quality and security is an
important factor to get user confidence. Convertmaintenance requirements into accep-
tance criteria, use acceptance assistance tools for system testing, acceptance testing,
and training courses, and confirm that the new version has incorporated critical qual-
ities such as correctness, integrity, consistency, and security [11]. In addition, the
quality product delivery procedure assists the rapid and continuous delivery of new
releases. In this phase, the acceptance assistance tools and quality delivery procedure
quality items should be considered.

• Rapid Deployment: Convert the operating environment requirements into deploy-
ment setting parameters, and then use deployment assistance tools and deployment
procedure to quickly complete the deployment of the new version. In this phase, the
installation assistance tools and rapid deployment procedure quality items should be
considered.

4 CD Process Measurement Model and Improvement Manner

4.1 Quantified Measurement Model

For quantifying and improving the CI/CD process, we collected the major quality items
of CI/CD process. And, based on the linear combination model [12], proposes a CPQM
model that combines AII, AT, QPD, and RD four quality measurements. Inspect and
review factors of quality items, software professionals and experienced maintainers can
draw up quantitative values of basic quality items. The quantified value approaching 1
represents good quality, and a quantified value approaching 0 represents poor quality.
In the model, the senior software engineers assign the weighted value between 0 and
1. The weighted value close to 1 indicates that the quality item is important for quality
measurement. The CPQM model describes as follows (shown in Fig. 2):

(1) Affected items identification: For quickly identifying the affected items from the
software repository, the Configuration Management (CM), Version Control (VC),
and Software Repository (SR) should have high quality. For this, Affected Items
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IdentificationMeasurement (AIIM) combines CM, VC, and SR three quality items.
Combination formula is shown as Eq. (1):

AIIM: Affected Items Identification Measurement 
CMQ: Configuration Management Quality W1: Weight of CMQ 
VCQ: Version Control Quality  W2: Weight of VCQ 
SRQ: Software Repository Quality  W3: Weight of SRQ 

AIIM= W1* CMQ+ W2* VCQ+ W3*SRQ   W1+ W2 + W3 =1  

(1)

(2) Automatic test quality needs to consider the combination quality of unit testing
(UT), regression testing (RT), and integration testing (IT) three automatic tools. For
this, Automatic Test Measurement (ATM) combines UT, RT, and IT three quality
items. Combination formula is shown as Eq. (2):

ATM: Automatic Test Measurement 
UTQ: Unit Testing Quality   W1: Weight of UTQ 
RTQ: Regression Testing Quality    W2: Weight of RTQ 
ITQ: Integration Testing Quality   W3: Weight of ITQ 

ATQM= W1* UTQ+ W2* RTQ+ W3*ITQ  W1+ W2 + W3 =1  

(2)

(3) Quality Product DeliveryMeasurement (QPDM) should consider acceptance assis-
tance tools (AAT) and quality product delivery procedure (QPDP) quality items to
confirm the new version has high quality and can rapid delivery. For this, QPDM
combines AAT and QPDP two quality items. Combination formula is shown as
Eq. (3):

QPDM: Quality Product Delivery Measurement 
AATQ: AAT Quality    W1: Weight of AATQ 
QPDPQ: QPDP Quality     W2: Weight of QPDPQ

QPDM= W1* ATTQ+ W2* QPDPQ  W1+W2 =1    

(3)

(4) Rapid Deployment Measurement (RDM) needs to consider the quality of installa-
tion assistance tools (IAT) and rapid deployment procedure (RDP). For this, RDM
combines IAT andRDP twoquality items. Combination formula is shown asEq. (4):

RDM: Rapid Deployment Measurement 
IATQ: Installation assistant Tools Quality  W1: Weight of IATQ
RDPQ: Rapid Deployment Procedure Quality W2: Weight of RDPQ 

RDM= W1* ITQ + W2* RDPQ    W1+ W2 =1   

(4)

(5) CI/CD Process Measurement (CIDM) combines four phase quality measurements
which include AIIM, ATM, QPDM, and RDM. And, according to the influence
of quality measurement, the weighted value of linear combination equations is
assigned. Combination formula is shown as Eq. (5):

CIDM: CI/CD Process Measurement 
AIIM: Affected Items Identification Metric W1: Weight of AIIM 
ATM: Automatic Testing Metric  W2: Weight of ATM 
QPDM: Quality Delivery Metric  W3: Weight of QPDM 
RDM: Rapid Deployment Metric  W4: Weight of RDM 

CIDM= W1* AIIM + W2* ATM+ W3*QPDM+ W4*RDM     
W1+ W2 + W3 + W4=1 

(5)
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Fig. 2. Architecture of CPQM model

4.2 CI/CD Process Improvement Measures

Quality quantification can help identify the item quality defects of the CI/CD process
and then take appropriate improvement measures. The following describes the process
quality improvement measures based on the CPQM model:
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IF CIDM < 0.5, according to Eq. (5), the defect of quality measurements should be
identified, and apply the rule-based improvement mechanism:

The template improvement rule of AII measurement shows as follows:

IF the AII measurement < 0.5* (*threshold can be adjusted)

THEN according to Eq. (1), check the relevant items of VC, CM, and SR one by
one and determine the poor quality items, and list the concerned quality factors
that need to be improved.

AT measurement, QPD measurement, and RD measurement can instance the
improvement rules using the template improvement rule.

5 Evaluation of CI/CD Process of Perfective Maintenance

The traditional software maintenance work is always performed by personnel who lack
software development experience. Under the condition that incorrect, incomplete, and
inconsistent development resources management system, the workload of personnel is
heavy, the pressure is high, and the morale is low. Software maintenance is not easy to
grasp timeliness and expected results. Recently softwaremaintenance has been enhanced
the automatic tools to increase productivity andquality.However, perfectivemaintenance
always can’t meet the user instantly requirements. In this paper, we apply the automated
CI/CD process to perfective maintenance for improving rapid deployment and high
product quality. This section discusses and evaluates the advantages of theCI/CDprocess
of perfective maintenance from three aspects (shown in Table 2):

1. Traditional perfective maintenance: lack of automatic operations flow, for reducing
the maintenance cost and frequency, several maintenance requests will be merged
into one time. It should reduce the maintenance manpower, however, it makes more
inconvenience and fully can’t meet the instant requirements of the user.

2. Perfective maintenance with automatic tools system: deployment speed and high
product quality of perfective maintenance cannot make sure the rapid deployment
requirements of the user. Lack of tools integration, quality delivery, and improve-
ment mechanism, perfective maintenance process can’t reach rapid deployment and
required high quality.

3. Perfective maintenance with CI/CD process: Based on automatic tools and improve-
ment mechanisms, the CI/CD process can meet three challenges of perfective
maintenance: rapid deployment, concern the critical quality, and reduced user
inconvenience.
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Table 2. CI/CD Process evaluation in perfective maintenance

Maintenance styles

Characteristics

Traditional Automation
tools system

Applying CI/CD 
process 

1. Software Repository 
Management System

Weak Strong Strong

2. Automatic Testing General Strong Strong
3. Quality Product

Delivery
Weak General Strong

4. Rapid Deployment Weak General Strong

6 Conclusion

Quickly meeting various requirements is an important factor to improve the service
quality of information systems. With the continuous changes in the environment, enter-
prises and organizations must constantly adjust and add service items that keep pace
with the times to meet user requirements. For growing enterprises and organizations,
perfective maintenance has a great influence on market competitiveness and operational
effectiveness. How to effectively improve the delivery speed and high product quality of
perfective maintenance is the key to the sustainable survival and growth of enterprises
and organizations. Agile software development and DevOps are widely used software
development, operation, and maintenance methods. Both methods use CI/CD process to
rapidly deploy and maintain high product quality. This paper collects the quality items
of the CI/CD process, and proposes the CPQM model for evaluating and improving
the quality of the CI/CD process. Perfective maintenance applies high quality CI/CD
process that can overcome the three challenges of rapid deployment, reducing user
inconvenience, and maintaining high product quality. Responding to the ever-changing
environment and new requirements of customers, helping enterprises and organizations
to improve their market competitiveness.
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Abstract. To prevent phishing attacks, social engineering training is
a practical way by reinforcing the concepts of being aware of phishing
emails. However, existing social engineering training relies on manual
planning and artificially design, which suffers from scale and cost con-
cerns. In this paper, we explore the idea of using natural language gener-
ation techniques for automatic social engineering training phishing mail
generation. We present AI-Phishing, a novel phishing mail generation
to facilitate personalized social engineering training planning. Users can
utilize AI-Phishing to generate personalized phishing emails according
to a given title and keywords.

1 Introduction

Phishing attacks bring significant concerns for enterprise security. Holding social
engineering training [10] to being aware of phishing attacks is a practical way
for security protection [5]. However, existing social engineering training relies
on manual planning and artificially design, which suffers from scale and cost
concerns.

In this paper, we present AI-Phishing, a novel Phishing SET curation system
based on natural language generation (NLG) techniques. The core of AI-Phishing
is its text generation module which generates mail content based on given key-
words, as illustrated in Fig 1.

The design goal of AI-Phishing is to facilitate enterprise social engineering
training. Users can utilize AI-Phishing to generate personalized phishing accord-
ing to the given title and keywords. Personalized content can be generated for
employees based on their expertise, interests, or personal profiles. This paper
reports our AI-Phishing design and investigate the following questions:

• How to fine-tune pre-trained language models based on email corpus?
• How to boost the model quality by considering mail content diversity and

keeping up with news events?
• What is the quality and feasibility of the auto-generated emails?
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 270–281, 2023.
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Fig. 1. Automatically generating mails based on user-indicated keywords.

2 Methodology

2.1 Training Email Generation Model

In this subsection, the training setting for the email text generation module is
presented.

The email text generation module consists of components as depicted in Fig 2.
First, a language model component takes charge of basic text generation capabil-
ities. Second, a keyword extractor component (such as TF-IDF or BM25) takes
charge of extracting keywords from the email text. The extracted keywords from
an email text are served as the training data for conditional email generation
learning.

Specifically, during the training phase, for a given email training instance
with content body B with (1) keywords {k1, ..., kn} extracted by the keyword
extractor and (2) email subject S, the input to our model is formulated as follows.

M(k1, ..., kn, [SEP], S) → B (1)

The learning objective is to generate B based on a given subject and key-
words. The goal of indicating the subject is to control the structure of the whole
email content and the goal of indicating keywords is to guide the details of the
generated mail.

To better see the input, we show a real example in Table 1, where the key-
words are set to “COVID-19”, “case”, “hospital” and “CDC” and “Please Reply
to Me Soon” is the subject as input and the result shown in the bottom of the
table is the target output.
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Table 1. A generation result example

Subject:
Please Reply to Me Soon

Keywords:
covid19, case, hospital, CDC

Outputs:
Please help me spread this idea... it’s a very good case for
the CDC. I’ve been working closely with a number of
people to help me understand the hospitalization situation
and plan for the potential for a COVID-19 vaccine.

Fig. 2. Neural-phishing-flow-diagram.

2.2 Boosting Performance by Multi-field Learning

By the experiments, we find that the model introduced in the previous subsection
suffers from the following two limitations.

• Candidate Similarity First, the content generated by the model does not
vary much; for the same keywords, the model generates almost the same
content. However, for practical usage, we would like to have various text
generation results for a better social engineering training curation.

• Content Diversity Furthermore, when conducting social engineering train-
ing curation, generating text with popular words (such as presidential elec-
tion, epidemic diseases, or stock market) is critical to the quality of the gen-
erated emails.
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Therefore, for improving the content diversity, we follow the multi-field learn-
ing proposed by [14]. We consider two kinds of fields: (1) mail type (fraudulent
and non-fraudulent) field T and (2) content type (news and emails) field C.

For employing the multi-field learning, we use CLAIR collection of fraud
email [12] as base email corpus for training T field and use news corpus from [6]
and [2] for training C field.

In the CLAIR collection, the email instance is annotated as fraudulent or
non-fraudulent. We use the email type as the T field selection for multi-field
learning.

Furthermore, for C field, we select business, finance, and COVID19 category’s
corpus from [6] and [2] for training C field.

For an indicated email subject S, keyword sets {k1, k2, k3, ..., k|n|} and email
type T and category C, we train a generation model M() take T , C, S and the
keywords as input to generate the ground truth email content B as output. We
formulate the input to the language model as follows.

M(T, [SEP], C, [SEP], k1, ..., kn, [SEP], S) → B (2)

3 Performance Evaluation

3.1 Dataset Collection

• Fraud Email Dataset [12]: We use data set from the CLAIR collection
of fraud email. There are 11929 emails with 5187 fraud emails and the rest
non-fraud emails.

• New Category Dataset: [6] This dataset contains about 200,000 news items
from 2012 to 2018 obtained from HuffPost. More than 40 news category tags
are provided.

• COVID19 Fake News: [2] The data set comes from social media such as
Twitter, Facebook, Instagram, etc., and is collected by the CONSTRAINT-
2021 shared task, focusing on the task of detecting fake news related to
COVID19.

We collected 10k training articles which Email is 1.2k News is 8k, and 2k
testing articles which Email is 0.25k and News is 0.75k.

During these statistics, we can conclude that our dataset is more suitable for
the generation of phishing emails. First, our dataset has many corpora for finance
topics and trend words from emails, and news datasets. This can observed in
Fig 3, The Email corpus contains the country’s location name and government
relationship except for finance, The news corpus contains COVID19 and Trump,
which are usefully trending words. In other words, that corpus for our task is
helped.
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Fig. 3. Word cloud for Emails and News entities in the our dataset. Note that basic
stopwords are excluded for the word cloud for articles.

3.2 Evaluation

Training Setting. Our models are trained on two NVIDIA R©Geforce 1080 TiTM

with a memory of 32 GB. We employ the GPT2 [8] and BART model [3] released
by huggingface [13]. The models are with the maximum input length setting to
128 tokens. The AdamW optimizer is applied with an initial learning rate of
5e−4. All models are set to run 10 epochs. GPT2 has base version (parameter
117 M, 12-layer) and medium version (parameter 335 M, 24-layer), Bart also has
base version (parameter 139 M, 12-layer) and large version (parameter 406 M,
24-layer). According to previous studies, models with more parameters usually
perform better in text generation tasks. Thus, we also evaluate the performance
of GPT2 and Bart of various sizes.

Evaluation Criteria. We conduct performance evaluation by the following
criteria:

• Controlability: How well does the model generate emails based on given
keywords?

• Diversity How diverse is the model-generated content?
• Ability to Pass Spam Filters How well does the auto-generated email pass

the mail spam filter?
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Fig. 4. Controllability comparison on full match rate (base vs base).

3.3 Controllability Evaluation

For evaluating controllability, we use the match rate (the extent that the indi-
cated keywords were presented in the generated contents). We use two-match
rate variants (Partial Match Rate) and (Full Match Rate). In partial match rate,
a hit is that one of the indicated keywords is presented in the generated result.
On the other hand, in full match rate, a hit is that all indicated keywords are
presented in the generated result.

We show the evaluation results of BART and GPT2 in Fig 4 and Fig 5 .
In the compared models, we also evaluate the performance by the BM25 [1,9]
and TFIDF [11] keyword extractor and the effect of varying the BEAM search
parameter k by setting k = 1, k = 5, and k = 10. From the result, we see that
the GPT2 model with k = 10 and BM25 keyword extractor show a 92% partial
match rate and the Bart model with BM25 keywords achieves a 96% match
rate. In addition, if the full match rate is considered, it can be found in Fig 4
show that GPT2 with BM25 has 46.61% in the performance of k = 5 keywords,
and the performance of Bart model with BM25 keywords can reach a score of
48.81%. As can be seen from the above, Bart’s keyword control ability has better
performance than GPT2.
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Fig. 5. Controllability comparison on partial match rate (base vs base).

3.4 Diversity Evaluation

In this subsection, we examine the quality and variety of email texts generated by
the model. Similarly, we evaluate both models, GPT2 and Bart, using different
keyword extraction techniques and using different Beam Search settings.

To verify the performance, we use BLEU [7], Self-BLEU, and ROUGE-L [4].
Specifically, BLEU is use to measure word-level similarity over ground truth and
ROUGE-L is for sentence-level evaluation. Also, we use self-BLEU to measure
the similarity between generated contents as a diversity index.

We summarize the results in Table 2. We can see that there is no significant
difference between BM25 and TFIDF presenting on GPT2-base performance.
However, in Table 3, we can see that the performance of keywords extracted by
BM25 has been significantly improved when top-k = 10. As long as enough key
information and themes are given, the Bart model can be generated to achieve
good quality. Also, we can see that diversity (in terms of Self-BLEU [15] to
measure repetitions at a distributional level across the whole set of generated
samples) also performs well.
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Table 2. Performance of GPT2-base.

Performance

Model BLEU ↑ Self-BLEU↓ Rouge-L↑
GPT-2 (base) TFIDF

Top-k

k = 1 0.2083 0.9000 0.3058

k = 5 0.2132 0.6397 0.3071

k = 10 0.2089 0.6590 0.2998

GPT-2 (base) BM25

Top-k

k = 1 0.2145 0.9000 0.3159

k = 5 0.2137 0.6151 0.3190

k = 10 0.2132 0.6414 0.3156

Table 3. Performance of Bart-base.

Performance

Model BLEU↑ Self-BLEU↓ Rouge-L↑
Bart-2 (base) TFIDF

Top-k

k = 1 0.1776 0.9000 0.2891

k = 5 0.1890 0.6361 0.2891

k = 10 0.1894 0.5670 0.2966

Bart-2 (base) BM25

Top-k

k = 1 0.2295 0.9000 0.3182

k = 5 0.2420 0.5334 0.3265

k = 10 0.2373 0.4715 0.3272

3.5 Spam Filter Passing Rate

We further evaluate whether the emails generated by AI-Phishing can pass
NOPAM, a well-known spam filter, and the Gmail spam filter.

First we employ two kinds of emails from sources, (1) Human wrote emails
are created from Fraud-dataset (2) AI-Phishing wrote emails from automatic
generation, which each chose 30 Fraud-emails and 30 unFraud-emails.

Second, we compare the performance between GPT2 and Bart models on
BEC emails using AI-Phishing to compose emails based on trending words.

And next we compare the pass rates of automatically generated emails and
emails written by real people on email protection systems. In Table 4, we observe
that Normal emails generated by the GPT2 model can successfully pass NOPAM
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and Gmail (100% pass rate). It is worth noting that although Bart generates
better quality than GPT2, it only has a pass rate of 87% in the Gmail spam
filter.

In addition, we also observe the generation of Fraud-type emails. We sum-
marize the results in Table 5. We can see that GPT2 and Human have the same
pass rate of 24%, while Bart can achieve a pass rate of 40%. Based on the above
two evaluations.

Finally, we compare the BEC email generation pass rate difference between
GPT2 and Bart. We observe that GPT2 has a higher pass rate than Bart in
Table 6, this mean GPT2 more suitable for the generation of phishing emails in
our proposed method, we believe that the emails generated by AI-Phishing have
a pass rate close to the emails written by humans.

Table 4. Firewall pass rates (normal).

Firewall pass rates (normal)

Writer Firewall Pass rate

GPT2 NOPAM 100% (30/30)

Gmail 100% (30/30)

Bart NOPAM 100% (30/30)

Gmail 87% (26/30)

Human NOPAM 100% (30/30)

Gmail 96% (29/30)

Table 5. Firewall pass rates (fraud/spam).

Firewall pass rates (fraud)

Writer Firewall Pass rate

GPT2 NOPAM 100% (30/30)

Gmail 24% (08/30)

Bart NOPAM 100% (30/30)

Gmail 40% (12/30)

Human NOPAM 100% (30/30)

Gmail 24% (08/30)

Case Study. Finally, we design two BEC scenarios (1) financial-related scenar-
ios (2) news current events (COVID-19). The reason for choosing the financial
scenario is that most of the BEC attacks usually instruct the recipient to conduct
account confirmation and remittances and other issues. As shown in Table 7, the
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Table 6. Firewall pass rates (BEC).

Finance related result

Writer Firewall Pass rate

GPT2 NOPAM 100% (30/30)

Gmail 100% (30/30)

Bart NOPAM 100% (30/30)

Gmail 50% (15/30)

COIVD19 related result

Writer Firewall Pass rate

GPT2 NOPAM 100% (30/30)

Gmail 100% (30/30)

Bart NOPAM 100% (30/30)

Gmail 80% (24/30)

Table 7. Case study-finance.

Model : GPT2-Medium
Keywords :
‘bank’,‘account’,‘reply’,‘number’,‘credit’
Subject : How was that payment? reply to me soon
Outputs : How did you pay for the credit card and how much is in there. I have a number of questions about
this as well but can’t find any information on this issue or even offering assistance to help with it.

Model : GPT2-Medium
Keywords :
‘read’, ‘attached’, ‘account’,‘bank’
Subject : I will get back to you in the am
Outputs : I will get back to you in the am bank, but I don’t think I’m going to get a credit card. I’m not
sure if you are going to be able to get one or two of them.

Model : Bart-large
Keywords :
‘read’, ‘attached’, ‘account’,‘bank’
Subject : How about was that payment? reply to me soon
Outputs : i am attached to this account because it is very important for the bank to be able to process this
money out of a dormant account. this account is dormant and no one has operated on it again we are still
working with the bank as we do not know how it works, i will call you back in touch with details thank you
best regards

Model : Bart-large
Keywords :
‘officer’, ‘attached’, ‘account’,‘bank’,‘credit’
Subject : I will get back to you in the am Outputs : i have been attached to this account for years but was
never able to do more than a small amount of work on it but now i want to make sure you know what is going
on at the end of the day let me start by introducing myself i am an external officer of the bank where i work
as a credit officer. my department has been dealing with various dormant accounts ,some are dormant this is
due to my inability to reach any of those accounts that are directly related to the account. however i will like
to hear from you soon best regards sending out this message to you

content of the email generated by GPT2 seems to ask the recipient for personal
information for the follow-up social engineering process. In comparison, Bart’s
generated result is richer( by describing a story and contextual questions).

We think this was because Bart learned the tricks of the original scam email
style, using various stories to gain trust. In addition, we also evaluate the gen-
eration effect of incorporating news events. As shown in Table 8, we observed
that Bart’s report information on COVID19 issues is closer to the news than
GPT2. Through the above case study, we can observe that the emails gener-



280 S.-W. Guo et al.

Table 8. Case study: COVID-19 related news

Model : GPT2-Medium
Keywords :
‘covid19’, ‘case’, ‘hospital’, ‘with’,‘CDC’
Subject : please, reply to me soon
Outputs : Please respond to my now a few days ago about the hospitalization of his wife. She is recovering
from COVID-19 and has been in ICU for weeks. I am writing you this email because we are both desperate
and want help and believe that it’s only fair that someone who can assist us should be able do so.

Model : GPT2-Medium
Keywords :
‘covid19’, ‘case’, ‘hospital’, ‘with’,‘CDC’
Subject : please, reply to me soon
Outputs : Please respond to my now very urgent email, I have not heard from you since last week and am
still trying the best that i can with no luck so this is going forward as a request for assistance in regards of
your hospitalization or any additional medical conditions we may deem necessary to treat. Please do let us
know if there are other ways which will be more convenient than contacting someone through an alternative
means.

Model : Bart-large
Keywords :
‘covid19’, ‘case’, ‘hospital’, ‘with’,‘CDC’
Subject : please, reply to me soon
Outputs : i am writing you this letter in good faith, i have been diagnosed with covid19, a cancer that has
defiled all forms of medical treatment and hospitalization. i have not particularly lived my life so well but i
was fortunate enough to have the opportunity to work with the CDC where i started my career i now live in
cincinnati, i got your contact while searching for a reliable person who can help me find out what is going on
at the hospital. i want to hear from you soon, thank you best regards.

Model : Bart-large
Keywords :
‘covid19’, ‘case’, ‘hospital’, ‘with’,‘CDC’
Subject : please, reply to me soon
Outputs : We are keenly interested in setting up a new hospitalization program in the near future. We will
work with our CDC to develop a guidelines for the public health lab and are patient-centered care industry to
better manage the associated costs.

ated by GPT2 are close to general mail for work correspondence. While Bart’s
generated quality is good, it is more likely to be detected by mail filters.

4 Conclusion

In this paper, we present AI-Phishing, a novel Phishing SET curation system
based on natural language generation (NLG) techniques. The core of AI-Phishing
is its text generation module which generates mail content based on given key-
words. We also explore the employment of multi-field learning to boost model
performance. We believe that the use of text generation techniques to aid in
the planning of social engineering exercises will be the next interesting natural
language generation application.
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Abstract. To simulate the trading behavior of investors in the stock market, this
study adopts parameters including technical, fundamental, and chip to build a
LSTM model, and also observes the ability of news sentiment to predict stock
prices. Influential stocks such as TSMC, Fulgent Sun, and HTC are chosen as
the target of our experiment. Four common natural language processing packages
are used to label news sentiment. Then the combined sentiment labels along with
the LSTM model are used for backtesting. The results of the study found that
FinBERT’s ability to predict the price trend outperforms other methods, with
an accuracy of 41.6%. In addition, combining news sentiment labels with the
LSTMmodel generally leads to better outcome than using either the news label or
the LSTM model alone. However, in certain extreme cases, traditional technical
indicators or even buy-and-hold strategy have better performances.

1 Introduction

Due to the impact of economic and pandemic factors in recent years, coupled with the
background factors such as the opening of the Taiwan stockmarket for intraday fractional
trading and the lowering of trading thresholds, more people have been attracted. These
novice investors tend to seek simple and efficient ways to make investment decisions.
Statistics revealed from the Taiwan Stock Exchange show that by the end of 2021, the
total number of accounts opened has exceeded 12 million, and the number of newly
opened accounts has reached 770,000, indicating that the general public’s willingness
to invest in the stock market has increased considerably.

In the past, some studies have used linear regression [1] or Support Vector Machine
[2], k-nearest [3] and other models to predict stock prices, and the randomwalk hypothe-
sis [4], and some also have tried theARIMA (Autoregressive IntegratedMovingAverage
model) [5]. RNN (Recurrent Neural Network) is one of the common methods in nat-
ural language processing. Since stock prices and news posts are convincingly related
data, some studies have tried to use LSTM (Long Short-Term Memory) to predict stock
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prices [6]. Similar studies in the past mostly focused on English reports and tended to
use technical parameters. This research hopes to use more comprehensive information
to improve the accuracy of the LSTMmodel for stock price prediction to assist investors.

2 Related Works

2.1 Long Short-Term Memory (LSTM)

Hochreiter and Schmidhuber proposed LSTM in 1997 [7]. The core concept is that the
cell state trades off the incoming information from the hidden layer, so that the problem
of dependence between the weights can be solved. Many derivative models of LSTM
have been proposed. Graves and Schmidhuber raised Bi-LSTM (Bidirectional LSTM) to
analyze phonemes [8]. Greff, Srivastava, Koutnik, Steunebrink, and Schmidhuber tried
to change the structure and various parameters of LSTM, and the results showed that the
change of its structure could not significantly improve the learning ability of the original
model, and the parameters used in fine-tuning were closely related to the training data
[9]. Graves, Jaitly, and Mohamed used Bi-LSTM for speech recognition [10], and Shi,
Chen, Wang, Yeung, Wong, and Woo applied LSTM to rainfall prediction [11]. Liang,
Shen, Feng, Lin, and Yan contributed to the improvement of LSTM in image processing
[12].

There are studies applying deep learning to stock price prediction. Liu, Liao, and
Ding believe that in the stock price prediction task, the accuracy of multi-layer LSTM
will be higher than that of single-layer LSTM, but the cost will also increase [13].
Ojo, Owolawi, Mphahlele, and Adisa used LSTM to predict stock prices and suggested
adding factors such as international news and policies as directions for improvement
[14]. Bathla [15] compares the stock price prediction ability between LSTM and SVM
models, and the results show that LSTM outperforms SVM. Guo added news sentiment
labels as input parameters to the LSTM model, and its prediction performance was
significantly improved compared to purely using stock daily trading information as
input [16]. Kavinnilaa, Hemalatha, Jacob, and Dhanalakshmi use LSTM to predict stock
prices, and point out that stock prices are affected by news in the market, and propose
that significant information events can be set as parameters to improve model accuracy
[17].

2.2 Natural Language Processing (NLP)

Dervlin, Chang, Lee, and Toutanova proposed BERT (Bidirectional Encoder Represen-
tations from Transformers) in 2018, which mainly uses the Encoder part of Transformer
to generate language models. Since the training of BERT requires a lot of comput-
ing resources, most studies use pre-trained models that have been trained for feature
extraction as input parameters for fine-tuning training [18]. Araci screened keywords in
the financial field and established a TRC2-financial dataset, which contains more than
29,000,000 words and nearly 400,000 sentences, making FinBERT a pre-trained BERT
model in the financial field [19]. Therefore, this study applies FinBERT and other NLP
methods with the attention to reach good results.



284 J.-B. Li et al.

3 Proposed Model and Mechanisms

3.1 Model Framework

In this study, the parameters were first imported from the relevant databases, and the data
was preprocessed. Then we use the LSTM model to train and compare the differences
among parameter combinations. Our LSTMmodel takes the daily closing price of a stock
as the dependent variable, and the independent variables are retrieved from different
perspectives. In addition, we observe whether the sentiment of news headlines is helpful
for stock price prediction, and then use the output of the model as the basis for stock
operation to analyze and compare the backtest results. Model framework is illustrated
in Fig. 1.

Fig.1. Model framework.

3.2 Data Source

This study uses data from the FinMind database to obtain 171 variables from technical,
fundamental, and chip perspectives; news sources are obtained from 23 online news
databases. We use these variables to form the reference factors for investment decisions.

Technical. Using the stock price daily transaction information (8), individual stock PER
and PBR data (3), the day’s offset transaction target and trading volume value (3), and
the weighted stock price index, a total of 15 variables are used. The numbers in brackets
represent the number of variables adopted. The daily transaction information table of
stock prices includes transaction volume, transaction amount, opening price, highest
price, lowest price, closing price, the difference from the previous day’s closing price,
and the number of transactions. The PER and PBR data of individual stocks include cash



Stock Price Trend Prediction Using LSTM 285

yield, price-to-earnings ratio, and price-to-book value ratio. The target and volume value
of the offset transaction on the day include the transaction volume, the buying amount,
and the selling amount.

Fundamental. A total of 108 variables are obtained from the consolidated income
statement (25), balance sheet (44), cashflowstatement (33), dividendpolicy and ex-rights
and ex-dividend results (4), and monthly income statement (2).

Chip. A total of 39 variables were obtained from the margin financing and securities
lending table (11), legal person trading (5), corporate trading in the Taiwan market as a
whole (6), foreign shareholding (2), and shareholders’ shareholding classification table
(15).

News. Stock-related Mandarin news headlines from 23 sources including Anue, EBC,
ETtoday, HiNet News Community, INSIDE, MoneyDJ, NOWnews, UDN, YahooNews,
ChinaTimes, BusinessToday, TaiwanNews, AppleDaily, BusinessWeekly, Common-
Wealth, CommercialTimes, NewTalk, MoneyWeekly, TechNews, ManagerToday, Lib-
ertyTimes, Sina, and GlobalViews are collected.

Others. Nine variables including the exchange rate of Taiwan dollar against the US
dollar, the US Federal Reserve interest rate, the US one-month Treasury bond yield, the
price of gold, the price of crude oil, the CNN Fear and Greed Index, the US stock TSM
ADR, the Dow Jones Index, and the Philadelphia Semiconductor Index are adopted.

3.3 Data Processing

Preprocessing. Because news reports are usually published outside the stock trading
day, we fill in its 30-day moving average if the stock information does not exist during
the unopened period. Quarterly data will be repeatedly filled downwards until the next
season’s release date.

News Sentiment Labels. This research uses TSMC (2330), which is the largest market
capitalization in Taiwan stock market, as the main object. Benefiting from TSMC’s
trading volume, its related news is ample. The research retrieves news from July 28,
2020 toMay 1, 2022, with a total of 10,381 records. Cleaning works including removing
duplicate titles, stock codes, news webpage links, data sources and the data source part
in the title are done.

This study applies different methods to label news headlines with sentiment. The
first method is to use TextBlob to get news headline sentiment scores. TextBlob is a text
processing tool based on two python packages, NLTK and Pattern. The TextBlob output
format is as follows:

Sentiment (polarity = 0.3916, subjectivity = 0.4357)

The polarity score ranges from −1 to 1. The closer to −1, the more pessimistic the
sentiment is; the closer to 1, the more optimistic the sentiment. Subjectivity ranges from
0 to 1, the closer it is to 0, the more objective it is.
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The second is SnowNLP, which is similar to TextBlob. The training of sentiment
analysis tasks uses the Bayesian model and its self-equipped dictionary. Its score repre-
sents the probability of being a positive sentiment, ranging from 0 to 1. The closer the
value is to 1, the more positive it is.

The third is Jiagu. It also supports the function of customizing the new dictionary,
but is based on BiLSTM training. After Jiagu word segmentation, the idea of bag of
words is used, and theNTUSDemotional vocabulary dictionary from the TaiwanNatural
Language Processing Laboratory is used for classification. The negative words are given
a score of -1, and the positive words are given a score of 1. For neutral words, a score of
0 is given.

The fourth is to use FinBERT to get news headline sentiment scores. FinBERT is a
pre-trained model for analyzing financial text sentiment. Its output format is as follows:

{‘label’: ‘Negative’, ‘score’: 0.9966173768043518}
The label has three possible sentiments: negative, positive, and neutral. Negative

words are classified to negative and given a score of -1; positive words are classified to
positive and given a score of 1; and neutral words are classified to neutral. With score
0. The score represents the intensity of sentiment. This study adopts the label column
only.

3.4 Data Analysis

In this study, TSMC (2330) is chosen to evaluate our model architecture. In order to
observe the model performance, we additionally take Fulgent Sun-KY (9802) and HTC
(2498) as supplement for the analysis. This research collected a total of 603 data tuples
from July 28, 2020 to May 1, 2022. The input fields cover technical, fundamental, chip,
news, and other variables, with a total of 171 variables. The data is divided into training
data set and verification data set with the ratio 9 to 1.

Subsequently, we use the TSMC news data to compare the prediction ability of each
news sentiment labelingmethod, and then use the most effective labelingmethod to train
the LSTM model and back-test for comparison.

4 Model Performances and Findings

4.1 LSTM Outcome

This study trains and comparesmodels using different input and output lengths, including
the following combinations: 1-to-1, 1-to-5, 5-to-1, 5-to-5, 30-to-1, and 30-to-5. One-to-
one features the model of using data of one day in the past to predict the price trend of
one day in the future. To simplify the description, subsequent references to the model
will denote the three-layer 1-to-1 LSTM as LSTM3 (1, 1).

All LSTMs use Adam (Adaptive Moment Estimation) as the Optimizer, and the
dropout ratio in the architecture is set to 0.2.We addEarly Stopping to prevent overfitting,
and training will be stopped when the loss has not been improved after 10 epochs. The
comparison between the models is based on RMSE, and the results are shown in Table 1.
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Table 1. Comparison of LSTM models.

Model RMSE Model RMSE

LSTM1 (1, 1) 33.2822 LSTM1 (5, 5) 64.3136

LSTM3 (1, 1) 20.2428 LSTM3 (5, 5) 50.9448

LSTM5 (1, 1) 20.3868 LSTM5 (5, 5) 52.1754

LSTM1 (1, 5) 131.4313 LSTM1 (30, 1) 35.6099

LSTM3 (1, 5) 32.7369 LSTM3 (30, 1) 27.8210

LSTM5 (1, 5) 40.3517 LSTM5 (30, 1) 28.6284

LSTM1 (5, 1) 42.8656 LSTM1 (30, 5) 49.8965

LSTM3 (5, 1) 48.6941 LSTM3 (30, 5) 38.8199

LSTM5 (5, 1) 51.9153 LSTM5 (30, 5) 34.3075

In this part of the experiment, the following findings were observed:

1. Increasing the number of layers of the LSTM model did not always improve the
performance of the mode. There is little difference between the three-layer and five-
layer LSTM. Considering the computational efficiency, subsequent experiments will
be carried out with three-layer LSTM.

2. The multi-to-1 models are not as good as using the 1-to-1 model. Among our exper-
imental models, the LSTM3 (1, 1) model has the best predictive ability (RMSE =
20.2428).

3. The results of multi-to-multi and less-to-more models are in average worse than
other combinations, and the maximum RMSE is from LSTM1 (1, 5).

4.2 News Sentiment

In the news sentiment analysis module, this research uses four sentiment labels, namely
FinBERT, Jiagu, TextBlob, and SnowNLP, to classify a total of 10,385 TSMC news
headlines from July 28, 2020 to May 1, 2022. In order to understand the distribution of
the data, the results of each label are further classified into interval scales. FinBERT uses
its output directly. Jiagu is set neutral when score 0, positive when the score is greater
than 0, and negative when less than 0. TextBlob is set neutral when score equals to 0,
positive when greater than 0, and negative when less than 0. SnowNLP is neutral when
scores are in the range (0.4, 0.6), positive when greater than 0.6, and negative when less
than 0.4. The distribution is shown in Table 2.

All labeling methods except SnowNLP have more neutral labels. SnowNLP has
more negative labels, and it may be attributed to its dictionary which is majorly based
on e-commerce. In the first half of the study’s training period, TSMC has a general rise
trend. Hence the news media reported mostly good news, and the distribution of news
labels fits the actual situation.

Table 3 shows the overall accuracy of news labels. FinBERT owns the highest accu-
racy, and SnowNLP is the lowest. In terms of precision, again FinBERT is slightly
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Table 2. Distribution of news labels.

Method FinBert Jiagu TextBlob SnowNLP

Positive 2555 3394 4170 2085

Neutral 5981 5134 4463 829

Negative 1849 1857 1752 7471

higher than other methods in neutral and negative news classification. However, Jiagu
is slightly higher than FinBERT in the matter of positive news. In terms of recall, Jiagu
is the highest for positive news, FinBERT for neutral, and SnowNLP for negative. Jiagu
may be benefited by its customizable positive dictionary. The number of negative news
classified by SnowNLP is significantly higher than that of other methods, which causes
its higher recall.

Table 3. Comparison of news sentiment labels.

Method FinBert Jiagu TextBlob SnowNLP

Accuracy 0.416177 0.379104 0.36564 0.260664

Precision Positive 0.260281 0.280022 0.220320 0.243073

Neutral 0.534024 0.509349 0.532153 0.496984

Negative 0.252838 0.236299 0.245803 0.229736

Recall Positive 0.192800 0.208000 0.154400 0.012630

Neutral 0.590825 0.483721 0.439327 0.093049

Negative 0.260589 0.323518 0.413473 0.479391

4.3 Model Backtest

This study collects the price data of TSMC from March 3, 2022 to May 1, 2022. The
initial holding capital is set at 10 million NTD. Other assumptions include the securities
transaction tax as 0.3% of the transaction amount, and the brokerage fee is 0.1425% of
the transaction amount. We use the 1-to-1 3-layer LSTM model. When the predicted
value is greater than the actual stock price, it is seen as a buy signal. When the predicted
value is less than the actual stock price, it is set as a sell signal. When the predicted value
is equal to the actual stock price, we hold without trading.

Then the FinBERT news sentiment label is used as an operation reference. We buy
when the sentiment label is positive; we sell when it is negative; and we hold when it is
neutral. Additionally, we make decisions based on the FinBERT news sentiment label
combined with the result of the LSTMmodel. It triggers a buy signal when the sentiment
label is positive and the LSTM prediction result is greater than the actual stock price.
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Sell signals ring when the sentiment label is negative and the LSTM prediction result is
lower than the actual stock price.

The backtest results of the above strategies are summarized in Table 4. All models
end up with negative earnings. The reason is that TSMC’s price trend is downward
during the testing period, indicating that the overall trend of the investment target has a
direct impact on the final profit, and its timing of buying is equally important. However,
for the three models of LSTM, news sentiment label, and LSTM plus sentiment label,
the LSTM plus sentiment label model is better than the others.

Table 4. Backtest results of TSMC.

Model LSTM News label LSTM +
News label

Buy & hold

Average profit (NTD) −81754 −76106 −44214 −22079

Max loss (NTD) 724128 283924 258855 62693

Average profit rate (%) −0.82 −0.76 −0.44 −0.22

Net profit margin (%) −4.36 −2.03 −1.74 −0.46

Internal rate of return (%) −23.75 −11.73 −10.13 −2.77

Sharpe index −1.34 −2.66 −2.24 −1.81

To further validate the performance of our model, Fulgent Sun (9802), which had an
upward stock price trend, and HTC (2498), which fluctuated frequently, were used as
comparisons. The results are shown in Table 5. For the backtest of 9802, the performance
ranking is news, LSTMplus news, and LSTM. The result is different from that of TSMC.
HTC’s backtest results are similar to those of TSMC, and LSTM and news sentiment
labels cannot capture the starting point of the stock price. But what is certain from this

Table 5. Back test results of 9802 and 2498.

StockID 9802 2498

Model LSTM News label LSTM +
News label

LSTM News label LSTM +
News label

Average profit (NTD) 78912 260858 154183 −424085 −39075 −23263

Max loss (NTD) 68120 67430 54173 157342 167224 97219

Average profit rate
(%)

0.79 2.61 1.54 −0.42 −0.39 −0.23

Net profit margin (%) 6.44 11.82 8.2 −1.43 −1.35 −0.8

Internal rate of return
(%)

37.22 76.18 49.11 −7.14 −6.75 −4.05

Sharpe index 4.87 6.18 5.69 −2.9 −2.42 −2.5
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performance comparison is that adding news sentiment labels does have a positive effect
on stock price prediction. This finding stands in the backtest of all three stocks of the
study.

5 Conclusion

The first part of this study tried to use LSTM models with different layers to predict the
stock price of TSMC (2330), and found that the 1-to-1 3-layer model outperformed other
combinations, and the 1-to-1 5-layer model had a slightly higher RMSE than 3-layer
model. The 30-to-1 model, on the other hand, is not as predictive as the 1-to-1 model.
It is speculated that some parameters generate noise on the prediction results during
learning, which has an impact as the sampling time lengthens. In the comparison of
different news sentiment labels, including the prediction of stock price fluctuations, the
accuracy rate of FinBERT is the highest, which is 41.6%. This is not good enough in our
experiment, so we have to give investors some reminder that it is not a reliable reference
to make investment decisions solely based on news.

For 2330, all three models in the backtesting stage ended up with negative profits,
because its stock price trended down significantly during the testing period. Compared
with the LSTM model, the LSTM plus news labels model has more restrictions on
buying and selling conditions, and it is less likely to trigger buying and selling behavior
and reduce losses. The LSTM and LSTM plus news labels models continued to buy
during the period, and the profit situation was similar to the buy-and-hold method. The
unrealized loss of the news model is smaller than that of LSTM and LSTM plus news
labels, but the realized profit and loss of LSTM and LSTM plus news labels is higher
than that of news. Regarding to the average profit result, LSTM plus news labels is better
than LSTM and news strategy.

Compared with 2330, the results of Fulgent Sun (9802) and HTC (2498) vary in
model performance ranking. However, it can be observed that the addition of the news
sentiment label model does help profit. This outcome inspires us to further extend and
fine-tune our model.
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Abstract. To speed up the rendering tasks that are both compute-intensive and
I/O-intensive, the render farm is constructed to execute rendering jobs in parallel.
The weighted scheduling approach is widely used in the render farm industry such
as AWS to address the issue of scalability and robustness. In this paper, we extend
the weighted scheduling to the adaptive environment with the changing number
of users, jobs, and compute nodes. Since modern Cloud render farms are designed
to accommodate various types and scales of users and jobs, our work in this paper
can preserve the advantages of the weighted scheduling approach while extending
to the Cloud environment.

1 Introduction

The continuous growth of global internet users and evolving of modern communication
technologies are driving the demand for digital media applications such as movies,
games, and VR (virtual reality). Computer rendering is a process of constructing images
from a collection of models and scene files [3]. An animation/video is comprised of
frames i.e. a single image in a sequence of pictures. Rendering a visually realistic frame
can take several hours or even several days. A typical animation/video has 24 or 30
frames per second. Therefore, rendering and constructing image frames is a compute-
intensive process. Rendering is also IO-intensive since it needs to read the large scene
data files from the storage over the high-bandwidth network and write the result back
after rendering.

Since the computation of rendering a frame usually does not depend on another
frame, rendering jobs are highly parallelizable. A render farm [1, 4, 6] refers to a high-
performance computer cluster that is constructed intended to speed up rendering by
distributing the tasks to the cluster of computers.

As a render farm is designed to accommodate diverse rendering applications, man-
aging computational resources and assigning jobs to the computers have become major
challenges for a render farm [2, 5, 6]. Many render farms use the pay-on-demand system
[1]. In such a system, the priority of user jobs is positively related to user payment. That
is, the more the user pays, the higher the priority of its jobs.
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The advantage of using priority values to determine the resource allocation in a
render farm is simplicity and robustness [1]. However, there are some drawbacks to the
traditional priority-based method. First, the priority of a user is calculated mainly based
on customer payment. The system environment parameters are not involved in the step
of calculating priorities, making it not adaptive to the render farm of different scales.
Moreover, the arrival rate of user jobs is usually not uniform. Mostly, a user submits jobs
from time to time that follows a Poisson distribution. In such a case, a high-priority user
may require compensation for idle time. But the traditional priority-based method [1]
only allocates resources by considering the priority value evaluated at the current time.

This paper addresses the above issues of the weighted scheduling used in a render
farm.We developed a newweighted scheduling algorithm by incorporatingmore system
environment-related parameters into the weight evaluation formula. The new approach
enables adaptive resource allocation for the render farm of different scales and also
solves the starvation problem.

The rest of this paper is organized as follows. In Sect. 2, we will introduce the
backgrounds. Section 3will introduce our newweighted scheduling algorithm. Section 4
is the experiments section. Finally, concluding remarks and future work are given in
Sect. 5.

2 Backgrounds

This section will explain the architecture of the render farm as well as the weighted
scheduling algorithm based on user priorities.

2.1 Render Farm

Rendering is a computer-generated image technology in which the computer calculates
the color of each pixel based on materials, textures, and lighting that are described in
the scene file. Computer image generation can be divided into two types: pre-rendering
and real-time rendering [4].

Pre-rendering is often used in visual effects and 3D animations. Each picture is pre-
computed, and then the picture is played at a certain rate. This method requires a lot of
computing power for simulation, but it can generate realistic images that are difficult to
be distinguished by human eyes. Real-time rendering is often used in games and focuses
on user interaction. To generate images in a very short time, some visual effects such as
lighting and shading will be sacrificed to meet the requirements of real-time computing.

AWS Deadline [1] is a commercial render farm manager for Windows, Linux, and
mac OS. As depicted in Fig. 1 (Left), a Deadline system comprises four components:
Database, Repository, workstation (i.e. servers), and render nodes (i.e. workers). The
Database stores the jobs, settings, and worker configurations. The Repository stores
the plugins, scripts, logs, and any auxiliary files that are associated with the jobs.
The render nodes, i.e. workers, connect to Database and Repository to fetch and run
the rendering jobs. Finally, the workstations are servers performing dedicated func-
tionalities such as monitoring and controlling the rendering processes run on workers.
Someotherworkstations performdedicated functionalities including auto-configuration,
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power management, worker throttling, statistics gathering, license management, and so
on.

Fig. 1. (Left) The architecture of Deadline render farm management system. (Right) Jobs and its
constituent tasks.

Figure 1 (Right) shows the job breakdown in the Deadline render farm. A task
represents the computation of rendering one or more frames. A job consists of multiple
rendering tasks. These tasks can be assigned to multiple nodes to compute in parallel. A
job is completed when all its constituent tasks are completed.

2.2 Weighted Scheduling Based on Priorities

In a render farm, the weighted scheduling algorithm determines a job weight by taking
into account the four types of parameters: user priority, submission time, the number of
rendering tasks (belonging to the same job), and the number of job errors. As described
in [1], the submission time will be the tie-breaker if two jobs have the same weight.

For each job j, its weight is calculated as follows [1]:

weight(job j) = (j.Priority * PW) +
(j.Errors * EW) +
((NOW - j.SubmissionTimeSeconds) * SW) +
((j.RenderingTasks - RB) * RW)

(1)

In the above formula, j.Priority refers to the job priority which is determined
by the price paid by the user who owns job j. Also, NOW refers to the current system
time and j.SubmissionTimeSeconds refers to the submission time of job j, both
are measured in seconds. The j.RenderingTasks refers to the number of tasks in
job j (see Fig. 1 (Right)) that are currently under execution.
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Whencalculating the total jobweight,we can control howmucheach itemcontributes
to the total value by using the following weight parameters:

• PW = the priority weight
• SW = submission time weight
• RW = rendering task weight

The rest parametersRB and EW are not directly related to our extended method and
are set to zero hereinafter in this paper.

After the weights of all jobs are calculated, the scheduler chooses a job with the
largest weight to assign to a worker for execution. Note that the weight parameters can
be positive or negative. For example, we usually set PW and SW to positive. This means
that users who wait longer have higher priority. In the meantime, we usually set RW to
negative which means that a job that gains more resources will have lower priority so
that other jobs can obtain resources with a high probability. The systemwill de-prioritize
the jobs that have already received more resources to improve the chances of other jobs
getting service.

3 New Weighted Scheduling Algorithm

In this section, we first investigate the weakness of previous weighted scheduling. We
then propose a new algorithm to address these problems.

3.1 Limitations of Traditional Weighted Scheduling Method

When a worker is idle, it sends a task request to the master server. The master then
selects and assigns a job in queue to this worker. The jobs are selected according to the
weighted scheduling formula i.e. Equation (1). To be more specific, let us examine the
example shown in Fig. 2.

In the example of Fig. 2, there are user A (owns job A1 with A1.Priority= 60),
user B (owns job B1 with B1.Priority = 40), and 40 workers in the render farm.
The weight parameters in the scheduling formula (1) are set to PW= 1, EW= 0, SW=
0, RW=−1. Note that all the parameters are positive while only RW is negative. In the
table of Fig. 2, each row represents the task assignment for one scheduling request. The
left column represents the id of the worker issuing the task request. The middle column
represents the current weight of job A1 and B1. The right column represents the current
resources (i.e. workers) gained by job A1 and B1.

As shown in the table of Fig. 2, initially, the weights of A1 and B1 were equal
to 60 and 40 respectively. Therefore, A1 has a higher weight and will get served
for the next task request. Each time a new task in job A1 gets executed, the counter
A1.RenderingTasks is incremented by one. Since RW = −1 and RB = 0, the
counter increases by one causing the weight item (A1.RenderingTasks − RB) *
RW to decrease by one. Therefore, as shown in Fig. 2, during the scheduling steps 1st

to 19th, job A1 obtains 20 workers in total and its weight dropped from 60 to 41. Then,
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Fig. 2. Task assignment of job A1, B1, and 40 workers.

in scheduling step 20th, both job A1 and B1 have the same weight i.e. 40. Starting from
step 20th, job A1 and B1 take turns to allocate resources.

According to our practical experience, the above-mentioned weighted scheduling
inherently incurs several limitations. First, the weights are calculated based on jobs
rather than users. If one high-priority user submits two or more jobs, all of these jobs
will inherit the high priority since the parameterjob.RenderingTasks is calculated
for each job individually. In other words, a single user can issue multiple jobs to the
system queue to gather more resources. Second, the weights are calculated by using the
parameters that are evaluated in integer values rather than relative ratios. This makes the
resource assignment induced by formula (1) cannot be adapted to the computer cluster
of different scales. The final problem of the previous weighted scheduling is the average
rate of long-term resource allocation. Usually, the arrival rate of user jobs is not uniform.
Mostly, a user submits jobs from time to time that follows a Poisson distribution. In such a
case, a high-priority user may require a compensation idle period. However, the previous
priority-based method [1] only allocates resources by considering the priority value that
is evaluated at the current time.

Fig. 3. Task assignment of job A1, A2, B1, and 40 workers.



Efficient Weighted and Balanced Resource Allocation 297

Figure 3 illustrates the above problems of the weighted scheduling method. Similar
to the example in Fig. 2, there are user A, user B (with B1.Priority = 40), and 40
workers in the render farm. The difference is that user A owns two jobs A1 and A2, both
with A1.Priority= A2.Priority= 60. The workers are assigned to tasks of the
jobs according to Eq. (1) as described in Fig. 2. As the scheduling result shown in Fig. 3,
both jobs A1 and A2 have high priority than B1 and thus gather all the 40 workers in a
monopoly manner, leading to a situation of starvation of user B.

3.2 New Weight Scheduling Algorithm

This subsection addresses the problems mentioned in the previous subsection. We
proposed the formula of the extended weighted scheduling as follows:

weight(user u, job j) = 
(j.RPriority * PW) +
(j.Errors * EW) +
((NOW - j.SubmissionTimeSeconds) * SW) +
((u.RenderingTasks - RB) * RW)

(2)

where j.RPriority refers to the priority ratio of job j that is normalized by the
current number of active users M. A user is considered active if it has jobs executed by
some workers in the render farm recently e.g. within an hour. Specifically, for job j:

(3)

where pj represents the original priority of job j.
Unlike Eq. (1) which uses j.RenderingTasks, Eq. (2) uses the other parame-

teru.RenderingTasks which is defined in Eq. (4): for each user u:

(4)

The parameter u.RenderingTasks refers to the total number of workers that
are assigned to user u.

4 Experiments

In this work, we implement the main components of the render farm by using the
OMNet++ simulation toolkit. In this section, we discuss three experiments to demon-
strate the effect of our new extended weighted scheduling algorithm, as described in
Subsects. 4.1, 4.2, and 4.3.
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4.1 Monopoly of Resource Allocation

This experiment is designed to demonstrate the resource monopoly by a single user with
high property in the computer cluster. There are 100 workers and four users A, B, C,
and D with priority values of 40, 30, 20, and 10, respectively. Users A, B, C, and D have
respectively 30, 20, 10, and 10 jobs, and each job contains 100 tasks. We assume that
every user adopts the strategy which tries to gather as many resources as possible by
submitting multiple jobs. That is, at the beginning time, user A submits all the 30 jobs
at once; so as do the other users. The scheduler performs the weighted scheduling with
Eq. (1).

The scheduling result of the first experiment is shown in Fig. 4.We can easily observe
the resource monopoly as mentioned in Subsect. 3.1 (Fig. 3). As shown in Fig. 4, by
launching multiple jobs, the user with the highest priority (i.e. user A) will gather all the
resources until all its jobs are consumed.

4.2 Starvation Occurred in Weighted Scheduling

This experiment is designed to demonstrate the situation of starvation for the user with
the lowest property when using the old scheduling algorithm i.e. Eq. (1). There are
50 workers and four users A, B, C, and D with priority values of 40, 30, 20, and 10,
respectively. In this experiment, we assume that each user submits only one job at a time.
A new job will not be launched until the previous one completes. Each job contains 100
tasks.

Fig. 4. The scheduling result of the experiment described in Subsect. 4.1. The X-axis represents
times (in seconds). The Y-axis represents the number of workers that are allocated for each user.

The scheduling result of the old weighted scheduling with Eq. (1) is shown in Fig. 5.
We can observe the situation of starvation for user D. Before 130 s, since there are not
enough workers for all four users, user D with the lowest priority cannot gather any
worker. Then, after 130 s, since user A starts to finish executing jobs and release the
occupied worker resources, the other users B, C, and D can share more resources.
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Fig. 5. The scheduling result of the experiment described in Subsect. 4.2.

4.3 Improved Extended Weighted Scheduling

This subsection presents the result of the experiment of the new extended weighted
scheduling proposed in this paper. The extended scheduling calculates weights by using
Eq. (2). In this experiment, there are 50 workers and four users A, B, C, and D with a
priority ratio 4:3:2:1.

In this experiment, similar to the experiment in Subsect. 4.1, we assume that every
user adopts the strategy which trying to gather as many resources as possible by submit-
ting multiple jobs. Thus, similar to the experiment in Subsect. 4.1, Users A, B, C, and
D respectively launch 30, 20, 10, and 10 jobs at the beginning time. Each job contains
100 tasks.

Fig. 6. The scheduling result of the experiment described in Subsect. 4.3.

The scheduling result of using the new weighted scheduling with Eq. (2) is shown in
Fig. 6. We can observe that users A, B, C, and D share the resources (i.e. workers) in a
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ratio of 4:3:2:1. Notably, after 600 s, user C completes all its jobs and, in the meanwhile,
the other three users share the resources in the ratio normalized by M= 3. According to
Eqs. (3) and (4), the number of active users is M= 4 from 0 to 599 s, while M= 3 after
600 s. The result in Fig. 6 demonstrates the adaptability of the new scheduling algorithm
to the dynamic changing number of users. It also solves the problem of starvation when
there are not enough workers in the system which is appeared in the second experiment
in Subsect. 4.2.

5 Conclusion

This paper investigated several problems of the previous weighted scheduling method
that is widely adopted in many commercial Cloud render farms. We designed a new
extended weighted scheduling by considering the adaptive environment with the chang-
ing number of users, jobs, and compute nodes. We implemented the components of the
render farm by using the OMNet++ simulation platform. We conducted three experi-
ments in the simulation platform to demonstrate the effect of our new extended weighted
scheduling algorithm. The experimental result demonstrates the adaptability of our
new algorithm to the dynamic changing number of users. It also solves the problem
of starvation when using the old weighted scheduling algorithm.
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Abstract. For trains, cars and other vehicles, the quality of the user
comfort level is affected significantly by the driver skill level such as
agility, experience and physical condition. In order to assist the drivers,
in this paper, we propose a brake assist function for railway vehicles
using Fuzzy Logic. We present a comparison study for different Fuzzy
Inference types (models). The proposed function provides an intelligent
breaking for the train drivers considering velocity, current brake level
and environment status on the railway. We evaluate four Fuzzy inference
types. The simulation results show that Type-2 FLC2 can provide better
brake assisting function for train drivers than other models.

Keywords: Brake assist function · Type-2 Fuzzy · Sugeno Fuzzy ·
Railway vehicle

1 Introduction

Recently, Electronic Control Units (ECUs) installed in different vehicles are tran-
sitioning to digital management systems [1] to enhance convenience, safety and
compliance with rules on exhausting gas emissions [17]. Also, the number ECUs
installed in railway vehicles is growing rapidly. Furthermore, modern cars inte-
grated with adaptive cruise control, collision damage mitigation braking, and
lane departure warning systems have been equipped with an Advanced Driver
Assistance System (ADAS).

Railway vehicles do not require advanced automatic operating controls like
cars. In 1981, unmanned, fully-automated trains began running in Japan, fol-
lowing a guide track on a dedicated track. Because they travel on railway tracks,
there is no need to consider lane deviation or lane change [3,5]. In addition,
human-operated railway vehicles do not require obstacle detection by a camera
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L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 301–311, 2023.
https://doi.org/10.1007/978-3-031-20029-8_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20029-8_29&domain=pdf
https://doi.org/10.1007/978-3-031-20029-8_29


302 M. Tsuneyoshi et al.

mounted on the train. But when the train is operated automatically at danger
area, it is important to find quickly the obstacles near the tracks. Even if the
brakes are in good condition, the train may hit the obstacles, if obstacles are not
detected by cameras mounted on the train. As a danger area may be considered
persons, animals and various vehicles that can enter the railway tracks. There-
fore, a mobile device or a roadside unit separated from the train will probably
be needed. These would be relay equipments to monitor the area near the tracks
and railway crossings and send emergency information to the trains.

For railways, an automatic train operation controls the train inverter and
braking devices by comparing their ground positions, Automatic Train Con-
trol (ATC) signals and speeds. The ATC is a control system that ensures safe
train operation by comparing the allowable speed with the current train speed
and automatically slowing down to the speed limit when the allowable speed
is exceeded. In recent years, single-stage brake control has replaced multi-stage
brake control based on the previous train location information. Single-stage brake
control entails braking smoothly to the targeted stopping point. In the case of
single-stage brake control, emergency brake such as obstacle avoidance may be
difficult.

In many parts of the world, acceleration and deceleration operations on trains
are performed primarily by the driver. When the strong g-force felt during decel-
eration, this makes it hard for people who are old or sick to keep their balance in
the train car. This work focuses on deceleration assist control for railway vehi-
cle drivers using Fuzzy Logic (FL). Intelligent solutions such as FL, machine
learning, and deep learning make better decisions than humans in a number of
different domains, including data science [4,7,12–14].

In our previous work [10,11], we proposed a Type-1 Fuzzy-based adaptive
transmission control to reduce the computation cost and latency in wireless sen-
sor networks. We used Type-1 Mamdani Fuzzy Inference and Type-1 Sugeno
Fuzzy Inference. We considered not only observed time-series data but also
5 years of observed data imported from other research works.

In this paper, we propose a brake assisting control function based on FL. The
proposed function provides an intelligent braking for the train drivers considering
velocity, current brake level and environment status on the railway. We evaluate
four Fuzzy inference types (models). The simulation results show that Type-2
FLC2 can provide better brake assisting function for train drivers than other
models.

The structure of the paper is as follows. In Sect. 2, we describe the Fuzzy-
based brake function. In Sect. 3, we explain the input and output parameters. In
Sect. 4, we describe the evaluation results. Finally, conclusions and future work
are given in Sect. 5.

2 Proposed Fuzzy-Based Brake Control Function

Fuzzy sets and FL [19] have been implemented to deal with vagueness and uncer-
tainty in an inference process of an intelligent system such as knowledge-based
system, logical control system and so on [2,6,8,9,15].
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Both Mamdani Fuzzy inference model [9] and the Sugeno Fuzzy inference
model [16] are classified as Type-1 inference model. We use a linear function for
Sugeno Fuzzy inference model. In this way, we can reduce the computational
complexity compared with the min-max-gravity model. We constructed a Type-
1 Sugeno Fuzzy inference and Interval Type-2 Sugeno Fuzzy inference system
written in MATLAB. The Interval Type-2 Membership Functions (MFs) con-
stitute the upper and lower MFs. The Upper MF (UMF) is related to a Type-1
MF. For all conceivable input values, the Lower MF (LMF) is smaller than or
equal to the UMF. The region between the UMF and the LMF is called the Foot-
print of Uncertainty (FOU). The proposed brake assist control function consists
of two Fuzzy Logic Controllers (FLCs: FLC1 and FLC2). The controller basic
functions are the fuzzifier, Sugeno Fuzzy inference engine, Fuzzy rule-base and
defuzzifier. For input values, we use triangular and trapezoidal MFs for FLC1.
While we use Gaussian and Sigmoidal MFs for FLC2. Then, for output values
of both FLC1 and FLC2, we use a linear function, because they are good for
real applications.

We consider the following FL models:

1. Type-1 Sugeno FLC1: Triangular and Trapezoidal MFs
2. Type-1 Sugeno FLC2: Gaussian and Sigmoidal MFs
3. Type-2 Sugeno FLC1: Triangular and Trapezoidal MFs
4. Type-2 Sugeno FLC2: Gaussian and Sigmoidal MFs

We use an Enhanced Iterative Algorithm with Stop Condition (EIASC) [18] as
type-reduction method for converting a Type-2 output Fuzzy set to an Interval
Type-1 Fuzzy set. We use three input parameters while the output parameter
is the U. The Type-1 and Type-2 Fuzzy MFs of FLC1 and FLC2 are shown in
Fig. 1 and Fig. 2, respectively. In Fig. 2, we show UMF (red line), LMF (blue
line), and FOU (shaded area) for the Type-2 MFs.

3 Description of Input and Output Parameters

We explain in following Diff-Velocity, Brake and Env input parameters and U
output parameter used for our Type-1 and Type-2 Sugeno Fuzzy inference mod-
els.

Diff-Velocity: The Diff-Velocity indicates the difference between the allowable
velocity and the current velocity displayed in the cab of the train. We consider
three levels of Diff-Velocity. If the allowable speed parameter is available at the
train cab, a subsystem that reads the speed equipped with a camera module
should be implemented.

Brake: We consider the current brake levels in the train. The Brake has three
different levels, which can be interpreted as: Weak, Moderate (Mod) and Strong
(Str).
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Fig. 1. Input MFs of Type-1 Sugeno Fuzzy for FLC1 and FLC2.

Fig. 2. Input MFs of Type-2 Sugeno Fuzzy for FLC1 and FLC2.
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Table 1. Common rule-base of Type-1 and Type-2 FLCs.

Seq Diff-Velocity Brake Env U Seq Diff-Velocity Brake Env U

1 Small Weak Neg ExtrLow 15 Med Mod Pos High

2 Small Weak No ExtrLow 16 Big Mod Neg Medium

3 Small Weak Pos VeryLow 17 Big Mod No High

4 Med Weak Neg ExtrLow 18 Big Mod Pos VeryHigh

5 Med Weak No VeryLow 19 Small Str Neg Low

6 Med Weak Pos Low 20 Small Str No Medium

7 Big Weak Neg Low 21 Small Str Pos High

8 Big Weak No Medium 22 Med Str Neg High

9 Big Weak Pos High 23 Med Str No VeryHigh

10 Small Mod Neg VeryLow 24 Med Str Pos ExtrHigh

11 Small Mod No Low 25 Big Str Neg VeryHigh

12 Small Mod Pos Medium 26 Big Str No ExtrHigh

13 Med Mod Neg Low 27 Big Str Pos ExtrHigh

14 Med Mod No Medium

Env: The Env indicates the environment status on the rail. To avoid accidents
caused by natural disasters, it is important to make accurate assessments of the
environment on a regular basis. In current railway system in Japan are installed
rain sensors, anemometers and earthquake sensors. But these data are measured
near railway tracks. In our approach, the environmental information is received
in real time from sensors that are installed in the train. The value is between −1
and 1. The Env has three different levels that can be interpreted as: Negative
(Neg), Normal (No) and Positive (Pos).

U: Our system can control the U value in order to assist the train drivers. The U
has seven different levels that can be interpreted as: Extremely-Low (ExtrLow),
VeryLow, Low, Medium, High, VeryHigh and Extremely-High (ExtrHigh).

Table 1 shows the Fuzzy rule-base for matching the input and output param-
eters.

4 Evaluation Results

In this paper, we evaluate four FL models to assist the train drivers.
The simulation results are shown in Fig. 3. In this case, the Env parameter

is 0, which represents a normal environment. Figure 3 shows the relationship
between the input values Diff-Velocity and Brake, and the output U as a 3D
surface graph. The colorbar indicates the level of the output value U.



306 M. Tsuneyoshi et al.

(a) Type-1 FLC1 (b) Type-1 FLC2

(c) Type-2 FLC1 (d) Type-2 FLC2

Fig. 3. Results for different models.

When we see the Brake axis, the Type-1 FLC1 is close to a straight line,
while in Type-1 FLC2 the control is improved (see Fig. 3(a) and Fig. 3(b)). This
is due to the effect of FLC2 MFs. Next, comparing Type-2 FLC1 and Type-2
FLC2, both Type-2 FCL2 models have better Brake control that Type-1 FLC
1, but Type-2 FLC2 has smoother control than Type-2 FLC1 (see Fig. 3(c) and
Fig. 3(d)).

We show the relationship between output U and Brake for different Diff-
Velocity parameters from Fig. 4 to Fig. 6. The results of negative environment
are shown in Fig. 4. For Type-1 FLC1 (Fig. 4(a)), until Diff-Velocity bounding is
0.6, we observe that the U is increased linearly with the increase of Brake value.
If Diff-Velocity is more than 0.6, the slope increase is lower until Brake value is
0.5. For the other models from Fig. 4(b) to Fig. 4(d), the output value of U is
controlled better.
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(a) Type-1 FLC1 (b) Type-1 FLC2

(c) Type-2 FLC1 (d) Type-2 FLC2

Fig. 4. Results for negative environment.

For normal and positive environments (see Fig. 5 and Fig. 6), the results of
the U in Type-2 FLCs show a better stepwise braking control can be performed.
Also, the output value of U is higher than the results of a negative environment.
Thus, the proposed function provides mild brake force in negative situations and
strong brake force in positive situations.
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(a) Type-1 FLC1 (b) Type-1 FLC2

(c) Type-2 FLC1 (d) Type-2 FLC2

Fig. 5. Results for normal environment.
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(a) Type-1 FLC1 (b) Type-1 FLC2

(c) Type-2 FLC1 (d) Type-2 FLC2

Fig. 6. Results for positive environment.

5 Conclusions

In this paper, we presented a brake assisting control function based on FL. The
proposed function provides an intelligent breaking for the train drivers consid-
ering velocity, current brake level and environment status on the railway. We
presented four FLC models. The simulation results show that Type-2 FLC2 can
provide better brake assisting function for train drivers compared with other
models.

In the future work, we will extend our simulation system considering other
functions and other parameters
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Abstract. This paper is concerned with the preliminary investigation of Auto-
maticDependent Surveillance –Broadcast (ADS-B) positional performancewhile
the aircraft moves in the sky and on the ground. ADS-B broadcasts own position
and other various operational information. Although each position is calculated by
GNSS, positional accuracy changes depending on the flight situation and on-board
devices. Blocking the GNSS signals and multipath immunity result in the perfor-
mance degradation. Navigation integrity category (NIC) and navigation accuracy
category-position (NACp) are provided as positional performance values of ADS-
B. In this paper, analytical results ofADS-B regarding aircraft positions are shown.
Statistical results of NIC and NACp on airborne and airport surface are demon-
strated. In addition, focusing on an aircraft, the variation of performance values is
presented. Causes of changing positional performance are discussed.

1 Introduction

Today, aircraft surveillance systems are important for supporting the safety aircraft oper-
ation. Surveillance systems based on a secondary surveillance radar (SSR) have become
main aircraft surveillances in air traffic management. In these systems, a transponder
loaded on an aircraft emits 1030/1090MHz signals to reply to ground-based radar and for
aircraft collision avoidance system. The frequency band of 1030 MHz is generally used
for interrogation, and 1090MHz is for reply or squitter. On the other hand, other surveil-
lance systems were developed using the signal from the transponder. Multilateration
(MLAT), wide-area MLAT (WAM), and Automatic Dependent Surveillance – Broad-
cast (ADS-B) were developed as application systems of SSR. They estimate the moving
target positions by mainly using 1090 MHz signals.

ADS-B broadcasts own position calculated by GNSS, that is, a positional accuracy
is based on the on-board GNSS receiver. The positional accuracy depends on the flight
situation and on-board devices. Blocking the GNSS signals and multipath immunity
result in the performance degradation. However, there is no way to detect the positional
performance at ground receiver. Therefore, ADS-B emits some signal formats including
the performance values. As performance parameters for aircraft position, a navigation
integrity category (NIC) and a navigation accuracy category – position (NACp) can be
extracted from ADS-B signals. Monitoring these values contributes the determination
in the use of ADS-B whether the system is suitable for operational requirement.
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We have started the evaluation of ADS-B performance in Japanese environment. In
this study, statistics ofADS-Bperformance andvariation of valueswill be discussed. This
paper presents our system to collect ADS-B data, and then the procedure of evaluation
is introduced. Preliminary experimental results will be shown. Focusing on an aircraft,
in which situation the value changes is discussed.

2 ADS-B System

2.1 Mode S Format

There are two types of signals in 1090 MHz emitted by transponders [1] – one is an
Air Traffic Control Beacon System (ATCRBS) and the other is a Mode Select (Mode
S). ADS-B is transmitted on Mode S which provides the enhanced surveillance and
communication capability required for air traffic control automation in comparison of
ATCRBS. Mode S has not only surveillance position data also data link potential. The
signal consists of twin pulse and data block parts in Fig. 1. Mode S message has 56 or
112-bits.

Fig. 1. Mode S format

2.2 ADS-B Format and Operational Status

Table 1 shows the representative reply and downlink formats (DF) of Mode S [2]. ADS-
B is used in DF = 17. DF is determined by the first five bit of data block as illustrated
in Fig. 2. CA is a transponder capability given by 3-bit, AA is 24-bit unique address
assigned by International Civil AviationOrganization (ICAO),ME is 56-bit ADS-Bmes-
sage, and PI is 24-bit parity/interrogation field. Aircraft position and various operational
information is included into ME (56-bit ADS-B message).

Information related to ADS-B position and operational status is made based on the
data generated by GNSS receiver, and it broadcasts after inserting data on DF = 17 as
shown in Fig. 3.

In this paper, ADS-B performance is discussed from a viewpoint of aircraft position.
Currently three types of ADS-B versions exist. Versions 0 and 1 were earlier developed
using extended squitter message, and Version 2 was developed to enhance integrity and
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Table 1. Classification of DF

DF Purpose

0 Short Air-Air Surveillance (ACAS)

4 Surveillance, Altitude

5 Surveillance, Identity

11 All-call

16 Long Air-Air Surveillance (TCAS)

17 Enhanced squitter (ADS-B)

18 Enhanced squitter transponder

20 Comm-B, Altitude

21 Comm-B, Identity

DF
(10001)

CA: 3 AA: 24 ME: 56 PI: 24

Fig. 2. Format of DF = 17 for ADS-B

Fig. 3. Overview of ADS-B

accuracy reporting [3]. Parameters which are not covered in Versions 0 and 1, were
included in Version 2. A new Version 3 was also issued in a latest document, but it
doesn’t work yet. To extract operational status, Version 2 or higher versions should be
selected.

To evaluate ADS-B performance of aircraft position, ADS-B provides two values.
One is NIC, and the other is NACp. NIC is an integrity value and allocated from 0 to
11. The value of NIC is determined by radius of containment (Rc) which is provided by
the GNSS receiver. In addition, the provided number is different between airborne and
surface movement. The relationship is summarized in Table 2 [3]. If an update has not
received from an on-board data source within the past 2 s, Rc indicates unknown. NIC on
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airport surface is also allocated to 0 and from 6 to 11. On the other hand, NACp provides
the navigation accuracy, and the value is allocated from 0 to 11. The value from 12 to 15
is reserved currently. NACp is estimated by EPU (estimated position uncertainly) whose
parameter is a 95% bound on horizontal position. If an update has not received from
an on-board data source, NACp is also encodes as value indicating Unknown Accuracy.
Allocation of NACp is shows in Table 3 [3]. NACp = 8 and 9 equivalent to position
accuracy of general GPS. ICAOCircular 326 regarding the assessment of ADS-B defines
both NIC and NACp values to meet operational performance [4]. In case of operation
with 5 NM separation between aircraft, NIC � 6 and NACp � 5 should be satisfied.

Table 2. NIC encoding

NIC Radius of
containment (Rc)

Airborne Surface

Airborne
position TYPE
code

NIC
supplement
codes

Surface
position
TYPE code

NIC
supplement
codes

A B A C

0 Rc unknown 0, 18 or 22 0 0 0, 8 0 0

1 Rc < 20 NM
(37.04 km)

17 0 0 N/A N/A N/A

2 Rc < 8 NM
(14.816 km)

16 0 0 N/A N/A N/A

3 Rc< 4 NM (7.408
km)

16 1 1 N/A N/A N/A

4 Rc< 2 NM (3.704
km)

15 0 0 N/A N/A N/A

5 Rc < 1 NM (1852
m)

14 0 0 N/A N/A N/A

6 Rc < 0.6 NM
(1111.2 m)

13 1 1 8 0 1

Rc< 0.5 NM (926
m)

13 0 0 N/A N/A N/A

Rc < 0.3 NM
(555.6 m)

13 0 1 8 1 0

7 Rc < 0.2 NM
(370.4 m)

12 0 0 8 1 1

8 Rc < 0.1 NM
(185.2 m)

11 0 0 7 0 0

9 Rc < 75 m 11 1 1 7 1 0

10 Rc < 25 m 10 or 21 0 0 6 0 0

11 Rc < 7.5 m 9 or 20 0 0 5 0 0
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Table 3. NACp encoding

NACp Meaning = 95% horizontal accuracy bounds (EPU)

0 EPU � 18.52 km(10 NM) – Unknown accuracy

1 EPU < 18.52 km(10 NM) – RNP-10 accuracy

2 EPU < 7.408 km(4 NM) – RNP-4 accuracy

3 EPU < 3.704 km(2 NM) – RNP-2 accuracy

4 EPU < 1852 m(1 NM) – RNP-1 accuracy

5 EPU < 926 m(0.5 NM) – RNP-0.5 accuracy

6 EPU < 555.6 m(0.3 NM) – RNP-0.3 accuracy

7 EPU < 185.2 m(0.1 NM) – RNP-0.1 accuracy

8 EPU < 92.6 m(0.05 NM) – e.g. GPS (with SA)

9 EPU < 30 m – e.g. GPS (SA off)

10 EPU < 10 m – e.g. WAAS

11 EPU < 3 m – e.g. LAAS

Some signal formats are needed to determine values of ADS-B positional perfor-
mance. Signal formats to analyze positional performance are shown in Table 4 [3]. There
are four signal formats – airborne position (AP), airport surface position (SP), target state
(TS) and status information (SI), and aircraft operational status (OS). Airborne position
provides positional data in the sky, NIC and NIC supplement. Surface position provides
positional data on the ground, and NIC. Target state and status information includes
NACp. Aircraft operational status has ADS-B version, NACp and NIC supplement.

Table 4. Signal formats regarding ADS-B position

Classification Maximum update interval

Extended Squitter Airborne Position (AP) 0.2 s

Extended Squitter Surface Position (SP) 0.2 s

Target State (TS) and Status Information (SI) 0.5 s

Extended Squitter Aircraft Operational Status (OS) 2.5 s
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3 Measurement System

To observe ADS-B signals, a measurement system was deployed at Sendai Airport
which is a midsize airport in Japan. ADS-B data have been collected for about three
years. Figure 4 shows a schematic of data processing. Figure 4(a) is a picture of ADS-
B receiver, and Fig. 4(b) is data flow. We selected ‘radarcape’ by jetvision corp. as
ADS-B receiver. Mode S signals transmitted from aircraft transponders are detected and
decoded by ADS-B receiver. Then the required DF = 17 signals are transmitted to a
recorder. Signal processing unit carries out computing aircraft position and the value of
performance.

(a) Measurement system (b) Data flow

Fig. 4. Schematic of data processing

Figure 5 illustrates the procedure for estimating ADS-B positional performance.
Abbreviation shown in Fig. 5 was defined in Table 4. Firstly, ADS-B version is deter-
mined by the aircraft operational status for each aircraft with 24-bit ICAO address. Only
Version 2 aircraft is picked up for NIC and NACp analysis. Then, the value of NIC sup-
plement is extracted from airborne position and the target state and status information.
For aircraft in the sky, NIC supplements A and B are extracted from airborne position
message and aircraft operational status message, respectively. For aircraft on airport
surface, NIC supplements A and C are extracted from the aircraft status information
message. These values are stored and updated to obtain NIC values. Next, we classified
the data into two categories based on the airborne position and the surface position.
Format type code in airborne positions is combined with NIC supplements A and B,
and format type code in surface positions is combined with NIC supplements A and C.
Finally, NIC value is defined for an airborne position or a surface position. On the other
hand, NACp for an airborne position or a surface position is easily determined by target
state and status information, and aircraft operational status. We analyze statistic of NIC
and NACp values, and estimate performance variation in comparison of target position.
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Fig. 5. Determination procedure of ASD-B performance

4 Measurement Result

Statistical analysis results, and performance variation vs. elapsed time are shown in this
section. We collected ADS-B data for a month in Sendai Airport in May 2022. Data of
more than 2000 mode S aircraft were processed.

Firstly, we analyzed the number of aircraft for each ADS-B version. The number
was 582 for Version 0, 8 for Version 1, and 1632 for Version 2. It is found that the rate
of latest Version 2 was about 73%, and second largest number of versions was Version
0 whose rate was about 26% during the data collection period.

Next, NIC values were evaluated. Table 5 shows the number of position data with
NIC value. NIC= 8 dominates over 99% which is satisfied with the operation for 3 NM
and 5 NM separations. We can see NIC = 0 data which means Rc.



Preliminary Analysis of Performance Variation for ADS-B Position 319

Table 5. Number of NIC values

NIC 0 1 2 3 4 5
Num. 4547 27 38 0 0 40
Rate (%) 0.1 7e-5 1e-4 0 0 1e-4

NIC 6 7 8 9 10 11
Num. 740 80380 35078531 60244 47394 0
Rate (%) 0.002 0.22 99.4 0.17 0.13 0

Table 6 shows the number of position data with each NACp value for Version 2. As
described in Sect. 2, NACp represents horizontal positional error based on a 95% bound.
In the analysis of data for a month, the largest number of NACp was 9 whose error is
within 30 m. Rate of position data with NACp = 9 and more indicates over 99%. It is
found from results of NIC and NACp status that signals over 90% has the capability of
high integrity and high positional accuracy.

Table 6. Number of NACp values

NACp 0 1 2 3 4 5
Num. 2322 0 0 0 0 0
Rate (%) 0.006 0 0 0 0 0

NACp 6 7 8 9 10 11
Num. 21 76 220692 26148808 8572929 5845
Rate (%) 6e-5 0.0002 0.63 74.8 24.5 0.016

Finally, performance variation is discussed. There are mainly three reasons that
performance parameters change: one is the shadowing of the signals from satellites,
second is the multipath interferences caused by buildings, and third is the something
trouble of GNSS receivers such as instant shutdown. Figure 6 shows the NIC values vs.
measurement time. We plotted NIC values for each aircraft during the flight. ADS-B
data of 1632 aircraft for a month was divided for each day and were processed. Each data
is illustrated as the first signal observed time becomes zero second. In this figure, several
errors for elapsed time exist, but the reason of the error is not discussed in this paper. The
figure demonstrates that NIC values change from 8 to 6 or 7. Figure 7 is the enlarged
figure of Fig. 6 when elapsed time is in range from 0 to 200 s. The number of aircraft
with NIC variation was 97. Minimum parameter changes were 2 times, and maximum
ones were 7 times. Table 7 shows the number of aircraft with NIC value changes. In
this paper, an aircraft is picked up to evaluate the phenomenon of positional parameter
variation.
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Fig. 6. Values of NIC vs. elapsed time

Fig. 7. Values of NIC vs. elapsed time in range of 0 to 200 s

Table 7. Number of aircraft which has several NIC values

Variation times 2 3 4 5 6 7

Number 81 10 0 3 2 1

Focusing on some of the NIC variations, we confirmed aircraft routes. Figure 8
shows thirteen trajectories of an aircraft (Fig. 8(a)) and one trajectory with NIC variation
(Fig. 8(b)). In Fig. 8(b), NIC values are expressed by different color - yellow is NIC= 8
and blue is NIC = 0. An aircraft that NIC value changes seven times shown in Table 7,
was selected. In Fig. 8(a), each trajectory painted by different colors. These aircraft
flied over the ocean, and those thirteen trajectories were almost coincided. However, it
is found that one trajectory obtained variation of NIC values. Worse NIC values were
observed at the right part in Fig. 8(b). In this case, since an aircraft was over oceans,
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multipath interferences was not the cause. Other twelve trajectories have almost NIC
= 8. Therefore, it is considered that the GNSS receiver/satellites were out of service
instantly or an ionosphere effect was observed.

(a) Trajectories for an aircraft (b) A trajectory with NIC value

Fig. 8. Trajectories for some days and a trajectory with NIC variation

5 Conclusion

In this paper, we discussed the performance variation of ADS-B. Firstly, the principle of
ADS-B and performance parameters regarding aircraft position were introduced. NIC
andNACpof position datawere obtained by using information inADS-Bmessage. Then,
measurement system was presented. ADS-B data observed for a month was analyzed.
Number of the NIC and NACp values were shown. NIC = 8 and NACp � 9 dominated
in the total signals. It was found that the almost signals provide high integrity and high
accuracy which satisfy the requirements for operation with 5 NM separation. However,
in the analysis of NIC vs. elapsed time, we obtained the value’s variation at some aircraft.
Focusing on an aircraft with NIC variation, a trajectory with NIC values was illustrated.
It was found that the cause other than multipath interference was observed. Additional
analysis is needed.

In the near future, we would like to analyze the ADS-B data on airport surface in
detail and clarify how the performance degradation is generated.
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Abstract. Wireless Mesh Networks (WMNs) provide a stable network
over a wide area by configuring the network like a mesh. In order to
provide a lower cost and more stable network, various methods for opti-
mizing the placement of mesh routers are being studied. In this paper, we
propose a simulation system for mobility control of swarm drones based
on DQN to provide WMNs services. Also, we present the simulation
results considering the normal distribution of mesh clients. The simula-
tion results show that the proposed system can control the mobility of
swarm drones and provide WMNs services.

1 Introduction

The Wireless Mesh Networks (WMNs) [1–3] provide a stable network over a wide
area by configuring the network like a mesh. In order to provide a lower cost
and more stable network, various methods for optimizing the placement of mesh
routers are being studied. In our previous work [4–6], we proposed and evaluated
different meta-heuristics such as Genetic Algorithms (GA) [7], Hill Climbing
(HC) [8], Simulated Annealing (SA) [9], Tabu Search (TS) [10] and Particle
Swarm Optimization (PSO) [11] for mesh router placement optimization.

Many research works have been done in recent years to provide communica-
tion infrastructure for drone, hot air balloons or satellites. In order to cover a
large communication area, a small number of units are needed, but the cost of
operation is high. Also, the units such as hot air balloons cannot even be launched
if the climate situation in the sky is not stable. Autonomous Aerial Vehicles
(AAVs) [12] are types of drones that have the ability to operate autonomously
without human control and are expected to be used in a variety of fields.
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In this work, we consider small drones with low launching and operating
costs to provide communication areas for users that want to use WMNs ser-
vice. In [13–17] the authors consider Wireless Sensor and Actuator Networks
(WSANs), which can act autonomously for disaster monitoring. A WSAN con-
sists of wireless network nodes, all of which have the ability to sense events
(sensors) and perform actuation (actuators) based on the sensing data collected
by the sensors. WSAN nodes in these applications are nodes with integrated sen-
sors and actuators that have high processing power, high communication capa-
bility, high battery capacity and may include other functions such as mobility.
The application areas of WSAN include AAV [18], Autonomous Surface Vehi-
cle (ASV) [19], Heating, Ventilation, Air Conditioning (HVAC) [20], Internet of
Things (IoT) [21], Ambient Intelligence (AmI) [22], ubiquitous robotics [23], and
so on.

In this paper, we propose a simulation system for mobility control of swarm
drones based on DQN to provide WMNs services. Also, we present the simulation
results considering the normal distribution of mesh clients.

The structure of the paper is as follows. In Sect. 2, we give a short descrip-
tion of mesh router placement problem. In Sect. 3 presents a brief introduction
of DQN. In Sect. 4, we present the proposed simulation system. In Sect. 5, we
discuss the simulation results. Finally, conclusions and future work are given in
Sect. 6.

2 Mesh Router Nodes Placement Problem

We consider multiple mesh router nodes and arbitrarily distributed mesh client
nodes in a two-dimensional contiguous region [24]. The objective is to place mesh
router nodes in the considered area in such way that the network connectivity
and the number of mesh client node coverage are maximized.

The connected graph of mesh router nodes is considered a component, with
the largest component being the Giant Component (GC). Since the communica-
tion range is maximum when all components are linked, the Size of GC (SGC) is
used as a measure of network connectivity. The Number of Covered Mesh Client
(NCMC) is the number of covered mesh client nodes within the communication
range of the GC.
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Fig. 1. The structure of DQN based simulation system for mobility control of swarm
drones.

3 DQN

Deep reinforcement learning is a function approximation method using deep neu-
ral network, which can be used for controlling autonomous robots such as AAVs.
Deep Q-Network (DQN), which uses a Convolution Neural Network (CNN) as a
function approximation of Q-leaning is a Deep Reinforcement Learning method
proposed by Mnih et al. [25,26]. In paper [25], the authors present the imple-
mentation and performance evaluation of DQN for different Atari 2600 games.
The authors show that DQN can use game screen input without feature value
design, and they have better performance than conventional reinforcement learn-
ing method with feature value design using linear function [27]. The DQN com-
bines the methods of neural fitted Q iteration [28], experience replay [29], sharing
the hidden layer of action value function in each behavior pattern, and learning
can be stabilized even with a nonlinear function such as CNN [30,31].

Figure 1 shows the structure of the DQN based simulation system. In this
work, we use the Deep Belief Network (DBN), where computational complexity
is smaller than CNN for DNN part in DQN. The environment is set as vi. At each
step, the system selects an action from the action sets of the mobile actor nodes
and observes the communication coverage vt from the current state. The change
of the mobile actor node score rt is regarded as the reward for the action. For
reinforcement learning, we can consider all of these mobile actor nodes sequences
mt as Markov decision process [32], where sequences of observations and actions
are mt = v1, a1, v2, . . . , at−1, vt. It uses a method known as experience replay in
which it stores experiences at each timestep, et = (mt, at, rt, mt+1) in a dataset
D = e1, . . . , eN , cached over many episodes into a Experience Memory. Defining
the discounted reward for the future by a factor γ, the sum of the future reward
until the end would be Rt =

∑T
t′=t γt′−trt′ . T means the termination time-step

of the mobile actor nodes.
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Algorithm 1. Derive reward for an agent.
Require: Derive SGC, NCMC from the location of the actor node and mesh clients.
Ensure: cooperative reward
1: reward ← 0
2: if Covered any mesh clients then
3: reward+ = Number of Covered Mesh Clients by an Agent
4: else
5: reward− = Average(Number of Covered Mesh Clients by an Agent)
6: if Belongs to the giant component then
7: reward+ = Number of Covered Mesh Clients by Belong Component
8: else
9: reward− = Number of Covered Mesh Clients by Belong Component

10: if Overlapped with other actor nodes then
11: reward− = Number of Covered Mesh Clients by an Agent

2

After running experience replay, the system selects and executes an action
according to an ε-greedy strategy. Since using histories of arbitrary length as
inputs to a neural network can be difficult, Q function instead works on fixed
length format of histories produced by a function φ. The target was to maximize
the action value function Q∗(m,a) = maxπ E[Rt|mt = m,at = a, π], where π is
the strategy for selecting of best action. From the Bellman equation, it is equal
to maximize the expected value of r+γQ∗(m′, a′), if the optimal value Q∗(m′, a′)
of the sequence at the next time step is known.

Q∗(m′, a′) = Em′∼ξ[r + γmax
a′

Q∗(m′, a′)|m,a] (1)

By not using iterative updating method to optimize the equation, it is common to
estimate the equation by using a function approximator. Q-network in DQN is a
neural network function approximator with weights θ and Q(s, a; θ) ≈ Q∗(m,a).
The loss function to train the Q-network is:

Li(θi) = Es,a∼ρ(·)[(yi − Q(s, a; θi))2]. (2)

The yi is the target, which is calculated by the previous iteration result θi−1.
ρ(m,a) is the probability distribution of sequences m and a. The gradient of the
loss function is shown in Eq. (3):

∇θi
Li(θi) = Em,a∼ρ(·);s′∼ξ[(yi − Q(m,a; θi))∇θi

Q(m,a; θi)]. (3)

4 Proposed Method

In this section, we present the design and implementation of the proposed simu-
lation system based on DQN for mobility control of swarm drones as actor nodes
in WSAN to provide WMNs services. The actor node can choose the networking,
moving direction, actuation and sensing policies to maximize NCMC and SGC.
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Table 1. Simulation parameters of DQN.

Parameters Values

Number of episode 10000

Number of iteration 60

Number of hidden layers 2

Number of hidden units 64

Initial weight value Normal Initialization

Activation function Sigmoid

Action selection probability (ε) 0.999 − (t / Number of episode)

(t = 0, 1, 2, . . ., Number of episode)

Learning rate (α) 0.04

Discount rate (γ) 0.5

Experience memory size 500 × 100

Batch size 32

Number of actor nodes 4

Number of mesh clients 24

Initial placement of actor nodes [X, Y ] [16.0, 16.0]

Initial placement of mesh clients Normal distribution

Area size [(Xmin, Xmax), (Ymin, Ymax)] [(0.0, 32.0), (0.0, 32.0)]

Coverage of actor node 3.2

Fig. 2. Simulation results of rewards.

We consider tasks in which nodes interact with other nodes in an environ-
ment. In this case, the actor node moves step by step in a sequence of obser-
vations, actions and rewards. We took into consideration the connectivity and
mobility of actor nodes. For an actor node are considered 5 mobile patterns (back,
forward, right, left, stop). The actor nodes have networking, sensing, mobility
and actuation mechanisms. In order to decide the reward function, we considered
GC) and NCMC parameters. The reward function r is defined in Algorithm 1.

The proposed system based on DQN enables WMNs services to provide a
large communication area with drones by maximizing the rewards. The initial
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Fig. 3. Visualization results of best episode.

weights values are assigned as Normal Initialization [33]. The input layer is using
actor nodes and the position of events, total reward values in Experience Memory
and mobile actor node patterns. The hidden layer uses a Sigmoid function to
learn negative rewards. The output Q values are actor node movement patterns.

5 Simulation Results

In this section, we discuss the simulation results for mobility control of swarm
drones to provide WMNs services. Table 1 shows the parameters used in the
simulations. For simulations, we consider 24 mesh clients, normal distributions
and 4 actor nodes.

Figure 2 shows the change in total reward value of the action in each iteration
for Worst, Median, and Best episodes in DQN. We can see that with higher
reward values, the actor node can move and also keep a connection with other
actor nodes. In the case of Worst episode reward, the actor node moved out of
the target area and the episode is interrupted.

Figure 3 shows the visualization results for the movement of the Best episodes
in DQN when the number of iteration is 1, 20, 40 and 60. From the visualization
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results, we see that the actor node moves to cover many mesh clients. The
proposed system can control the mobility of swarm drones and provide WMNs
services to mesh clients.

6 Conclusions

In this paper, we propose a simulation system for mobility control of swarm
drones based on DQN to provide WMNs services. From the visualization results,
we found that the actor node moves in such a way in order to cover many clients.
In addition, the proposed system can control the mobility of swarm drones and
provide WMNs services.

Acknowledgement. This work was supported by JSPS KAKENHI Grant Number
JP20K19793.
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Abstract. Photonic crystal waveguide with fork-shaped three branch
outputs were numerically analyzed by finite difference time domain
(FDTD) method. The transmission spectra of fork-shaped photonic crys-
tal waveguide for continuous and band-limited impulse input signal are
compared. The transmission spectra showed typical four wavelengths
with obvious high output power peaks at center waveguide of the fork-
shaped branch.

1 Introduction

Photonic crystal structures (PhCs) or electromagnetic band gap (EBG) struc-
tures have periodic distribution of material constants and are applied into prac-
tical use in optical components for signal generation, transmission and reception,
because of its unique and sensitive characteristics with respect to the signal fre-
quency. Those characteristics are based on photonic band gap (PBG) phenom-
ena [1–4]. In signal procession and transmission utilizing PBG devices in optical
integrated circuits, high density multiplexing in frequency domain is expected
due to its sensitivity with respect to optical wavelength. This is important to
improve capacity of information transmission in photonic network with dense
multiplexing technique of signal in wavelength domain.

The behavior of electromagnetic wave in periodic structure can be controlled
by selecting material constants, designing periodic profile of the structure and
the frequency spectrum range of the signal. For various kinds of materials and
for various frequency ranges of application purposes, PBG might be found by
designing the structure with fundamental unit lattice. This means that, by set-
ting the parameters appropriately, confinement and transmission of electromag-
netic wave along line-defect in the structure is possible for desired range of
frequency from microwave to optical domain. In this meaning, we examined the
propagation characteristics of two dimensional photonic crystal waveguide with
fork-shaped branch with square lattice of dielectric pillar in optical frequency
range. In author’s previous works [5–14], authors have numerically demonstrated
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 332–340, 2023.
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wave propagation in the photonic crystal waveguide in optical frequency domain
by using silica rods as dielectric pillar. Additionally, situating cavities by a pair of
rods or single rod defect in or adjacent to the waveguide, wave filtering character-
istics of the cavities depending on the wavelength can be successfully confirmed.

As a useful numerical analysis technique, finite different time domain (FDTD)
method [15] is powerful and widely applicable, for enabling to design various
boundary shape of structure with multi-dimensional problems. In this paper,
transmission characteristics of fork-shaped branch waveguide is numerically
investigated by FDTD method [15]. In the first simulation, band-limited wave
with time evolving envelope of sampling function is given as input. The transmit-
ted frequency peaks were obtained by fast Fourier transform (FFT) In the second
simulation, steady state electric field profile is sampled by giving a monochro-
matic signal with changing the wavelength range from 1,350 to 1,600 nm. The
steady state wave is Fourier transformed and the peak of transmission spectra for
given wavelength range is obtained. Both of the results show that obvious trans-
mission peaks are observed in Fourier transformed wavelength domain. This sug-
gests that the proposed waveguide structure have selectivity to the input signal
wavelength, which can be applicable for wavelength filtering circuit component.

2 FDTD Method to Solve Two-Dimensional Maxwell’s
Equations

Maxwell’s curl equations for electric field vector E and magnetic field vector H
in lossless, isotropic, non-dispersive and non-conductive material are given as
follows;

∇ × H = ε
∂E
∂t

, (1)

∇ × E = −μ
∂H
∂t

, (2)

where ε is permittivity and μ is permeability of the space, respectively.
Assuming two dimensional uniform space along with z axis (i.e. ∂/∂z = 0),

Maxwell equations are decomposed into two sets of polarization. We analyze TE
mode or E-wave which includes (Hx, Ey,Hz) as the component and propagates
to x axis. For TE mode, Maxwell’s equations are reduced to following sets;

∂Ey

∂z
= μ

∂Hx

∂t
, (3)

∂Ey

∂x
= −μ

∂Hz

∂t
, (4)

∂Hx

∂z
− ∂Hz

∂x
= ε

∂Ey

∂t
. (5)

For analyzing space and time, the electromagnetic field components and the
medium profile are discretized and renewed step by step according th the leap-
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frog algorithm [15] as followings;.
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Time evolving electromagnetic field can be obtained by repeatedly solving
above set of equation with any initial condition at beginning of simulation.

3 Two-Dimensional, Fork-Shaped Photonic Crystal
Branch Waveguide with Silica Pillars

In Fig. 1, top view of periodic square lattice with a line-defect waveguide is
shown. The longitudinal axis of the cylinder corresponds to polarization direction
of electric field Ey of TE mode. Material of the cylinder is silica glass (SiO2) with
refractive index n1 = 3.6 in background air n0 = 1.0. The period P = 551.8 [nm],
the radius R = 0.2P , discretized space grid Δx = Δz = 9.85 [nm], discretized
time step Δt = 0.021[fs] are used in the following simulation. Total number of
pillars are 30 × 25 for horizontally and vertically in Fig. 1, which correspond to
discrete grid numbers of 1, 713 × 1, 433 respectively.

In the simulation, input wavelength range is from 1, 350 to 1, 600 [nm], which
correspond to range of operating wavelength in practical optical fiber communi-
cation system. For the lattice period P and the range of wavelength, the structure
shows perfect photonic band gap, which means the optical wave can not pene-
trate into the periodic layer. Following the design, the incident wave from the
input port can be guided along with line defect.

In Fig. 1, TE mode with components (Hx, Ey,Hz) is excited at port #1. The
electric field Ey has Gaussian profile along x-axis as follows,

Ey(x, t) = E0 exp

{
−

(
x

w0

)2
}

sin
(

2πc0t

λ

)
, (9)

where, field amplitude E0 = 1.0, half beam waist of Gaussian profile w0 =
275.8 [nm], speed of light in vacuum c0 = 2.998 × 108[m/s] and wavelength λ,
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Fig. 1. Top view of square-lattice photonic crystal with fork-shaped line-defect branch-
ing waveguide.

respectively. Also shown in Fig. 1, three output ports are situated with fork-
like shape. The input and output electric field Ey at each port are observed as
function of time steps to be analyzed by fast Fourier transform technique.

4 Numerical Results

4.1 FFT Analysis of Output Electric Field in Fork-Shaped Branch
Waveguide

In numerical analysis, the discrete time step is set to be Δt = 5.0 × 10−11[s].
For band-limited spectrum with uniform and square profile where real part of
the spectrum is unity and the imaginary part equals to zero, the time evolving
input wave f(t) is given by inverse Fourier transform of the spectrum as follows;

Re{f(t)} = −fL × Sa(2πfLt) + fU × Sa(2πfU t), (10)

where

Sa(x) =
sin(x)

x
(11)

is a sampling function, fL and fU are lower and upper frequency [Hz] of the
limited band, respectively. Here, fL = c0/1, 600 [nm] and fH = c0/1350 [nm]
are used for the flat square spectrum. The maximum input amplitude in the
simulation comes at time t = 100/fC [s], where 1/fC is time period for center
frequency of the range and fC = (fL + fU )/2.



336 H. Maeda

From time-evolving data of FDTD analysis, sampled data are recorded every
Δt,sample = 50Δt = 2.5 × 10−9[s] with numbers of sample data Nsample =
216 = 65, 536. From these parameter, the frequency resolution Δf = (Δtsample×
Nsample)−1 � 1.9MHz.

4.2 Output Spectrum from Band-Limited Input Signal

In Fig. 2(a) – (c), spectrum in each output port are plotted as function of wave-
length. Spectrum in Figs. 2(a) and (c) are same as Port#1 and Port#3 are sym-
metrically situated. In Fig. 2(b) is output spectrum from Port#2, which locates
at the center. In Fig. 2(b), four output typical wavelengths to show peaks exist
at 1,356 [nm], 1,420 [nm], 1,490 [nm] and 1,570 [nm], respectively.

4.3 Output Spectrum from Steady State Profile of Monochromatic
Continuous Input Signal

In this subsection, spectra which is obtained from steady state electric field
profiles with monochromatic input signal is explained. In Fig. 3(a) – (c), transient
input and output electric field profiles, an example of power spectrum for input
signal of λ =1,350 [nm], and the output spectra in wavelength range from 1,350
to 1,600 [nm], are depicted respectively. In Fig. 3(a), when input wavelength
λ=1,350 [nm], output field profile for continuous input electric field with E0=0.1
is shown as a function of time step number. As is depicted, all output fields
are converged after time step number of 20,000. Note that the output from
PORT#1 and #3 are totally overlapping for symmetrical waveguide structure.
In this figure, number of 212 = 4, 096 data after 20,000 time step is Fourier
transformed to obtain the spectrum. The power spectrum is shown in Fig. 3(b)
as a function of wavelength, where unit of vertical axis is in arbitrary unit.
It is obvious that extremely high peak exists at λ=1,350 [nm]. Similarly, by
changing input wavelength, output spectra from each output port is obtained.
The power spectra as transmittance is plotted in Fig. 3(c). Please note again
that the spectrum for PORT#1 and #3 are same as the output port locates
with symmetry. We found that spectrum of PORT#2 which locates at center of
three output ports has four local maximums.

In Table 1, the wavelength λpeak to show local maximum output power is
compared, and the error to result of steady state (Fig. 3(c)) is calculated. For 4
peak wavelengths, the error to Fig. 3(c) is less than 0.4%.

Let us consider about computation time to obtain these two simulation
approaches, i.e.. for case of band-limited input and of monochromatic continuous
input. The former can obtain spectrum of entire wavelength range from 1,350
to 1,600 [nm] at once, while the latter requires 250 times longer computation of
the former case. Though the latter case can get finer wavelength resolution of
1.0 [nm], for purpose of estimation of wavelength with output power peaks, we
can get the results in much shorter time.
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Fig. 2. Output spectrum in (a) Port #1 , (b)Port #2, and (c) Port #3, respectively.
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Fig. 3. Numerical results for continuous monochromatic input wavelength. (a) Electric
field profile of input and each output port, (b) example of Fourier transformed power
spectrum, and (c) power spectrum as transmittance as function of input wavelength in
range of 1,350−1600 nm nm, respectively.
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Table 1. Comparison of λpeak in PORT#2 from band-limited input and monochro-
matic continuous input. The error is estimated to λpeak in Fig. 3(c).

λpeak [nm] in Fig. 2(b) 1,355 1,422 1,495 1,574

λpeak [nm] in Fig. 3(c) 1,360 1,420 1,490 1,570

Error in % 0.37 0.14 0.33 0.25

5 Conclusion and Future Subject

Output spectrum of fork-shaped branch waveguide in square lattice pillar type
photonic crystal waveguide are numerically demonstrated. The time evolving
electric field profiles and output spectra in two symmetrical ports coincided
very well. At the center output port, the spectra showed four typical peaks
both for case of band-limited input and of monochromatic continuous input. As
monochromatic input can obtain output power peaks in finer wavelength reso-
lution with much longer computation time, the band-limited input can estimate
the output power peaks with good accuracy and in quite shorter computation
time compared with former case.
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Abstract. Recently, various communication technologies have been
developed in order to satisfy the requirements of many users. Espe-
cially, mobile communication technology continues to develop rapidly
and Wireless Mesh Networks (WMNs) are attracting attention from
many researchers in order to provide cost efficient broadband wireless
connectivity. The main issue of WMNs is to improve network connec-
tivity and stability in terms of user coverage. In our previous work, we
presented Moving Omnidirectional Access Point (MOAP) robots, which
can move omnidirectionaly in the real space to provide good commu-
nication and stability for WMNs. In this paper, we present the design
and implementation of a platform for controlling MOAP robots. The
implemented platform is able to calculate the optimal number of MOAP
robots and their positions considering clients positions and communica-
tion area. The implemented platform can get accurate robot position by
using supersonic sensors and move MOAP robot to appropriate positions
to provide good communication. The experimental results show that the
error distance of both X and Y directions is within 1 [cm].

1 Introduction

Recently, communication technologies have been developed in order to satisfy
the requirements of many users. Especially, mobile communication technolo-
gies continue to develop rapidly and has facilitated the use of laptops, tablets
and smart phones in public spaces [5]. In addition, Wireless Mesh Networks
(WMNs) [2] are becoming on important network infrastructure. These networks
are made up of wireless nodes organized in a mesh topology, where mesh routers
are interconnected by wireless links and provide Internet connectivity to mesh
clients.

WMNs provide cost efficient broadband wireless connectivity. The main issue
of WMNs is to improve network connectivity and stability in terms of user
coverage. This problem is very closely related to the family of node placement
problems in WMNs [6,10,12]. In these papers is assumed that routers move by
themselves or by using network simulator moving models.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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In our research, we consider a moving robot as network device. In order to
realize a moving access point, we implemented a Moving Omnidirectional Access
Point robot (called MOAP robot). It is important that the MOAP robot moves
to an accurate position in order to have a good connectivity. Thus, the MOAP
robot can provide good communication and stability for WMNs. Moreover, we
need to set minimum Transmission (TX) power for MOAP robot in order to
avoid interference and save energy.

In this paper, we present the design and implementation of a platform for
controlling MOAP robots. The platform is able to calculate the optimal number
of MOAP robots and their positions considering clients positions and communi-
cation area. The implemented platform can get accurate robot position by using
supersonic sensors and move MOAP robots to appropriate positions to provide
good communication.

The rest of this paper is structured as follows. In Sect. 2, we introduce the
related work. In Sect. 3, we propose a platform for MOAP robots. In Sect. 4,
we describe the experimental environment and results. Finally, conclusions and
future work are given in Sect. 5.

2 Related Work

Different techniques are developed to solve the problem of moving robots posi-
tion. One of important research area is indoor position detection, because the
outdoor position can be detected easily by using GPS (Global Positioning Sys-
tem). However, in the case of indoor environment, we can not use GPS. So, it is
difficult to find the target position.

Asahara et al. [3] proposed to improve the accuracy of the self position esti-
mation of a mobile robot. A robot measures the distance to an object in the
mobile environment by using a range sensor. Then, the self position estimation
unit estimates the position of the mobile robot based on the selected map data
and range data obtained by the range sensor. Wang et al. [13] proposed the ROS
(Robot Operating System) platform. They designed a WiFi indoor initialize posi-
tioning system by triangulation algorithm. The test results show that the WiFi
indoor initialize position system combined with AMCL (Adaptive Monte Carlo
Localization) algorithm can be accurately positioned and has high commercial
value.

Nguyen et al. [11] proposed a low speed vehicle localization using WiFi fin-
gerprinting. In general, these researches rely on GPS in fusion with other sensors
to track vehicle in outdoor environment. However, as indoor environment such
as car park is also an important scenario for vehicle navigation, the lack of GPS
poses a serious problem. For this reason, the authors used an ensemble classi-
fication method together with a motion model in order to deal with the issue.
Experimental results show that proposed method is capable of imitating GPS
behavior on vehicle tracking.

Ban et al. [4] proposed indoor positioning method integrating pedestrian
Dead Reckoning with magnetic field and WiFi fingerprints. Their proposed



Design and Implementation of a Platform for MOAP Robots 343

Fig. 1. Implemented MOAP robot.

Fig. 2. Movement of our implemented MOAP robot.

method needs WiFi and magnetic field fingerprints, which are created by mea-
suring in advance the WiFi radio waves and the magnetic field in the target map.
The proposed method estimates positions by comparing the pedestrian sensor
and fingerprint values using particle filters. Matsuo et al. [7,8] implemented and
evaluated a small size omnidirectional wheelchair. Also, Matsuo et al. [9] eval-
uated elbow and silhouette theories to decide MOAP robots positions to have
better communication environment.

3 Proposed Platform for MOAP Robots

In this section, we describe the implemented MOAP robot platform. We show
the implemented MOAP robot in Fig. 1. The MOAP robot can move omnidi-
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Table 1. Specifications of MOAP robot.

Items Specifications

Length 490.0 [mm]

Width 530.0 [mm]

Height 125.0 [mm]

Brushless Motor BLHM015K-50 (Orientalmotor corporation)

Motor Driver BLH2D15-KD (Orientalmotor corporation)

Controller Raspberry Pi 3 Model B+

Power Supply DC24V Battery

PWM Driver Pigpio (The driver can generate PWM signal with 32 line)

Fig. 3. Proposed platform.

rectionaly keeping the same direction and can provide access points for network
devices. In order to realize our proposed MOAP robot, we used omniwheels
which can rotate omnidirectionaly in front, back, left and right. The movement
of the MOAP robot is shown in Fig. 2. We would like to control the MOAP robot
to move accurately in order to offer a good environment for communication.

Our implemented MOAP robot has 3 omniwheels, 3 brushless motors, 3
motor drivers and a controller. The MOAP robot requires 24V battery to move
and 5V battery for the controller. We show the specifications of MOAP robot in
Table 1.
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We show the proposed platform in Fig. 3, which can calculate the optimal
number of MOAP robots and their position. The platform offers users a good
communication environment by moving MOAP robots to appropriate positions.

First, the platform detects the clients. Next it uses K-means clustering by
the position tool. Then, it calculates the optimal MOAP robot positions by
using Elbow and Silhouette theories. After deciding MOAP robot positions, the
platform uploads the position data of MOAP robots to the Data Base (DB).
Finally, the platform uses the position data to move the MOAP robots to better
positions for keeping a good communication environment.

In order to decide optimal positions and the number of MOAP robot, the
platform considers Elbow and Silhouette theories. Elbow and Silhouette theories
use K-means clustering. We show K-means function in Eq. (1). In this case, Ci

means i th cluster and xij is j th of i th data. K is the number of clusters. Ideal
clustering is achieved when the value of Eq. (1) will be minimized.

min
C1,...,CK

{
K∑

k=1

1
|Ck|

∑

i,i′∈Ck

p∑

j=1

(xij − xi′j)2} (1)

We show the K-means clustering in Fig. 4. The dots show clients. In Fig. 4
(a), we deployed 150 clients in random way on 2D space (100 m × 100 m). After
that, we used K-means clustering as shown in Fig. 4 (b). We consider that the
centroids can communicate with each-other for this scenario.

3.1 Elbow Theory

Elbow theory uses the distance between centroid and clients (see Fig. 4 (b)). In
Eq. (2), All Distance means total distance between each centroid and clients
in the cluster. If there is only one cluster, the All Distance value is maximum.
When the cluster number increases the All Distance value is decreased. The
relation between All Distance and the number of clusters is shown in Fig. 5.
From this figure, we can see that the optimal number of clusters is 3. This is the
elbow value.

All Distance =
K∑

k=1

∑

i,i′∈Ck

p∑

j=1

(xij − xi′j)2 (2)

3.2 Silhouette Theory

Silhouette theory uses the value of Silhouette coefficient. We show Silhouette
coefficients in Eq. (3), where a(i) is the average distance between i-th client and
other clients in the same cluster and b(i) is the average distance between i-th
client and other clients in the nearest cluster. The s(i) shows the degree of success
or failure of clustering. The value range for s(i) is −1 to 1. If s(i) value is near to
1 the clients in the same cluster are very close to each other. When s(i) value is
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Fig. 4. Simulation with 3 clusters.

Fig. 5. Relation between All Distance and number of clusters (for 3 clusters).

0, the clients are located on the border between clusters. Also, when the value
of s(i) is negative, the client does not belong to an appropriate cluster.

We show the K-means clustering and Silhouette coefficients with 8 clusters in
Fig. 6 and Fig. 7. In Fig. 6 (a), we deployed 800 clients on the 2D space (150m ×
120m) randomly. After that we clustered the clients by 8 clusters using K-means
clustering in order to analyze the clusters using the Silhouette theory (see Fig. 6
(b)).

In Fig. 7 are shown silhouette coefficients of 8 clusters, where the vertical line
means average value. The thickness of each clusters shows the number of clients
in the cluster. The silhouette coefficient is high when the thickness are almost
the same.

s(i) =
b(i) − a(i)

max{a(i), b(i)} (3)
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Fig. 6. Simulation with 8 clusters.

Fig. 7. Silhouette coefficient with 8 clusters.

3.3 Implementation of Proposed Platform for Controlling MOAP
Robots

In Fig. 8 is shown the implemented platform for controlling MOAP robots con-
sidering Elbow and Silhouette theories. The red and yellow square marks show
the location of two sensors attached to MOAP robot. The mid-point of the line
between red and yellow square is considered as the robot position.

In Fig. 9 is shown position detecting system and real supersonic sensors made
by Marvelmind [1]. Also, there are stationary beacons and mobile beacons in
Fig. 9. In Table 2 are shown the specifications of supersonic sensors. The control
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Table 2. Specifications of supersonic sensors.

Items Specifications

Distance between beacons Up to 50 [m]

Coverage area Up to 1000 [m2] with 4 beacons

Location update rate 0.05 – 25 [Hz]

Power supply LiPol battery 1000 [mAh] (Internal)

Beacon size W55 × L55 × H33 [mm] (with antenna: H65 [mm])

Weight 59 [g] (including battery)

Fig. 8. Implemented platform for controlling MOAP robot.

system can detect different shapes of communication area and move the MOAP
robot in a good position to cover the clients as shown in Fig. 10.

4 Experimental Results

To confirm the accuracy of the MOAP robot position, we carried out experiments
to detect the MOAP robot positions as shown in Fig. 11. The MOAP robot
moved from detected point 1 to point 4 and we measured 200 times each position
at 4 points. The numbers in parentheses are for each coordinates (x, y). The top
left side coordinates are (0, 0) and is considered as origin.
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Fig. 9. Implemented MOAP robot position detecting system.

Fig. 10. Example of detecting different shapes of communication area.

We show the experimental results in Fig. 12. In Fig. 12(a) is shown the dis-
tance of x direction and in Fig. 12(b) is shown the distance of y direction from
the origin. We evaluated the error distance on both X axis and Y axis. The
average error distance on X axis is 0.007 [m] while for Y axis is 0.002 [m].
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Fig. 11. Experiment for position detection.

Fig. 12. Experimental results of detecting MOAP robot positions.

5 Conclusions and Future Work

In this paper, we introduced our implemented platform for controlling MOAP
robots. We showed some of the previous works and discussed the related problems
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and issues. Then, we presented some feature of MOAP robot and proposed Elbow
and Silhouette theories to calculate the optimal number of MOAP robots in order
to have a good communication environment for WMNs.

The proposed platform could find the optimal number of MOAP robots posi-
tions and has a good accuracy to control MOAP robots. The experimental results
show the implemented platform can get accurate robot position by using super-
sonic sensors and provides a good communication environment. Also, the error
distance of both X and Y direction were within 1 [cm].

In the future work, we would like to add other functions to the platform
and carry out extensive simulations and experiments to evaluate the proposed
platform.
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Abstract. The goal of Industry 4.0 is to achieve a higher level of operational effi-
ciency and productivity, as well as a higher level of automatization. The automa-
tion is considered in the manufacturing industry to improve the efficiency of pro-
duction processes. Also, the measurement at the nano-level on the surface of the
target object by a machine has been considered for automation, but there are prob-
lems such as the need for high cost and a large amount of time for measurement.
In this paper, we propose a robot vision system based on an intelligent algorithm
for recognizing micro-roughness on arbitrary surfaces. The proposed system is
inexpensive, make quick measurement and is capable of autonomously recog-
nizing micro-roughness to improve the efficiency of production processes. The
experimental results show that the Hill Climbing (HC) algorithm can reduce the
movement vibration.

1 Introduction

The automation is considered by Industry 4.0 [1] in the manufacturing industry to
improve the efficiency of production processes. Also, the measurement of micro-
roughness on the target surface by machines is being considered for automation [2–
8]. However, there are problems such as the high cost and a lot of time required for
measurement. In addition, most of the processing skills related to micro-roughness and
convexities have been performed manually by craftsmen who have many years of expe-
rience.

It is important to transmit the skills to the next generation, but it takes a lot of
time and experience to learn the skills as artisans, therefore continuous employment
is required from the young generation. But there are few people who want to become
artisans, and it is difficult to hire young people, resulting in a chronic labor shortage. On
the other hand, the skills of artisans can be technically reproduced by applying current

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 353–360, 2023.
https://doi.org/10.1007/978-3-031-20029-8_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20029-8_34&domain=pdf
https://doi.org/10.1007/978-3-031-20029-8_34


354 C. Yukawa et al.

Fig. 1. Proposed system.

machine learning and control technologies. The robotization will become possible by
imitating the skills of artisans by intelligent algorithms [9–12].

In this paper, we present a robot vision system based on an intelligent algorithm for
recognizing micro-roughness on arbitrary target surfaces. The proposed system is inex-
pensive, make quick measurement and is capable of autonomously recognizing micro-
roughness to improve the efficiency of production processes. The experimental results
show that the Hill Climbing (HC) algorithm can reduce the movement vibration.

The structure of the paper is as follows. In Sect. 2, we present the proposed system.
In Sect. 3, we present the optimization of robot arm movement. In Sect. 4, we discuss
the experimental results. Finally, conclusions and future work are given in Sect. 5.

2 Proposed System

The robotic vision system for recognizing micro-roughness on the arbitrary target sur-
face is shown in Fig. 1. The proposed system considers images from various angles
with the 4◦ of freedom. For the robot arm, we propose a vibration suppression method
based on fuzzy inference [13–17] to improve the recognition rate of micro-roughness.
An electron microscope is mounted to the edge of the robot arm. The images received
by the electron microscope are reconstructed by stitching. Then, the stitched images
are sent to a Deep Learning Network (Conventional Neural Network: CNN) for object
recognition. We use Hill Climbing (HC) for the reduction of the movement vibration of
robot arm.
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2.1 Servo Motors Vibration Reduction Method

The robot arm has vibration and low accuracy of movement [18]. But, by using the
training datasets for image recognition, it is possible to improve the recognition rate
by suppressing the movement vibration of the robot arm [19]. Therefore, we propose
a method for reduction of vibration of the robot arm considering sensing, fuzzy infer-
ence, and servomotor control to improve the recognition rate of micro-roughness. The
sensing module sends to the Jetson the acceleration values X, Y and Z-axis from the
accelerometer GY-521mounted to the edge of the robot arm. Also, it sends the sensing
data to controller via serial transmission.

In the fuzzy inference are inserted the values of error and angle. The error is the
average squared error of the X, Y and Z-axis, where the true value is the average value
of the acceleration received from the accelerometer. We use Interval Type-2 Fuzzy Sets
(IT2FS) [20,21,26], and the output is determined by the Enhanced Iterative Algorithm
with Stop Condition (EIASC) method [24,25]. The IT2FS output is the gain of servo
motor. The input membership functions are the angle of robot arm and the error of
acceleration. The gain affects the responsiveness of the servo mechanism. The servo
motor controls the angle based on the gain of fuzzy inference output. In the vibration
suppression method, the gain is gradually decreased from the starting position to the
specified angle to suppress the vibration. The gain of the robot arm is gradually reduced
from the start position.

2.2 Image Stitching

In image stitching, the feature points are detected in multiple images by the electron
microscope and matching is performed based on the feature points. It is possible to
obtain a single high-resolution image of the entire acquired object by stitching each
image and the duplicate recognized images should be prevented [25]. In addition, the
prediction of object detection time should be reduced.

2.3 Object Detection

The proposed system recognizes micro-roughness on the surface by YOLOv5. We use a
deep learning model to perform object detection and class classification. A large number
of images containing micro-roughness are required to train the model. However, since
there are only a few factories and other production sites to process micro-roughness
only few images can be used for model training [24]. Therefore, we created a dataset
of images containing micro-roughness for training YOLOv5. In addition, we consider
transfer learning [22,23], which is a method of transferring a model that has already
been trained for another problem to improve the recognition rate of micro-roughness
and reduce the training time.
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3 Optimization of Robot Arm Movement

In this section, we consider the optimization of robot armmovement for vibration reduc-
tion. The pseudo-code of the proposed method is shown in Algorithm 1. The proposed
method determines the route of robot arm movement by using image acquisition points.
The HC algorithm is used for vibration reduction. First, the route of robot arm move-
ment is determined randomly in all image acquisition points. Next, two points replace
randomly selected points in order to set a new route. Also, vibration is calculated for
the robot arm motion in a new route. The vibration is added to each acceleration values
in X, Y and Z-axis from the accelerometer. If the acceleration of the new route reduces
the acceleration of the previous route, the route is updated to the new route. These steps
are repeated for a set number of times.

Algorithm 1. Optimization Route Order for Robot Arm
1: Generate initial solution R. R is route of robot arm.
2: forMotion robot arm in R do
3: A ← A+Acceleration
4: for i= 0 to 100 do
5: j, k ← Randomly number of 0 to route length.
6: R′ ← Swap R[ j], R[k]
7: forMotion robot arm in R′ do
8: A′ ← A′+Acceleration
9: if A′ < A then
10: R, A ← R′, A′
11: return Final solution R.

4 Experimental Results

The experimental environment is shown in Fig. 2. Experiments are performed on metal
surfaces. As the robot arm is used uArm Swift Pro Standard with 4◦ of Freedom and as
the microscope is used 5MP Digital Microscope USB 2.0. The experimental results for
the optimization of the robot arm movement are shown in Fig. 3 and the visualization
results are shown in Fig. 4. For the experiment, there are 9 image acquisition points and
the number of iterations is 100. From the experimental results, we conclude that the HC
algorithm can reduce the movement vibration.
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Fig. 2. Experimental environment.

Fig. 3. Experimental results.
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Fig. 4. Visualization results.

5 Conclusions

In this paper, we proposed a robot vision system based on an intelligent algorithm
for recognizing micro-roughness on arbitrary surfaces. The proposed system is inex-
pensive, make quick measurement and is capable of autonomously recognizing micro-
roughness to improve the efficiency of production processes. The experimental results
show that the HC algorithm can reduce the movement vibration. In the future, we would
like to increase the number of image acquisition points.
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Abstract. The Vehicle Routing Problem (VRP) is an optimization
problem that satisfies various constraints and minimizes the total route
cost by multiple vehicles. In this paper, we propose a transportation
routing method based on A∗ algorithm and Hill Climbing (HC ) consid-
ering WLAN connected Swarm Robots (WSRs). In addition, we compare
the simulation results of the proposed method for the initial solution
with/without the clustering k-means method considering the normal and
uniform distributions of loads. The proposed method optimizes the trans-
portation sequence and can decide the transportation route of each WSR
considering WLAN connectivity.

1 Introduction

Automatic Guided Vehicles (AGVs)/Autonomous Mobile Robots (AMRs) [1,2]
can be used in warehouses and factories to reduce the employee burden, pre-
vent human error and reduce labour costs. AGVs/AMRs can be more efficient
by optimizing transportation routes considering pick-up and delivery loads. The
also can be regarded as swarm robots [3–9] when operated on multiple units.
If the swarm robots are connected to a Wireless Local Area Network (WLAN),
the operators can manage and control the swarm robots constantly. In addition,
the information necessary for collaborative tasks can be exchanged in order to
detect the failure of robots. Satisfying various constraints and minimizing the
total route cost by swarm robots for transportation correspond to the Vehicle
Routing Problem (VRP) [10–12]. The decision of an optimal solution in VRP
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 361–368, 2023.
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is a Non-deterministic Polynomial-time (NP)-hard problem that requires expo-
nential time to complete the computation of the optimal solution. There are
some methods to solve the VRP including Local Search (LS) [13–16], Simulated
Annealing (SA) [17–20] and Genetic Algorithm (GA) [21–24].

In this paper, we propose a transportation routing method based on
A∗ algorithm and Hill Climbing (HC ) considering WLAN connected Swarm
Robot (WSR). In addition, we compare the simulation results by the proposed
method that the initial solution with/without the clustering method based on k-
means when the normal or uniform distribution of loads. The proposed method
optimizes the transportation sequence and decides the transportation route of
each WSR considering WLAN connectivity.

The structure of the paper is as follows. In Sect. 2, we show the proposed
method. In Sect. 3, we show the simulation results. Finally, conclusions and
future work are given in Sect. 4.

2 Proposed Method

In this section, we discuss the proposed method. Figure 1 shows the flowchart
of the proposed method. The proposed method considers clustering based on k-
means [25–27] to decide a more efficiently initial transportation route. We use the
HC [28] for optimizing the transportation sequence and the A∗ algorithm [29,30]
for deriving the transportation route of each WSR considering WLAN connec-
tivity. The proposed method optimizes the transportation sequence and decides
an efficient transportation route for each WSR that pick-up the loads in ware-
houses or factories considering WLAN connectivity. It is possible to centrally
manage and remotely control the swarm robots constantly by guaranteeing the
network connection with the swarm robots.

In the proposed method, all WSRs must be connected to one or more routers
to consider network connectivity. In addition, the WSRs have their communica-
tion range and they can communicate when their communication range overlap.
The routers are placed in a way that the maximum communication distance with
the WSRs covers the target area.

2.1 Clustering Based K-Means for Transportation Routing

An efficient transportation can be achieved by collectively picking up of loads
that are located near the placement of other loads. Therefore, the proposed
method decides the initial transportation sequence for the transportation route
of each WSR considering the k-means method which is one of the clustering
methods.

The loads are clustered considering each placement of loads based on the k-
means method into the number of WSRs used for transportation. It is expected
that the optimal solution will be faster than using a random initial transportation
sequence by using each cluster as the initial transportation sequence for each
WSR.
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Fig. 1. Flowchart of proposed method.

2.2 Hill Climbing Based Optimization Method

The HC optimize the transportation sequence for each WSR. First, for each
WSR is allocated a load that is based on each cluster by the clustering method
as an initial transportation sequence and stores the placement of the loads in
the transportation sequence of each WSR. Next, we perform the HC based
optimization method [28]. The optimization method has two processes a process
of averaging and a process of minimizing the transportation distance as the cost
in the transportation sequence of each WSR. The transportation distance is the
sum of the Euclidean distances between depot and loads, loads and loads.

In the actual environment, if the operating time of each WSR is biased when
operating, that will be a negative influence, such as increasing the failures and
wear/tear on WSRs. Therefore, the process of averaging prevents a bias in the
transportation distance of each WSR and decreases the possibility that some
WSRs will not be used. In addition, in the process of averaging, the mean squared
error in the transportation distance of each WSR is minimized to reduce the
transportation distance bias.
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Table 1. Simulation parameters.

Parameters Values

Area size [(Xmin, Xmax), (Ymin, Ymax)] [(0.0, 200.0), (0.0, 200.0)]

Number of routers [unit] 4

Number of WSR [unit] 4

Number of loads [unit] 40

Communication range of router [unit] 40.0

Communication range of WSR [unit] 30.0

Number of iteration [times] 1, 000, 000

Distribution of load placement [unit] Normal/Uniform distribution

For each process, randomly choose one of the two that swap or pass over
randomly selected loads from two randomly decided WSRs. The transportation
sequence is update when the transportation distance of each WSR and the dif-
ference of transportation distance between WSRs are improved. If the above
process repeats, the transportation sequence is not updated. After a specified
number of times, the current best transportation sequence is decide as the opti-
mal transportation sequence.

2.3 Transportation Routing Method Based on A∗ Algorithm

After HC based optimization method decides the transportation sequence for
pick-up of the loads by each WSR, the A∗ algorithm decides the transportation
route of each WSR considering the communication range and WLAN connectiv-
ity. The communication range is defined as the area when the Euclidean distance
between the router and each WSR is shorter than the sum of the communication
range of routers and the communication range of WSR.

3 Simulation Results

Table 1 shows the simulation parameters of the proposed method. The placement
of router, WSR and depot are indicated by (X-axis, Y -axis). The initial place-
ment of routers are (50.0, 50.0), (50.0, 150.0), (150.0, 50.0) and (150.0, 150.0),
respectively. The initial placement of WSRs and depots are (90.0, 90.0), (90.0,
110.0), (110.0, 90.0) and (110.0, 110.0), respectively.

For the evaluation, we consider the total transportation distance of WSR
and compare the perform once the proposed method without/with the cluster-
ing based k-means when the load placement has normal/uniform distribution.
Figure 2 shows the visualization results by clustering method. Figure 3 shows the
visualization result of the proposed method. Figure 3(a) and Fig. 3(b) show the
optimized transportation route of each WSR when the initial solution is decided
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Fig. 2. Visualization results of clustering method.

without/with the clustering method and the load placement has normal distribu-
tion. Figure 3(c) and Fig. 3(d) show the optimized transportation route of each
WSR when the initial solutions decided without/with the clustering method and
the load placement has uniform distribution. The visualization results show that
the proposed method can optimize the transportation sequence and decide an
efficient transportation route for WSRs to pick up the loads and return to the
depot.

From the simulation results, the total transportation distance without the
clustering method is 1084.614 [unit] and the total transportation distance with
the clustering method is 852.511 [unit] when we consider the normal distri-
bution. Also, the total transportation distance without the clustering method
is 2454.968 [unit] and the total transportation distance with the clustering
method is 1331.780 [unit] when we consider the uniform distribution. The pro-
posed method with clustering reduces the total transportation distance com-
pared with the case without clustering by 21.399 [%] for the normal distribution
and 45.751 [%] for the uniform distribution. Also, the visualization results show
that the proposed method can reduce the transportation distance and decide an
efficient route for pick-up the loads by each WSR.
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Fig. 3. Visualization results of the proposed method.

4 Conclusions

In this paper, we proposed a transportation routing method based on the k-
means method, HC and A∗ algorithm considering WSR. The proposed method
optimizes the transportation sequence and decides the transportation route of
each WSR considering WLAN connectivity. The visualization results show that
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the proposed method can reduce the transportation distance and decide an effi-
cient route for pick-up the loads by each WSR. In the future, we would like to
improve the proposed method.
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Abstract. In recent years, Japan’s declining birthrate and aging pop-
ulation have increased the need for new urban planning through sus-
tainable compact city policies, and have also increased the importance
of women in the workforce. Based on the above background, this study
focuses on the choice of residence among working women. We simulate
land use patterns in a virtual city, assuming that women choose a place
to live according to the factors that are important to them, such as
proximity to a train station and a nursery school or school-age childcare.
These factors are included based on the results of a questionnaire sur-
vey on the items that women consider important for choosing a place to
live. We analyzed the location of the houses in the city when the simula-
tion converged. Our results showed that the location of the houses varies
depending on the household.

1 Introduction

In recent years, there has been an increasing need for urban planning suitable
for new lifestyles in Japan, such as compact city policies for sustainable develop-
ment in response to the declining the birthrate and aging population, and urban
development that takes into account changes brought about by the COVID-19
pandemic. On the other hand, changes in the social environment surrounding
women and changes in women’s attitudes toward work have made it even more
important to realize a society in which women can easily balance work with
housework and childcare.

In our previous study [1], several models were created with different initial
arrangements of facilities, including a virtual city model with randomly arranged
facilities and a virtual city model with workplaces concentrated in the center. The
results showed that the location of the workplace affects the choice of residence
for both single and family households. The simulation results of our previous
study [1] and the numerical analysis from another study by Waddel [2] indicate
that distance from the workplace and commuting time are important factors
influencing residential location decisions. According to another study by Yui [3],
women tend to place more importance on security and childcare services than
men when choosing a place to live, and it has been noted that there are gender
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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differences in the items that are important when choosing a place to live. Yet
another previous study found that women’s commuting burdens affect where
couples live [5]. Yui [3] conducted an online questionnaire survey on the items
that working women consider important when choosing a place to live and the
results were divided into three groups: single women (referred to as singles),
women in dual-earner households without children (referred to as dinks), and
women in dual-earner households with children (referred to as family).

In the present study, for the three household types, singles, dinks, and family,
we create a simulation model of residence choice based on the results of the
questionnaire in [4], and the characteristics of the residences of each household
are analyzed.

2 Methods

We consider a city of small to medium scale, with a space of 50 × 50 cells, each
cell is assumed to have a side length of 50 to 100 m, and only one agent can be
placed in each cell. In this study, eight types of agents are created in the model
space: house (resident), office (workplace), market (store), park (park), nursery
(nursery), station (station), school (school), and empty (empty space) as shown
in Table 1. Six of these types of agents, excluding house and empty, are denoted
as institution agents.

House agents are classified into three types of households, denoted by singles,
dinks, and family, according to housing expenses, which indicates the maximum
amount of spending available for housing. A housing expense is set by a uniform
random number between 0 and 90. Referring to the survey results by Japan’s
Ministry of Health, Labour and Welfare [6] regarding the housing cost burden
ratio of households in their 30s, for a house agent with housing expense he, if
0 ≤ he < 30 (resp. 30 ≤ he < 60, 60 ≤ he < 90), the agent belongs to family
(resp. dinks, singles).

Table 1. Types of agents and the number of agents.

Types of agents Number of agents

House (resident) 1000

Office (workplace) 54

Market (store) 30

Nursery (nursery) 15

School (school) 15

Park (park) 10

Station (train station) 1

Empty (empty space) 1375
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In order to analyze the effects of the placement of institutions on residential
placements, we set two models: one in which the institution agents are concen-
trated in the center of the space (called central placement model), as shown in
Fig. 1a, and the other in which they are scattered throughout the space (called
random placement model), as shown in Fig. 1b. The institution agents remain
stationary throughout the entire simulation.

(a) Central placement model. (b) Random placement model.

Fig. 1. The field of the model at the initial step

We set the land value of each cell in the space according to its distance from
the station agent placed at position (25, 25). Approximately half of the cells in
the space (1245 cells), are within 14 units of distance from the station agent, and
these cells are referred to as being in the downtown area. A cell in the central area
is set so that the land value decreases with the distance from the station agent.
Specifically, land value lv is set as lv = 90−p ·d for the distance d to the station
agent. Based on the results from a preliminary experiment, the parameter p is
set as 5. For the other cells, referred to as being in the uptown area, the land
value is kept constant regardless of the distance from the station agent.

The items that each household considers important when selecting a place
to live are set with reference to the results of a questionnaire from a previous
study [4]. Questionnaire results unrelated to our model (e.g., housing facilities)
are excluded in this study. Based on the items that each household considered
important when choosing a place to live and the percentage of respondents who
answered that the item was important to them in the survey results, we deter-
mine the probability that a house agent will take these items into account when
moving in our model. For example, our model sets the probability that a single
house agent values being near a train station at 71%, since 71% of single women
responded in the questionnaire that they value being close to a train station.
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Table 2. Residential choice of working women [4]

Singles % Family %

Station 71 Proximity to train station 53

Land price/rent 55 Land price/rent 49

Proximity to work 54 Proximity to husband’s work 29

Convenience of stores and facilities 16 Proximity to parents 24

Quiet environment 11 Convenience of stores and facilities 22

Proximity to acquaintances and friends 11 Proximity to work 17

Familiar environment 16

Dinks %

Land price/rent 46

Proximity to train station 32

Proximity to parents 27

Familiar environment 24

Proximity to husband’s work 18

Children’s educational environment 18

Convenience of stores and facilities 16

Nursery school or school-age childcare 12

Proximity to work 10

Environment in proximity to nature 10

The following shows how the questionnaire items in Table 2 are reflected in
the model.

• Proximity to train station: Distance to the station agent.
• Land price/rent: Land value lv.
• Proximity to work: Distance to a certain office agent that is randomly selected

at the beginning of the simulation.
• Convenience of stores and facilities: Distance to the nearest market agent.
• Quiet environment: Distance to the station agent multiplied by a negative

value.
• Proximity to acquaintances and friends: Distance to a certain single house

agent that is randomly selected at the beginning of the simulation. Even if
the selected agent moves, consider the distance to that agent.

• Proximity to parents: Distance to a certain family agent that is randomly
selected at the beginning of the simulation. Even if the selected agent moves,
consider the distance to that agent.

• Familiar environment: Distance to a certain family agent that is randomly
selected at the beginning of the simulation. Even if the selected agent moves,
consider the distance to that agent.

• Children’s Educational Environment: Distance to the nearest school agent.
• Securing daycare and childcare for school children: Distance to the nearest

nursery agent.
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• Environment in proximity to nature: Distance to the nearest park agent.

At each step, a house agent calculates the dissatisfaction level by adding
up the housing expense he and the above-mentioned factors. Each house agent
checks whether a randomly selected empty agent satisfies the following two con-
ditions, and moves by exchanging its location with the empty agent if it satisfies
the conditions:

1. The selected empty agent satisfies lv < he, which means that the land value
is less than the housing expense of the house agent that is the current focus.

2. The dissatisfaction level of the selected empty agent denoted by De is lower
than the current dissatisfaction level denoted by D, i.e., D > De, which means
that the dissatisfaction as a residential area is compared between the present
location and the selected location.

Each house moves according to the above rules, and the simulation is ter-
minated when all house agents satisfy D ≤ De. The simulation is executed 100
times each for the central placement model and the random placement model.

3 Experiments and Analysis

The field of the model at convergence for the central placement model and the
random placement model is shown in Fig. 2a and Fig. 2b, respectively. In the
central placement model, most of the single house agents are located in the
downtown area, while most of the dinks and family house agents are located
on the boundary between the downtown and the uptown area. In the random
placement model, house agents are more sparsely distributed than in the central
placement model and are distributed throughout the entire space. The number
of house agents in the downtown area in the random placement model is smaller
than that in the central placement model.

From the results of 100 simulations, the mean, median, and variance of the
distance from the station at the end of the simulation are calculated. The results
for the central placement model and the random placement model are summa-
rized in Table 3. The random placement model has larger values than the central
placement model for all means, medians, and variances. The values in Table 3
as well as the fields represented in Fig. 2a and Fig. 2b show that the central
placement model is more successful in compacting and centralizing the city.

We obtain the distance from the station to all house agents at the end of the
simulation as a rounded integer value, then calculate the corresponding number
of house agents for each distance to the station. The average number of house
agents is obtained for each distance to the station agent from 100 iterations of the
simulation. Figure 3a (resp. Fig. 3b) shows the average number of house agents
on the vertical axis and the distance from the station agent on the horizontal
axis for the central replacement model (resp. random replacement model).

Both models show a significant number of house agents near the boundary
between downtown and uptown. In the central placement model, the number of
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(a) Central placement model. (b) Random placement model.

Fig. 2. The field of the model at convergence.

Table 3. The distance from the station to all house agents at the end of the simulation
consisting of 100 trials.

Mean Median Variance

Central placement model 15.8 16.2 33.6

Random placement model 17.6 17.5 40.4

(a) Central placement model. (b) Random placement model.

Fig. 3. Distance from the station agent and the number of house agents per household

house agents in the downtown area per unit distance to the station tends to be
higher than in the random placement model. In the uptown area, the number
of house agents tends to decrease rapidly with distance from the station in the
central placement model, while the decrease is slower in the random placement
model.
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Based on data shown in Table 3, Table 4 summarizes the result for each house-
hold. The mean and median indicate that the distance from the station agent
is smaller in the order of singles, dinks, and family for the two models. On the
other hand, variance is larger in the order of singles, dinks, and family.

Table 4. The distance from the station to all house agents at the end of the simulation
for 100 trials per household.

Mean Median Variance

Central placement model Singles 13.5 15.0 47.4

Dinks 15.4 15.3 26.5

Family 18.5 18.0 14.3

Random placement model Singles 15.7 15.8 58.4

Dinks 17.3 16.8 34.2

Family 19.8 19.1 19.9

Based on data shown in Fig. 3a and Fig. 3b on the distance to the station
agent and the number of house agents, Fig. 4a and Fig. 4b show the results for
each household, respectively. There are two distribution peaks for singles and
dinks house agents, but there is only one peak for family house agents. These
peaks are more prominent in the central placement model than in the random
placement model. Single house agents can be seen at distances both short and
far from the station, while family house agents are rarely found at a distance of
less than 11 units from the station.

(a) Central placement model. (b) Random placement model.

Fig. 4. Distance from the station agent and the number of house agents
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4 Conclusion

In this study, a city simulation model for land use patterns was developed based
on the results of a questionnaire concerning items that women consider when
selecting a place to live. The simulation results indicate that the central place-
ment model, in which various facilities are located in the center of the city,
promotes urban compactness. In addition, different households show different
characteristics with respect to the choice of place of residence.

Our future work is to analyze which factors have a significant impact on the
choice as to where to live, such as land cost and proximity to train stations. In
addition, it will also be important to investigate the optimal layout of facilities
in a city.
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Abstract. In this paper, we consider the problem of constructing characters from
a set of measured data using some electronic devices - such as pen tablet and
electronic white board, etc. For such a problem, the Gaussian Process Regression
is employed, where the Gaussian kernel is used as kernel function. Then, the
character is then obtained as the average of posterior distribution based on the
Gaussian process model. In particular, it is shown that transforming the typeface
into a running style is available by adjusting some hyper-parameter of the kernel
function. The design examples are included.

1 Introduction

Writing is one of the essential tasks in even the today’s digitalized world [1]. In the
writing task, human produces characters by moving a writing device (e.g. pen) on a
writing plane (e.g. paper and display) continuously in both time and space. Based on
this observation, Takayama and Kano et al. [2] have developed a novel font design
method called as ‘dynamic font’. Unlike the ordinary design methods -such as dot
matrix, outline vector, and skeleton vector methods, etc. [3], the idea was to introduce a
virtual writing device and virtual writing plane, and characters are formed as the result
of three-dimensional (3-D) motion of device. Moreover, by designing the motion as a
weighted sum of time-shifted B-splines [4], the motion is represented by the sequence
of 3-dimensional weight vectors. In other words, a character, a motion of the writing
device, and weight vectors of B-splines are all regarded as the same in representation.
This fact constituted a formal theory for handling characters. In particular, we have
developed a scheme for generating cursive characters by employing control-theoretic
B-spline function approximation [5]. Very recently, one of authors in [6] has also devel-
oped a scheme for modeling hairy-brush characters as seen in Japanese calligraphy, by
introducing a deep learning approach.

However, in using the dynamic font, when generating characters with complex
shapes such as handwritten characters, it is necessary to maintain a large size of B-
spline weight vectors. For such a problem, one possible improvement would be to use
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sparse modeling [7]. But, this is not realistic because it requires the preparation of dic-
tionaries for a wide variety of characters in advance.

In this study, we develop a new method for constructing and reconstructing charac-
ters. But, the big differences with work in [5] are as follows:

(i) Use of the Gaussian process regression (GPR) [8] for constructing characters.
(ii) Reconstructing the style of characters and generating ink-effects on characters are

available using GPR.

In (i), supposing that handwriting motion in some writing are measured using a pen
tablet, then we construct characters using GPR from such a measured data. Here, the
Gaussian kernel is used as the kernel function. Then, it is shown that characters are
obtained as the mean of the posterior distribution based on the Gaussian process model.
As for (ii), the fundamental operations –such as resizing and translating characters, are
introduced. Then, it is shown that an operation to transform the typeface to a writing
style can be defined by adjusting the hyper-parameter of the kernel function. Further-
more, by utilizing the variance of the posterior distribution, it is possible to express
“blurring” as seen in brush strokes. The usefulness of this method is shown by a design
example.

The paper is organized as follows. In Sect. 2, we present the method for constructing
characters using Gaussian process regression. Then, the method for manipulating char-
acters is described in Sect. 3. In Sect. 4, a design example is included, and concluding
remarks are given in Sect. 5.

2 Constructing Characters Using Gaussian Process Regression

We first present the method for constructing characters using Gaussian process regres-
sion [8].

Now, we suppose that handwriting motions are measured by using pen-tablet and
they are stored as a set of data D ,

D = {(xi,yi) : xi ∈ [xini,xfin], yi ∈ R2, i= 1,2, · · · ,N}, (1)

where the mean of y is normalized to be 0.
We then consider to represent a set of data D using an idea of Gaussian Process

Regression (GPR). Namely, we construct a model to estimate a function f (x) with an
input x ∈ R+ (i.e. time) and writing motion y ∈ R2 defined as

y= [X , Y ]T ∈ R2. (2)
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For simplicity, we here assume that each element in y(x) ∈ R2, i.e. X(x) and Y (x), is
constructed independently in the sequel, and using notational abuse, y(x) is treated as
scalars with the understanding that they represent one of the two elements.

Here, we suppose that the function f is generated from a Gaussian process, i.e.

f ∼ GP(0,k(x,x)).

Letting y be a vector defined as

y= [y1, y2, · · · , yN ]T , (3)

we have y ∼ N(0,K) using a kernel matrix K ∈ RN×N given by

K=

⎡
⎢⎢⎢⎣

k(x1,x1) k(x1,x2) · · · k(x1,xN)
k(x2,x1) k(x2,x2) · · · k(x2,xN)

...
...

. . .
...

k(xN ,x1) k(xN ,x2) · · · k(xN ,xN)

⎤
⎥⎥⎥⎦ . (4)

Here, the kernel function k(xi,x j) is a Gaussian kernel, i.e.

k(xi,x j) = exp

(
−|xi − x j|2

θ

)
, (5)

where θ denotes a hyper-parameter.
Letting p(y∗|x∗,D) be a posterior distribution of y∗ corresponding to some time

x∗ ∈ [xini,xfin], we obtain

p(y∗|x∗,D) = N(k∗K−1y,k∗∗ −kT∗K
−1k∗), (6)

where k∗ and k∗∗ are given by

k∗ = [k(x∗,x1) k(x∗,x2) · · · k(x∗,xN)]T , (7)

k∗∗ = k(x∗,x∗). (8)

Then, characters are constructed as an expectation of posterior in (6), i.e.

E(y∗|x∗,D) = k∗K−1y, (9)

where x∗ is at a point sampled appropriately in [xini,xfin].

Remark 1. Note here that the size of kernel matrix K in (4) increases as the number of
data, i.e. N, becomes large. Then, the computational complexity ofK−1 in (9) increases.
For such an issue, some approximation algorithms can be used [9].

3 Reconstructing Characters

We are now in the position to develop a scheme for reconstructing characters in Sect. 2.
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Once we compute K−1 in (9), the fundamental operations - such as resizing and
translation of characters, can be achieved by linear transformation on y in (9) as follows.

We here introduce a fundamental operator T (·; ·; · · ·) for resizing and translating
characters such that, for a given y and scalar a,c ∈ R,

T (y;a;c) = [a · y1+ c, a · y2+ c, · · · , a · yN + c]T . (10)

Then, the fundamental operations - such as resizing and translation of characters, can
be achieved by linear transformation on y in (9). When we want to resize and translate
characters constructed by (9), we have only to replace y with T (y;a;c) and compute
E(y∗|x∗,D), i.e.

E(y∗|x∗,D) = k∗K−1T (y;a;c). (11)

The operation for rotating characters can be also defined in the same manner.
On the other hand, θ in (5) is a parameter corresponding to how much of the esti-

mated value reflects nearby points. As θ becomes large, the estimated y∗ becomes
smoother. Thus, the style of characters can be transformed to some cursive ones. In
addition, the blurring that can be seen in brush strokes can be depicted by superimpos-
ing the characters generated by (9).

Remark 2. Note here that the inverse matrix K−1 in (9) must be recalculated when we
set some different value of θ , where some approximation algorithms can be used as in
Remark 1.

4 A Design Example

We show an example of characters constructed and reconstructed by using the scheme
presented in Sects. 2 and 3.

Figure 1 illustrates a set of measured data D for the handwritten character “hello”
on XY plane. Here, the dataset was measured and stored by using the system in Fig. 2.
This measurement system consists of PC with Linux OS and pen-tablet device. By this
system, we measure and store handwriting input on the display as a datesetD consisting
of 2-dimensional position on XY-plane at the sampling rate 0.6 [s].
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Fig. 1. A measured dataset D for the handwritten character “hello”.

Fig. 2. Overview of system for measuring handwriting motion.

In Fig. 3, we show a design example of characters constructed from a dataset in
Fig. 1. We here set xini and xfin as xini = 0 and xfin = 15, respectively. Hence, N is set
as N = 26. Figures 3(a) and (b) show the results for the cases where θ in (5) is set
as θ = 1.0 and θ = 2.0, respectively. The cross marks indicate the two-dimensional
position y = [X , Y ]T of the measured handwriting motion. We here observed that a
large value of θ can deform the style well like cursive script.

On the other hand, Fig. 4 shows the results of superimposing writing motions 10
times (Fig. 4(a)) and 1000 times (Fig. 4(b)) by p(y∗|x∗,D), where θ is set as θ = 1.0.
Then, we observed that the style of reconstructed characters can be expressed like a
brush stroke.
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Fig. 3. An example of constructed characters “hello”.



Constructing and Reconstructing Characters Using GPR 383

(a) 100 times

(b) 1000 times

Fig. 4. The results of superimposing writing motions (a) 10 times and (b) 1000 times by
p(y∗|x∗,D).

5 Concluding Remarks

In this study, we developed a method for constructing and reconstructing characters
using Gaussian process regression. First, we presented a method for constructing char-
acters from a measured data on human handwriting. For constructing characters, we
employed Gaussian process regression, where the Gaussian kernel is used as the kernel
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function. Then, we showed that characters are obtained as the mean of the posterior dis-
tribution based on the Gaussian process model. In such a scheme, we define the basic
operations to handle font sizes and locations. In addition, it is shown that an operation
to transform the typeface to a writing style is available by adjusting the hyper-parameter
of the kernel function. Also, by utilizing the variance of the posterior distribution, it was
possible to express “blurring” as seen in brush strokes. The usefulness of this method
was demonstrated by a design example.
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Abstract. The probability of a large Nankai Trough earthquake occurring within
30 years, perhaps causing extensive damage, has been estimated recently as 70–
80%. Although disaster prevention drills are held by large organizations once
annually, younger people tend to have low awareness of disaster prevention. In
response to a recent trend of people neglecting disaster education, research has
been conducted to raise disaster prevention awareness using virtual reality (VR) to
simulate disaster sites and experiences. This study proposes and examines disaster
prevention training system materials that incorporate mixed reality (MR), which
reproduces VR on a real-space basis. This systemmaterials are aimed at improved
confidence after training and reduced risk ofmotion sickness (VR sickness), which
earlier studies of VR trainingmaterials have identified as difficulties. As described
herein, after the contents of the proposed method are explained, the effectiveness
of the proposed method is demonstrated using evaluation experiments.

1 Introduction

To a greater degree than most countries, disasters such as earthquakes occur frequently
in Japan. Particularly, the Great East Japan Earthquake of March 2011 wrought con-
siderable damage. In recent years, the probability of a magnitude 8–9 Nankai Trough
Earthquake occurring within 30 years has been estimated as 70–80% [1]. Of course,
30 years is not a short period of time for humans. Moreover, it is difficult to predict
exactly when an earthquake will occur. Also, it is impossible to live in constant vigi-
lance against natural disasters such as earthquakes and fires. For those reasons, disaster
drills are held once annually by large organizations. However, some disaster drill par-
ticipants remain unaware of the necessity of disaster drills or have low awareness of
disaster prevention. Such tends to be the case particularly for people of younger gener-
ations. In response to this trend away from disaster prevention education, studies have
been undertaken to raise disaster prevention awareness using virtual reality (VR) [2] to
experience simulated events at disaster sites. This paper proposes disaster prevention
training system materials incorporating mixed reality (MR) [3], based on the idea that
MR, which reproduces VR on a real-space basis, can provide “reduced risk of motion
sickness” in addition to “improved confidence after training”, which were salient diffi-
culties with VR materials examined in earlier studies, while retaining positive aspects
of the VR experience.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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2 Earlier Research

2.1 Overview

Tanimoto et al. [4] proposed a disaster prevention training system using VR to address
the recent trend toward neglect of disaster prevention education. The use of VR can
provide immersive and realistic experiences of disasters that are not provided by con-
ventional teaching materials. Moreover, VR can present disasters that cannot be seen
or experienced without being actually encountered. Although simulation of a disaster
environment by burning things to simulate a fire is not impossible, it is unrealistic to do
so repeatedly. In this respect, VR presents the benefit of requiring no use of consumable
items. Moreover, VR can ensure the safety of the training participants. The proposed
system comprises three parts: a VR evacuation drill, a VR fire drill, and a VR compre-
hensive drill. The attention, relevance, confidence, and satisfaction (ARCS) model from
educational engineering is incorporated in drills to reduce disengagement from disaster
education and reduced disaster awareness, which are regarded as difficulties inherent in
disaster education.

2.2 ARCS Model

As proposed by John Keller in 1983, the ARCS model helps learners to improve their
motivation to learn. The model is a framework that organizes learning motivation prob-
lems and measures into the four categories of attention, relevance, confidence, and satis-
faction. The framework also providesmotivational policies and procedures for designing
motivation for each category.

Indicators for each item are presented below.

– Attention: Did the learner devote attention to the contents of the material?
– Relevance: Did learners find the contents of the material rewarding?
– Confidence: Are learners confident that they can actually use the material?
– Satisfaction: Does the learner feel a sense of accomplishment after learning the
material?

The Instructional Materials Motivation Survey (IMMS) scale is used to measure
achievement of the four ARCS items above. The IMMS model scale consists of 36
items corresponding to attention (12 items), relevance (9 items), confidence (9 items),
and satisfaction (6 items) of learning materials, which are rated on a five-point scale
from “1. not at all applicable” to “5. completely applicable”.

2.3 Problem

For an earlier study, disaster prevention teaching system materials were constructed
to conduct “evacuation training”, “firefighting training”, and “comprehensive training”
while presenting a fire scene in a VR space to training participants. During evaluation of
the ARCSmodel using the IMMS scale, the three items of “Attention,” “Relevance,” and
“Satisfaction” were improved to the extent that significant differences from the existing
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teaching materials were found. These results suggest that experiencing a disaster in a
VR space improves these three items compared to the existing teaching materials. Only
the item of “Confidence” was not improved to any great degree. One reason for this
finding is the operability of VR.

For VR, users generally sit in front of a PC and use a controller to control an avatar
on the VR screen to perform actions such as movement. In such cases, when participants
try to perform actions such as evacuation while maintaining a low posture, as was done
during the “evacuation drill”, it was necessary to convert “crouching” into “pressing the
crouch button” and “moving” into “moving down the controller stick” simultaneously
in the participants’ brains. Therefore, we infer that training participants perceive real-
life actions and VR actions as different. This negative perception exerts a negative
effect on their “Confidence” in their ability to perform the content of the training in
reality. In addition, an important strength of VR training is that it can be repeated. The
longer the training time in VR becomes, the greater the risk of motion sickness (VR
sickness) to participants. Motion sickness causes severe nausea, dizziness, fatigue, and
other symptoms.

3 Proposed System

3.1 Overview

Figure 1 presents a schematic diagram of the system materials proposed in this study.

Fig. 1. Schematic diagram of the system materials proposed in this study.

First, we propose incorporation of a test of knowledge of disaster prevention of
different fields into the system. Although individual differences exist, people do not
think deeply or very often about disasters in daily life. Therefore, by providing each
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participant with objective feedback for areas in which the participant lacks knowledge
and skills in disaster prevention, the system is expected to provide an impetus for training
in those areas and to make the participants feel the importance of the training.

Next, we propose a system for participants to experience and train for disasters in
an MR space. The system has MR head-mounted displays (HMDs) such as HoloLens2
(Microsoft Corp.), using an environmental map of the real world and generating MR
objects that can be manipulated similarly as in real space. In a real-space based space,
one can realize training using the same actions as those used in real space.

Furthermore, because of its upgraded viewing angle and resolution, HoloLens2 can
provide a high sense of presence and immersion to a user. Unlike VR, which completely
replaces vision, HoloLens2 causes no discrepancy between the user’s motor and sensory
systems. Therefore, it is expected to reduce motion sickness.

3.2 Implementing the Disaster Preparedness Diagnostic Test

The main purpose of incorporating the disaster preparedness diagnostic test into the
system is identification of areas of disaster preparedness in which each participant lacks
readiness. Finding areas in which each participant lacks preparedness can motivate them
to train and compensate for a lack of preparedness. It will also help to create MR disaster
preparedness scenarios to assess points of training that are lacking. Additionally, it might
be possible to use this information to create scenarios for MR disaster drills to assess
areas in which training is lacking.

For this study, we specifically examined two unpredictable disasters: earthquake and
fire. We divided them into three areas of “initial response”, “evacuation response”, and
“disaster prevention equipment, etc.”. For each, we created four questions for each of
six areas (24 questions) to test the associated knowledge. Figure 2 presents an example
of the classifications applied for the respective disasters.

Fig. 2. Examples of disaster categories.

Participants were tested on the iPython console with 25 questions, including 24
questions and one awareness question. They were given feedback based on the results.
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3.3 Implementing MR Disaster Prevention Training

Implementation of the main part of this system, the MR disaster prevention training, is
described hereinafter. The training progresses mainly through a blue window created by
modifying theMRTKUI. The training participant moves to the next page by clicking the
“Next” button in the window. To reduce the time spent gazing at the UI window, which
is an MR object during training, voice guidance “CV: Sasara Sato (CeVIO Creative
Studio)” was introduced. Introduction of voice guidance is expected to mitigate motion
sickness by decreasing the time spent gazing at the UI window, which is an MR object,
during the drill.

Fourmajor sceneswere created as theMRdisaster drill contents. The training empha-
sized earthquake and fire disaster occurrence. They are particularly difficult to predict
and wreak considerable destruction in Japan.

Scene 1, Menu screen: Screen for selecting content from Tutorial, MR Disaster
Prevention Training (Earthquake), and MR Disaster Prevention Training (Fire).
Scene 2, Tutorial: A scene to familiarize the user with the UI window and MR object
operations.
Scene 3.1,MRdisaster drill (Earthquake version):A scene for earthquake experience
in MR space and training for how to respond when an earthquake occurs.
Scene 3.2, MR disaster drill (Fire version): Scene in which participants experience a
fire in MR space and practice how to respond to a fire.

Details of MR disaster drills (earthquake and fire) are presented below.

• Scene3.1, MR disaster prevention training (Earthquake)

The earthquake drill consists of 13 pages. It consists mainly of the following three
topics: (1) initial response upon hearing an earthquake early warning (shakeout drill),
(2) evacuation response when evacuated to an evacuation site because of an earthquake,
and (3) earthquake preparedness.

Particularly, shakeout training should be conducted for each participant at various
locations that they often encounter. The training is a good match with the HoloLens2
device, which can be activated as stand-alone.

The evacuation response and earthquake preparedness encourage participants to
think about what they would do if they were in this situation and to write their report in
a memo application on their smartphone.

This conjecture by participants is made possible by the fact that participants can refer
to their smartphones in case of an emergency. It is also possible because HoloLens2 is
a see-through HMD that allows them to operate devices other than HoloLens2 during
training.

• Scene 3.2, MR disaster drill (fire)

Fire training, which also consists of 13 pages, consists mainly of the following three
scenarios: (1) confirming the characteristics of fire and smoke, (2) evacuation by keeping
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the upper body low, and (3) extinguishing a fire using a fire extinguisher, all of which
are experienced in MR space.

Fire and smoke are set as a fire source by SLAM of HoloLens2 by searching for a
likely fire source in the environment map creation and environment recognition. Then,
during the evacuation drill, SLAM-based self-position estimation realizes a process by
which the evacuation is completed when the user moves 5 m distant from the fire source.
For firefighting using a fire extinguisher, MRTK hand-tracking is used to control the
extinguisher. The Unity’s game engine [5] functionality is used to ascertain when the
extinguishing solution and flame mutually collide. Figures 3 and 4 portray the use of a
fire extinguisher, an MR object, in MR space.

Fig. 3. Using a fire extinguisher: pulling out the safety pin.

Fig. 4. Using a fire extinguisher: point the hose at the fire.

4 Experimentation and Evaluation

4.1 Purpose of Experimentation

• To find improved evaluation values of “Confidence” after training

An earlier study was unable to confirm a significant difference in “Confidence”
among the four items of the ARCS model in the VR teaching materials compared to
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existing teaching materials. For this study, to confirm whether the evaluation value of
“Confidence” was improved, we conduct a comparative evaluation experiment to assess
the developed system.

• To investigate motion sickness risk

The VR teaching materials in the earlier study were regarded as entailing a risk of
developingmotion sickness (VR sickness).We investigatewhether the system developed
for this study entails a risk of motion sickness.

4.2 Experiment and Evaluation

To evaluate the system developed for this study, we conducted an evaluation experiment
to assess the performance of six participants. The experiment was conducted according
to the following procedure.

Step 1: Preliminary interview survey to the motion sickness
Step 2: Diagnostic test of disaster response capability
Step 3: Disaster drill using MR disaster drill materials
Step 4: Interview survey for onset of motion sickness
Step 5: Questionnaire survey using the IMMS scale based on the ARCS model

A few days after the experiment, a questionnaire survey using the IMMS scale was
conducted for “My Disaster Survival Notebook” [6], an existing teaching material, to
compare evaluation values.

4.2.1 Comparison with Existing Teaching Materials Using the IMMS Scale

Table 1 presents the IMMS scale evaluation values for the ARCS model items for the
system developed for this study.

Table 1. ARCS itemized assessment of proposed instructional material

Item Average score of proposed material Standard deviation

Attention 4.15 0.833

Relevance 3.91 1.051

Confidence 4.19 0.913

Satisfaction 4.06 0.984

Table 1 shows that all four ARCS items received high ratings overall, with a mean
value of around 4 on a five-point scale. Next, a two-tailed t-test was conducted to evaluate
the IMMS scale and its correspondence to the existing teaching material, “My Disaster
Survival Handbook”. Table 2 presents the findings.
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Table 2. Comparison of IMMS scale evaluation of existing and proposed material

Item Average score of existing
material

Average score of proposed
material

Two-tailed t-test

Attention 2.65 4.15 **

Relevance 3.07 3.91 **

Confidence 2.98 4.19 **

Satisfaction 2.47 4.06 **
**: p < 0.01

Table 2 shows significant differences at the 1% significance level found for all four
ARCS items, including the “Confidence” item, which was not found to be significantly
different in an earlier study.Results indicate that allARCS items of the developed disaster
training material system were more motivating than existing materials.

Our consideration of results of IMMS scale comparison with existing materials is
presented next. Significant difference was found for the “Confidence” item, which was
not found in an earlier study. We inferred that the VR used for an earlier study showed
a discrepancy between actions in training (controller-based operations) and actions in
the real space, which might have affected improvement of the “Confidence” item. For
this study, we used an MR space based on real space for training and eliminated the gap
separating actions in the training and behaviors in the real space. As a result, an increase
was observed for the “Confidence” item.

4.2.2 Survey of Motion Sickness Risk

The first question of the interview survey for motion sickness was “Have you ever
experienced VR?” For participants who answered “Yes, I have experienced VR”, we
askedwhether they had ever experiencedVR sicknesswhen usingVR. Then, irrespective
of whether or not they had experienced VR, they were asked about whether they have
awareness of being prone to screen sickness. Participants who were aware that they were
prone to screen sickness were told to stop immediately if they felt any change in their
physical condition. All participants were asked to proceed through the MR disaster drill
material (about 40 min), after which they were interviewed to ascertain whether they
felt any symptom of motion sickness.

The results are presented in Table 3.
The tendency to feel motion sickness varies from person to person. We discuss the

tendencies of participants to feel motion sickness based on three pre-training questions.
First, Participant B had experienced VR and had experienced VR sickness a few

times. The person was aware that she was prone to screen sickness. She was prone to
motion sickness. In addition, although Participant D was not known to be disoriented
by VR because he had never experienced VR, he was aware that he is prone to screen
sickness. He was regarded as prone to motion sickness.
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Table 3. Interview results and motion sickness of participants

Subject A Subject B Subject C Subject D Subject E Subject F

Experiencing VR × 〇 × × 〇 〇

Experienced VR
sickness

– 〇 – – × ×

Prone to screen
sickness

× 〇 × 〇 × ×

After a 40-min MR disaster drill

Symptoms of motion
sickness

× × × × × ×

Regarding Participants A and C, they were unaware that they were prone to screen
sickness. Because they had never experiencedVR, it was impossible to ascertainwhether
they were prone to motion sickness.

Finally, Participants E and F were unaware that they were prone to screen sickness,
had experienced VR, and had not experienced VR sickness as a result of the experience.
They are regarded as not being prone to motion sickness.

Because the present study was also a verification of motion sickness, we asked all
six participants to complete the MR disaster drill (approximately 40 min long). We also
interviewed them after the drill to ask whether they felt any motion sickness symptom,
or not. None of the six participants reported any motion sickness symptom.

Our consideration of motion sickness risk survey results is presented next. The entire
MR drill lasted approximately 40 min, which is sufficient time to ascertain motion
sickness risk. No motion sickness symptom was observed for any of the six participants,
including Participants B and D, who were regarded as particularly prone to motion
sickness, suggesting that motion sickness risks of this system are low.

The MR space used for this study was based on real space. The participants’ motor
and sensory systems diverged only slightly, suggesting a suppressed risk of motion
sickness. Furthermore, the addition of voice guidance to training progression might
have reduced the amount of time spent gazing at the UI window during training.

5 Conclusion

This study proposed and examined disaster prevention training system materials by
which participants’ knowledge of disaster prevention was evaluated objectively before
training. Based on the test results, training was conducted in the MR space.

The existing educational materials and the educational material system developed
for this study were compared using the IMMS scale based on the ARCS model. Results
confirmed significant differences for all ARCS items, including the “Confidence” item,
which was not found to be significantly different in an earlier study. The educational
materials developed for this study were demonstrated to be more motivating for learning
disaster prevention than existing educational materials.
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The risk ofmotion sicknesswas also confirmed to be sufficiently lowwith this system.
None of the six participants, including two regarded as prone tomotion sickness, reported
motion sickness during the 40 min MR disaster drill.

Future studieswill be conducted to brush up overallMR trainingmaterials to improve
the system quality.
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