Lecture Notes in Networks and Systems 570

Leonard Barolli Editor

Advances

on Broad-Band
Wireless Computing,
Communication and
Applications

Proceedings of the 17th International
Conference on Broad-Band Wireless
Computing, Communication and
Applications (BWCCA-2022)

@ Springer



Lecture Notes in Networks and Systems

Volume 570

Series Editor

Janusz Kacprzyk, Systems Research Institute, Polish Academy of Sciences,
Warsaw, Poland

Advisory Editors

Fernando Gomide, Department of Computer Engineering and Automation—DCA,
School of Electrical and Computer Engineering—FEEC, University of Campinas
UNICAMP, Sio Paulo, Brazil

Okyay Kaynak, Department of Electrical and Electronic Engineering,
Bogazici University, Istanbul, Turkey

Derong Liu, Department of Electrical and Computer Engineering, University
of Illinois at Chicago, Chicago, USA
Institute of Automation, Chinese Academy of Sciences, Beijing, China

Witold Pedrycz, Department of Electrical and Computer Engineering, University of
Alberta, Alberta, Canada
Systems Research Institute, Polish Academy of Sciences, Warsaw, Poland

Marios M. Polycarpou, Department of Electrical and Computer Engineering,
KIOS Research Center for Intelligent Systems and Networks, University of Cyprus,
Nicosia, Cyprus

Imre J. Rudas, Obuda University, Budapest, Hungary

Jun Wang, Department of Computer Science, City University of Hong Kong,
Kowloon, Hong Kong



The series “Lecture Notes in Networks and Systems” publishes the latest
developments in Networks and Systems—quickly, informally and with high quality.
Original research reported in proceedings and post-proceedings represents the core
of LNNS.

Volumes published in LNNS embrace all aspects and subfields of, as well as new
challenges in, Networks and Systems.

The series contains proceedings and edited volumes in systems and networks,
spanning the areas of Cyber-Physical Systems, Autonomous Systems, Sensor
Networks, Control Systems, Energy Systems, Automotive Systems, Biological
Systems, Vehicular Networking and Connected Vehicles, Aerospace Systems,
Automation, Manufacturing, Smart Grids, Nonlinear Systems, Power Systems,
Robotics, Social Systems, Economic Systems and other. Of particular value to both
the contributors and the readership are the short publication timeframe and
the world-wide distribution and exposure which enable both a wide and rapid
dissemination of research output.

The series covers the theory, applications, and perspectives on the state of the art
and future developments relevant to systems and networks, decision making, control,
complex processes and related areas, as embedded in the fields of interdisciplinary
and applied sciences, engineering, computer science, physics, economics, social, and
life sciences, as well as the paradigms and methodologies behind them.

Indexed by SCOPUS, INSPEC, WTI Frankfurt eG, zbMATH, SCImago.
All books published in the series are submitted for consideration in Web of Science.

For proposals from Asia please contact Aninda Bose (aninda.bose @springer.com).

More information about this series at https://link.springer.com/bookseries/15179


mailto:aninda.bose@springer.com
https://springerlink.bibliotecabuap.elogim.com/bookseries/15179

Leonard Barolli
Editor

Advances on Broad-Band
Wireless Computing,
Communication

and Applications

Proceedings of the 17th International
Conference on Broad-Band Wireless

Computing, Communication and Applications
(BWCCA-2022)

@ Springer



Editor

Leonard Barolli

Department of Information and
Communication Engineering
Fukuoka Institute of Technology
Fukuoka, Japan

ISSN 2367-3370 ISSN 2367-3389 (electronic)
Lecture Notes in Networks and Systems
ISBN 978-3-031-20028-1 ISBN 978-3-031-20029-8  (eBook)

https://doi.org/10.1007/978-3-031-20029-8

© The Editor(s) (if applicable) and The Author(s), under exclusive license

to Springer Nature Switzerland AG 2023

This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors, and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, expressed or implied, with respect to the material contained
herein or for any errors or omissions that may have been made. The publisher remains neutral with regard
to jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


https://doi.org/10.1007/978-3-031-20029-8

Welcome Message of BWCCA-2022
International Conference Organizers

Welcome to the 17th International Conference on Broadband and Wireless
Computing, Communication and Applications (BWCCA-2022), which will be held
in conjunction with 3PGCIC-2022 International Conference from October 27 to
October 29, 2022.

This International Conference is a forum for sharing ideas and research work in
the emerging areas of broadband and wireless computing. Information networks of
today are going through a rapid evolution. Different kinds of networks with dif-
ferent characteristics are emerging, and they are integrating in heterogeneous net-
works. For these reasons, there are many interconnection problems which may
occur at different levels of the hardware and software design of communicating
entities and communication networks. These kinds of networks need to manage an
increasing usage demand, provide support for a significant number of services,
guarantee their QoS, and optimize the network resources.

The success of all-IP networking and wireless technology has changed the ways
of the people living around the world. The progress of electronic integration and
wireless communications is going to pave the way to offer people the access to the
wireless networks on the fly, based on which all electronic devices will be able to
exchange the information with each other in ubiquitous way whenever necessary.

The aim of this conference is to present the innovative research and technologies
as well as developments related to broadband networking and mobile and wireless
communications.

The organization of an International Conference requires the support and help of
many people. A lot of people have helped and worked hard to produce a successful
BWCCA-2022 technical program and conference proceedings. First, we would like
to thank all Authors for submitting their papers, Program Committee Members, and
Reviewers who carried out the most difficult work by carefully evaluating the
submitted papers.

We thank Web Administrators Co-Chairs and Finance Chair for their excellent
work. We would like to express our gratitude to Prof. Makoto Takizawa, Hosei
University, Japan, as Honorary Chair of BWCCA-2022 for his support and
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help. We give special thanks to Keynote Speakers of BWCCA-2022 and local
arrangement team.
We hope you will enjoy the conference proceedings.
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Humanics Information Security: How to Go
Above and Beyond?

Masakatsu Nishigaki

Shizuoka University, Hamamatsu City, Japan

Abstract. Who uses the information systems? The answer is, of course, human
beings. Who attacks the information systems? The answer is, unfortunately, human
beings again. Therefore, any system security that does not consider user charac-
teristics (from viewpoints of both legitimate and malicious users) is pointless. The
key is how to combine security technologies and human factors, specifically cog-
nitive and psychological characteristics, in designing information systems. We call
the concept “humanics information security”. In a digital transformation environ-
ment, information systems around us will be automatized, and artificial intelligence
can automatically support our lives. However, we must not forget that an important
decision should not be fully automated, but our consent is necessary when a critical
decision is made. This means that human still remains even in extremely advanced
automated information systems as its weakest link in information security. In this
talk, we will discuss how the humanics information security approach can enhance
both security and usability of information systems.
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Multi-objective Methods for Wireless Sensor
Network Optimization

Pavel Kromer

VSB-Technical University of Ostrava, Ostrava, Czech Republic

Abstract. When designing a wireless sensor network, several performance metrics
should be considered, e.g., network lifetime, target coverage, and sensor energy
consumption. Very often, these metrics are in conflict with each other, which means
that by optimizing some of them, we worsen the others. Designing the network is
therefore a problem of multi-objective optimization. In this talk, we provide an
overview of selected multi-objective wireless sensor network design problems and
outline several methods proposed to tackle them. Special attention is paid to the
optimization of network lifetime and target coverage. We consider two variants
of the algorithm, in which the fitness function comprises only the network lifetime,
or where it includes both, the network lifetime and target coverage. This makes it
possible to find a trade-off between these two objectives. The ability of
multi-objective metaheuristics to tackle such problems is demonstrated on a genetic
algorithm designed to solve this challenge.
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Abstract. Wireless Mesh Networks (WMNs) are gaining a lot of atten-
tion from researchers due to their advantages such as easy maintenance,
low upfront cost, and high robustness. However, designing a robust WMN
at low cost requires the use of the least possible mesh routers but still
interconnected and able to offer full coverage. Therefore, the placement
of mesh routers over the area of interest is a problem that entails thor-
ough planning. In our previous work, we implemented a simulation sys-
tem that deals with this problem considering Particle Swarm Optimiza-
tion (PSO) and Distributed Genetic Algorithm (DGA), called WMN-
PSODGA. In this paper, we compare the results of Stadium distribution
of mesh clients for Unimodal Normal Distribution Crossover (UNDX)
and Multi-parental UNDX (UNDX-m) methods for two router replace-
ment methods: Linearly Decreasing Vmax Method (LDVM) and Ratio-
nal Decrement of Vmax Method (RDVM). The simulation results show
that the use of UNDX with RDVM achieves full client coverage, better
connectivity and improved load balance.
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1 Introduction

The wireless networks and devices are becoming increasingly popular and they
provide users access to information and communication anytime and any-
where [2,8,11,19]. Wireless Mesh Networks (WMNs) are gaining a lot of atten-
tion because of their low-cost nature that makes them attractive for providing
wireless Internet connectivity. A WMN is dynamically self-organized and self-
configured, with the nodes in the network automatically establishing and main-
taining mesh connectivity among themselves (creating, in effect, an ad hoc net-
work). This feature brings many advantages to WMN such as low up-front cost,
easy network maintenance, robustness and reliable service coverage [1]. More-
over, such infrastructure can be used to deploy community networks, metropoli-
tan area networks, municipal and corporate networks, and to support applica-
tions for urban areas, medical, transport and surveillance systems.

Mesh node placement in WMNSs can be seen as a family of problems, which is
shown (through graph theoretic approaches or placement problems, e.g., [6,12])
to be computationally hard to solve for most of the formulations [23].

We consider the version of the mesh router nodes placement problem in which
we are given a grid area where to deploy a number of mesh router nodes and a
number of mesh client nodes of fixed positions (of an arbitrary distribution) in
the grid area. The objective is to assign the mesh routers such locations in the
grid area that achieve the maximum network connectivity and client coverage
while balancing the load among mesh routers. Network connectivity is measured
by Size of Giant Component (SGC) of the resulting WMN graph, while the
user coverage is simply the number of mesh client nodes that fall within the
radio coverage of at least one mesh router node and is measured by the Number
of Covered Mesh Clients (NCMC). For load balancing, we added in the fitness
function a new parameter called NCMCpR, (Number of Covered Mesh Clients
per Router).

Node placement problems are known to be computationally hard to solve [9,
10,24]. In previous works, some intelligent algorithms have been recently inves-
tigated for the node placement problem [3,7,13,15].

In [17], we implemented a Particle Swarm Optimization (PSO) based sim-
ulation system, called WMN-PSO. Also, we implemented another simulation
system based on Genetic Algorithms (GA), called WMN-GA [16], for solving
the node placement problem in WMNs. Then, we designed and implemented a
hybrid simulation system based on PSO and Distributed GA (DGA). We call
this system WMN-PSODGA.

In [4], we implemented two crossover methods: Unimodal Normal Distribu-
tion Crossover (UNDX) and Multi-parental UNDX (UNDX-m), and compared
their results considering the Stadium distribution of mesh clients and Ratio-
nal Decrement of Vmax Method (RDVM) as a router replacement method.
In this paper, we implement the crossover methods with Linearly Decreasing
Vmax Method (LDVM) and compare the results achieved for each combination
of crossover and router replacement methods.
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The rest of the paper is organized as follows. In Sect. 2, we introduce intelli-
gent algorithms. In Sect. 3 is presented the implemented hybrid simulation sys-
tem. The simulation results are given in Sect. 4. Finally, we give conclusions and
future work in Sect. 5.

2 Intelligent Algorithms for Proposed Hybrid Simulation
System

2.1 Particle Swarm Optimization

In PSO a number of simple entities (the particles) are placed in the search
space of some problem or function whereby each particle evaluates the objective
function at its current location. The objective function is often minimized and
the exploration of the search space is not performed through evolution [14].

Each particle then determines its movement through the search space by
combining some aspect of the history of its own current and best (best-fitness)
locations with those of one or more members of the swarm, with some random
perturbations. The next iteration takes place after all particles have updated
their solutions. Eventually the swarm as a whole, like a flock of birds collectively
foraging for food, is likely to move close to an optimum of the fitness function.

Each individual in the particle swarm is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current
position &;, the previous best position p; and the velocity v;.

The particle swarm is more than just a collection of particles. A particle
by itself has almost no power to solve any problem; progress occurs only when
the particles interact with each other. Problem solving is a population-wide
phenomenon, emerging from the individual behaviors of the particles through
their interactions. In any case, populations are organized according to some sort
of communication structure or topology, often thought of as a social network. The
topology typically consists of bidirectional edges connecting pairs of particles, so
that if j is in 4’s neighborhood, i is also in j’s. Each particle communicates with
some other particles and is affected by the best point found by any member of its
topological neighborhood. This is just the vector p; for that best neighbor, which
we will denote with pj,. The potential kinds of population “social networks” are
hugely varied, but in practice certain types have been used more frequently. We
show the pseudo code of PSO in Algorithm 1.

In the PSO process, the velocity of each particle is iteratively adjusted so
that the particle stochastically oscillates around p; and pj locations.
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Algorithm 1. Pseudo code of PSO.

/* Initialize all parameters for PSO */
Computation maxtime:= TPmaq, t := 0;
Number of particle-patterns:= m, 2 <m € N;
Particle-patterns initial solution:= P?;
Particle-patterns initial position:= z;;
Particles initial velocity:= v?j;
PSO parameter:= w, 0 < w € R;
PSO parameter:= C1, 0 < C; € RY;
PSO parameter:= Cs, 0 < Cy € RY;
/* Start PSO */
Evaluate(G°, P°);
while ¢t < T'pmas do

/* Update velocities and positions */

v =l

+Cy -rand() - (best(Pf;) — xf;)
. +Cgt . ran(i(_)l» (best(G") — zt;);

Ty =Tyt

/* if fitness value is increased, a new solution will be accepted. */

Update_Solutions(G*, P*);

t=t+1;
end while
Update_Solutions(G*, P*);
return Best found pattern of particles as solution;

2.2 Distributed Genetic Algorithm

Distributed Genetic Algorithm (DGA) has been used in various fields of science.
DGA has shown their usefulness for the resolution of many computationally
hard combinatorial optimization problems. We show the pseudo code of DGA
in Algorithm 2.

Population of individuals: Unlike local search techniques that construct a
path in the solution space jumping from one solution to another through local
perturbations, DGA use a population of individuals, giving thus the search a
larger scope and chances to find better solutions. This feature is also known
as the “exploration” process in difference to the “exploitation” process of local
search methods.

Fitness: The determination of an appropriate fitness function, together with
the chromosome encoding are crucial to the performance of DGA. Ideally we
would construct objective functions with “certain regularities”, i.e. objective
functions that verify that for any two individuals which are close in the search
space, their respective values in the objective functions are similar.

Selection: The selection of individuals to be crossed is another important
aspect in DGA as it impacts on the convergence of the algorithm. Several selec-
tion schemes have been proposed in the literature for selection operators trying
to cope with premature convergence of DGA. There are many selection methods



A Hybrid Intelligent System for Node Placement in WMNs 5

Algorithm 2. Pseudo code of DGA.

/* Initialize all parameters for DGA */
Computation maxtime:= T'¢maq, t := 0;
Number of islands:=n, 1 <n € N*;
initial solution:= PY;
/* Start DGA */
Evaluate(G°, P°);
while t < T'gmaes do
for all islands do
Selection();
Crossover();
Mutation();
end for
t=t+1;
end while
Update_Solutions(G*, P*);
return Best found pattern of particles as solution;

in GA. In our system, we implement 2 selection methods: the random method
and the roulette wheel method.

Crossover operators: Use of crossover operators is one of the most impor-
tant characteristics. Crossover operator is the means of DGA to transmit best
genetic features of parents to offsprings during generations of the evolution pro-
cess. Many methods for crossover operators have been proposed such as Uni-
modal Normal Distribution Crossover (UNDX), Multi-parental UNDX (UNDX-
m), Simplex Crossover (SPX), and Blend Crossover (BLX-«/). In this paper, we
implement and compare the results of the first two methods.

Mutation operators: These operators intend to improve the individuals of a
population by small local perturbations. They aim to provide a component of
randomness in the neighborhood of the individuals of the population. In our
system, we implemented two mutation methods: uniformly random mutation
and boundary mutation.

Escaping from local optima: GA itself has the ability to avoid falling prema-
turely into local optima and can eventually escape from them during the search
process. DGA has one more mechanism to escape from local optima by consid-
ering some islands. Each island computes GA for optimizing and they migrate
their genes to provide the ability of avoiding local optima (see Fig. 1).

Convergence: The convergence of the algorithm is the mechanism of DGA
to reach to good solutions. A premature convergence of the algorithm would
cause that all individuals of the population be similar in their genetic features
and thus the search would result ineffective and the algorithm getting stuck
into local optima. Maintaining the diversity of the population is therefore very
important to this family of evolutionary algorithms.
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Island

. : .
Migration

Individual

Fig. 1. Model of migration in DGA.

Algorithm 3. Pseudo code of WMN-PSODGA system.
Computation maxtime:= Tiaz, t := 0;
Initial solutions: P.
Initial global solutions: G.
/* Start PSODGA */
while ¢t < T4 do
Subprocess(PSO);
Subprocess(DGA);
WaitSubprocesses|();
Evaluate(G*, P")
/* Migration() swaps solutions (see Fig. 2). */
Migration();
t=t+1;
end while
Update_Solutions(G*, P*);
return Best found pattern of particles as solution;

3 Proposed and Implemented WMN-PSODGA Hybrid
Intelligent Simulation System

In this section, we present the proposed WMN-PSODGA hybrid intelligent sim-
ulation system. In the following, we describe the initialization, particle-pattern,
gene coding, fitness function, and replacement methods. The pseudo code of our
implemented system is shown in Algorithm 3. Also, our implemented simulation
system uses Migration function as shown in Fig. 2. The Migration function swaps
solutions among lands included in PSO part.
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4 )

WMN-PSODGA system

Particle-pattern o
Migration Island

Individual

PSO part DGA part

Fig. 2. Model of WMN-PSODGA migration.

Initialization

We decide the velocity of particles by a random process considering the area
size. For instance, when the area size is W x H, the velocity is decided randomly
from —vW?2 4+ H? to VW2 + H?2.

Particle-Pattern

A particle is a mesh router. A fitness value of a particle-pattern is computed by
combination of mesh routers and mesh clients positions. In other words, each
particle-pattern is a solution as shown is Fig. 3.

G: Global Solution

P: Particle-pattern

R: Mesh Router

n: Number of Particle-patterns
m: Number of Mesh Routers

Fig. 3. Relationship among global solution, particle-patterns, and mesh routers in PSO
part.

Gene Coding

A gene describes a WMN. Each individual has its own combination of mesh
nodes. In other words, each individual has a fitness value. Therefore, the combi-
nation of mesh nodes is a solution.
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Fitness Function
WMN-PSODGA has the fitness function to evaluate the temporary solution of
the routers’ placements. The fitness function is defined as:

Fitness = ax NOMC(xij,y,;) + 8 x SGC(xi5,y;;) +7x NCMCpR(xij,y,;)-
This function uses the following indicators.

e NCMC (Number of Covered Mesh Clients)
The NCMC is the number of the clients covered by the SGC’s routers.
e SGC (Size of Giant Component)
The SGC is the maximum number of connected routers.
e NCMCpR (Number of Covered Mesh Clients per Router)
The NCMCpR is the number of clients covered by each router. The NCMCpR
indicator is used for load balancing.

WMN-PSODGA aims to maximize the value of the fitness function in order
to optimize the placement of the routers using the above three indicators.
Weight-coefficients of the fitness function are «, 3, and v for NCMC, SGC,
and NCMCpR, respectively. Moreover, the weight-coefficients are implemented
asa+pfB+~=1.

Router Replacement Methods

A mesh router has x, y positions, and velocity. Mesh routers are moved based on
velocities. There are many router replacement methods. In this paper, we con-
sider the Linearly Decreasing Vmax Method (LDVM) and Rational Decrement
of Vmax Method (RDVM).

Constriction Method (CM)
CM is a method in which the PSO parameters are set to a week stable region
(w=0.729, C; = C2 = 1.4955) based on analysis of PSO by M. Clerc et
al. [5,21].

Random Inertia Weight Method (RTWM)
In RIWM, the w parameter changes randomly from 0.5 to 1.0. The C; and Cs
are kept 2.0. The w can be estimated by the week stable region. The average
of wis 0.75 [21].

Linearly Decreasing Inertia Weight Method (LDIWM)
In LDIWM, C; and Cs are set to 2.0, constantly. On the other hand, the w
parameter changes linearly from the unstable region (w = 0.9) to the stable
region (w = 0.4) after each iteration [21,22].

Linearly Decreasing Vmax Method (LDVM)
In LDVM, PSO parameters are set to the unstable region (w = 0.9, C; =
Cy = 2.0). A value of V4., which is the maximum velocity of the particles,
is considered. The V4, decreases linearly after each iteration [20].
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Table 1. The common parameters for each simulation.

Parameters Values
Distribution of mesh clients | Stadium
Number of mesh clients 48

Number of mesh routers 17

Radius of a mesh router 2.0-3.5
Number of GA islands 16

Number of migrations 200

Evolution steps 9

Selection method Random
Crossover method UNDX, UNDX-m
Mutation method Uniform
Crossover rate 0.8

Mutation rate 0.2
Replacement method LDVM, RDVM
Area size 32.0 x 32.0

Rational Decrement of Vmax Method (RDVM)
In RDVM, PSO parameters are set to the unstable region (w = 0.9, C; =
Cy = 2.0). The V4. decreases after each iteration as below:

T —
Vinaw () = VW2 + H2 x —— =

X

Where W and H are the width and the height of the considered area, respec-
tively. Also, T' and x are the total number of iterations and the current number
of iterations, respectively [18§].

4 Simulation Results

In this section, we present and compare the simulation results of UNDX and
UNDX-m considering Stadium distribution of mesh clients for LDVM and
RDVM router replacement methods. The weight-coefficients of the fitness func-
tion were adjusted for optimization. In this paper, the weight-coefficients are
a = 0.8, 3=0.1, v = 0.1. The number of mesh routers and mesh clients is 17
and 48, whereas the selection and mutation methods are Random and Uniform,
respectively. Table 1 summarizes the common parameters used for the simula-
tions. Figure 4 and Fig. 5 show the visualization results after the optimization for
LDVM and RDVM, respectively. Figure 6 and Fig. 7 show the number of covered
mesh clients by each router, whereas Fig. 8 and 9 the standard deviation where
r is the correlation coefficient.



10 A. Barolli et al.

N
% e

(a) UNDX - (b) UNDX-m

Fig. 4. Visualization results after the optimization [RDVM].

A . . N
o e < [ .

(a) UNDX (b) UNDX-m

Fig. 5. Visualization results after the optimization [LDVM].

As shown in Fig. 4, the simulation results show that better coverage and con-
nectivity is achieved when UNDX is used. When using UNDX-m the mesh routers
do not cover all mesh clients, however the routers are all connected to each
other. On the other hand, the simulation results show that when using LDVM
as a router replacement method (see Fig. 5), UNDX-m outperforms UNDX as it
achieves full coverage while still connecting all routers to each other.

In Fig. 6 and Fig. 7 we see that in each simulation scenario each mesh router
covers at least two mesh clients and at most seven mesh clients. These results
indicate that every combination router replacement-crossover method achieves
good balancing. However, Fig.8 and Fig.9 show which of the combinations
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Fig. 6. Number of covered clients by each router after the optimization [RDVM].

)
o

o

o

~

~

S
o

Number of Covered Clients
Py

Number of Covered Clients
- P

° [0] [1] [2] [3] [4] [5] [6] [7] (8] [9] [10][11][12][13][14][15][16] ° [0] [1] [2] (3] [4] [5] [6] [7] [8] [9] [1O][11][12][13][14][15][16]
Router Router

(a) UNDX (b) UNDX-m

Fig. 7. Number of covered clients by each router after the optimization [LDVM].

regression line regression line
s e . r =-0.700657 resslon e . r = -0.334927
= o
i) kel
®2 ®2 o
5 a>: e, % R .
a A . - .,
2 2 °C % e AN e
T T |, . °
'01 '01 . . .
c c
8 e 8
@ %)
0 10 20 70 80 0 5 10 5 40 45 50

30 40 50 15 20 25 30 3
Number of Updates Number of Updates

(a) UNDX (b) UNDX-m
Fig. 8. Transition of the standard deviations [RDVM].

achieves the best results by means of comparing their standard deviations and
their correlation coefficients. When the standard deviation is an increasing line
(r > 0), the number of mesh clients for each router tends to be different. On
the other hand, when the standard deviation is a decreasing line (r < 0), the
number of mesh clients for each router tends to go close to each other. The stan-
dard deviation is a decreasing line in each case, but a better load balancing is
achieved when RDVM and UNDX are used together.
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5 Conclusions

In this work, we evaluated the performance of WMNs using a hybrid simulation
system based on PSO and DGA (called WMN-PSODGA). We compared the
simulation results of RDVM and LDVM router replacement methods for the
Stadium distribution of mesh clients using UNDX and UNDX-m as crossover
methods.

The simulation results show that for RDVM, UNDX achieves full client cover-
age, better connectivity and improved load balance. Acceptable connectivity and
load balancing are achieved when using UNDX-m, too, but not all mesh clients
are covered in this case. On the other hand, when using LDVM as a router
replacement method, UNDX-m outperforms UNDX, but it does not achieve the
connectivity and load balancing of the UNDX-RDVM combination.

In future work, we will consider the implementation of crossover methods
with different mutation and other router replacement methods.
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Abstract. Wireless Mesh Networks (WMNSs) are gaining a lot of atten-
tion from researchers due to their advantages such as easy maintenance,
low upfront cost, and high robustness. However, designing a robust WMN
at low cost requires the use of the least possible mesh routers but still
interconnected and able to offer full coverage. Therefore, the placement of
mesh routers over the area of interest is a problem that entails thorough
planning. In our previous work, we implemented a simulation system that
deals with this problem considering Particle Swarm Optimization (PSO)
and Distributed Genetic Algorithm (DGA), called WMN-PSODGA. In
this paper, we compare the results of Stadium distribution of mesh clients
for Roulette Wheel and Random Selection methods for Linearly Decreas-
ing Inertia Weight Method (LDIWM). The simulation results show that
the use of roulette wheel achieves full client coverage, better connectivity
and improved load balance.

1 Introduction

The wireless networks and devices are becoming increasingly popular and they
provide users access to information and communication anytime and any-
where [2,7,10]. Wireless Mesh Networks (WMNs) are gaining a lot of attention
because of their low-cost nature that makes them attractive for providing wireless
Internet connectivity. A WMN is dynamically self-organized and self-configured,
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with the nodes in the network automatically establishing and maintaining mesh
connectivity among themselves (creating, in effect, an ad hoc network). This
feature brings many advantages to WMN such as low up-front cost, easy net-
work maintenance, robustness and reliable service coverage [1]. Moreover, such
infrastructure can be used to deploy community networks, metropolitan area
networks, municipal and corporate networks, and to support applications for
urban areas, medical, transport and surveillance systems.

Mesh node placement in WMNs can be seen as a family of problems, which is
shown (through graph theoretic approaches or placement problems, e.g., [5,11])
to be computationally hard to solve for most of the formulations [21].

We consider the version of the mesh router nodes placement problem in which
we are given a grid area where to deploy a number of mesh router nodes and a
number of mesh client nodes of fixed positions (of an arbitrary distribution) in
the grid area. The objective is to assign the mesh routers such locations in the
grid area that achieve the maximum network connectivity and client coverage
while balancing the load among mesh routers. Network connectivity is measured
by Size of Giant Component (SGC) of the resulting WMN graph, while the
user coverage is simply the number of mesh client nodes that fall within the
radio coverage of at least one mesh router node and is measured by the Number
of Covered Mesh Clients (NCMC). For load balancing, we added in the fitness
function a new parameter called NCMCpR (Number of Covered Mesh Clients
per Router).

Node placement problems are known to be computationally hard to solve [8,
9,22]. In previous works, some intelligent algorithms have been recently investi-
gated for the node placement problem [3,6,12,14].

In [16], we implemented a Particle Swarm Optimization (PSO) based sim-
ulation system, called WMN-PSO. Also, we implemented another simulation
system based on Genetic Algorithms (GA), called WMN-GA [15], for solving
the node placement problem in WMNs. Then, we designed and implemented a
hybrid simulation system based on PSO and Distributed GA (DGA). We call
this system WMN-PSODGA.

In this paper, we implement the roulette wheel and random selection methods
and compare the results that these two selection methods achieve for the Sta-
dium distribution of mesh clients when using Linearly Decreasing Inertia Weight
Method (LDIWM) as a router replacement method.

The rest of the paper is organized as follows. In Sect. 2, we introduce intelli-
gent algorithms. In Sect. 3 is presented the implemented hybrid simulation sys-
tem. The simulation results are given in Sect. 4. Finally, we give conclusions and
future work in Sect. 5.
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2 Intelligent Algorithms for Proposed Hybrid Simulation
System

2.1 Particle Swarm Optimization

In PSO a number of simple entities (the particles) are placed in the search
space of some problem or function whereby each particle evaluates the objective
function at its current location. The objective function is often minimized and
the exploration of the search space is not performed through evolution [13].

Each particle then determines its movement through the search space by
combining some aspect of the history of its own current and best (best-fitness)
locations with those of one or more members of the swarm, with some random
perturbations. The next iteration takes place after all particles have updated
their solutions. Eventually the swarm as a whole, like a flock of birds collectively
foraging for food, is likely to move close to an optimum of the fitness function.

Each individual in the particle swarm is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current
position Z;, the previous best position p; and the velocity v;.

The particle swarm is more than just a collection of particles. A particle
by itself has almost no power to solve any problem; progress occurs only when
the particles interact with each other. Problem solving is a population-wide
phenomenon, emerging from the individual behaviors of the particles through
their interactions. In any case, populations are organized according to some sort
of communication structure or topology, often thought of as a social network. The
topology typically consists of bidirectional edges connecting pairs of particles, so
that if j is in 4’s neighborhood, i is also in j’s. Each particle communicates with
some other particles and is affected by the best point found by any member of its
topological neighborhood. This is just the vector p; for that best neighbor, which
we will denote with pj,. The potential kinds of population “social networks” are
hugely varied, but in practice certain types have been used more frequently. We
show the pseudo code of PSO in Algorithm 1.

In the PSO process, the velocity of each particle is iteratively adjusted so
that the particle stochastically oscillates around p; and pj locations.

2.2 Distributed Genetic Algorithm

Distributed Genetic Algorithm (DGA) has been used in various fields of science.
DGA has shown their usefulness for the resolution of many computationally
hard combinatorial optimization problems. We show the pseudo code of DGA
in Algorithm 2.

Population of individuals: Unlike local search techniques that construct a
path in the solution space jumping from one solution to another through local
perturbations, DGA use a population of individuals, giving thus the search a
larger scope and chances to find better solutions. This feature is also known
as the “exploration” process in difference to the “exploitation” process of local
search methods.
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Algorithm 1. Pseudo code of PSO.

/* Initialize all parameters for PSO */
Computation maxtime:= TPmaq, t := 0;
Number of particle-patterns:= m, 2 <m € N;
Particle-patterns initial solution:= P?;
Particle-patterns initial position:= z;;
Particles initial velocity:= v?j;
PSO parameter:= w, 0 < w € R;
PSO parameter:= C1, 0 < C; € RY;
PSO parameter:= Cs, 0 < Cy € RY;
/* Start PSO */
Evaluate(G°, P°);
while ¢t < T'pmas do

/* Update velocities and positions */

v =l

+Cy -rand() - (best(Pf;) — xf;)
. +Cgt . ran(i(_)l» (best(G") — zt;);

Ty =Tyt

/* if fitness value is increased, a new solution will be accepted. */

Update_Solutions(G*, P*);

t=t+1;
end while
Update_Solutions(G*, P*);
return Best found pattern of particles as solution;

Fitness: The determination of an appropriate fitness function, together with
the chromosome encoding are crucial to the performance of DGA. Ideally we
would construct objective functions with “certain regularities”, i.e. objective
functions that verify that for any two individuals which are close in the search
space, their respective values in the objective functions are similar.

Selection: The selection of individuals to be crossed is another important
aspect in DGA as it impacts on the convergence of the algorithm. Several selec-
tion schemes have been proposed in the literature for selection operators trying
to cope with premature convergence of DGA. There are many selection methods
in GA. In our system, we implement 2 selection methods: the random method
and the roulette wheel method.

Crossover operators: Use of crossover operators is one of the most impor-
tant characteristics. Crossover operator is the means of DGA to transmit best
genetic features of parents to offsprings during generations of the evolution pro-
cess. Many methods for crossover operators have been proposed such as Uni-
modal Normal Distribution Crossover (UNDX), Multi-parental UNDX (UNDX-
m), Simplex Crossover (SPX), and Blend Crossover (BLX-«). In this paper, we
use UNDX.

Mutation operators: These operators intend to improve the individuals of a
population by small local perturbations. They aim to provide a component of
randomness in the neighborhood of the individuals of the population. In our
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Algorithm 2. Pseudo code of DGA.

/* Initialize all parameters for DGA */
Computation maxtime:= T'¢maq, t := 0;
Number of islands:=n, 1 <n € N*;
initial solution:= PY;
/* Start DGA */
Evaluate(G°, P°);
while t < T'gymqez do
for all islands do
Selection();
Crossover();
Mutation();
end for
t=t+1;
end while
Update_Solutions(G*, P*);
return Best found pattern of particles as solution;

system, we implemented two mutation methods: uniformly random mutation
and boundary mutation.

Escaping from local optima: GA itself has the ability to avoid falling prema-
turely into local optima and can eventually escape from them during the search
process. DGA has one more mechanism to escape from local optima by consid-
ering some islands. Each island computes GA for optimizing and they migrate
their genes to provide the ability of avoiding local optima (see Fig. 1).

Convergence: The convergence of the algorithm is the mechanism of DGA
to reach to good solutions. A premature convergence of the algorithm would
cause that all individuals of the population be similar in their genetic features
and thus the search would result ineffective and the algorithm getting stuck
into local optima. Maintaining the diversity of the population is therefore very
important to this family of evolutionary algorithms.

3 Proposed and Implemented WMN-PSODGA Hybrid
Intelligent Simulation System

In this section, we present the proposed WMN-PSODGA hybrid intelligent sim-
ulation system. In the following, we describe the initialization, particle-pattern,
gene coding, fitness function, and replacement methods. The pseudo code of our
implemented system is shown in Algorithm 3. Also, our implemented simulation
system uses Migration function as shown in Fig. 2. The Migration function swaps
solutions among lands included in PSO part.
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Island

. : .
Migration

Individual

Fig. 1. Model of migration in DGA.

Algorithm 3. Pseudo code of WMN-PSODGA system.
Computation maxtime:= Tiaz, t := 0;
Initial solutions: P.
Initial global solutions: G.
/* Start PSODGA */
while ¢t < T4 do
Subprocess(PSO);
Subprocess(DGA);
WaitSubprocesses|();
Evaluate(G*, P")
/* Migration() swaps solutions (see Fig. 2). */
Migration();
t=t+1;
end while
Update_Solutions(G*, P*);
return Best found pattern of particles as solution;

Initialization

We decide the velocity of particles by a random process considering the area
size. For instance, when the area size is W x H, the velocity is decided randomly
from —vW?2 + H2 to vVW?2 + H2.

Particle-pattern

A particle is a mesh router. A fitness value of a particle-pattern is computed by
combination of mesh routers and mesh clients positions. In other words, each
particle-pattern is a solution as shown is Fig. 3.
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Fig. 2. Model of WMN-PSODGA migration.

G: Global Solution
P: Particle-pattern
R: Mesh Router
n: Number of Particle-patterns
m: Number of Mesh Routers
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Fig. 3. Relationship among global solution, particle-patterns, and mesh routers in PSO

part.

Gene Coding

A gene describes a WMN. Each individual has its own combination of mesh
nodes. In other words, each individual has a fitness value. Therefore, the combi-

nation of mesh nodes is a solution.

Fitness Function

WMN-PSODGA has the fitness function to evaluate the temporary solution of
the routers’ placements. The fitness function is defined as:

Fitness = ax NCMC(xij,y;;) + 8 x SGC(ij,y,;;) +7x NCMCpR(zij,y,;)-

This function uses the following indicators.

e NCMC (Number of Covered Mesh Clients)

The NCMC is the number of the clients covered by the SGC’s routers.
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e SGC (Size of Giant Component)
The SGC is the maximum number of connected routers.

e NCMCpR (Number of Covered Mesh Clients per Router)
The NCMCpR is the number of clients covered by each router. The NCMCpR
indicator is used for load balancing.

WMN-PSODGA aims to maximize the value of the fitness function in order
to optimize the placement of the routers using the above three indicators.
Weight-coefficients of the fitness function are «, 3, and v for NCMC, SGC,
and NCMCpR, respectively. Moreover, the weight-coefficients are implemented
asa+pf+v=1

Router Replacement Methods

A mesh router has x, y positions, and velocity. Mesh routers are moved based
on velocities. There are many router replacement methods. In this paper, we
consider the Linearly Decreasing Inertia Weight Method (LDIWM).

Constriction Method (CM)
CM is a method in which the PSO parameters are set to a week stable region
(w=0.729, C; = C2 = 1.4955) based on analysis of PSO by M. Clerc et
al. [4,19].

Random Inertia Weight Method (RIWM)
In RIWM, the w parameter changes randomly from 0.5 to 1.0. The C; and Cs
are kept 2.0. The w can be estimated by the week stable region. The average
of wis 0.75 [19].

Linearly Decreasing Inertia Weight Method (LDIWM)
In LDIWM, C; and C5 are set to 2.0, constantly. On the other hand, the w
parameter changes linearly from the unstable region (w = 0.9) to the stable
region (w = 0.4) after each iteration [19,20].

Linearly Decreasing Vmax Method (LDVM)
In LDVM, PSO parameters are set to the unstable region (w = 0.9, C; =
Cy = 2.0). A value of V4, which is the maximum velocity of the particles,
is considered. The V;,,4, decreases linearly after each iteration [18].

Rational Decrement of Vmax Method (RDVM)
In RDVM, PSO parameters are set to the unstable region (w = 0.9, C; =
Cy = 2.0). The V4, decreases after each iteration as below:

T —
Vinaz (#) = VW2 + H? x — .

Where W and H are the width and the height of the considered area, respec-
tively. Also, T and x are the total number of iterations and the current number
of iterations, respectively [17].
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Parameters Values
Distribution of mesh clients | Stadium
Number of mesh clients 48
Number of mesh routers 16
Radius of a mesh router 2.0-3.5
Number of GA islands 16
Number of migrations 200
Evolution steps 9

Selection method Roulette wheel, random

Crossover method UNDX
Mutation method Uniform
Crossover rate 0.8
Mutation rate 0.2
Replacement method LDIWM
Area size 32.0 x 32.0

4 Simulation Results

In this section, we present and compare the simulation results of roulette
wheel and random selection methods considering Stadium distribution of mesh
clients and the LDIWM router replacement method. The weight-coefficients of
the fitness function were adjusted for optimization. In this paper, the weight-
coefficients are « = 0.8, 8 = 0.1, v = 0.1. The number of mesh routers and mesh
clients is 16 and 48, whereas the crossover and mutation methods are UNDX
and Uniform, respectively. Table 1 summarizes the common parameters used for
the simulations. Figure 4 shows the coverage results after the optimization, Fig. 5
the number of covered mesh clients by each router, whereas Fig. 6 the standard
deviation where r is the correlation coefficient.

As shown in Fig.4, the simulation results show that better coverage and
connectivity is achieved when the roulette wheel method is used. When using
the random method the mesh routers do not cover all mesh clients; however, all
routers are connected to each other.

In Fig. 5, we see that in each simulation scenario each mesh router covers at
least two mesh clients and at most seven mesh clients. These results indicate both
methods achieve good load balancing. Figure 6 shows which of the combinations
achieves the best results by means of comparing their standard deviations and
correlation coefficients. When the standard deviation is an increasing line (r > 0),
the number of mesh clients for each router tends to be different. On the other
hand, when the standard deviation is a decreasing line (r < 0), the number
of mesh clients for each router tends to go close to each other. The standard
deviation is a decreasing line in each case, but a better load balancing is achieved
when roulette wheel is used.
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Fig. 4. Visualization results after the optimization.
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5 Conclusions

In this work, we evaluated the performance of WMNs using a hybrid simulation
system based on PSO and DGA (called WMN-PSODGA). We compared the sim-
ulation results of roulette wheel and random selection methods for the Stadium
distribution of mesh clients using LDIWM as a router replacement method.

The simulation results show that the roulette wheel selection method achieves
full client coverage, better connectivity and improved load balance. Acceptable
connectivity and load balancing are achieved when using the random method,
too, but not all mesh clients are covered in this case.

In future work, we will consider the combination of selection methods with
different mutation and other router replacement methods.
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Abstract. Handover in 5G wireless networks introduces new and com-
plex challenges because a user not only changes between base stations or
access technologies, but also between slices. Users should select the slices
that satisfy their requirements or preferences. When making a handover
decision to satisfy user requirements, the constraints on Network Slicing
(NS) should be considered. In this paper, we propose a Fuzzy-based sys-
tem for Handover considering four parameters: Slice Delay (SD), Slice
Bandwidth (SB), Slice Stability (SS) and Slice Reliability (SR) as a new
parameter. From simulation results, we conclude that the considered
parameters have different effects on the Handover Decision (HD). When
SD is increased, the HD parameter is increased. But when SB, SS and
SR are increasing, the HD parameter is decreased.

1 Introduction

In 5G wireless networks, the massive growth of users device with unpredictable
traffic patterns will create large data volume on the Internet, causing conges-
tion and Quality of Service (QoS) deterioration [1]. Also, Handover process is a
critical component for mobility management and can affect the overall network
performance [2]. Many Handover (HO) scenarios and different HO rates may
occur, which bring problems on ensuring stable and reliable connections [3].
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For dealing with these problems, the 5G Wireless Networks will provide
increased performance in terms of throughput, latency, reliability and mobil-
ity in order to fullfil the QoS requirements in many application scenarios. The
5G is developing by considering three main different usage scenarios which have
been identified as enhanced mobile broadband (eMBB), ultra-reliable & low
latency communications (URLLC) and massive type communication (mMTC).
The eMBB is related to human-essential and has greater accessibility to multi-
media content and services by enhancing seamless Quality of Experience (QoE).
The URLLC can efficiently reduce the latency and enhance reliability. The
mMTC can accommodate a large number of connected devices while maintaining
a long battery life [4-6].

Recently, several research projects are attempting to develop systems that are
suited for the 5G era. One of them is the Software-Defined Network (SDN) [7].
Also, introducing Fuzzy Logic (FL) to SDN controllers enhance the QoS. In
addition, the mobile handover method with SDN is used to reduce the processing
delays [8-10].

In our previous work [11,12], we presented a Fuzzy-based system for Han-
dover in 5G Wireless Networks considering four input parameters: Slice Delay
(SD), Slice Bandwidth (SB), Slice Stability (SS) and Slice Load (SL). The output
parameter was Handover Decision (HD). In this paper, we propose a Fuzzy-based
system for Handover in 5G Wireless Networks considering four parameters: SD,
SB, SS and Slice Reliability (SR) as a new parameter.

The rest of the paper is organized as follows. In Sect.2 is presented an
overview of SDN. In Sect.3, we present 5G Network Slicing. In Sect.4, we
describe the proposed Fuzzy-based system and its implementation. In Sect. 5,
we discuss the simulation results. Finally, conclusions and future work are pre-
sented in Sect. 6.

2 Software-Defined Networks (SDNs)

The SDN is a new networking paradigm that decouples the data plane from
control plane in the network. By SDN is easy to manage and provide network
software based services from a centralised control plane. The SDN control plane
is managed by SDN controller or cooperating group of SDN controllers. The
SDN structure is shown in Fig. 1 [13,14].

e Application Layer builds an abstracted view of the network by collecting
information from the controller for decision-making purposes. The types of
applications are related to network configuration and management, network
monitoring, network troubleshooting, network policies and security.

e Northbound Interfaces allow communication between the control layer
and the application layer and can provide a lot of possibilities for networking
programming. Based on the needs of the application, it will pass commands
and information to the control layer and make the controller creates the best
possible software network with suitable qualities of service and acceptable
security.
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e Control Layer receives instructions or requirements from the Application
Layer. It contains the controllers that control the data plane and forward the
different types of rules and policies to the infrastructure layer through the
Southbound Interfaces.

e Southbound Interfaces allow connection and interaction between the con-
trol plane and the data plane. The southbound interface is defined as protocols
that allow the controller to create policies for the forwarding plane.

e Infrastructure Layer receives orders from SDN controller and sends data
among them. This layer represents the forwarding devices on the network
such as routers, switches and load balancers.

The SDN can manage network systems while enabling new services. In con-
gestion traffic situation, the SDN can control and adapt resources appropriately
throughout the control plane. Mobility management is easier and quicker in for-
warding across different wireless technologies (e.g. 5G, 4G, Wifi and Wimax).
Also, the handover procedure is simple and the delay can be decreased.

Application Layer |

Business Applications

IAPI IAPI IAPI

Control |

SDN |
Software | Network Service I—lJ

Control Data Plane Interface
(e.g., OpenFlow)

Control Layer

Infrastructure Layer

| Network Device | | Network Device I I Network Device

Fig. 1. Structure of SDN.

3 5G Network Slicing

The Network Slicing (NS) is a technology that divides a single virtualized infras-
tructure into multiple virtual end-to-end networks which are called “Slices”. The
NS is configured into virtualized function follow the demand of application to
respond to the user’s requests. Each slice is logically independent and doesn’t
have any effect on other virtual logical networks [15-17].
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A network with NS compared with the traditional networks can provide bet-
ter performance and can be flexible for different service requirements and number
of users. Also, because the slices don’t affect each other, the slice reliability and
security can be improved [18].

Service

Instance Layer Service Instance 1 Service Instance 2 Service Instance 3 Service Instance 4 Service Instance 5

| ,,,,,,

Network Slice Network Slice Network Slice Network Slice
Instance 1 Instance 2 Instance 3 Instance 4
Network Slice
Instance Layer | [ \ /
Sub-Network Sub-Network Sub-Network
Slice Instance Slice Instance Slice Instance

Sub-Network
Slice Instance

Resources/Network Infrastructure/Network Functions

Resource
Instance Layer

Fig. 2. NGMN NS concept.

The 5G NS concept is developed by the Next Generation Mobile Networks
(NGMN) as shown in Fig. 2. The NS process is divided into three main layers [19,
20].

e Service Instance Layer represents a service (end-user service or business
services) which is provided by application provider or mobile network opera-
tor.

e Network Slice Instance Layer is a set of network functions and resources
which provide the network slice instance to accommodate the required
network characteristics (ultra-low-latency, ultra-reliability) by the service
instances.

e Resource Layer comprises of physical resources and logical resources for
the slice deployment.

4 Proposed Fuzzy-Based System

In this work, we use FL to implement the proposed system. In Fig. 3, we show
the overview of our proposed system. Each evolve Base Station (eBS) will receive
controlling order from the SDN controller and they can communicate and send
data with User Equipment (UE). Also, each eBS can cover many slices for dif-
ferent applications. On the other hand, the SDN controller will collect all the
data about network traffic status and control eBS to manage inter-eBS handover
and inter-slice handover by using the proposed Fuzzy-based system. The SDN
controller will be a communication bridge between eBS and the 5G core network.
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Fig. 4. Proposed system structure.

The proposed system is called Fuzzy-based Handover System (FBHS) in 5G
Wireless Networks. The structure of FBHS is shown in Fig. 4. For the implemen-
tation of our system, we consider four input parameters: Slice Delay (SD), Slice
Bandwidth (SB), Slice Stability (SS), Slice Reliability (SR) as a new parameter
and the output parameter is Handover Decision (HD).

Slice Delay (SD): The slice with high delay causes high queueing and link
delay. Therefore, the Handover is needed to fulfill the QoS.

Slice Bandwidth (SB): Slice Bandwidth is the available bandwidth of a slice.
When SB is higher, the Handover possibility will be lower.
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Slice Stability (SS): The slice with high stability can provide consistent com-
munication service and exhibit a stable performance. If the SS is low, the user
will consider the handover to another slice with higher stability.

Slice Reliability (SR): When a slice has low reliability, the user will be
switched to other slices with higher reliability.

Handover Decision (HD): The HD parameter determines whether or not to
perform the handover procedure.

Table 1. Parameter and their term sets.

Parameters Term sets

Slice Delay (SD) Low (Lo), Medium (Me), High (Hi)

Slice Bandwidth (SB) Small (Sm), Intermediate (In), Big (Bi)
Slice Stability (SS) Low (Lw), Medium (Md), High (Hg)
Slice Reliability (SR) Low (L), Medium (M), High (H)
Handover Decision (HD) | HD1, HD2, HD3, HD4, HD5, HD6, HD7

The membership functions are shown in Fig. 5. We use triangular and trape-
zoidal membership functions because they are more suitable for real-time oper-
ations [21-24]. We show parameters and their term sets in Table 1. The Fuzzy
Rule Base (FRB) is shown in Table2 and has 81 rules. The control rules have
the form: IF “condition” THEN “control action”. For example, for Rule 1: “IF
SD is Lo, SB is Sm, SS is Lw and SR is L, THEN HD is HD6”.

5 Simulation Results

In this section, we present the simulation result of our proposed system. The
simulation results are shown in Fig. 6, Fig.7 and Fig.8. They show the rela-
tion of HD with SR for different SS values considering SD and SB as constant
parameters.

In Fig. 6, we consider the SD value 0.1 ms. For SB 10% and SS 10%, when
SR is increased from 10% to 60% and 60% to 90%, we see that HD is decreased
by 15% and 8%, respectively. But, when we increased the SS value from 10%
to 90%, the HD value is deceased by 30% when the SR value is 50%. This is
because the present slice is more stable and the handover possibility to the other
slices is low. When we increased the SB value from 10% to 90%, the HD value
is deceased by 30% when the SS value is 10% and the SR value is 60%. This
indicates that when the present slice is heavily loaded, the chance of handover
to the other slices is high, whereas the chance of handover to the other slices is
low when the present slice has more bandwidth.
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Table 2. FRB.
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Fig. 5. Membership functions.

We compare Fig.6 with Fig.7 to see how SD has affected HD. We change
the SD value from 0.1 ms to 0.5 ms. The HD is increased by 15% when the SB
value is 10%, the SS is 10% and the SR is 80%. This is because the present slice
delay is higher. Thus, the handover to another slice is needed.

We increase the value of SD to 0.9 ms in Fig. 8. Comparing the results with
Fig. 6 and Fig. 7, we can see that the HD values have increased significantly. For
SD 0.9 ms, SB 10%, all HD values are higher than 0.5. Thus, the mobile device
will make a handover to another slice.
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Fig. 6. Simulation results for SD = 0.1 ms.
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Fig. 8. Simulation results for SD = 0.9 ms.

6 Conclusions and Future Work

In this paper, we proposed and implemented a Fuzzy-based system for Handover
in 5G Wireless Networks. We considered four parameters: SD, SB, SS and SR to
decide the HD value. We evaluated the proposed system by simulations. From
the simulation results, we found that four parameters have different effects on
the HD. When SD is increased, the HD parameter is increased but when SB, SS

and SR are increasing, the HD parameter is decreased.
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In the future work, we will consider different parameters and perform exten-

sive simulations to evaluate the proposed system.
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Abstract. Wild deer are damaging agriculture and forestry in Japan.
There are many measures such as fences and lights, but none of these
measures can prevent wild deer damages. Therefore, wild deer damage
prevention measures using ultrasonic waves are attracting attention. The
wild Deer damage prevention Device (DD) using ultrasonic waves can be
a good approach. In this paper, we propose a Simulated Annealing (SA)
based DD placement optimization system for preventing wild deer dam-
ages. In the proposed system, we use the OpenStreetMap (OSM) data of
the Ogaya, Nishiawakurason, Okayama Prefecture, Japan as the target
to be covered by DD. The simulation results show that the proposed
system makes a good placement of DDs that maximizes network con-
nectivity and the number of wild Deer damage prevention device Points
(DPs) covered by DDs.

1 Introduction

Wild deer are damaging agriculture and forestry in Japan. Fences, lights and
other prevention measures are considered to prevent wild deer damages. How-
ever, none of these prevention measures are solutions because there are enor-
mous damages. Moreover, conventional prevention measures have several prob-
lems such as the cost of annual fence replacement and the effect of light on
the nearby residents. Therefore, ultrasonic based wild deer damage prevention
measures are studied [1-4].

In Japan, the wild Deer damage prevention Devices (DDs) using ultrasonic
waves are already available. However, the DD are directional and the effect of the
prevention measures depends on the DD placement location. The placement of
© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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DD also affects the operating costs and operability. On the other hand, effective
DD placement candidate locations could be decided by using OpenStreetMap
(OSM) data for areas that have wild deer damages. In addition, when a DD
has problem or does not function properly, it is necessary to detect the failure
because the wild deer may enter the area. Therefore, we consider that DDs can
communicate with each other building a wireless sensor actuator network [5-8].

In our previous work [9-12], we proposed and evaluated some node placement
optimization methods for Wireless Mesh Networks (WMNs) using Hill Climbing
(HC) [13], Simulated Annealing(SA) [14], Genetic Algorithms (GA) [15], and
Tabu Search (TS) [16]. We found that SA-based node placement optimization
methods covered many mesh clients generated by normal and uniform distribu-
tions [17].

In this paper, we propose a SA-based DD placement optimization system for
preventing wild deer damages. The simulation results show that the proposed
system makes a good placement of DDs that maximizes network connectivity
and the number of wild Deer damage prevention device Points (DPs) covered
by DDs.

The rest of the paper is organized as follows. In Sect. 2, we introduce the pro-
posed system, algorithms. In Sect. 3 is presented the simulation results. Finally,
we give conclusions and future work in Sect. 4.

2 Proposed System

2.1 OSM Extraction for DD Placement Candidate Locations

The proposed system optimizes the placement of DDs in areas that have wild
deer damages. The OSM data are used to decide good DD placement candidate
locations. For the OSM Eztraction of DD placement candidate locations (OSM
Extraction), we consider OSM data of Ogaya, Nishiawakurason, Okayama Pre-
fecture, Japan. Then, the OSM data are converted to images of only forests and
settlements using QGIS.

The color reduction process [18] is performed since color types depend on
the resolution in the image output from QGIS. We consider the coordinates
of the border between the forest and the settlement as the candidate location
of the DDs to prevent wild deer from entering the settlement. The image size
is scaled down to reduce the processing time of SA based optimization. The
DPs coordinates are set as the half of the ultrasonic radiation distance of DDs,
which is the Euclidean distance between the boundary coordinates and the forest
coordinates.
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Fig. 1. Flowchart of SA.

2.2 DD Placement Optimization

From OSM Extraction, the OSM data of Nishiawakurason are divided into two
areas with a road between them. In addition, we consider a two-islands distribu-
tion of DD placement candidate locations with DPs set into an upper and lower
area. The upper area is considered as island1 and the lower area as island2. The
objective of the DD placement optimization is to maximize the network con-
nectivity and the number of DPs within the ultrasonic radiation range of DD
in a continuous two-dimensional region. DD placement belongs to the P-median
problem and is NP-hard. The connection graph of the radio communication range
of each DD is called a Component and the Component with the large number of
connections is called the Strongly Connected Component (SCC') [19]. The objec-
tive function uses Size of SCC (SSCC'), which indicates the network connectivity
of the DD radio communication range. The Number of Covered DD (NCDD) is
the number of covered DPs.

In two-islands distribution of DD placement candidate locations, SSCC' is
used as the objective function because the maximum SCC size in each island
maximizes the communication range. There are two SCCs in the two-islands
distribution of DD placement candidate locations. We consider SCC1 as the
upper island and SCC2 as the bottom island. Also, NCDD is the number of DDs
within the ultrasonic radiation range. SSCC is the first objective function and



A Simulated Annealing Based Simulation System for Optimization of DDs 41

NCDD is the second objective function to maximize the radio communication
range.

The flowchart of the SA-based DD placement optimization system is shown
in Fig. 1. First, the DP is divided into an upper island and a lower island. Next,
as the initial placement, the DDs are placed at random angles and locations on
each island so that the SSCC of each island is maximized. The SA-based process
is performed after the initial placement. In SA, the placement of the DDs and
the direction of ultrasonic radiation are randomly and repeatedly changed to
optimize the placement. The adjacency list is created based on the overlap of
radio communication ranges among DDs in each island to derive the SCC. The
SCC for each island is derived by Depth-First Search (DFS) [20] performed to
the adjacency list. The NCDD is derived from ultrasonic radiation range of DDs
covering the DPs after the placement maximizes the SCC' of each island.

Table 1. Settings parameter.

Parameter names Parameter values
Width x Height [unit] x [unit] 155.0 x 100.0
Map data scale [pizel] : [m] 1:0.596
Number of DD [unit] 100
Number of DP of island, [unit] 441
Number of DP of islandz [unit] 396
Radius of communication range [unit] | 2.5
Ultrasonic radius [unit] 10
Ultrasonic angle [deg.] 110
Number of iterations [times] 25000
Initial temperature [°C| 100
Final temperature [°C] 0
—1000 100
S 800 =
~- 175 2
= A — =
600 s 3
D ¥ 50 U
400, .
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Fig. 2. The NCDD and the SSCC vs. the number of iterations.
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3 Simulation Results

The simulation settings are shown in Table 1. Figure 2 shows NCDD and SSCC
vs. the number of iterations. In the simulation results, the number of DDs in
SCCy is 53 and NCDD; is 440. While the number of DDs in SCCy is 47
and textit NC' DDy is 382. Therefore, the NCDD is 822 and 98 [%] of DPs are
covered. In Fig. 3 are shown the visualization results. Figure 3(a) shows the initial
placement and Fig. 3(b) shows the optimized placement.
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4 Conclusions

In this paper, we proposed a SA-based DD placement optimization system for
preventing wild deer damages. We presented the proposed simulation system
and evaluated its performance by simulations. The simulation results show that
the proposed system makes a good DD placement that maximizes SSCC and
NCDD.

In the future work, we would like to improve the proposed system by mini-
mizing the number of DDs.

Acknowledgement. This work was supported by JSPS KAKENHI Grant Number
JP20K19793.
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Abstract. Cloud computing has gotten a lot of press in the IT world
because it allows users to have instant access to a shared pool of config-
urable computer resources with no effort on their part. It is now being
discussed as an enabler for more flexible, cost-effective, and powerful
mobile network implementations in the communication technology (CT)
sector. In this paper, a techno-economic analysis of a Cloud-based solu-
tion compared to an On-premise based one is developed. The technologies
are analyzed in a technical way. Mathematical models that help deter-
mine the models’ pricing is analyzed. What is more, several experiments
are conducted determining if the advantages and profits outweigh the
disadvantages of each proposed solution. Also, the way 5G helps scale all
these processes is analyzed. Finally, this article analyzes the conclusions
of the work, as well as the result of the techno-economic study that was
carried out, to explain to the reader the overall benefits provided to users
by exploiting the Cloud Computing technology.

Keywords: Cloud * On premise - Sensitivity analysis -+ 5G - Cost
models

1 Introduction

Wireless networks, cloud, and mobile computing are rapidly growing in the field
of Mobile Cloud Computing. With the significantly expanded limits of the fifth
generation of mobile networks (5G) versatile organizations, Mobile Cloud Com-
puting (MCC) administrations are relied upon to observe a time of the fast turn
of events and become another focal point concerning portable services [1]. It is
expected that individuals’ work examples and ways of life in a future continually
interconnected society, will be drastically altered by MCC. Future applications
will be empowered by 5G, and MCC will significantly affect pretty much every
part of computerized life.

The introduction of Cloud Computing is imperative in 5G, which is con-
firmed by research in the field. All major companies in the field of technology

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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(e.g. Microsoft, Google, Amazon, Yahoo, etc.) have already created their own
Cloud Computing Services, which offer huge profits at a significant cost [2]. The
Cloud empowers another way to send, cooperate and utilize fundamental under-
taking applications. In any case, the seemingly immediate structure contributes
to complexity [3].

Several papers have been released. In [4] it is pointed out that the “soft-
warization” of 5G is imperative and becomes a reality through new technologies,
such as Software Defined Networking (SDN), Network Function Virtualization
(NFV), and Cloud Computing (CC). In this context a cost model for estimat-
ing capital expenditure (CAPEX), operating expenditure (OPEX) and the total
Cost of Ownership (TCO) for the proposed architecture is provided. Study [5]
focuses on the comparison of many active and proposed technical pricing models
and the advantages and disadvantages of each are pinpointed. The comparison
is based on many aspects such as fairness, price approximation, and more. Addi-
tionally, paper [6] fosters a techno-financial structure for Cognitive Radio (CR)
innovation and contrasts a current model for SDN networks.

In this paper, the main focus is the analysis and representation of the benefits
of an organization/company. A cloud-based solution, for the deployment of a
data center, is chosen against an on premise-based solution. The advantages of
Cloud Computing are analyzed and combined with the benefits 5G networks
could provide.

The remaining part of this paper is organized as follows: In Sect. 2 the pro-
posed models/arrangements are examined and clarified. In Sect. 3 the proposed
monetary models are summed up. In Sect. 4 the experimentation boundaries are
selected. In Section 5 conclusions are summed up and future investigation in the
field is proposed.

2 Proposed Models

The five categories (on-premise, hosted, public cloud, private cloud, and hybrid)
are the main options offered alongside the installation in a corporate environment
(OnPremises) or in a Cloud environment of one (hosted or Software as a Service
(SaaS)). The main advantages and disadvantages of these models are identified
and a more detailed comparison is proceeded, which concerns a techno economic
study in a medium-sized business that is interested in choosing between On-
Premise data center implementation and Cloud-based implementation through
a provider.

In addition to the initial investment, there is a monthly cost for the use which
concerns the license of the system (this cost is the same in both implementation
scenarios) and the monthly cost of the machines that host it. It is fully explained
in paper [7]. In the on-premise installation, this cost consists of the maintenance
costs of the equipment and the cost of energy for its operation while in the cloud
this cost is summarized in the price that the company pays to the provider of
cloud services.

In the category of cloud installation, apart from the choice of a hosted solution
in several cases (depending on the Cloud provider), there is the possibility of
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using the system as SaaS. In this scenario, the customer is also exempted from

the cost of renting the machines that will host the system and paying the provider

(who is the system manufacturer himself) the price for the use of the system.
In this section, the proposed solutions are analyzed in a technical way.

2.1 Cloud Based Solution

Cloud-based solutions (or ‘cloud’ for short) stands for on demand delivery of
computing resources over the Internet. On a pay-for-use-basis, you can get access
to as many resources as you need such as storage space, software and applica-
tions, networks, and other on-demand services. There are three types of cloud-
based systems: (IaaS): Infrastructure as a service allows you to rent storage,
networks, virtual machines, servers, etc. from a cloud service provider. This is
usually contracted as pay as you go. (PaaS): Platform as a service provides
you with a “space” to build, deliver, test, and manage various apps. This way,
you can focus on software development, instead of creating and managing the
underlying infrastructure. (SaaS): Software as a service refers to the delivery of
cloud-based software solutions. The cloud provider hosts the app as well as the
infrastructure. They also take care of software maintenance and upgrades.

Cloud-Based solution differs from on-premises. An association has everything
in-house in an on-premise arrangement, while in a cloud arrangement, an outcast
provider is able to provide all that. This allows associations to provide according
to circumstances and sufficient increase or decrease depending on overall usage,
customer needs, and improving a correlation.

Disruptive digital technologies like cloud computing have produced a new
kind of employee: the cloud worker. Cloud workers spend more than half their
day working in cloud based business apps, moving seamlessly between different
devices. A cloud-based worker utilizes virtual advancement to have a company’s
applications offsite. There are no capital expenses, data can be upheld up reg-
ularly, and businesses simply need to pay for the resources used [8]. For those
that plan strong augmentation for an overall reason, the cloud is more appealing
since it grants interface to customers, associates, and various associations wher-
ever with minimum effort. In Fig. 1, a Cloud-Based Architecture is presented.

2]

Azure Load

Balancer Application Server Database Server

Virtual Machine

Virtual Machines
SQL Server
I— -
Web Server L E w

Virtual Machine

Presentation Tier Business Tier Data Tier

Fig. 1. Cloud based architecture
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2.2 On Premise Based Solution

Whether or not a company places its applications in the cloud or regardless of
whether it decides to keep them on premises, data security will be essential.
However, the decision may at this point be made concerning whether to house
their applications on-premise or not. Furthermore, realizing that information is
situated inside in-house workers and IT framework may likewise provide more
genuine feelings of serenity in any case.

On-premise programming necessitates that an endeavor buys a permit or a
duplicate of the product to utilize it. Since the actual product is authorized and
the whole example of programming dwells inside an association’s premises, there
is by and large more prominent insurance than with a distributed computing
foundation.

The disadvantage of on-premise conditions is that expenses related to over-
seeing and keeping up with all the arrangements involves can run dramatically
higher than in a distributed computing climate. An on-premise arrangement
needs in-house worker equipment, programming licenses, mixed capacities, and
IT representatives close by to help and oversee potential issues that might
emerge. Besides the proportion of help that an association is at risk for when
something breaks or not working. In Fig.2, an On Premise Based Architecture
is introduced.

Web Server ! Database
Load Server
Balancer -
Application Servers "
D < 1 [[=]
° I
l I I
Presentation Tier Business Tier Data Tier

Fig. 2. On premise architecture

Figure 3 below, presents a comparison chart of on-premise versus cloud Prop-
erty Management System (PMS):
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ON-PREMISE PMS CLOUD PMS

Data stored on a server located at the

property. Data stored on a secure, shared server at the
Deployment The program is installed on each vendor's data center. Users access the PMS

computer from which the PMS is though a Web browser (online).

accessed.
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eInterface computers
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X *A one-time setup fee
workstation)

eSubscription pricing (typically per room per

*Maintenance fees
month)

Pricing & Costs
eHardware and IT infrastructure costs

- CapEx - OpEx

Fig. 3. Comparison chart of on-premise versus cloud

3 Pricing Model

In this section, the proposed solutions are considered following a cost perspective.
The scenario that concerns the techno-economic study is about a medium-sized
enterprise that is interested in implementing an activity of Data Center and
choosing between on-premise implementation and cloud based implementation
through a provider. Two different solutions will be analyzed. There is a solution
concerning a Cloud-Based model and another one concerning an OnPremise
based model.

In every pricing model, there are a few explicit expenses. Scientifically, there
are the Capital (CAPEX) and the Operational (OPEX) Expenditures [9]. The
CAPEX incorporates every cost made ahead of time during the execution time in
the organization. These uses incorporate a wide range of costs that are identified
with the structure of the organization, for example, essential hardware, locales,
and so forth. Then again, the OPEX has to do with costs that are required for
the framework’s day-to-day activity, the board, and coordination. The (TCO)
is the aggregate sum of cash that should be paid to get a particular innovation
and is the amount of CAPEX and OPEX [10].
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The purpose of the analysis is to highlight the advantages and benefits of
implementing a cloud-based model. So looking at the relevant research, analysis,
and writing, the initial study concludes with the values in the Table below where
a cost comparison is made between the two implementations. The parameters
considered crucial to the calculation of CAPEX and OPEX are represented in
the tables shown in Fig. 4 and 5.

Cserver * NoS The cost of each server on the total need

Cne * Nne The cost of a each network equipment on the total need
Cst * Nst The cost of each storage need on the total need

Cstb * Nstb The cost of each backup storage on the total need
Cst(os) * Nst(os) The cost of software on the total need

CstB * NstB The cost of database software on the total need
Cst(mg)*Nst(mg) The cost of management software on the total need
Clabor * Nlabor The cost of labor on the total need

Cestate * Nestate The cost per square ft on the total

Fig. 4. CAPEX calculation parameters

3.1 Cloud Based Solution

1. CAPEX = Cserver * NoS + Cne * Nne + Cst * Nst + Cstb * Nstb + Cst(os)
* Nst(os) + CstB * NstB + Cst(mg) * Nst(mg) + Clabor * Nlabor + Cestate
* Nestate

2. OPEX = Cep * Nhr + Cst * Nst + Cbw * Nbw + Css Nss + Cim * Nim +
Csm * Nsm + Ce* Ne + Crent * Nrent + Com * Nom + Cppu * Nppu

3. TCO = CAPEX (Cloud Based) + OPEX (Cloud Based)

3.2 On Premise Based Solution

1. CAPEX = Cserver * NoS + Cne * Nne + Cst * Nst + Cstb * Nstb + Cst(0s)
* Nst(os) + CstB * NstB + Cst(mg)* Nst(mg) + Clabor * Nlabor + Cestate
* Nestate

2. OPEX = Ccp * Nhr + Cst * Nst + Cbw * Nbw + Css* Nss + Cim * Nim
+ Csm * Nsm + Ce* Ne + Crent * Nrent + Com * Nom + Cppu * Nppu

3. TCO = CAPEX (On premises) + OPEX (On premises)
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Ccp * Nhr The cost of computing power per kilowatt hour

Cst * Nst The cost of network equipment

Cbw * Nbw The storage cost per unit price

Css * Nss The cost of an employee's salary on the number of employees
Cim * Nim The cost of infrastructure maintenance over the total cost
Csm * Nsm The cost of maintaining the software over the total cost

Ce* Ne The cost of electricity per vear

Crent * Nrent The cost of renting per sq.m. on the number of sq.m.

Com * Nom The cost of other maintenance per year

Cppu * Nppu The percentage of profits from pay per use services

Fig. 5. OPEX calculation parameters

4 Parameter Selection

The table in Fig. 6 incorporates every boundary and factor that is identified with
the valuing models. These variables are based on previous research activities and
are thoroughly explained in the tables shown in Fig.4 and Fig.5. Also, value
ranges are decided on the SA, that is utilized for the exploratory examination.
SA is a notable method, where a few boundaries of an item are broken down and
it is shown if they influence a financial model and how much effect they have on
this model. This procedure helps demonstrate which network boundaries ought
to be diminished.

4.1 Cost Comparison

In this section, the cost comparison of the two different models is presented
similarly to the way shown in [11] and also in [12]. Studying the Table in Fig. 6
it is noted that different costs for both implementations can significantly affect
the final cost [13], in both CAPEX and OPEX since, if they are looked separately,
their importance is better understood [14].

Examples of these cost-depended factors are displayed in the two sections
following.

4.2 On Premises Solution Cost Adjustments

As seen in Fig. 7, the cost of Servers increases proportionally if there emerges a
need for more servers. Which in turn causes CAPEX costs to increase accord-
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Unit Quantity Per Unit Total Unit Quantity Per Unit Total
CAPEX (initial) 3.110.000,00 € 90.000,00 €
Server Nos 100 4.000 € 400.000 € Nos 0 0€ 0€
Network Nos 50 1.000 € 50.000 € Nos 0 0€ 0€
Storage T8 50 3.500 € 175.000 € TB 0 0€ 0€
Storage (Backup) T8 350 1.500 € 525.000 € TB 0 0€ 0€
Software (OS + I1S) Nos 100 2.500 € 250.000 € Nos 0 0€ 0€
Software (DB) Nos 100 15.000 € 1.500.000 € Nos 0 0€ 0€
Software (AV + Mgmt) Nos 100 300€ 30.000 € Nos 0 0€ 0€
Labor for Start €/resource 10 18.000 € 180.000 € €/resource 5 18.000 € 90.000 €
Real Estate €/sft 0 1.000 € 0€ €/sft [ 0€ 0€
OPEX (annual) 999.000 € 717.000,00 €
Computing Power €/hr 0 0€ 0€ €/hr 3000000 0,16 € 480.000,00 €
Storage T8 0 0€ 0€ €/GB 0 0,12 € 0,00 €
|Bandwith € /annum 3 20.000 € 60.000 € €/GB 0 0,18€ 0,00€
Staff Salary staff/annum 8 28.000 € 224.000 € staff/annum 4 28.000 € 112.000,00 €
Infrastructure % of total cost 35 7.000 € 245.000 € % of total cost 0 0€ 0,00 €
i % of total cost 35 5.000 € 175.000 € % of total cost 0 0€ 0,00 €
Electricity € /annum 1 90.000 € 90.000 € € /annum 0 0€ 0,00 €
Rent for Real Estate €/sft/annum 1000 100 € 100.000 € €/sft/annum 0 0€ 0,00 €
Other € /annum 3 35.000 € 105.000 € € /annum 0 0€ 0,00€
Pay-per-Use Savings % 0 0€ 0€ % 25 5.000 € 125.000,00 €
TOTAL 4.109.000,00 € 807.000,00 €
Savings 3.302.000,00 €

Fig. 6. Cost comparison

ingly as seen in Fig.8. Thus considered, the plan on the server needs should be
extensive and forward-looking in order to avoid future costs depended on server

units.
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CAPEX Increase (On Premise)
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Fig. 8. CAPEX cost increase due to server cost

4.3 Cloud Based Solution Cost Adjustments

As seen in Fig. 9, the cost of Computing Power is directly related to the price
per kilowatt-hour (kWh) which may differ in each operating range. Which in
turn can lead to significant increases in the overall OPEX, as shown in Fig. 10.

4.4 Performance Evaluation

Based on the above described facts, a very detailed research and market investi-
gation should take place before the final decision because the cost per kilowatt-
hour varies between places and even cities is over 4 times larger than in the
Cloud-Based solution we propose. The Cloud-based solution offers more adapt-
ability and versatility and is less dependent on unpredictable factors. The results
are displayed in Fig. 11 and Fig. 12 for consideration. It is finally found that the
difference in the two implementations is significant in terms of cost, especially
if this is observed in the depth of 4 years. Cloud-Based implementation is sig-
nificantly superior to the On-Premise, something that is reflected in Fig.9. To
summarize the experimental comparison, it is obvious that a Cloud-based solu-
tion is more efficient in the final choice. The cost of an On-Premise solution varies
and is strongly dependent on multiple factors that are not always controllable by
the side that implements the solution. Surely the fact the cost of both solutions
may be less after 4 or 5 years is something to be considered in the long run, but
in a shorter-term case, the Cloud-based solutions dominate over the On-Premise
based ones.
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Computing Power Cost (Cloud Based)
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Fig. 10. OPEX cost increase due to computing power cost



Techno-Economic Analysis of Cloud Computing Supported by 5G 55

On-p: | Cloud Based
CAPEX OPEX Cost | OPEX Cost
YEAR - 1 3.030.000 € 999.000€ | 4.029.000¢ 90.000 € 717,000 €| 807,000 €
YEAR -2 - 99.000¢ | 5.028.000¢ - 717.000 €] 1.524.000 ¢
YEAR - 3 - 999.000€ | 6.027.000¢ I - 717.000 €] 2.241.000 €
YEAR - 4 - 999.000€ | 7.026.000 ¢ ‘ - 717.000 €] 2.958.000 €
|

Fig. 11. 4-year plan cost estimates

4-year plan TCO Comparison
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Fig. 12. 4-year plan TCO comparison

5 5G and Cloud Computing

What 5G brings to the above though? Up to here, we evaluated the benefits
cloud computing offers against On-premise solutions. But how 5G is related
to that and why is mentioned in this paper? The combination of 5G speed
with cloud computing’s powerful tools and flexibility is likely to herald a new
generation of computing capability. Shift or moving towards cloud storage and
cloud computing is a developing and fundamental peculiarity nowadays and in
these pandemic conditions, its need is more crucial. Information Technology (IT)
is at a critical juncture in history, when the transformation to a digital future
is unavoidable, in the technological era in which we now live. As of today, more
than half of the world’s population is linked, which is amazing, but it is only the
tip of the iceberg. Through 5G and beyond networks, “everything that can be
connected will be connected”.
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Regarding Cloud Computing now, it simply means bringing cloud technol-
ogy closer to the end-user to reduce latency, boost downstream bandwidth,
and decrease upstream bandwidth. This allows telecommunication providers to
deliver services considerably more quickly, giving them the agility they need to
compete. Cloud computing allows for faster analysis and response times by uti-
lizing automation tools that act on local data. With the introduction of 5G, all
network /telco services will operate similarly to cloud-based services, benefiting
from deployment agility, scalability, and other benefits [15].

In terms of some actual benefits of the 5G introduction to Cloud Comput-
ing, wireless connectivity environments, such as factories, have largely relied
on wired technologies to get the appropriate network reliability, predictability,
and latency characteristics [16]. Wired networking technologies are expensive to
install, require real estate, and need maintenance. Private 5G has the potential
to replace wired technologies in these sensitive environments. Moreover, envi-
ronments such as farms, oil fields, and mines may not even have connectivity,
to begin with since they are not well suited to wired technologies. Such envi-
ronments can take advantage of Private 5G for solid networking connectivity.
The next compelling benefit of 5G+ cloud computing is the promise to save
operating expenses (OPEX). For a factory, this could be via robotics control,
autonomous vehicles, AI/ML (Artificial Intelligence/Machine Learning) quality
inspection, IoT management, and more. For hospitals, it could be through radi-
ology anomaly detection at the edge. For precision agriculture, it could be via
drone control and IoT management. Video surveillance applications could be
used for retail store security to slash costs. Smart building applications could
cut energy costs and optimize space utilization with 5G+.

6 Conclusions and Future Work

In this paper, a comparative study was presented between the two different
implementations for the creation and operation of a data center. The advantages
of a CloudBased architecture in combination with the capabilities of 5G networks
were presented, which incorporate various state-of-the-art technologies. With
the proposed architecture the disadvantages of on-premise implementation are
mainly summarized in the financial costs of this option.

The comparative study leads to the conclusion that cloud based implemen-
tation is more economical than on-premise since, for this example, it generates a
profit of €4,000,000. Even if a significantly larger amount is added to the cloud
based implementation - of the order of €500,000 indicatively - as migration cost,
again the difference in costs, especially in a four-year plan as described above,
is significant.

In future research aspects of increased TCO in CloudBased solutions must be
researched according to opinions saying that after 5 or 6 years on a Cloud-Based
solution the cost may increase a lot, meeting On-Premises solutions finally. This
comes as a result of the increasing yearly cost of Cloud Storage needed for the
purposes [17].
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Cloud checking as a Service requires more investigation and evaluation to
gain a better understanding of cloud facilitated apps. There are opportunities
for improvement in the areas of up time, consistency, weaknesses, occurrences,
combination, and so on. Managing the use of multi-cloud framework administra-
tions will become increasingly important in the future. Especially if On-Premise
is doomed in the long term due to suppliers’ narrow-minded motivations.

Cloud-based arrangements, namely SaaS arrangements, provide a flexible
and accessible option for accessing continual data whenever and wherever it is
convenient. Because they rely on a pay-as-charges-arise evaluating strategy, the
association/organization benefits from lower upfront costs for equipment and
programming, as well as adaptability that allows us to change the arrangement
as the company demands change.
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Abstract. In this paper, an integrated architecture based on fog com-
puting and Vehicular Delay Tolerant Networks (VDTNs) for data dis-
semination is proposed. Fog nodes update their content from the cloud
and use VDTNs to deliver their content to other nodes. VDTNs enable
communication in low density networks where connectivity is low by
using store-carry-forward approach. This approach is suitable for non-
urgent data. The vehicles mobility will be used to send data from the
fog nodes to all the other nodes in the network. Fog nodes realize storing
and computing functions and are stationary nodes scattered in the vicin-
ity where the vehicles move. Fog nodes will disseminate different data
like advertisements or flyers with information to other nodes. Usage of
this integrated architecture of fog nodes and VDTNs reduces the cost
for data transmission and saves communication resources.

1 Introduction

Recently, the amount of data in vehicular networks is increased significantly
because of the exponential expansion of the generated vehicular data, the
increase of vehicle numbers, and the rise of in-car user data demands.

Various types of smart cameras and sensors, wireless communication mod-
ules, storage, and compute resources can now be installed in vehicles thanks to
advancements in automotive technology. Massive volumes of data are produced
from tracking the on-road and on-board condition. Also, many smart devices,
smart cameras and sensors are integrated into vehicles.

Vehicles are able to connect and exchange crucial information in vehicular
networks. Vehicular networks can be used for different applications for road
safety, traffic management or infotainment.

Advertisement dissemination and infotainment applications produce non crit-
ical time data and sending the information with a low cost can be done using
Vehicular Delay Tolerant Networks (VDTNs). VDTNs are a unique subset of
Delay Tolerant Networks (DTNs) [1] where the nodes are vehicles [2-6]. VDTNs
are characterized by the absence of a continuous path between source and des-
tination and data is sent via a message switching mechanism. The performance
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3 Vehicular node equipped with Wi-Fi
a interface and storage

Bundle transfer using
store-carry-forward approach

Fig. 1. The proposed Fog-VDTN architecture.

of VDTNs is strongly connected with nodes mobility. Mobility enables oppor-
tunistic contacts between nodes and data transmission.

Cloud computing offers services such as Infrastructure As A Service (IAAS),
Platform As A Service (PAAS), and Software As A Service (SAAS). Cloud com-
puting uses remote servers instead of local servers to perform storage, manage-
ment and data processing.

Fog computing [7] is a decentralized computing architecture and is an exten-
sion of cloud computing that brings the cloud closer to the end-devices. Fog
computing is suitable for mobile users and location-aware services and applica-
tions.

In this work is proposed the integration of VDTNs with fog computing for
non urgent data dissemination. Advertisement dissemination is a delay tolerant
application. For big amount of data and time non-critical data, VDTNs and mes-
sage switching approach is a good solution because the cost for data transmission
is reduced and communication resources are saved.

The remainder of this paper is as follows. The proposed architecture is pre-
sented in Sect. 2. The simulation system and scenarios are described in Sect. 3.
In Sect. 4 are shown the simulation results. Finally, the conclusions are presented
in Sect. 5.
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Fig. 2. Snapshot of the simulation.

2 Proposed Architecture

In the proposed Fog-VDTN architecture, fog nodes are connected with the cloud
to update their content and VDTN is used for data dissemination using message
switching approach.

Fog computing can be used to provide location-aware services and the data
can be accessed off-line as some amount of data are stored in a local data center.
Fog computing is recommended for large scale networks where fog nodes at
different locations are connected with the same cloud to cover a wide region.
Fog nodes are always connected with the Internet, they send and receive data
from the Cloud by using wired interface.

Fog nodes will offer localized content dissemination and will distribute dif-
ferent advertisements to vehicles passing nearby and within their transmission
range. The fog nodes are placed in strategic points of interests where most of the
vehicles tend to go and they send data to all other vehicles using Wi-Fi Inter-
faces. Vehicles equipped with on board units that move according to map based
mobility model will send this information to other vehicles by using store-carry-
forward mechanism. The proposed approach uses the memory and interfaces
of smart devices like on board units to form a VDTN and exchange data by
opportunistic contacts as shown in Fig. 1.

3 Simulation System and Scenarios

To evaluate the performance of the proposed architecture, a JAVA based open
source simulator called the Opportunistic Network Environment (ONE) [8] is
used. This simulator offers the possibility to use different mobility models and
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Table 1. Simulation parameters and their values.

Parameters Values

Number of Stationary Fog Nodes | 8 nodes

Number of Total Nodes 200, 300 nodes

Simulation Time 28800

Map Size 4km x 5 km

Movement Model Map-based

Buffer Size for Fog Nodes 1000 MB

Buffer Size for Other Nodes 100 MB

Interface Type Simple Broadcast Interface

Interface Transmission Speed 250 KBps

Interface Transmission Range 20m

Message TTL 30, 60, 100, 200, 300, 400 min
Vehicles Speed 5-25km/h

Message Size 10k, 50k

Message Creation Interval 30s

import real maps for realistic scenarios. For the simulations is considered an
urban area of Tirana city in Albania. In Fig.2 is presented a snapshot of the
network at the beginning of the simulation with The ONE simulator.

Two different scenarios are implemented. In the first scenario, data from 8
fog nodes are sent to 192 vehicles moving in the streets of Tirana (for example
different flyers for shopping mall sales). In the second scenario, the number of
fog nodes is considered 8 and the number of vehicles is considered 292. Fog nodes
are equipped with buffers of 1000 MB, transmission range 20 m. In Table1 are
listed all simulation parameters and their values.

The routing protocols used for evaluation are presented in following.

¢ Epidemic Routing Protocol
In Epidemic [9] protocol, each message is spread in the network with no
priority and no limit using flooding mechanism. When two nodes encounter
each other, they exchange and compare the list of their messages to find the
messages that are not already in the storage of the other nodes.

e Spray and Wait Routing Protocol
Spray and Wait [10] uses the spray phase and the wait phase. When a new
message is created in the network, a maximum of L number of copies of
the message is created in the network. In the spray phase, the source of the
message will spray one copy of this message to L different “relays”. When
a relay receives the copy, it enters the wait phase, where it will hold that
message until encounter the destination directly.

For evaluation, we use the following metrics.
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e Delivery Success Rate
It is calculated as the ratio of number of delivered messages over the created
ones.

e Overhead Ratio
It is calculated as the difference between relayed and delivered messages over
the number of delivered messages.

e Average Latency
It is calculated as the average time elapsed from the creation of the messages
at source to their successful delivery to the destination.

4 Simulation Results

In Fig.3 are shown the simulation results of considered protocols for delivery
success rate vs. TTL for scenarios with 200 and 300 nodes. From the simula-
tion results, Epidemic routing protocol performs better than Spray and Wait in
terms of delivery success rate. By increasing TTL from 30 min to 200 min, the
performance of both protocols is improved. For TTL values longer than 200 min,
for both scenarios, there is not further improvement of the performance for both
routing protocols.

The results for overhead ratio are presented in Fig.4. Epidemic has higher
overhead ratio compared with Spray and Wait. The increase of TTL does not
effect the overhead ratio of Epidemic. For Spray and Wait, the increase in TTL
decreases the overhead ratio. The number of nodes effects the performance of
Epidemic protocol in terms of overhead ratio. The bigger the number of nodes in
the network is, the higher is the overhead ratio. The increase of number of nodes
in the network does not effect the overhead ratio for Spray and Wait protocol.

The average delay results for both scenarios are presented in Fig.5. The
increase of TTL increases also the average delay for both protocols. The aver-
age delay is higher for the scenario with 200 nodes for both protocols. In both
scenarios, Epidemic protocol performs better than Spray and Wait.

200 nodes 300 nodes

100 e 100 -
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pray and Wait —»— Spray and Wait ——
= 80 = 80
» 60 » 60 o
-
2 2
2 40 2 4
g 2
s ®
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(a) Network with 200 nodes (b) Network with 300 nodes

Fig. 3. Results for Delivery success rate vs. TTL.
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Fig. 4. Results for Overhead ratio vs. TTL.
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Fig. 5. Results for Average delay vs. TTL.

5 Conclusions

In this paper, an integrated architecture based on fog and VDTNs for data
dissemination is proposed and evaluated by simulations. Usage of fog nodes
and VDTNs reduces the cost for data transmission and saves communication
resources. The performance was evaluated for Epidemic and Spray and Wait
routing protocols.

In terms of delivery success rate:

e Epidemic protocol performs better than Spray and Wait.

e The increase of TTL to 200 min improves the delivery success rate for both
protocols.

e The increase of number of nodes in the network has a very small effect on the
delivery success rate for both protocols.

In terms of overhead ratio:

e Spray and Wait has lower overhead ratio compared to Epidemic.
e The increase of TTL does not effect the performance of both routing proto-
cols.
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The increase of number of nodes increases also the overhead ratio for Epi-
demic, but it remains almost the same for Spray and Wait.

In terms of average delay:

e Spray and Wait has higher delay compared with Epidemic.
e The increase of TTL, increases also the average delay for Spray and Wait.

The increase of number of nodes slightly increases the average delay for both
protocols.

In the future, we would like to consider other routing protocols and new data

collection scenarios and evaluate their performance.

References

1.

10.

Spaho, E.: Comparing different DTN routing protocols in a dense deployment
scenario with realistic mobility trace. Int. J. Innov. Technol. Interdisc. Sci. 2(4),
290-296 (2019). https://doi.org/10.15157 /1JITIS.2019.2.4.290-296

Spaho, E., Koroveshi, A.: A low-cost solution for smart-city based on public bus
transportation system using opportunistic IoT. In: Barolli, L., Kulla, E., Ikeda,
M. (eds.) EIDWT 2022. LNDECT, vol. 118, pp. 175-182. Springer, Cham (2022).
https://doi.org/10.1007/978-3-030-95903-6_19

Spaho, E.: Usage of DTNs for low-cost IoT application in smart cities: performance
evaluation of spray and wait routing protocol and its enhanced versions. Int. J. Grid
Util. Comput. 12(2), 173-177 (2021)

Bylykbashi, K., Spaho, E., Barolli, L., Xhafa, F.: Routing in a many-to-one com-
munication scenario in a realistic VDTN. J. High Speed Netw. 24(2), 107-118
2018

épahcz, E., Dhoska, K., Bylykbashi, K., Barolli, L., Kolici, V., Takizawa, M.: Perfor-
mance evaluation of energy consumption for different DTN routing protocols. In:
Barolli, L., Kryvinska, N., Enokido, T., Takizawa, M. (eds.) NBiS 2018. LNDECT,
vol. 22, pp. 122-131. Springer, Cham (2019). https://doi.org/10.1007/978-3-319-
98530-5_11

Spaho, E., Dhoska, K., Barolli, L., Kolici, V., Takizawa, M.: Enhancement of binary
spray and wait routing protocol for improving delivery probability and latency in
a delay tolerant network. In: Barolli, L., Hellinckx, P., Enokido, T. (eds.) BWCCA
2019. LNNS, vol. 97, pp. 105-113. Springer, Cham (2020). https://doi.org/10.1007/
978-3-030-33506-9_10

Bonomi, F.; Milito, R., Zhu, J., Addepalli, S.: Fog computing and its role in the
Internet of Things. In: Proceedings of the First Edition of the MCC Workshop on
Mobile Cloud Computing, Helsinki, Finland, 13-17 August 2012, pp. 13-16 (2012)
Keranen, A., Ott, J., Karkkainen, T.: The ONE simulator for DTN protocol evalu-
ation. In: Proceedings of the 2nd International Conference on Simulation Tools
and Techniques (SIMUTools 2009) (2009). http://www.netlab.tkk.fi/tutkimus/
dtn/theone/pub/theonesimutools.pdf

Vahdat, A., Becker, D.: Epidemic routing for partially connected ad hoc networks.
Technical report CS-200006, Duke University (2000)

Spyropoulos, T., Psounis, K., Raghavendra, C.S.: Spray and wait: an efficient rout-
ing scheme for intermittently connected mobile networks. In: Proceedings of ACM
SIGCOMM 2005 - Workshop on Delay Tolerant Networking and Related Networks
(WDTN 2005), Philadelphia, PA, USA, pp. 252-259 (2005)


https://doi.org/10.15157/IJITIS.2019.2.4.290-296
https://doi.org/10.1007/978-3-030-95903-6_19
https://doi.org/10.1007/978-3-319-98530-5_11
https://doi.org/10.1007/978-3-319-98530-5_11
https://doi.org/10.1007/978-3-030-33506-9_10
https://doi.org/10.1007/978-3-030-33506-9_10
http://www.netlab.tkk.fi/tutkimus/dtn/theone/pub/the one simutools.pdf
http://www.netlab.tkk.fi/tutkimus/dtn/theone/pub/the one simutools.pdf

)

Check for
updates

Energy-Consumption Evaluation
of the Tree-Based Fog Computing
(TBFC) Model

Dilawaer Duolikun!(®) | Shigenari Nakamura®, Tomoya Enokido?,
and Makoto Takizawa!

! Research Center for Computing and Multimedia Studies (RCCMS),
Hosei University, Tokyo, Japan
dilewerdolkun@gmail.com, makoto.takizawa@computer.org
2 Faculty of Business Administration, Rissho University, Tokyo, Japan
eno@ris.ac. jp
3 Tokyo Metropolitan Industrial Technology Research Institute, Tokyo, Japan
nakamura.shigenari@iri-tokyo. jp

Abstract. It is critical to reduce the energy consumption of information
systems to realize green societies. The IoT (Internet of Things) is so scal-
able that millions to billions of computers and devices are interconnected
in types of networks and accordingly huge amount of energy is consumed.
In our previous studies, the TBFC (Tree-Based Fog Computing) model is
proposed to energy-efficiently realize the IoT, where fog nodes are hier-
archically structured and application processes are distributed to not
only servers in clouds but also fog nodes. The energy consumption of
fog nodes in the TBFC model is obtained for a collection of sensor data
simultaneously issued by device nodes in the evaluation. In this paper,
we evaluate the TBFC model in terms of total energy consumption of
nodes where each device node periodically sends sensor data. In the eval-
uation, we show the energy consumption of the TBFC model is smaller
than the cloud computing (CC) model of the IoT.

Keywords: Green computing systems - TBFC (Tree-Based Fog
Computing) model * IoT - Fog computing (FC) model - Energy
consumption

1 Introduction

The IoT (Internet of Things) is now one of the most important infrastructure
to realize various applications in our societies. The IoT is so scalable that mil-
lions to billions devices are interconnected in addition to servers and clients and
accordingly huge amount of energy is consumed [1,2]. In order to decrease carbon
footprint on the earth, the total electric energy consumption of the IoT has to be
reduced. There are models to realize the IoT; cloud computing (CC) [3] and fog
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computing (FC) [4,5] models. In the CC model [3], device nodes supporting sen-
sors and actuators are interconnected with clouds of servers in networks. Device
nodes send senor data to servers in the clouds through networks and the sensor
data is processed by the servers. Servers and networks are heavily loaded to pro-
cess and transmit sensor data from huge number of device nodes. The FC model
[4,5] is now widely used to efficiently realize the IoT. Here, application processes
and databases are distributed to not only servers in clouds but also fog nodes.
Sensor data is processed by fog nodes and processed data is mostly smaller than
the sensor data like some data selected and an aggregate value like average one.
Hence, the traffic of servers and networks can be reduced. On the other hand,
fog nodes consume energy to process sensor data in addition to servers in the
FC model while only servers consume energy to process sensor data in the CC
model. In order to reduce the energy consumption of the FC model, the TBFC
(Tree-Based Fog Computing) model [27,29-32] is proposed, where fog nodes are
structured in a tree and sensor data is distributed to multiple fog nodes and in
parallel processed by the fog nodes.

The macro-level power consumption and computation models [7-10,12,13,
15-17,19,20,23] are proposed, which give how much electric power [W] to
be consumed by a whole computer to perform application processes. By tak-
ing advantage of the models, the live migration approach of virtual machines
[7-10,14,19,21,22,24] is discussed to reduce the energy consumption of servers
in a cloud. Energy-aware algorithms [11,15-17,25,26] are also proposed to select
a host server to perform an application process issued by a client. Power con-
sumption and computation models of fog nodes in the IoT [29-33] are proposed.
Here, the power consumption of each fog node to receive and process sensor data
and to send the processed data can be obtained.

Compared with the CC model where every sensor data is received and pro-
cessed by servers, the total energy consumption of the IoT can be reduced in
the TBFC model. The TBFC model is evaluated in papers [29-33] where a col-
lection of device nodes once send sensor data to edge nodes. After sending the
output data to a parent node, the node gets idle while the ancestor nodes are
active to calculate output data on input data. Even an idle node consumes power
[8]. A node receives succeeding input data from child nodes and device nodes
after sending the output data to the parent node. In this paper, we evaluate the
TBFC model where device nodes periodically send sensor data in terms of the
total energy consumption of servers and nodes and the delivery time of each sen-
sor data compared with the CC model. We show the total energy consumption
and delivery time of the IoT can be reduced in the TBFC model compared with
the CC model in the simulation.

In Sect. 2, we present the TBFC model. In Sect. 3, the power consumption
and computation models of a fog node are discussed. In Sect. 4, we evaluate the
TBFC model.
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2 The TBFC Model

In the CC (Cloud Computing) model [3] of the IoT, device nodes supporting
sensors send sensor data to servers in clouds through networks. Application
processes on the servers receive sensor data and obtains actions from the sensor
data to be performed on actuators of devices. The sensor data and processed
data like actions are stored in databases on the servers. The servers send the
actions to device nodes and then actuators in the device nodes are activated by
the actions. The FC (Fog Computing) model [4,5] of the IoT is composed of fog
nodes in addition to clouds of servers and device nodes. Application processes
and databases are distributed to not only servers but also fog nodes. Sensor data
is processed by fog nodes and processed sensor data is sent to servers. Thus, the
traffic of the servers and networks and time to activate actuators can be reduced
in the FC model.

The TBFC model [27-32] is proposed to energy-efficiently realize the IoT.
The TBFC model is composed of nodes which are tree-structured. A root node
stands for a cloud of servers. A leaf node is an edge node which communicates
with device nodes. Non-root nodes are fog nodes [4,5] which support not only
routing functions but also application processes to handle sensor data.

A root node f is interconnected with child fog nodes f1,..., fi (b > 0). Each
node f; is also interconnected with child nodes f1,..., fip, (b; > 0). Let I be
a sequence (i1%s...4—1) (I > 1) of indexes. That is, I (= (i1...4,—1)) means a
sequence (f, fi,, firias -« - s firin..i;_,) Of nodes which is a path from the root node
f to the parent node f; 4, ,_, (= fr) of the node f;. |I| shows the number [ —1
of indexes in I. A node f; is at level |I|+ 1. For example, a root node f and a fog
node fy; are at levels 1 and 3, respectively. Thus, each node f;; communicates
with a parent node f; and child nodes fr1,. .., friv;; (bri > 0). A leaf node f7 is
named edge node which communicates with a device node s; which is equipped
with sensors or actuators. Here, the device node s; sends sensor data to the edge
node f; and the edge node f; sends actions to the device node s;.

Each node f; supports a process p; which is an m;(> 0)-ary function p;(z1,

.+, Tm,) where each parameter z; is typed Dy; and takes a collection of data
of type Dy;. The output data x of the function py(z1,...,&m,) is typed Dj.
The node f; supports m; input ports ip;q,...,ip,, and one output port op;
as shown in Fig. 1. A node f; receives input data at an input port ip;; from a
child node f;; and passes the input data to the process p; as the ith parameter
z;. Here, a type of an input port ip;; is a type Dy; of the ith parameter x; of
the process pr. A node fr receives input data idy; at the input port ip;;, which
is sent through the output port op;; of a child node fr,. Here, the type of the
output port op;;, has to be the same as the type of the input port ip;;. Thus, a
pair of the parent node f; and child node fj; are connected in an output-input
(oprp—ipy;) relation. For each input port ip;; of a node fr, multiple child nodes
can be connected. Let CF'1; be a set of child nodes of a node f;, whose output
ports are connected to an input port ip;; of the node fr. Let IDy; be a set of
input data sent to an input port ip;; from child nodes in the set CF'r;. There
are types of input ports. If an input port ip;; is a conjunctive type, a fog node
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f1 blocks until every child node in the set CF'; sends input data. Then, all the
input data in I Dj; are passed to a process py as the ith parameter. On the other
hand, if an input port ip;; is a disjunctive type, once input data is received from
a child node, the input data is passed to the process p; and input data from the
other child nodes are neglected. If a node f; receives input data at every input
port, the process p; calculates the output data od; on the input data. The node
fr sends the output data od; through the output port op; to the input port
of the parent node. Thus, the root node f finally receives the input data id;,
i.e. output data od; from each child node f; and obtains the output data od by
calculating on the input data ID. The output data od is stored in the database
and is delivered to device nodes in the tree. Here, the output data od shows an
action to be performed on the device.

fi Py

Fig. 1. Node of the TBFC model.

[Example]. Figure 2 shows an example of the TBFC model [33]. Here, there are
two types of device nodes; t-sensornodes s; and s, and h-sensor nodes sz and sy4.
The t-sensornodes s; and sy collect temperature data every one second and send
the collected data to parent edge nodes f111 and f112, respectively, each of which
supports a process t-aggregate. Each t-aggregate node fy1; collects temperature
data from the device node s; and calculates the average temperature for one
minute on the temperature data (i = 1,2). Each t-aggregate node f11; supports
one input port and one output port whose types are temperature. Then, the
t-aggregate nodes f117 and f112 send the average temperature data to a parent
fog node f11 supporting a process t-merge. The t-merge node f1; merges average
temperature from child ¢-aggregate nodes for every one minute and sends a tuple
(1,t) to a join fog node f1, where t shows the average temperature data of time
7. The t-merge node f17 has one input port whose type is temperature and one
output port whose type is time-temperature. The h-sensor nodes s3 and s, collect
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humidity data every one second and send the collected data to parent edge nodes
f121 and fi99, respectively, each of which supports a process h-aggregate which
calculates on the average value for one minute. The h-aggregate nodes f121 and
f122 send the average humidity data to a parent fog node f1o which supports a
process h-merge. The h-aggregate node fi2 has one humidity input port and one
humidity output port. The h-merge node fio collects the average humidity data
from child h-aggregate nodes f121 and fi29 for every one minute and sends a tuple
(1,h) to a join fog node f1, where h is the average humidity of time 7. The h-
merge node f15 has one humidity input port and one time-humidity output port.
The join fog node f; receives the average values of temperature and humidity
data from the child ¢-merge node fi1 and h-merge node fi2, respectively, and
joins the temperature data (7,t) and humidity data (7, h) for each time 7. The
join node f1 has two input ports, one for time-temperature type data and the
other for time-humidity type data and one time-temperature-humidity output
port. Then, the join node f; sends the time-temperature-humidity data (T,t, h)
to a root store node f which is a server in a cloud. Every data from the join
node f; is stored in the database of the store node f.

Store server

%

Join

Merge

Aggregate

Device

temperature temperature humidity humidity

Fig. 2. Example of the TBFC model.

3 Power Consumption and Computation Models
of the TBFC Model

Each fog node consumes electric energy [J] to communicate with parent and
child nodes and to calculate output data on input data from child nodes. In
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our previous studies, the SPC (Simple Power Consumption) model [7,8] and
the MLPCM (Multi-Level Power Consumption) model [16-19] are proposed as
power consumption models of a computer to perform application processes. In
this paper, we consider the SPC model to obtain energy consumption of a fog
node since a small computer like Raspberry Pi3 [34] is used to realize a fog node
which follows the SPC model. In addition, more processes than the number of
threads are usually performed on each server. Here, the server follows the SPC
model. The power consumption NE; [W] of a fog node f; is given as follows:

[SPC model]

maxEr if at least one process is active on fj.
NEr = {minEI otherwise. (1)
For example, for a Raspberry Pi3 node fr [34], maxE; and minE are 3.7 and
2.1 [W], respectively. On the other hand, mazE and minE; are 301.3 and 126.1
[W] for a server HP DL360 [6], respectively.

A node f; consumes power to receive and send data. In this paper, we assume
a node fr consumes the power RE; and SE; [W] to receive and send data,
respectively. RE; = rer-maxE; and SE; = sej-maxE; where rej(<1) and
ser(<1) are constants. For a Raspberry Pi3 node fr, se; = 0.68 and rey = 0.73
[31].

Next, we discuss the execution time [sec] of a process py of a node f;. In this
paper, we assume the execution time ET(z) [sec] of a process p; to calculate
on input data of size x is O(x) or O(x?) as discussed in papers [28-30,32], i.e.
ET;(x) [sec] is ccr-a or cep-w? where ccy is a constant. A process pr is typed O1
and O2 iff ET;(z) is ccp-a and cer-a2, respectively. The size |od;| of the output
data odj is rry-x for the size x of the input data. Here, rry is a reduction ratio
of the fog node f;. For example, if a fog node f; obtains an average value ody
of m pieces of input data, the reduction ratio rry is 1/m (<1).

A node f; receives the input data ID; from the child nodes and sends the
output data od; to the parent node. In this paper, it takes time RT(x) and
ST(x) [sec] to receive and send data of size x, respectively, i.e. RT1(z) = rcr-x
and ST;(x) = scr-x where rc¢; and scy are constants. scy/re; = 0.22 for a
Raspberry Pi3 node f;.

Suppose a node f; receives the input data IDj of size x from the child
nodes. It totally takes time T7T';(z) = RT(x)+ ET(x)+ ST (rri-z) [sec]. The
node fy totally consumes the energy TEj(x) = RT(x)-RE; + ET(x)-NE; +
ST](TT]'I)'SE[ [W sec (J)]

In this paper, we assume the computation rate C'R of a root node f is one.
We measure the execution time of a process on a server [6] and a fog node fr of
Raspberry PI [34]. The computation rate C Ry of the fog node f; is 0.18.

4 FEvaluation

We consider a balanced tree T' of fog nodes of the TBFC model in the evaluation.
A TBFC tree T is specified as (b, h)-tree where b is the breadth of the tree T
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i.e. the number of child nodes of each node and h is the height of the tree T'.
A root node f indicates a server in a cloud. Each node fr; has b (> 0) child
nodes fri1,..., friv where I = (i1...4;) (1 < i; <b, j=1,...,1,1l <h). Here,
I+ 1 (= |I]+ 1) shows a level of a fog node fr; in the tree T. Each node fy;
supports a process py; to calculate the output data ody; on the input data IDy;
= {idy;;]i = 1,...,b} from child nodes fr1,..., fri and then sends the output
data ody; to the parent node f; as presented in the TBFC model. Every leaf
node fi,. 4, , is at the same level h and named an edge node. Every edge node
fiy...in_, receives sensor data from the device node s;, . ; at the same time
every its [sec].

Table 1 shows the computation rate CR; and the maximum power maxzFE;
and minimum power minE; of a node f;. The computation rate CR of a root
node f is assumed to be one. The computation rate C Ry of a fog node fr is 18
[%] of the root node f, which is obtained through our experiment [29,31].

h—1

Table 1. Parameters of nodes

node fr CR; | minE[[W] | mazE[W]
root (server) 1.0 |126.1 301.3
fog (Raspberry pi) | 0.18 | 2.1 3.7

In the evaluation, we consider a (b, 3)-tree T, i.e. the height h of the tree T
is three (h = 3) and each node has b (> 0) child nodes. The tree T' is composed
of one root node, six fog nodes, and four device nodes. Each node f; supports a
process py to calculate the output data od; on the input data I D; sent from child
nodes. In the evaluation, every node in the tree T" supports an O1 or O2 type of
process. We assume the constant ccy of the computation rate CR; = ccr-x for
size x of input data is one for each node f; (cc; = 1). The reduction ratio rr;
of each node f; is 0.4. In the evaluation, we consider three processes pi, p2, and
p3, which are supported by a root node f, a fog node f;, and an edge node f;;
(i=1,...,b,7=1,...,b), respectively. The process ps receives sensor data from
device nodes and returns the output data to the process po. Then, the output
data of the process ps is sent to the process p;. Each node f; has a pair of a
conjunctive input port and an output port.

Each device node s; sends sensor data to the edge node f; every ist [sec]. In
the evaluation, the inter-sensing time ist is four [sec]. Device nodes totally send
sensor data of size tsd [B(yte)] to the edge nodes every ist [sec]. If there are m
(= b"~1) edge nodes in the tree T, each edge node fr receives sensor data of size
tsd/m [B] from a device node sj.

In this paper, the receiving time RT'j(z) and sending time ST(x) [sec] to
receive and send data of size x are assumed to be zero. This means, each node
is assumed not to consume energy to send and receive data.

The delivery time DT [sec] of each sensor data is time from a device node
sends sensor data to an edge node until a root node finishes processing the sensor
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data. In the simulation, we evaluate the TBFC (b, h)-tree in terms of the total
energy consumption TE [W sec| of the nodes and the delivery time DT [sec] of
each sensor data.

Figure 3 shows the total energy consumption TE [W sec] of the nodes for
breadth b of the (b, 3)-tree T. Here, O1 and O2 show that processes are O1 and
02 types, respectively. The inter-sensing time (ist) is four [sec]. “b = 0” means
the CC model, i.e. every sensor data is sent to a server in the cloud and every
process is performed on a server in the cloud. As shown in Fig. 3, th total energy
consumption T'E of nodes in the TBFC model is smaller than the CC model.
For example, the TE of the TBFC model is 25 [%] and 16 [%] of the CC model
for O1 and O2 process types, respectively. In addition, the more number of child
nodes of each node, the smaller energy T'E is consumed.
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Fig. 3. Total energy consumption T'E of nodes.

Figure 4 shows the delivery time DT [sec] of each sensor data, i.e. how long
it takes to deliver sensor data to the root node for breadth b of the tree. The
inter-sensing time (ist) is four [sec]. “b = 0” stands for the CC model. The DT
of the TBFC model is shorter than the CC model. For example, the DT of
the TBFC model is 32 [%] and 7 [%] of the CC model for O1 and O2 process
types, respectively. This means, a root node can make a decision on actions to
be performed on devices earlier than the CC model. The more number of child
nodes of each node, the shorter delivery time DT.

Figure 5 shows the average queue length QL [/sec], i.e. number of input data
in the receipt queue of edge nodes of level 3 for inter-sensing time ist. In the
evaluation, the QL of every other non-edge node is zero. If each node f; receives
input data from child nodes before sending the current output data to the parent
node, the input data waits in the receipt queue of the node f;. In the evaluation,
sensor data arrives at each edge node f; before finishing processing the preceding
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Fig. 4. Delivery time DT of sensor data.
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sensor data. The shorter inter-sensing time ist, the longer the queue length QL
is. The longer queue length QL of a node, the longer time to deliver data to the
root node. If additional nodes are deployed at level where the queue length of
nodes is longer, the delivery time DT of sensor data can be reduced.

5 Concluding Remarks

It is critical to reduce the energy consumption of the IoT to realize green soci-
eties. The FC model is discussed to efficiently realize the IoT. The TBFC model
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is a tree-structured model of fog nodes to reduce the total energy consumption
of the nodes. In this paper, we evaluated the TBFC model compared with the
CC model where device nodes periodically send sensor data to edge nodes. We
showed the total energy consumption and delivery time of the TBFC model are
shorter than the CC model.

As on-going studies, we are now discussing how to dynamically change the
tree structure of the TBFC model so that input data does not wait at every fog
node.
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Abstract. In the IoT (Internet of Things), data are exchanged among
subjects and objects in devices through manipulating objects. Even if
subjects manipulate objects in accordance with the CBAC (Capability-
Based Access Control) model, the subjects can get data which are not
allowed to be gotten by the subjects, i.e. illegal information flow and
late information flow occur. Hence, the OI (Operation Interruption) and
TBOI (Time-Based OI) protocols where operations occurring illegal and
late types of information flows are interrupted are implemented. More-
over, capability token selection algorithms are proposed and applied to
the protocols. The protocols are implemented and evaluated in terms of
the request processing time, communication traffic, and electric energy
consumption. However, the more number of operations are interrupted
to prevent both types of illegal and late information flows because the
amount of data kept by entities monotonically increases through manip-
ulating objects in the protocols. Therefore, reduction of the number of
operations interrupted is important. For this aim, an FC (Fog Comput-
ing) model of the IoT where data from devices are processed in a fog layer
and the processed data are sent to subjects is considered in this paper.
In the evaluation, it is shown that the number of operations interrupted
is reduced in the FC-based protocols compared with the conventional
protocols.

Keywords: IoT (Internet of Things) - Device security - CBAC
(Capability-Based Access Control) model * Information flow control -
FC (Fog Computing) model

1 Introduction

It is widely recognized that access control models [3] are useful to make informa-
tion systems secure. For the IoT (Internet of Things) [17], the CBAC (Capability-
Based Access Control) model [5] is considered where capability tokens which are
collections of access rights are issued to subjects. Only the authorized subjects

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 78-90, 2023.
https://doi.org/10.1007/978-3-031-20029-8_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20029-8_8&domain=pdf
https://doi.org/10.1007/978-3-031-20029-8_8

Evaluation of the Information Flow Control in the Fog Computing Model 79

can manipulate objects in devices only in the authorized operations. Through
manipulating objects in devices, data are exchanged among subjects and objects.
Here, subjects might get data via other subjects and objects even if the subjects
are granted no access right to get the data, i.e. illegal information flow might
occur [8-11]. Moreover, a subject might get data generated out of the validity
period of a capability token to get the data. Even if the time 7 is not within the
validity period of the capability token, the subject sb; can get the data generated
at time 7. Here, the data are older than the subject sb; expects to get, i.e. the
data come to the subject sb; late [12].

In order to solve both types of illegal and late information flow problems in
the IoT, the OI (Operation Interruption) [11] and TBOI (Time-Based OI) [12]
protocols are implemented in a Raspberry Pi3 Model B+ [1] with Raspbian [2]
which is regarded as an IoT device. A communication protocol between subjects
and devices is the CoAP (Constrained Application Protocol) [19], which is imple-
mented in CoAPthon3 [21]. In the OI and TBOI protocols, operations occurring
illegal information flow and both types of illegal and late information flows are
interrupted, i.e. not performed, at devices. In the evaluation, the request pro-
cessing time gets longer as the number of capability tokens whose signatures are
verified in devices increases in these protocols.

In order to reduce the number of capability tokens verified, a pair of
algorithms, the MRCTSD (Minimum Required Capability Token Selection for
Devices) [14] and MRCTSS (MRCTS for Subjects) [13] algorithms, are pro-
posed and applied to the OI and TBOI protocols. In the MRCTSD algorithm,
the request processing time is shortened because only the minimum required
capability tokens are selected and used to make authorization decisions. In the
MRCTSS algorithm, the communication traffic among subjects and objects is
reduced because unnecessary capability tokens are not sent from subjects to
devices.

In our previous studies [15], an electric energy consumption model of a
Raspberry Pi 3 Model B+ equipped with Raspbian supporting the protocols
is proposed. In the protocols, an authorization process is modeled to be a com-
putation process which uses CPU resources like scientific computation. In the
MLPC (Multi-Level Power Consumption) and MLC (ML Computation) mod-
els [7], devices are mainly characterized in terms of the numbers of cores and
threads of a CPU. This means, the power consumption of a device depends on
the numbers of active cores and threads. An energy consumption model of the
Raspberry Pi supporting the protocols is proposed based on the MLPC and
MLC models. Based on the models, electric energy consumption of each proto-
col is made clear in a simulation evaluation [16]. In the OI and TBOI protocols
with capability token selection algorithms, the number of capability tokens used
to make authorization decisions is reduced. Here, the request processing time is
shortened compared with the conventional OI and TBOI protocols. Hence, the
electric energy consumption is reduced compared with the conventional OI and
TBOI protocols.
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In the protocols, the amount of data kept by entities monotonically increases
through manipulating objects. The more data are kept by entities, the more
number of both types of illegal and late information flows occur. Therefore, the
more number of operations are interrupted. In this paper, an FC (Fog Com-
puting) model of the IoT [4] is considered to reduce the number of operations
interrupted. In the FC model, a fog layer composed of fog nodes is introduced
between devices and subjects. Data from devices are processed in the fog layer
and the processed data are sent to subjects. Here, since the amount of data
exchanged among entities is reduced, the number of both types of illegal and
late information flows is also reduced. In the evaluation, the FC-based proto-
cols are evaluated in terms of the number of operations interrupted. It is shown
that the number of operations interrupted is reduced in the FC-based protocols
compared with the conventional protocols.

In Sect. 2, the system model and types of information flow relations are dis-
cussed. In Sect. 3, the information flow control in the FC model to prevent both
types of information flows is discussed. In Sect.4, the FC-based protocols are
evaluated in terms of the number of operations interrupted.

2 System Model

2.1 CBAC (Capability-Based Access Control) Model

In an IoT, there are the numbers dn and sbn of devices dy, ..., dg, (dn > 1)
and subjects sby, ..., sbsp, (sbn > 1), respectively. Each device dj, holds the
number on* of objects of, ..., o¥ . (on* > 1). A term, “object of,” stands for
a component object in the device dj. There are various types of devices such
as sensors, actuators, and hybrid devices. A sensor dj collects data obtained
by sensing events occurring in physical environment and stores the data in its
object of . An actuator dj, receives data collected by sensors and stores the data
in its object ofn. The actuator dj performs actions on the physical environment
based on the data. A hybrid device dy is equipped with both the sensors and
actuators.

Subjects manipulate data of objects in devices. In order to make the devices
secure, a CBAC model [5] is considered in the IoT. Data collected by sensors
are stored at an object in the sensors. A subject gets the data by accessing the
object. The subject designates actions for actuators based on the data. Here,
the data are put to objects of the actuators by the subject. Hence, data are got
and put from and to hybrid devices by subjects. Each subject sb; is issued a set
CAP? which consists of the number cn’ of capability tokens capi, ..., cap
(en® > 1).

A capability token cap; is designed as shown in the papers [11,12]. Let
capé.] S and cap;.SU be public keys of an issuer and a subject of the capa-
bility token cap},, respectively. cap!.SG is a signature generated with the private
key of the issuer. These signatures and keys are generated in the ECDSA (Ellip-
tic Curve Digital Signature Algorithm) [6] and then encoded into Base64 form.

v .
cn®
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The capability token capf] indicates how the subject sb; can manipulate objects
in a device shown in cap;.DE. Access rights field of the capability token capz
indicates object shown in capg.OB can be manipulated in operation shown in
capf].OP. The capability token cap; is valid at time 7 where capf].N B<1<
cap;.N A. Capability tokens are included in the payload field of a CoAP request.

Let dt*, be data of an object of . If a subject sb; tries to manipulate the data
dtF of the object of, in a device dj, in an operation op, the subject sb; sends an
access request with a capability token capé to specify the subject sb; is allowed
to manipulate the object o, in the operation op to the device dy. If the device
dj, confirms that the subject sb; is allowed to manipulate the object of, in the
operation op, the operation op is performed on the object of,. Otherwise, the
access request is rejected. Since the device dj just checks the capability token
cap; to authorize the subject sb;, it is easier to adopt the CBAC model to the IoT
than the ACL (Access Control List)-based models such as RBAC (Role-Based
Access Control) [18] and ABAC (Attribute-Based Access Control) [22] models.

Let a pair (o, op) be an access right. Subjects issued a capability token
including an access right (o, op) is allowed to manipulate data of an object o in
an operation op. A set of objects whose data a subject sb; is allowed to get is
IN(sb;) i.e. IN(sb;) = {of, | (o},, get) € cap, A capl, € CAP'}.

Through manipulating data of objects in devices, the data are exchanged
among subjects and objects. Objects whose data flow into entities are referred
to as source objects for these entities. Let oF,.sO and sb;.sO are sets of source
objects of an object of, and a subject sb;, respectively, which are initially ¢.

A capability token cap, has the validity period. Let a pair of times gt.st(of, )
and gt'.et(oF,) be the start and end time when a subject sb; is allowed to get
data dtk, from the object of,. The time when data dtk, of an object of, are
generated is referred to a generation time. Let minOTE (o) and minSBT(ol,)
be the earliest generation times of data dt,, of an object o!, which flow to an
object of, and a subject sb;, respectively.

2.2 Information Flow Relations

If a subject sb; issues a get operation to get data dt*, from an object of,, infor-
mation flow from the object of, to the subject sb; occurs. Based on the CBAC
model, types of information flow relations on objects and subjects are defined as

follows:

Definition 1. An object of, flows to a subject sb; (of, — sb;) iff (if and only
if) of .sO # ¢ and of, € IN(sb;).

Definition 2. An object of, legally flows to a subject sb; (o, = sb;) iff of, —
sb; and of,.sO C IN(sb;).

Definition 3. An object of, illegally flows to a subject sb; (of, — sb;) iff of,
— sb; and of,.sO € IN(sb;).
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Definition 4. An object ok timely flows to a subject sb; (oF, = sb;) iff of, =
sb; and Vol, € of,.sO (gt'.st(ol,)) < minOTE (d') < gti.et(ol)).

Definition 5. An object of, flows late to a subject sb; (of, +; sb;) iff of, =
sb; and Jol, € oF,.sO —(gt'.st(ol)) < minOTE (o)) < gti.et(dl)).

m

2.3 FC (Fog Computing) Model

In addition to computers, a huge number and various types of devices like sensors
and actuators are interconnected in the IoT (Internet of Things) [4,17]. Here, a
large volume of sensor data are transmitted from sensors to subjects in networks.
Subjects decide actions by analyzing sensor data and send the actions to actu-
ators. On receipt of an action, each actuator performs the action on physical
environment. In order to reduce the network traffic and satisfy the time con-
strains between sensors and actuators, a fog layer is introduced between devices
and subjects as shown in Fig. 1.

Subject g - 8
T~

AN AN
Device S -

8: subject. i: fog node. Dgig device. 3 : object.

Fog

Fig. 1. FC model.

The device layer is composed of devices such as sensors, actuators, and hybrid
devices. The fog layer is composed of fog nodes [4]. Fog nodes are intercon-
nected with other fog nodes in networks. Fog nodes support the routing function
where messages are routed to destination nodes, i.e. routing between subjects
and devices like network routers. Thus, fog nodes receive data and forward the
data to subjects in fog-to-fog communication.

More importantly, a fog node does some computation on a collection of input
data from sensors and other fog nodes. The input data are processed and new
output data, i.e. processed data, are generated by a fog node. For example, an
average value is calculated from a collection of data from sensors. Here, the
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output data are smaller than the input data. Data processed by a fog node are
sent to neighbor fog nodes and subjects finally receive the data processed by fog
nodes.

Suppose a subject sb; issues a get operation on an object oF, to a device d.
The data dtF, of the object of, arrive at the fog layer before being sent to the
subject sb;. Here, the data dt¥, are processed and summarized data are generated
by a set F¥% of fog nodes for the subject sb;. Let F(oF,.sO) be a set of source
objects whose data are included in the summarized data. The set F*(o% .s0) is
decided in accordance with the data processing of the fog layer. Finally, data of
objects in F*(oF, .sO) flow to the subject sb;.

3 Information Flow Control

3.1 Protocols

In the CBAC model, data are exchanged among subjects and objects. Here, a
subject sb; may get data dtf of an object of, flowing to another object o), by
accessing the object ol, even if the subject sb; is not allowed to get the data dt¥,
from the object of | i.e. illegal information flow occurs. In addition, a subject
sb; may get data dt from an object oF, generated out of validity period of a
capability token cap], to get the data dtf,. Here, the data dt¥, are older than the
subject sb; expects to get, i.e. information comes to the subject sb; late. In order
to prevent illegal information flow and both illegal and late types of information
flows, the OI (Operation Interruption) [11] and TBOI (Time-Based OI) [12]
protocols are implemented, respectively. In the implementation, a Raspberry Pi
3 Model B+ [1] equipped with Raspbian [2] is used as a device. A communication
protocol between a subject and the device is the CoAP [19], which is implemented
in CoAPthon3 [20].

In order to prevent the illegal information flow, sets of source objects are
manipulated in the OI protocol. Here, if data dt¥, of an object of, flow to an
entity, the object of, is added to a source object set of the entity. For example,
since data flow from an object of, to a subject sb; in a get operation, the set
ok .50 of the object of, are added to the set sb;.sO of the subject sb;. On the
other hand, since data flow from a subject sb; to an object of, in a put operation,
the set sb;.sO are added to the set o .sO. In the TBOI protocol, the earliest
generation time of data of every source object is also updated. Based on the sets
of source objects and the earliest generation time of data, the illegal information
flow and late information flow are detected. The OI and TBOI protocols perform
as follows:

[OI protocol] A get operation on an object of, issued by a subject sb; is

interrupted if of, = sb; does not hold.

TBOI protocol] A get operation on an object of issued by a subject sb; is
m

interrupted if ofn =, sb; does not hold.
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In the implementation evaluation, it is shown that the time to make an autho-
rization decision increases as the number of capability tokens used in the autho-
rization process increases. Hence, the MRCTSD (Minimum Required Capability
Token Selection for Devices) algorithm is proposed for the OI and TBOI pro-
tocols to select only the capability tokens required to make the authorization
decision at devices [14]. After that, the MRCTSS (MRCTS for Subjects) algo-
rithm is proposed to select the capability tokens sent from subjects to devices
[13]. Here, since unnecessary capability tokens are not sent from subjects to
devices, the communication traffic is reduced.

In the paper [16], the OI and TBOI protocols with the capability token
selection algorithms are evaluated in terms of the electric energy consumption.
Here, it is shown that the electric energy consumed by devices are reduced by
the capability token selection algorithms.

3.2 FC-Based Protocols

In the protocols discussed in previous Sects., the amount of data kept by entities
monotonically increases through manipulating objects. The more data are kept
by entities, the more number of both types of illegal and late information flows
occur. Therefore, the more number of operations are interrupted. In order to
reduce the number of operations interrupted, an FC (Fog Computing) model in
the ToT [4] is considered in this paper.

In the FC model, there is a fog layer composed of fog nodes between devices
and subjects. Suppose a subject sb; issues a get operation on an object of, to
a device di. The data dt, of the object of, arrive at the fog layer before being
sent to the subject sb;. Here, the data dtk, are processed and summarized data
are generated by a set % of fog nodes for the subject sb;. As a result, data
of objects in F?(o¥ .s0) are sent to the subject sb;. Therefore, information flow
relations in the FC model are newly defined with the set F(of,.sO) of source
objects as follows:

Definition 6. of, —% sb; iff F(of,.sO) # ¢ and of, € IN(sb;).

Definition 7. of, =% sb; iff ok, —F sb; and Fi(oF,.sO) C IN(sb;).

k
Definition 8. of, " sb; iff of, —F sb; and F?(oF,.sO) € IN(sb;).

Definition 9. of, =TI sb; iff of, = sb; and Vo!, € Fi(ok,.50) (gt'.st(ol,) <
minOTE (ol) < gt'.et(d,)).

Definition 10. of, —F sb; iff of, =¥ sb; and 30!, € Fi(ok,.s0) —(gt’.st(o},) <
minOTE (ol)) < gt'.et(d,)).

Generally, data from objects are processed and the summarized data are
generated by fog nodes. After that, the summarized data are sent to subjects.
Here, since the amount of data exchanged among entities decreases, the amount
of data kept by entities slightly increases compared with the conventional system
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models. As a result, the number of both types of illegal and late information flows
is reduced. Hence, the number of operations interrupted is also reduced in the
protocols.

In this paper, calculable data are assumed to be exchanged among entities.
For example, three typical calculations to extract the maximum, minimum, and
average values are considered. The set F(oF,.sO) which indicates source objects
of summarized data is decided in accordance with these calculations. These typ-
ical calculations and the set F(oF,.sO) of source objects are summarized as
follows:

e Extraction of maximum value: {0, | dt}, in o include the maximum value}.

e Extraction of minimum value: {0}, | dtln in of, include the minimum value}.

e Extraction of average value: {0}, | dt, in of, include a value closest to the
average value}.

In this paper, the FCOI (FC-based OI) and FCTBOI (FC-based TBOI)
protocols are proposed. In the FCOI protocol, the sets of source objects are
updated as follows:

1. Initially, sb;.s0O = oF .sO = ¢ for every subject sb; and object of,
2. If a device dj generates data by Sensmg events occurring around itself and

stores the data to its object of,, of .sO = of .sO U {om}
3. If a subject sb; issues a get operatlon on an object ok, sb;.sO = sb;.s0 U
Fi(o}, 50):
(Fi(o%,.50) is decided in accordance with the data processing ina fog layer)
4. If a subject sb; issues a put operation on an object of , of .sO = of .sO U
sb;.50;

In a get operation, data dt*, from the object of, are processed and summarized
data are generated by fog nodes in F*'. Hence, the objects in the set F*(o¥,.sO)
are added to the set sb;.sO of the subject sb;.

On the other hand, in the FCTBOI protocol, the earliest generation times of
data of source objects are also updated as follows:

1. Initially, sb;.s0 = ok .s0O = ¢ for every subject sb; and object of,
2. If a device dj generates data by sensing events occurring around itself and
stores the data to its object of, at time 7.
a. If minOTk( k) = NULL, minOTF (o)) =
k 8O = ok .sO U {0k };
3. If a subJect sb; 1ssues a get operation on an object of,
a. For each object o, such that o}, € (sb;.sO N F(ok,.s0)), minSBT(d,)
= mm(manBTZ( R mmOTk( ))
b. For each object ol such that ol ¢ sb;.sO but o, € Fi(oF s0),
minSBT (o)) = minOTfn( LY;
c. sb;.sO = sb;.sO U F(o¥ .50);
4. Tf a subject sb; issues a put operation on an object o,
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a. For each object o!, such that o!, € (sb;.sO N oF, .s0), minOTE (d') =
min(minOTE (ol,), minSBT(dl,));

b. For each object o!, such that o!, & o¥ .sO but ol, € sb;.s0, minOTF (ol,)
= minSBT(d,);

c. of,.s0 = oF .sO U sb;.50;

Based on the sets of source objects and the earliest generation times of data,
the illegal information flow and late information flow are detected. The FCOI
and FCTBOI protocols perform as follows:

[FCOI protocol] A get operation on an object of, issued by a subject sb; is
interrupted if of, =% sb; does not hold.

[FCTBOI protocol] A get operation on an object of, issued by a subject
sb; is interrupted if of, =I" sb; does not hold.

Since the number of source objects exchanged among entities are reduced by the
processing of fog nodes, it is expected that the numbers of operations interrupted
are reduced in the FCOI and FCTBOI protocols compared with the conventional
OI and TBOI protocols, respectively.

4 FEvaluation

The FCOI and FCTBOI protocols are evaluated in terms of the number of oper-
ations interrupted. In the evaluation, twenty devices and thirty subjects are con-
sidered (dn = 20, sbn = 30). It is assumed that subjects issue only get and put
operations. Three types of devices, sensors, actuators, and hybrid devices are
considered. Sensors and actuators accept only get and put operations, respec-
tively. On the other hand, hybrid devices accept both get and put operations.

Each device dj, obtains the number on® of objects. The number on”* is ran-
domly selected out of numbers 1, ..., 5. The type of each device dj, is randomly
decided with the same probability. Initially, a set of source object of,.sO of each
object of, is empty.

Every subject sb; is issued the number cn’ of capability tokens. Every capa-
bility token cap; includes the number arn; of access rights. Validity period vp; of
the capability token cap; is randomly selected out of numbers 300, ..., 600 sim-
ulation steps. The numbers cn’ and arn; are randomly selected out of numbers
5 ...,15and 1, ..., on* - opsn®, respectively. opsn* is the number of operations
supported in the device dj,. Hence, if the device dy, is a sensor or actuator, opsn®
= 1. Otherwise, i.e. the device dj, is a hybrid device, opsn* = 2. Access rights
and a device dj shown in capz.DE in the capability token capz, are randomly
decided. The operation of an access right for an object 0¥, in a hybrid device d},
is decided to be get with probability 0.5. On the other hand, the operation is
decided to be put with the same probability.

After the generation of devices and subjects, the following procedures are
performed in every protocol:
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1. Every sensor and hybrid device dj, collects data by sensing events with prob-
ability 0.5. Here, the sensing type is randomly selected so that the sensing
is full one with probability 0.2. If the device dj collects data, the data are
stored in an object of, randomly selected. ' 4

2. For every subject sb;, the validity period vpy of every capability token capy,
is decremented by one. If the validity period vpg gets 0, the capability token
cap}, is revoked from the subject sb;.

3. Every subject sb; which has no capability token is issued capability tokens
randomly generated.

4. Every subject sb; issues an operation with probability 0.7. If a subject sb;
decides to issue an operation, one access right obtained by the subject sb; is
randomly selected and the subject sb; issues an operation according to the
access right. In a get operation, the subject sb; requests summarized data
with probability 0.5. Here, data processed in a fog layer flow to the subject
sb;. Otherwise, raw data flow to the subject sb;. On the other hand, in a
put operation, data in the subject sb; flow to the object. For each operation,
full and partial types are randomly selected with probabilities 0.2 and 0.8,
respectively.

5. In a get operation, data dt¥, from an object of, are processed at a fog layer
for a subject sb;. The calculation type is randomly decided with the same
probability. The set F(oF,.sO) of source objects is generated in accordance
with the calculation and sent to the subject sb;. After the processing, if of,
=% sb; and of, =TI sb; do not hold, the get operation is interrupted at the
fog layer in the FCOI and FCTBOI protocols, respectively.

In the simulation, we make the following assumptions:

o If of .sO = ¢, a subject sb; does not issue a get operation to a device d.

o If sb;.sO = ¢, a subject sb; does not issue a put operation to a device dj.

o If 30!, € oF,.sO (minOTE (ol)) < minSBT(d})), a subject sb; does not issue
a full get operation to a device dj.

e If 30!, € sb;..sO (minSBT*(d},) < minOTE (o)), a subject sb; does not issue
a full put operation to a device dy.

Let st be a simulation steps. The above procedures are assumed to be per-
formed in one simulation step. This means, the above procedures are iterated st
times. In the evaluation, one simulation step means one [s]. Here, st = 0, 600,
1200, 1800, 2400, 3000, or 3600. The sets of devices and subjects are randomly
generated twenty times. For a pair of given these sets, the above procedures for
st are iterated ten times. Finally, the average number of operations interrupted
is calculated.

Figure 2 shows the numbers of get operations interrupted in the OI, TBOI,
FCOI, and FCTBOI protocols. In the FCOI and FCTBOI protocols, since data
from objects are processed at fog nodes, the number of objects in the set of
source objects are reduced. Here, the number of both types of illegal and late
information flows are also reduced. Hence, the number of operations interrupted
is reduced in the FCOI and FCTBOI protocols compared with the OI and TBOI
protocols, respectively.
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Fig. 2. Number of get operations interrupted.

5 Concluding Remarks

For the IoT (Internet of Things), the CBAC (Capability-Based Access Control)
model was proposed where capability tokens which are collection of access rights
are issued to subjects. Since data are exchanged among entities through manip-
ulating objects, two types of illegal and late information flows occur. In order to
prevent both types of illegal and late information flows from occurring, the OI
(Operation Interruption) and TBOI (Time-Based OI) protocols were proposed.
In addition, the MRCTSD (Minimum Required Capability Token Selection for
Devices) and MRCTSS (MRCTS for Subjects) algorithms were proposed to make
the OI and TBOI protocols more useful. In the protocols, the amount of data kept
by entities monotonically increases through manipulating objects. As a result,
the more number of operations are interrupted to prevent both types of illegal
and late information flows. In order to reduce the number of operations inter-
rupted, an FC (Fog Computing) model in the IoT is considered in this paper. In
the FC model, data from devices are processed in a fog layer and the processed
data are sent to subjects. Here, since the amount of data exchanged among enti-
ties is reduced, the number of both types of illegal and late information flows
is also reduced. Hence, the number of operations interrupted is reduced in the
FC-based protocols compared with the conventional protocols in the evaluation.
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Abstract. The Internet is operated by interconnected networks of units called
AS. In recent years, BGP hijackings have caused large-scale failures and inter-
ceptions. This paper focuses on the activities of it that targets AS and BGP. We
analyze possible methods of it and propose a method to localize attack effec-
tiveness. We derive a topology map of AS from BGP logs and analyze its char-
acteristics of it. Focusing on strategies that change it and its characteristics, we
assume two scenarios and three attack tactics. From our computer simulations,
we can find the following two facts. First, if the adversary group wants to spread
malware and disinformation, setting “fake ASs” is effective. Second, if the group
wants to concentrate and confusion about information sharing, stopping some
ASs is effective. These are easy to realize because the attacker can succeed only
by rewriting ASPATH. On the other hand, as a countermeasure, we can find that
setting a new AS can decrease such attack effectiveness.

1 Introduction

The objectives and techniques of network attacks are rapidly becoming more complex
every day. In particular, it has been observed that attackers are organized into the adver-
sary group. For example, a typical ATP (Advanced Threat Prevention), is organized and
roles are divided among them. Also, in the Russian and Ukrainian wars, it involving
civilians has been organized, and it has become necessary to take into account network
attacks of a different scale and strategy than before. This paper considers the potential
risks of the Internet structure for such a recent tendency.

The Internet is operated based on AS (Autonomous System). An AS is a set of
networks managed following a unified policy. Each AS has its own “AS number”
which is determined by IANA [4], RIRs, NIRs, and so on. To establish communication
among ASs, AS exchange their route information “BGP (Border Gateway Protocol)”
each other. BGP can control a huge number of routings. The administrator of each AS
can connect to the Internet by configuring appropriate route advertisements. Therefore,
incorrect route advertisements can cause serious failures in networks around the world.
This incorrect route advertisement is called “BGP hijacking”. It has resulted in massive
access disruptions and interceptions to corporate, financial and government institutions
[1-3,5,8,13]. Although countermeasures are being taken against it, they have not yet
reached the practical security [6,11,12,17]. It allows the adversary group to conduct
large-scale disruption or interception without access to the target network or attacking
the important servers which require high cost and techniques.
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Analyzing the BGP logs allows us to derive a topology map of AS. The properties
of the topology map can be estimated by the eigenvalues of the matrices derived from it.
Such an analysis method is developed in the research field of network dynamics. Paper
[19] has discussed network attack countermeasures that use these eigenvalues to select
the most effective IP addresses and appropriate attack methods. Paper [19] derives a
topology map of IP addresses in a specific area and changes their characteristics assum-
ing Slow Read DDoS attacks. In this attack, the attackers are a small group and are
not expected to be a sustained attack. However, if we assume the adversary group col-
Iudes with network companies or a hostile foreign party, a more extensive and sustained
attack can be expected.

In this paper, we propose an attack strategy to evaluate possible attack tactics of
the adversary group and to localize the damage by developing the scheme of previous
studies. We focus on varying topology maps of AS and their characteristics, and we
evaluate them based on two different scenarios and three different attack tactics. The
effectiveness of the attack is evaluated by the increase of the eigenvalue. In this paper,
we evaluate the feasibility of our proposed attack strategy by computer simulation using
the database of the routeviews project [9], which collects from real communication. We
demonstrate the effectiveness of our proposal using such an actual database, however,
details are omitted because of ethical reasons.

2 Preliminaries

2.1 Outline

Network characteristics can be estimated using a topology map. An example of a pre-
vious study using eigenvalues of such a topology map is a chain bankruptcy analysis
of banking transactions [7]. In this study, a topology map of banking transactions is
derived and its eigenvalues are computed. By using these eigenvalues, they show that
the failure of a megabank is not the only cause of a financial crisis. Network dynamics
is a research field that analyzes phenomena using the characteristics of such networks.

Topology maps can be represented in several ways. In this paper, we use two types
of integer matrices: adjacency matrices [15] and Laplacian matrices [20]. The eigenval-
ues of each matrix represent the characteristics of the topology map. In particular, we
focus on two types of characteristics; “Spread of speed” and “Convergence”.

2.2 Adjacency Matrix

Let G be a topology map with n nodes. G can be represented by an n x n adjacency
matrix A. Let A; ;(1 < i, j < n) be an element of matrix A.

1 if i is adjacent to j, and
A= e . ) (D
0 if i is not adjacent to j.
Since A;; represents a link to itself, A;; = 0. Let the order of node i be the Hamming

weight of the i-th row (or i-th column). From the symmetry of matrix A, A;; = A;;
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holds. The node with the highest order is defined as a “hub node”. Let A be the eigen-
value of A, the following characteristic equation is derived.

det(AI—A) =0 )

Since the characteristic equation is n-dimensional, the eigenvalues can have m(1 <m <
n) different values. Let A,,4,(A) be the maximum value of A. The value of A,,,,(A) is a
characteristic of the connection density between hub nodes. It also has the property of
the “diffusion rate” of the topology map.

2.3 Laplacian Matrix

The topology map G can also be represented by a Laplacian matrix L. Let L; ;(1 <i,j <
n) be an element of matrix L.

d ifi=j
L;j= 4 —1 iisadjacentto j, and 3)
0 i is not adjacent to j,

where d; denotes the order of the i-th node. The eigenvalues of L are also derived using
Eq. (2), as in the adjacency matrix. Thus, there are m(1 < m < n) eigenvalues of L as
follows.

0=M(L) <L) <... < Apax(L) 4)

The minimum value A4;(L) is always equal to 0. The second minimum value A, (L)
indicates the algebraic connectivity of the topology map. When this value is large, the
topology map has high connectivity. The maximum value A4, (L) indicates the diffi-
culty of connectivity delays. The synchronization of the topology map can be evaluated
by the ratio R = A2(L) / Amax(L).

3 Proposed Attack Strategy

3.1 Topology Map of AS

On the Internet, it is necessary to accurately grasp and maintain the destination of pack-
ets to be communicated. Various research organizations, such as RIPE [14] and the
routeview project by the University of Oregon [9], have collected and published infor-
mation on AS. This information is widely used for the actual maintenance of network
and research activities. In this paper, we use log information from the routeview project
for our computer simulations. There are two types of AS; Cisco products and Zebra
products. In this paper, we focus on Zebra logs to derive a topology map of AS (Fig. 1).
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TIME: 04/25/22 04:00:00

TYPE: TABLE_DUMP_V2/IPV4_UNICAST
FROM: aaa.bbb.ccc.ddd AS2222

ORIGIN: IGP

ASPATH: 2222 3333 4444 5555 5555 5555 5555
NEXT_HOP: aaa.bbb.ccc.ddd
ATOMIC_AGGREGATE

AGGREGATOR: AS1234 ccc.ddd.eee.fff
COMMUNITY: 4444:222 4444:123 3333:111

Fig. 1. An example of AS log

We focus on ASPATH which is a list of AS numbers that the routing information
has passed through. It has two important functions. First, it is used to select a route with
a small number of paths when there are multiple routes to the same destination. Second,
it can detect loops in a route. In these ways, a set of ASPATH shows routing information
in a network. Therefore it can be used to derive a topology map among ASs. Although
it contains redundant routes, these are held to derive a topology map because they have
the characteristic of the network. On the other hand, duplicate routes can be omitted.

3.2 Attack Strategy

Our proposed attack strategy is defined by the combination of scenarios and tactics. In
this paper, we focus on the following two scenarios.

Scenario-1 Spread of malware and disinformation
Scenario-2 Concentration and confusion of information sharing

Scenario-1 is easy to understand and a typical case of a network attack, so we omit
the details. Scenario-2 is to generate the differentials in information sharing between
the target area and others and make confusion among them. This scenario is also based
on one of the important characteristics of Internet technology such as the immediacy
of information sharing. By using this characteristic, we can generate a threshold of
intentional diffusion of information. This scenario is similar to the spread of rumors,
but it is different from such scenarios in the point that the difference in the spread of
different information is generated deliberately. The effectiveness of these attack scenar-
ios can be estimated by the “malicious topology map” derived from attack simulations.
The effectiveness of Scenario-1 is related to the characteristic of “Spread of speed” and
Scenario-2 is related to “Convergence” respectively [10, 16].

On the other hand, network attack has various tactics such as DDoS, XSS, down of
services, construction of rogue servers, and so on. These tactics can affect the topology
map and change its characteristics. Therefore, the adversary group can choose an attack
scenario and discuss its effectiveness by selecting tactics. In this paper, we consider
the following three tactics and simulate their effectiveness in the derived malicious
topology map.
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Tactics-1 Stoping ASs
Tactics-2 Rerouting by setting fake ASs
Tactics-3 Combination of Tactics-1 and Tactics-2

Tactics-1 can be achieved by a well-known attack such as DDoS. Tactics-2 can be
achieved by setting fake AS or rewriting ASPATH. We can set any number of stopped
ASs, fake ASs, and newly generated ASPATH and links. As a result, the combination
of tactics and conditions makes an exponential number of kinds of malicious topology
maps. However, the computer resources limit the search field, so we determine the most
effective one computing with A,,,,(A) and R of the “initial topology map” which in
before the attack in the computationally feasible range. The procedure of our proposed
attack strategy is as follows.

Step-1 Collect AS logs.

Step-2 Extract AS path information from logs.

Step-3 Derive the initial topology map.

Step-4 Run Tactics-1 ~ Tactics-3 simulations for both scenarios by brute force search.

Step-5 Select the best malicious topology map in Step-4 as the best tactic for the sce-
nario.

4 Example Execution

4.1 Preparation (Step-1 ~ Step-3)

We show an example derivation of attack strategy using Zebra log from [9]. In this
example, we use “rib.20220425.0400.bz2” to extract AS path information as follows.

$ bgpdump “rib.20220425.0400.bz2” |grep -w “AS number” |grep -v “SEQ” |grep -v
“AGG” |grep -v “COM” |tr -d “ASPATH:”

AS a result, we have different 73,806 ASs and unique 177,109 links. Due to the
limited computational power, we extract 69 nodes and 93 links among them as the
initial topology map (see Fig. 2). Note that details on how we chose ASs and their links
are omitted because of ethical reasons.

Fig. 2. Initial topology map of example attack
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4.2 Simulation of Tactics and Result (Step-4)

From the results of Sect. 4.1, we can calculate A, (A) = 5.3307 and R = 0.002127.
Due to the limited computational power (see Table 1), we execute the following total of
eight tactics.

Table 1. Computer environment used in the simulation

(0N} Windows 10 Home

Compiler | Python 3.6

CPU Intel(R) Core(TM) i7-9700K CPU @ 3.60 GHz 3.60 GHz
Memory |64 GB

Tactics-1.1 Stop one AS.

Tactics-1.2 Stop two ASs.

Tactics-1.3 Stop three ASs.

Tactics-2.1 Increase one fake AS and connect it with two nodes.

Tactics-2.2 Increase one fake AS and connect it with three nodes.

Tactics-2.3 Increase two fake ASs and connect them with two nodes from each.

Tactics-3.1 Stop one AS and increase one fake AS. The increased fake AS is connected
by two nodes.

Tactics-3.2 Stop two ASs and increase one fake AS. The increased fake AS is connected
by two nodes.

The results of each tactics are shown in Fig. 3, Fig. 4, and Table 2. Note that detailed
information on the stopped AS number and position of fake AS and links is omitted
because of ethical reasons.

Table 2. Result of each tactic

Topology Amax(A) | R Time (sec)
Initial topology map | 5.3307 |0.002127 | 0.28
Tactics-1.1 5.3307 |0.003178 | 11.45
Tactics-1.2 5.3305 |0.006895 |411.72
Tactics-1.3 5.3304 | 0.007352 | 20,245.80
Tactics-2.1 5.5164 |0.002127 | 450.44
Tactics-2.2 5.5961 |0.002128 | 21,600.65
Tactics-2.3 5.6983 |0.002127 | 330,594.43
Tactics-3.1 5.5164 |0.003178 | 160,131.32
Tactics-3.2 5.5961 |0.002128 | 307,582.62
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(e) Tactics-2.2 (f) Tactics-2.3 (g) Tactics-3.1 (h) Tactics-3.2
% ---Stopped AS A---Fake AS

Fig. 3. Scenario-1: Spread of malware and disinformation

4.3 Select of Attack Strategy (Step-5)

4.3.1 Scenario-1

From the results of Scenario-1 (Fig.3), we can find the following two properties of
tactics. First, in Tactics-1, the eigenvalues are nearly one of the initial topology map
even if the number of stopped ASs increases. Second, in Tactics-2 and Tactics-3, the
eigenvalues increase as the number of generated links and the number of settings fake
ASs increase. Therefore the more number of them, we can have the more effective of
Scenario-1. From the above consideration, we can conclude that for Scenario-1 against
the initial topology map (Fig. 2), Tactics-2.3 is the best.

The advantage of Tactics-2.3 is only setting fake ASs and the necessary technical
level is quite low. The adversary group can succeed by only advertising its fake BGP
without manipulating any other AS. However, it is necessary that network corporations,
administrators, and are joining the adversary group. Since it is difficult to find such
attack infrastructure, the attack effectiveness will be continued.

4.3.2 Scenario-2

From the results of Scenario-2 (Fig.4), we can find the following two properties of
tactics. First, in Tactics-1, the eigenvalues increase as the number of stopped ASs. Sec-
ond, in Tactics-2, the eigenvalues are nearly one of the initial topology map even if the
number of generated links and setting fake ASs increase. Therefore the more number of
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(e) Tactics-2.2 (f) Tactics-2.3 (g) Tactics-3.1 (h) Tactics-3.2
% ---Stopped AS A---Fake AS

Fig. 4. Scenario-2: Concentration and confusion of information sharing

stopped ASs, we can have the more effective of Scenario-2. From the above consider-
ation, we can conclude that Tactics-1.3 is the best tactics. Therefore it is predicted that
stopping many ASs will increase the attack effectiveness.

The advantage of Tactics-1.3 is only stopping many ASs. The adversary group can
also succeed by only rewriting ASPATH of the target AS. Such attacks are necessary for
hostile internal collaborators or administrators, it is difficult to find such unauthorized
operations and the attack effectiveness will be continued.

4.4 Consideration

4.4.1 Fake as or New Links?

Increasing new links is considered to have a big influence on changing the characteristic
of the topology map. However, from the result of Scenario-1 (see Sect. 4.3.1), it turns
out that this consideration may not be right. Comparing Tactics-2.2 and Tactics-2.3, it
is more effective to increase the number of setting fake ASs than to increase the number
of generated links. It is considered important to increase the number of fake ASs with
fewer links.

4.4.2 Is Tactics-3 Effective?
Tactics-3 is very powerful but it is not chosen for both of the Scenarios. From Table 2,
it is obvious that the effectiveness of Tactics-3 is not so good. However, from the view-
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point of countermeasure, Tactics-3 may be effective. In particular for Scenario-2, since
Tactics-3.2 holds the initial characteristic of the topology map. It is expected to be
possible to return the network from the attack. This is considered to be the equivalent
case of Ukraine that introduces the Starlink [18]. We can see that setting friendly ASs
and rewriting ASPATH become a countermeasure. As a result, it may be appropriate to
consider Tactics-3 as a defense method than an attack method.

5 Discussion

5.1 Feasibility of Proposed Attack Strategy

In general, even an attacker with standard abilities can succeed in stopping ASs and
setting fake ASs in some way. However, it is unlikely that the attack will succeed,
as it is necessary to be fortunate to have effective vulnerabilities and to obtain highly
confidential information. On the other hand, our proposed attack strategy is based on
publicly available information about ASPATH and is guaranteed to be reliable. Further-
more, since the attack is achieved simply by advertising BGP, it does not require high
techniques. In this way, we can conclude that the feasibility of our proposed strategy is
extremely high because it can achieve reliable results with fewer technical problems
than conventional cyber attacks. However, it differs significantly from conventional
cyber attacks in that it requires an internal collaborator. There are many ways to get
such internal collaborators beyond cyber attacks (Intimidation, kidnapping, etc.). Prob-
lems with these are not limited to cyber security but are related to organizational man-
agement and personnel affairs. Therefore, although our proposed method is technically
easy to execute, there are many topics to be resolved in the organization of adversary
groups.

5.2 Effectiveness of Stopped Terminal AS

Intuitively, AS, which is a hub node, is a target with a high attack value. Similarly,
since the AS of the hub node is important, it is considered that the organization that
manages it is also highly implementing organizational defense measures as described
in the previous section. Therefore, it is not considered a good tactic to target such AS.
On the other hand, the terminal AS is less important and is likely to be the target. In
fact, simulations of bank bankruptcies show that the bankruptcies of many small banks
have a greater impact than the bankruptcies of megabank [7].

Based on this idea, review the attack in Scenario-2. Especially in Tactics-1.2, when
the terminal AS is targeted, it is possible to easily obtain twice as much R as the initial
topology map (see Fig.5 and Table 3). It should be noted that this is a result of the
shape of the topology map being concentrated in the center and does not indicate the
effectiveness of the attack. As mentioned above, the terminal AS is considered to be
easy to attack, but it should be noted that the intended attack result may not be obtained.
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Fig. 5. Location to stop the terminal ASs

Table 3. Effectiveness of Tactics-1.2 when stop the terminal ASs

Topology R

Initial topology map | 0.002127
Tactics-1.2 0.004213

5.3 Appropriate Values of 1,,,.(A) and R

In this paper, we judge that the case where A,,,(A) and R are the most increased com-
pared to ones of the initial topology map is effective. However, it can be the topology
map with enough A,,,(A) and R for the attack from the initial or even a small value
obtained after applying the tactics. Therefore, it is necessary to estimate these appro-
priate values in advance. At the same time, it is also necessary to set these target values
that can be expected to have sufficient attack effectiveness. Since the values of A,,,,(A)
and R are determined by the shape of the topology map, these values cannot be uniquely
determined. However, since the links among ASs in the world are theoretically deter-
mined by log analysis, the similarity of subspaces with a limited number of ASs can
be taken into consideration. As a result, it is possible to determine the optimum value
based on the similarity of topology maps. This analysis is our future work.

6 Conclusion

In this paper, we show our proposed attack strategy using AS topology map analysis
and demonstrate an example attack using actual AS logs. We have shown as specific as
possible, however, for ethical reasons we have not given any details of the ASPATH,
such as the AS number or the location of the fake AS (the AS number to connect
to). Therefore we only show our algorithms, there is one more thing we did not show
concretely. It is the AS number that is the target of the attack (Scenario-1) and the point
where the network is divided (Scenario-2). From the current research results, the attack
target and the division point are determined from the result of topology map analysis,
which may lead to undesired results in some cASs. In future work, we improve it so
that we can choose the tactics after determining the target. As mentioned in Sect. 5.3,
we expect that this goal can be achieved by performing a nested analysis that divides
the topology map of ASs around the world and considers them as new topology maps.
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Abstract. A secure machine learning technology that performs pre-
diction while encrypting data using homomorphic encryption is being
developed. However, Convolutional Neural Networks (CNN) on homo-
morphic encryption cannot use general non-linear activation functions,
Thus, the classification accuracy is low. We proposed a novel method to
create an activation function that improves the classification accuracy by
performing a pre-training optimization on the coefficients of the polyno-
mial approximation of the Mish function. We confirmed the improvement
of classification accuracy for MNIST, Fashion-MNIST, and CIFAR-10
by optimizing the Mish function through pre-training. The classifica-
tion accuracy can be improved by 4.27% for CIFAR-10. Furthermore,
we showed that classification accuracy improves for Fashion-MNIST and
CIFAR-10 even when different networks and datasets are optimized by
pre-training the activation function. These results show that the activa-
tion function of CNNs on a homomorphic encryption can be optimized
to improve classification accuracy.

1 Introduction

The use of Machine Learning as a Service (MLaaS), which provides services
that enable machine learning inference in the cloud, has recently attracted much
attention. Users performing inference on the cloud. It needs to share confidential
data with the server, such as financial or medical information [8]. However,
uploading such sensitive data to the cloud in plaintext poses a security risk since
the data can be accessed from the server side.

Homomorphic Encryption (HE) preserve privacy by fully supporting homo-
morphic operations over encrypted data [9]. However, there are limitation to HE:
it cannot perform division, comparison, and exponentiation operations. The Rec-
tified Linear Unit(ReLU) and Sigmoid functions, which are commonly used as
activation functions in general CNNs, cannot be used on HE. Therefore, Gilad’s
et al. [10] used a square-function as the activation function, even though it had
a low classification accuracy.
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Ishiyama et al. [12] created an activation function with a high classification
accuracy that can be operated on HE using the least-squares method to approx-
imate the Swish function [15] to a fourth-order polynomial. This method has
a low classification accuracy associated with polynomial approximation. There-
fore, there is room for further study on activation function approximation with
a higher classification accuracy.

In this paper, we propose a method to generate an activation function based
on a polynomial approximation and accuracy optimization to maximize classifi-
cation accuracy for a prepared dataset. We will also investigate methods to gen-
erate activation functions that further improve classification accuracy without
increasing the order of activation functions. To evaluate our model, we performed
pre-training optimization on a polynomial activation function and evaluated its
classification accuracy on MNIST [19], Fashion-MNIST [18], CIFAR-10 [1], and
CIFAR-100 [1] which are widely used datasets for benchmarking. The results
show that the classification accuracy is higher than that of the activation func-
tion approximated polynomially by the least-squares method. The classification
accuracy of Fashion-MNIST and CIFAR-10 is further improved even when the
network and the dataset to be optimized are different from the ones used in
training.

The rest of the paper is organized as follows. We describe our research and
related research questions in Sect.2. In Sect.3, we introduce our method of
improving classification accuracy. We discuss the classification accuracy results
with our activation functions in Sects. 4. Finally, we give the conclusions of our
work and some recommendations for future work in Sect. 5.

2 Related Work

Gilad-Bachrach et al. [10] implemented the world’s firss CNN on HE. They
showed that it is possible to obtain inference results while preserving privacy
by encrypting the model parameters and the images to be inferred using HE. A
square-function was used as the activation function, Although It achieves 99%
classification accuracy for MNIST, its output changes significantly depending on
the value of the input, resulting in a low classification accuracy.

Hesamifard et al. [11] performed learning and inference in CNNs on HE
by performing polynomial approximations of the activation function. They
used Chebyshev polynomials and Taylor expansions as methods for polynomial
approximation. The ReLU function was approximated by Chebyshev polyno-
mial, but the classification accuracy was low. In contrast, approximating the
ReLU function with a Taylor expansion resulted in better classification accu-
racy. Similar approximations to the Sigmoid and Tangent Hyperbolic Function,
however, resulted in a lower classification accuracy. The datasets used to evaluate
the classification accuracy were MNIST and CIFAR-10.

Chabanne et al. [6] performed polynomial approximations of the ReL.U func-
tion at various degrees by the least-squares method to verify the classification
accuracy with deeper layers of CNNs on HE. Using Average Pooling and Batch
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Normalization layers for the CNN, they achieved 99.30% classification accuracy
on MNIST. However, the shallow layer model yielded a much lower classifica-
tion accuracy. The method used in this study was computationally expensive,
as more layers were needed to achieve higher classification accuracy.

Ishiyama et al. [12] performed a polynomial approximation, using the least-
squares method, of the Swish function, which was versatile and had a high clas-
sification accuracy. It achieved a classification accuracy of 99.29% for MNIST
and 80.47% for CIFAR-10, which is a higher classification accuracy than the
other studies reported here. The classification accuracy of the Swish function
and the approximate Swish function differed by approximately 2%, indicating
that there is room for improvement in approximation methods as there is a gap
in classification accuracy between before and after approximations.

All the above studies used a polynomial that approximates the square-
function and an activation function commonly used in CNNs as the activa-
tion function. Chebyshev polynomial, Taylor expansion, and the least-squares
methods are all polynomial approximations of the activation function, so low-
degree polynomials are insufficient to approximate the original activation func-
tion, resulting in a large gap in classification accuracy. Thus, we focused on
methods to generating activation functions based on the actual classification
accuracy.

In this paper, we show that optimizing the coefficients of the polynomial
approximations of activation functions by pre-training leads to a better classifi-
cation accuracy on benchmarking datasets.

3 Proposed Method

The proposed method in this paper can be divided into two main steps.

1. The activation function and the Mish function, which have higher classifica-
tion accuracy than the Swish function, were approximated polynomially by
the least-squares method.

2. Hyperparameter tuning was performed to maximize the classification accu-
racy on the prepared dataset. Specifically, Optuna’s Tree-structured Parzen
Estimator (TPE) [3] maximizes classification accuracy by searching for each
coefficient of the Mish function generated by a polynomial approximation.

First, in the polynomial approximation of the Mish function in step 1., a
polynomial approximation was peformed by the least-squares method similar to
Ishiyama et al. [12]. We decided to use the Mish function [14] as the activation
function for polynomial approximation, which is considered more versatile and
has a higher classification accuracy than ReLLU and Swish function.

Next, in the process of hyperparameter tuning by TPE for the coefficients
of the activation function in step 2., the coefficients of the polynomial activa-
tion function were searched for based on the classification accuracy of the actual
dataset output by a pre-training process. In practice, TPE optimization was per-
formed on the approximated Mish function. To further improve the accuracy of
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the approximation to the Mish function, optimization is performed by narrow-
ing the search range for the polynomial coeflicients. In this way, we can expect
the activation function to have high classification accuracy, similar to that of
the Mish function. Furthermore, optimizations with a narrower search range are
expected to allow generating commonly used activation functions such as ReLU
and Sigmoid functions due to the reduced dependence of the optimized Mish
function on the network or the dataset on which the activation function was
optimized.

3.1 Polynomial Approximation of the Mish Function

In this study, a polynomial approximation of the Mish function was performed
by the least-squares method which had the highest classification accuracy in the
other studies [11,12], was utilized as the approximation method. In the study by
Ishiyama et al. [12], the degree of a polynomial was set to 4, which had the highest
classification accuracy, and the range of inputs to be approximated was set to
[-6,6]. The degree and the range of inputs to be approximated are parameters for
the approximation of the Swish function, but due to the high similarity between
the Swish and Mish functions, these apply to the Mish function as well. We base
our expression construction on the polynomial equation in [12]. The approximate
Mish function is shown in equation (1) and the graph is shown in Fig. 1.

f(x) = —0.00210232* + 0.148669872° (1)
+ 0.51008878z + 0.16863171

3.2 Accuracy Optimization

We used TPE optimization to find the coefficients of the approximate Mish
function. Specifically, the coefficients of the activation function in the network
to be optimized were modified and trained for a given number of epochs using
the training data. Then, the coefficients with the highest classification accuracy
for the data not used for training were searched. The search ranges for the
coefficients were set to [-1, 1], [-0.1, 0.1], [-0.01, 0.01], and [-0.001, 0.001]. The
datasets used for optimization by TPE were MNIST, Fashion-MNIST, CIFAR-
10, and CIFAR-100. For MNIST and Fashion-MNIST, 48,000 data were used for
training, and 12,000 data were used to evaluate the classification accuracy during
optimization. The remaining 10,000 data were used to validate the classification
accuracy of the activation function after optimization to avoid overfitting. For
CIFAR-10 and CIFAR-100, 40,000 images were used for training, and 10,000
images were used to evaluate the classification accuracy during optimization.
The number of training sessions was set to 100, and the number of epochs was
set to 10 to account for the training cost. Batch size was set to 128, learning
rate to 0.01, and optimizer to AdaDelta.

The respective network architectures for MNIST (MNIST), Fashion-MNIST
(Fas-hion-MNIST), and CIFAR-10 (CIFAR-10) used in the optimization are
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Fig. 1. Mish function approximated by a 4th degree polynomial

shown in Table 1 and Table 2. The network used for the optimization of CIFAR-
100 (CIFAR-100) was based on VGG16 [16] with the activation function replaced
by a polynomial activation function. The idea is to verify if the network or the
dataset to be optimized is different from the one used in training. We verified
that it is commonly used for benchmarking purposes and that the optimized
activation function can produce a general-purpose activation function without
considering the depth-differences of the layers. Since there are limitations on
verification networks and HE, it is expected that simple networks will gener-
ate more versatile activation functions than complex networks that cannot be
operated on HE.

The equations of the optimized Mish function created for MNIST are shown
in Table 3, and the graphs of its polynomial activation functions are shown in
Fig.2 (a). The equations of the optimized Mish function created for MNIST using
Fashion-MNIST are shown in Table4, and the graphs of its polynomial acti-
vation functions are shown in Fig.2 (b). The equations of the optimized Mish
function created for CIFAR-10 are shown in Table 5, and the graphs of its polyno-
mial activation functions are shown in Fig. 2 (c). The equations of the optimized
Mish function created in VGG16 network using CIFAR-100 dataset are shown in
Table 6, and the graphs of its polynomial activation functions in Fig. 2 (d). From
Fig. 2, it is clear that, by narrowing the coefficient search range, the approxi-
mated Mish function is more similar to Mish function.

Table 1. Network layers MNIST and  Table 2. Network layer for CIFAR-10
Fashion-MNIST

Layer Parameters Output size
Layer Parameters Output size Convolution o 40 filters of size 5 x 5, (2,2) stride ]Q x 16 x 40
Convolution 5 filters of size 5 x 5, (2,2) stride |12x 12x 5 batch normalization 16 % 16 x 40
Batch normalization 12x12x5 Activation function 16 x 16 x 40
Activation function 129x12x5 Average Pooling Pool size 5 x 5, (2,2) stride 6% 6 x 40
Convolution 50 filters of size 5 x 5, (2,2) stride|d x 4 x 50 Convolution 80 filters of size 3 x 3, (1,1) stride|6 x 6 x 80
Batch normalization 4x4x%50 Batch normalization 6 x 6 x 80
Activation function 4x4x%50 Activation function 6 % 6 x 80
Fully connected 10 units Tx1x10 Fully connected 10 units 1x1x10
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Table 3. Equations of optimized Mish function created for MNIST

Range Activation function
-1, 1] f(z) = —0.01442524z* + 0.0015833222 + 0.88826944x — 0.01275787
[-0.1, 0.1] f(z) = —0.01069226x* + 0.119517542> + 0.56319683x + 0.09321102
[-0.01, 0.01] flz) = —0.00831687z* 4 0.149900162% + 0.50010013z + 0.16206926
[-0.001, 0.001] | f(x) = —0.00201326x" + 0.149012272> + 0.50967517x + 0.1694176

Table 4. Equations of optimized Mish function created for Fashion-MNIST

Range Activation function
-1, 1] f(z) = 0.018096962" — 0.5933601522 4 1.17978706x + 0.44916505
[-0.1, 0.1] f(z) = —0.00735186z" + 0.19722884x> 4 0.45351870z + 0.07937917
[-0.01, 0.01] | f(z) = 0.00033206z* + 0.141478892 + 0.50264848x + 0.16690980
[-0.001, 0.001] | f(x) = —0.00162847x* 4 0.148157142> + 0.51101085x + 0.16805804

Table 5. Equations of optimized Mish function created for CIFAR-10

Range Activation function
[-1, 1] f(z) = —0.01410303z* + 1.067447972> + 0.62838373z + 0.31748578
[-0.1, 0.1] f(z) = —0.002520742" + 0.221034842> + 0.45203568z + 0.15522165
[-0.01, 0.01] | f(x) = —0.00147005z" 4 0.142836722> + 0.50519885x + 0.17068954
[-0.001, 0.001] | f(x) = —0.00115840z" 4 0.14767311z> + 0.51018185x + 0.16885427

4 Evaluation

We evaluated our novel optimization-based activation function to show its effec-
tiveness. In Sect. 4.1, we explain computing environment, implementations, and
training condition of the activation functions. In Sects. 4.2 and 4.3, we report our
evaluation results for classification accuracy and tranferability of the proposed
activation function.

Table 6. Using CIFAR-100 on the VGG16, the optimized Mish function equations

Range Activation function
-1, 1] f(z) = —0.65204331* + 1.0025645122 4 1.40638317z + 0.65899197
0.1, 0.1] f(z) = —0.06910764x* 4 0.113559082> 4 0.54662747z + 0.15644139

—0.000694122* 4 0.147548372% + 0.50595350x + 0.16594631
—0.001345932" + 0.149130912” + 0.510266932 + 0.16789240

[- (z) =
[-0.01,0.01] | f(z)=
[-0.001, 0.001] | f(z) =
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Fig. 2. Graphs of polynomial activation functions

4.1 Evaluation Setup

Computing Environment. We used a Ryzen™ Threadripper™ 3990X with
64 cores and 128 GB RAM for inference.

Dataset. As described in 3.2, we used MNIST dataset, Fashion-MNIST dataset
and CIFAR-10 datasets for evaluation. For each dataset, we split 10,000 images
into test images and the rest into training images.

Implementation. The implementation of the model was done using Tensorflow
[2], and the library to perform inference on the HE was designed with a graph
compiler, nGraph-HE [5], as the back-end. Using nGraph-HE, it is possible to
easily implement CNN on HE, and the graph compiler speeds up the execu-
tion. We used SEAL [13] for Cheon-Kim-Kim-Song (CKKS) scheme [7], which
was implemented under the nGraph-HE environment. We used packing [17] for
evaluating the HE and SIMD for inference, which significantly improved the exe-
cution speed. Additionally, as the number of multiplications has a large impact
on computation time and memory utilization in the HE processes, we adopted
two methods to reduce the number of multiplications: fusing convolutional layer
with Batch Normalization and reducing the coefficients of the polynomial acti-
vation function [4,5]. As the library of HE, SEAL, is not GPU-compatible, we
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performed the evaluation on CPU. To increase the execution speed, we used
64-core OpenMP parallel processing. The encryption parameters: N was 8192,
Scale-Factor was 24, q/bits was 180 for MNIST and Fashion-MNIST, and 204 for
CIFAR-10.

Training. In our experiments, MNIST, Fashion-MNIST, and CIFAR-10 were
trained on plaintext. The number of training epochs was set to 100, and the
other parameters were the same as described in Sect. 3.2. We applied Data Aug-
mentation during training. The activation functions used for each network were
square-function, Mish function, Swish function, approximated Mish function,
approximated Swish function [12], and proposed Mish function optimized by
TPE. For optimizing Mish function, using accuracy optimization, we used the
training dataset corresponding to the network (for example, we conducted accu-
racy optimization for MNIST network using MNIST dataset). We varied the search
range in [1, -1], [0.1, -0.1], [0.01, —0.01], and [0.001,-0.001].

In addition, we optimized the Mish function using CIFAR-100 dataset on
VGG16 for evaluating the transferability of optimized function. These cases
are denoted as VGG16_Optuna, VGG16_Optuna[l,-1], VGG16_Optuna[0.1,-0.1],
VGG16- Optunal0.01 0.01], and VGG16_-Optunal0.001,-0.001] for the corre-
sponding search ranges. We also evaluated square-function [10] and approx-
imated Swish function [12] for comparison, which were used to evaluate the
relative accuracy of approximation and classification by the proposed method
because Swish and Mish functions can only perform inference on plaintext.

Inference. We evaluated the classification accuracy on the plaintext and com-
pared it with the accuracy on ciphertext. For MNIST and Fashoin-MNIST, in
both evaluations, 10,000 images were used for inference. For CIFAR-10, the
number of images inferred was 1000 due to insufficient memory capacity on the
computer used for the evaluation on ciphertext.

4.2 Experimental Results for Classification Accuracy

We evaluated how our activation function preserves classification accuracy.
Table 7 shows the classification accuracy of the models trained with each acti-
vation function on the plaintext and ciphertext. There is a slight difference in
the classification accuracy between the plaintext and the ciphertext. This is con-
sidered to be an error caused by the encryption method that approximates the
real numbers in the CKKS scheme. We observed that the classification accu-
racy of the Mish function is higher than that of the Swish function on plaintext,
and similarly, the approximated Mish function was higher classification accuracy
than that of the approximated Swish function [12] on plaintext and ciphertext.
We found that the optimized Mish function had a higher classification accuracy
than the approximated Mish function when the search range was [-1, 1]. The
TPE-optimized activation function showed higher classification accuracy when
the search range was enlarged. The classification accuracy with the optimized
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Table 7. Results for classification accuracy

Activation function Classification accuracy on plaintext [%)] | Classification accuracy on ciphertext [%)]
MNIST | Fashion-MNIST | CIFAR-10 MNIST | Fashion-MNIST | CIFAR-10

Square-function 97.97 84.01 64.32 97.97 84.01 63.55
Mish 99.45 | 85.46 73.74 N/A | N/A N/A
Swish 99.38 |85.24 72.89 N/A N/A N/A
Approximated Mish 99.29 | 84.69 66.55 99.30 |84.68 67.20
Approximated Swish [12] 99.13 84.46 66.12 99.11 84.44 66.50
Optuna[-1,1] 99.35 | 85.20 70.82 99.35 | 85.20 71.05
Optuna[-0.1, 0.1] 99.18 84.74 69.01 99.18 84.75 69.00
Optuna[-0.01, 0.01] 99.11 | 84.69 67.78 99.12 | 84.68 68.15
Optuna[-0.001, 0.001] 99.24 85.10 70.23 99.22 85.10 70.15
VGG16_Optuna[-1, 1] 97.10 82.38 48.83 97.07 82.38 50.37
VGG16_Optuna[-0.1, 0.1] 98.07 82.15 58.67 98.07 82.14 60.40
VGG16_Optuna[-0.01, 0.01] 98.86 84.04 67.34 98.86 84.04 67.71
VGG16_Optuna[-0.001, 0.001] | 99.20 85.18 70.21 99.18 85.17 70.04

Mish function is 4.27% higher than that of the approximated Swish function for
CIFAR-10.

4.3 Experimental Results for Different Networks

We evaluated the classification accuracy of the optimized activation function on
different networks. Table 7 shows that activation function optimized on VGG16
using CIFAR-100 had a lower classification accuracy than the approximated
Mish function for all search ranges on MNIST. However, the Fashion-MNIST
and CIFAR-10 results showed that the activation function optimized on VGG16
using CIFAR-100 had higher classification accuracy than the approximated Mish
function when the search range was set to [—0.001,0.001].

5 Disucussion

5.1 Effective Optimization Method for Activation Functions
in CNN

From Table 7, we see that the approximate Mish function has a higher classifica-
tion accuracy than the approximated Swish function in the study by Ishiyama
et al. [12]. This may be due to the fact that the Mish function has better clas-
sification accuracy than the Swish function. The optimized Mish function out-
performed the approximated Mish function in classification accuracy only for
the search range [-1, 1]. This indicates that narrowing the search range does
not necessarily increase the classification accuracy when optimizing using TPE.
Futhermore, when the target network or dataset is clear, optimizing with a wide
search range and overtraining will result in higher classification accuracy. How-
ever, as the search range [-0.001, 0.001] is superior to the search range [-0.1,
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0.1] and [-0.01, 0.01] in classification accuracy, it can be said that classification
accuracy is sometimes improved when the search range is narrower.

The results of the evaluation by Fashion-MNIST, shown in Table 7, show that
among the optimized Mish functions, the classification accuracy is improved
in all cases except for the search range [-0.01, 0.01]. Additionally, all activa-
tion functions optimized by TPE outperform the classification accuracy of the
approximate Mish function in the evaluation results by CIFAR-10. These results
strongly indicate the effectiveness of the optimization in improving the classifi-
cation accuracy. Meanwhile, the lack of significant improvement in classification
accuracy on MNIST can be attributed to the fact that MNIST itself is an easy
image classification task, and thus a network with very high classification accu-
racy can be constructed without considering the approximation accuracy of the
activation function.

We conclude that for MNIST, Fashion-MNIST, and CIFAR-10, when the
network and dataset are the same during optimization and training, a wider
search range can greatly improves the classification accuracy. If the search range
is set to [-0.01, 0.01] or [-0.1, 0.1], a narrower search range will improve the
classification accuracy.

5.2 Application of Optimization to Different Networks

The classification accuracy for MNIST, presented in Table7, shows that the
optimized Mish function created on VGG16 using CIFAR-100 had a lower classi-
fication accuracy than the approximate Mish function in all search ranges. This
indicates that, in MNIST, the optimized Mish functions generated on a network
or dataset different from the one used in training did not improve classification
accuracy. However, the classification accuracy Table7 for Fashion-MNIST and
CIFAR-10 show different results than that for MNIST. The classification accu-
racy of the Mish function is better than that of the approximate Mish function
in Fashion-MNIST and CIFAR-10 only when the search range is [-0.001, 0.001].
This suggests that by narrowing the search range, even for an activation function
optimized on a network or dataset different from the one used in training may
improve the classification accuracy.

These results suggest that optimizing the activation function using a nar-
row search range can improve classification accuracy when the network and the
dataset to be optimized are different from the ones used in training. For a sim-
ple identification task such as MNIST, it is difficult to improve classification
accuracy by optimizing under any of the conditions.

5.3 Limitations

One limitation of this study is the large learning cost overhead of optimizing
the activation function. Compared to the creation of activation functions using
the least-squares method, optimization using TPE is more time-consuming. The
second limitation is the verification when the degree of the activation function to
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be optimized is small, which can be evaluated by generating an activation func-
tion that requires fewer multiplications and has higher classification accuracy.
As we only tested the optimized activation function on VGG16 with CIFAR-100
models, we also need to perform more general validation on different datasets
and networks.

To improve classification accuracy, GridSearch optimization can be consid-
ered instead of TPE optimization. However, compared to TPE, GridSearch has
a time-consuming optimization problem.

6 Conclusion

In this paper, we proposed a novel method to create an activation function
that improves the classification accuracy by performing a pre-training optimiza-
tion on the coefficients of the polynomial approximation of the Mish function.
Furthermore, when optimization of the activation function is performed on the
data used to train the network, the search range for optimization was extended,
which greatly contributed to the improvement of classification accuracy. The
slight difference in classification accuracy between plaintext and ciphertext indi-
cates that the CIFAR-100 encrypted with the CKKS scheme introduces errors.
Fashion-MNIST and CIFAR-10 further improved classification accuracy by sig-
nificantly reducing the search range during optimization, even when a different
network or dataset was used for optimization than during training.

For HE, the improved classification accuracy brings the CNN closer to practi-
cal applications, where inference is performed while images are kept confidential.

Future work includes verifying the polynomial activation function when the
degree of the activation function is small, verifying the optimized activation func-
tion on different datasets and networks, and verifying the optimization by Grid-
Search instead of Optuna’s TPE optimization as a method to further improve
classification accuracy.
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Abstract. Methods that utilize Al as a detection technique for malware
have been studied, and this is also true for the detection of malicious
PowerShell scripts. Previous studies have proposed models that use deep
learning and machine learning to detect malicious PowerShell scripts and
have achieved high detection rates. However, these studies have focused
on improving the detection rate of malicious PowerShell scripts. There-
fore, the reasons why the detection models are determining malicious
and benign PowerShell samples are unclear. In this study, we use the
attention mechanism to visualize the words that are important to the
malicious PowerShell scripts detection model. Then, we analyze the dis-
tribution of important words for each sample classification result. The
experimental results show that there were significant differences in the
words that classify benign or malicious PowerShell scripts. In addition,
the misclassified samples often contain words that were emphasized in
the opposite class.

1 Introduction

Wide varieties of malware are created and distributed around the world on a daily
basis. Malicious PowerShell script is becoming increasingly important among
the many types of malware. It has been reported that malicious PowerShell
scripts accounts for 99.6% of all scripts detected in the first quarter of 2022 [9].
PowerShell is a regular tool used for Windows system administration and it has
powerful functions. However, there are aspects of its powerful functions that are
being abused by attackers.

In response to attacks using such malicious PowerShell scripts, previous
research has proposed a method that combines natural language processing tech-
niques and convolutional neural networks [4]. A method based on static analysis
combining natural language processing techniques and machine learning mod-
els has also been proposed [7,8]. Such machine learning models and detection
models using deep learning are also expected to detect unknown malicious Pow-
erShell scripts. However, most previous studies [1,4,7,8] are aimed at improving
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the accuracy of malicious PowerShell scripts detection. Therefore, it is unclear
which features of PowerShell scripts are important for classification. Analyzing
PowerShell scripts features that are important to the detection model across
the whole dataset would contribute to improving detection rates. Therefore,
this study performes a word-level static analysis of malicious PowerShell scripts
using Attention mechanism on the dataset used in the previous studies. Atten-
tion mechanism is a type of deep learning. Attention mechanism allow us to
visualize the weight of each token in the input data, called “attention weight”.
When using attention mechanism for the static analysis of malicious PowerShell
scripts, the tokens are each word in the source code. The attention weight of
each words were aggregated and compared for each classification result in the
dataset to analyze which words are important for classification. To the best of
our knowledge, this is the first analysis of words contribution in a malicious
PowerShell scripts detection model.
This paper provides the following contributions:

1. We analyzed the distribution of words that the malicious PowerShell scripts
detection model emphasizes for classification by using the attention mecha-
nism.

2. We confirmed that the words that indicate whether a PowerShell script is
benign or malicious are distinctly different.

3. We found that the misclassified samples often contain words that are empha-
sized in the opposite class.

The structure of this paper is shown below. Section 2 introduces related work
and Sect. 3 introduces related techniques. Section4 describes the experimental
method of this study, and Sect. 5 describes the experiments and results. Section 6
provides a discussion. Finally, we conclude this paper.

2 Related Work

Previous studies of Al-based malicious PowerShell scripts detection have been
based on dynamic analysis and static analysis. An example of dynamic analysis is
the study by Hendler et al. [4]. This study used natural language processing tech-
niques and deep learning to detect malicious PowerShell commands. They tested
9-CNN, 4-CNN, and LSTM as deep learning architectures, and bag-of-words and
3-gram as natural language processing techniques. Then, they combined 4-CNN
and 3-gram, which had the best detection rate among them, and proposed it
as a Deep/Traditional Models Ensemble. An example of static analysis is the
study by Tajiri et al. [7,8]. This is a method to detect malicious PowerShell
scripts by analyzing PowerShell source code using natural language processing
techniques and machine learning models. They used Support Vector Machine,
XGBoost, and Random Forests as machine learning models, and Bag-of-Words,
Latent Semantic Indexing (LSI), and Doc2Vec as natural language processing
techniques. Their experiments showed that the detection model combining LSI
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and XGBoost recorded the highest detection rate of 0.98. Their study also deob-
fuscated the PowerShell source code, and transformed the complex code to make
it easier to input into the machine learning model. In addition, Choi proposed
a filtering method using an attention mechanism as a countermeasure against
malicious PowerShell script adversarial attacks using a Generative Adversarial
Network (GAN) [1]. This study shows that even when the conventional deep
learning-based detection model has a detection rate of 0% due to an adversarial
attack, the detection rate can be improved to 96.5% by restoring the original
malicious PowerShell using the attention mechanism. They also showed that
the proposed method can also improve the detection rate of ordinary malicious
PowerShell scripts.

Thus, the detection model using Al and the attention mechanism achieves
a high detection rate in detecting malicious PowerShell scripts. However, it is
difficult to say that enough analysis has been done to determine which parts
of PowerShell script the detection model focuses on. Analyzing the factors that
determine whether a sample is a benign or malicious PowerShell script by Al
would contribute to improving the detection rate. Therefore, in this study, we
visualize the importance of features in the sample using the Attention mechanism
and analyze their distribution.

3 Related Technique

3.1 Long Short-Term Memory

Long short-term memory (LSTM) is a type of Recurrent Neural Network (RNN).
The prototype of LSTM was proposed by Hochreiter et al. in 1997 [5]. It was
designed to solve the vanishing gradient problem and the exploding gradient
problem that RNN had. Nowadays, it has been improved and applied to speech
recognition [2], handwriting recognition [3], and so on. Unlike ordinary RNN,
LSTM have three gates (input gate, forget gate, and output gate) in addition
to cell that is the memory part. The input gate controls the information to be
newly stored in the cell. The forget gate controls the range of memory that the
cell retains. The output gate controls the level to which the cell’s values are
used to compute outputs. The model used in this study is called a bidirectional
LSTM. Normal LSTM learns from the beginning of a sentence, which is the
oldest chronological order and predicts the meaning of words. However, source
codes have complex word combinations. Therefore, we employed a bidirectional
LSTM that can predict word meanings from the context before and after. In this
study, the Keras library is used to implement LSTM.

3.2 Attention Mechanism

The attention mechanism is a type of deep learning originally developed for
machine translation. The attention mechanism provides the prediction model to
where “attention” should be paid to the input data. In addition, by visualizing
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this attention, it is possible to disclose which parts of the input data were paid
attention to and the reason for the prediction. In this study, we use what is called
Self-Attention among the attention mechanisms. This is a model in which the
stored and input data are the same, and learning is performed on the structure
of the sentence. In addition, there is a model called Source Target-Attention.
This model is mainly used for translation tasks.

4 Experimental Method

4.1 Outline

The experimental method consists of a Training Phase and a Test Phase. The
data set includes training and test data, each containing samples of benign and
malicious PowerShell scripts. The training data is used to train the experimental
model, which is the classifier. The test data is the data used to actually classify
the experimental model and measure the attention weights after classification.
The validation procedure is shown in Fig.1. First, we perform deobfuscation,
data cleansing, and separation as a preprocessing step on each data set. Second,
we train the experimental model through a training phase to make it classifiable.
Third, we execute the Test Phase. In the Test Phase, we let the experimental
model classify the test data and extract the attention weights for each word in
the sample. The details of each procedure are described below.

Iraining data g Training phase

> ]
B

Test data

Benign PowerShell

Malicious PowerShell

by

Fig. 1. Experimental method

4.2 Preprocessing

In the preprocessing step, we perform deobfuscation, data cleansing, and sepa-
rations for each data set. In this process, we use regular expressions. In deob-
fuscation, the obfuscated parts are extracted by matching, and then unified to
lowercase letters, replaced with Base64 encoding, line breaks at the end charac-
ter, and so on. In data cleansing, we replace comment-outs, URLs, IP addresses,
and multibyte characters, respectively. Then, we make them available as one of
the features. In separations, we split strings at command and variable boundary
symbols (whitespace, terminators, parentheses, and operators).
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4.3 Training Phase

In the training phase, we train the experimental model that will serve as the
classifier. First, the preprocessed training data is encoded with a tokenizer. This
allows each word to be represented as a unique ID and the source code as a
vector. Note that special tokens are inserted at the beginning and end of the
sample due to the effect of the tokenizer. The encoded training data is used
to train the experimental model. Trained experimental model will be able to
classify samples.

4.4 Test Phase

In the Test Phase, we input the test data to the experimental model and have
it classified. First, we encode the preprocessed test data with Tokenizer. In this
process, unknown words may be encountered. Such words are encoded as “UNK”
and recognized as specific words. Second, we let the encoded test data be clas-
sified into the experimental model. Third, we compare the attention weights of
the words in each classified sample and extract the top 10 words with the highest
values. Finally, the extracted words are counted to identify the most frequent
words contributing to the classification.

5 Experimental Model and Evaluation Results

5.1 Experimental Model

The experimental model used in this study is a classifier that combines LSTM
with an Attention mechanism. The structure of the experimental model is shown
in Fig.2. Input data is first passed to the Embedding layer, which transforms
words into vector space. Since simple one-hot encoding results in a huge amount
of features, Embedding is used to reduce the size. The Embedding layer passes
the output 3D tensor to the Self-Attention layer. The Self-Attention layer output,
with each word given an attention weight, is passed to the LSTM layer. Since the
LSTM output is a 3D tensor, it is converted to a 2D tensor in the Global Max
Pooling layer. The output of the Global Max Pooling layer is input to the Dense
layer. The relu function is used here. The output of the Dense layer is input to
the Dropout layer. The Dropout layer is effective in preventing overlearning by
randomly disabling nodes. In the last layer, the labels are classified using the
sigmoid function. Note that the length of the input data was set to 256, the batch
size to 8, the number of epochs to 16, and the dropout rate to 0.5. Experiments
were conducted with other parameters, but we did not obtain good classification
results.
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Embedding I I Dense I
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I Bidirectional(LSTM) l— I Dense I

Fig. 2. Experimental model

5.2 Dataset

In this study, we were able to obtain cooperation from Tajiri et al. and used the
same dataset as in their study [8]. The details of the datasets used are shown in
Table 1. The dataset was created from PowerShell scripts collected from Hybri-
dAnalysis (589 scripts), PowerShell scripts collected from AnyRun (355 scripts),
and benign PowerShell scripts obtained from github (5000 scripts). The collec-
tion period is between January 2019 and March 2020. All samples are publicly
available on these sites. Thus, the samples were collected over a long period of
time from multiple sources, and the samples are comprehensive. We used mul-
tiple security vendors for labeling the collected samples. The security vendors
we used were Kaspersky, McAfee, Microsoft, Symantec, and TrendMicro. Sam-
ples that were determined to be a threat by two or more of these vendors were
assigned the label malicious. Samples for which zero vendors were identified as
malicious were assigned the label benign. Samples that did not fall into either
category were excluded. The collected samples were divided into time series. The
reason is that Al cannot be trained on unknown samples when actual malicious
PowerShell scripts detection is assumed. Samples obtained from Hybrid Analysis
and AnyRun were split before June 2019 and after July 2019 based on time
stamps. Samples obtained before June were used for training data as known
samples and those obtained after July were used for test data as unknown sam-
ples. Samples obtained from github were randomly split into two, one for the
training data and the other for the test data, since there were no timestamps
available.

Table 1. Details of the datasets

AnyRun, HybridAnalysis Github
Dataset type | Malicious | Benign | Benign
Training data | 309 232 4901
Test data 171 92
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5.3 Environment

The experimental environment is shown in Table 2. The main libraries used to
implement the experimental program are shown in Table 3.

Table 2. Experimental environment

CPU Core i7-9700K 3.60 GHz
Memory 64 GB

0S Windows10 Home
Programming language | Python3.7.7

Table 3. Main Python libraries used for experiments

Scikit-learn 1.0.2
Tensorflow-estimator | 2.4.0
Keras 2.4.3
Keras-self-attention |0.51.0

5.4 Evaluation Metrics

The definitions of the evaluation metrics used in this study are described. Table 4
shows the relations between the predicted result and true result. True positive
(TP) indicates that the system correctly evaluated a sample as malicious, and
True negative (TN) indicates that the system correctly evaluated a benign sam-
ple as normal. False positive (FP) indicates that the system incorrectly evaluated
a normal sample as malicious, and False negative (FN) indicates that the system
incorrectly evaluated a malicious sample as normal.

Table 4. Relations between predicted and actual results

Actual class

Malicious Benign

Predicted class | Malicious | True Positive (TP) | False Positive (FP)
Benign | False Negative (FN) | True Negative (TN)

5.5 Experiment Contents

In the experiment, we first measured the classification accuracy of the experi-
mental model. The measurements were made by 5-fold cross validation and time
series analysis. The 5-fold cross validation was performed using the entire data
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set. In the time series analysis, the experimental model was trained using known
samples, and the accuracy was evaluated using unknown samples.

We collected the attention weights for each word using the classification
results of the time series analysis. The larger the attention weight, the stronger
the influence of the corresponding word on the classification results. Therefore,
we extracted the top 10 words with the highest weights from each sample and
counted the number of each word.

Note that the dataset used in this study has an unbalanced sample size of
benign and malicious PowerShell scripts If such a dataset were used as it is for
training the experimental model, the classification accuracy of the minority class
would be reduced [6]. As a countermeasure, we applied the undersampling to
our training data in the time series analysis. This is to randomly select benign
PowerShell scripts, which is in the majority, in equal numbers with malicious
PowerShell scripts, which is in the minority. However, the undersampling was not
applied to the test data. This is because, in the actual operational environment,
the probability of encountering a malicious PowerShell scripts is considerably
lower than a benign one.

5.6 Result

The results of measuring the classification accuracy of the experimental model
are shown in Fig. 3. The recall rate for both the 5-fold cross validation and the
time series analysis exceeded 0.9, which is a high malicious PowerShell scripts
detection rate. Therefore, it can be said that the experimental model has good
performance as a malicious PowerShell scripts detection model. However, in the
time series analysis, the F-measure decreased to about 0.7 due to an increase in
the proportion of FPs.

5-fold cross validation Time series analysis

Validation methods

Fig. 3. Experimental model

Table 5 shows the result of the attention weights. The top 16 are excerpted
for reasons of space limitation. In addition, some words have been replaced from
the originals by cleartext processing. The most frequent words in the top 10 of
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the samples classified as TN were commented out, followed by pipelines. Other
words are considered to be commonly used for basic syntax and variable names.
The most frequent words in the top 10 of the samples classified as TP were
“parameter” and “position”, which are commonly used to execute functions.
Also, we can see words that would be commonly used by attackers, such as “&”
used for background processing and “hidden” to hide the PowerShell window.
Among the words in the sample classified as FP, “dhcpservervOscope” to obtain
the scope of the DHCP server and “aesmanaged” used for encryption stand out.
Many of the other words are also common to the TP results, and the reason
for the misclassification can be inferred. The sample classified as FN also shows
words in common with the TN results.

Table 5. Attention weight results

Rank | TN FP FN TP

1 clcommentout | not name parameter
2 pipeline [CLS] add position

3 name static clcommentout function

4 [PAD] clcommentout clurl Q

5 server [SEP] dt io

6 clurl (@ transformfinalblock | &

7 win0 dhcpservervOscope | ciphermode [CLS]

8 basestring string m static

9 foreach [UNK] bytes longstring
10 @ io date servicepointmanager
11 |function windows end [SEP]

12 password aesmanaged libraries hidden

13 data function commit nop

14 to parameter create start

15 select 0 x Oa cryptography W

16  |path clurl duck \

6 Discussion

6.1 Important Words

The experimental results confirm certain trends for each classification result.
Comparing the TN and TP columns in Table 5, very few words were common to
each other, and different words were ranked by each. In addition, words in FP
that were common to TP and words in FN that were common to TN occupied
a large percentage of the top positions. From this, we can infer that the exper-
imental model was misclassified by these words. Thus, the experimental model
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learned from the training data that the words in the TN and TP columns of
Table 5 are the features for classifying benign and malicious PowerShell scripts.
Note that words such as “@” and “function” are ranked in both TN and TP.
Since they indicate arrays and functions, we can infer that they are emphasized
in combination with other words used at the same time in the source code.

6.2 Possibility of Evasion Attack

In this study, we were able to visualize the words that the experimental model
learned from the training data and emphasized for classification. These are the
important words that characterize each benign and malicious PowerShell scripts.
Therefore, if a large number of words that indicate benign PowerShell script are
mixed into the source code of malicious PowerShell script, we believe that there is
a high possibility of misclassification. In other words, the possibility of an evasion
attack would increase. However, it is important to understand such knowledge
before the attacker does, in order to take countermeasures. Therefore, in addition
to the results of this study, it is highly significant to conduct similar analysis on
other detection models and data sets.

6.3 Research Ethics

In this study, with the help of Tajiri et al. we used the same dataset used in
their study [8]. This data set is an original collection of publicly available sam-
ples. Therefore, although the number of samples is limited, the dataset is highly
reproducible. In addition, the libraries and other resources used to implement
the experimental model are all available free of charge, making it easy to con-
struct the environment for this study. Therefore, we consider our study has
reproducibility.

6.4 Limitations

The data set used in this study cannot be said to have a sufficient number of
samples. This is because the samples were collected from sites that are freely
available to everyone, with an emphasis on ensuring reproducibility. The larger
the number of samples used in the experiment, the more accuracy of the analysis
in this study can be expected to be improved. However, without the cooperation
of security vendors and others, the number of samples is limited.

7 Conclusion

In this study, we analyzed which words in the source code characterize benign
and malicious PowerShell scripts using an experimental model that combines
the attention mechanism and LSTM. The experimental results visualized that
samples classified as benign and samples classified as malicious were judged on
the basis of different words.
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Future work is to analyze using other models. There are other classification
models using neural networks. It is possible that different classification models
may have different distributions in the words they emphasize. By applying the
same analysis to other classification models, new insights into the relationship
between words and classification results may be obtained. Another future work
is to evaluate evasion attacks using the results of this experiment. If a malicious
PowerShell sample is mixed with words that characterize it as a benign Pow-
erShell script, the classification model may misclassify it. We believe that it is
necessary to confirm whether the classification model misclassifies or is robust
by conducting experiments.
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Abstract. ID-less palmprint recognition is a biometric identification method
using the pattern of the palm. It is highly available because it can obtain bio-
metric information in a contactless manner using only a smartphone’s camera in
everybody’s hands. It is highly convenient because it does not require an ID and
uses only biometric information. Furthermore, it is highly user-friendly because
the mental load on the user due to the presentation of biometric information is
relatively small. On the other hand, it is an important issue for ID-less palmprint
recognition to extract a palmprint region stably because the lighting environment
and/or the pose of the user’s hand vary, which reduces the identification accuracy.
For increasing the identification accuracy in palmprint recognition, how stably
the palmprint region can be extracted (referred to as the extraction stability) and
the quality of the palmprint region extracted (referred to as the region quality)
are important. However, the existing methods studied only extraction stability
and had not been evaluated with regard to the region quality. Herein, we pro-
pose a palmprint-region estimation method using skeletal information obtained
by MediaPipe that satisfies the requirements for both the extraction stability and
the region quality. We investigated the palmprint region where “the differences in
feature values are large between different users and small for the same user owing
to differences in the pose of the hand and shooting conditions.” Through our
experiments, it was confirmed that the proposed method improved identification
accuracy.

1 Introduction

Biometric recognition using modalities such as fingerprints, faces, and irises is now used
in smartphone activations, access control, payment systems, etc. Among the biometric
recognition methods using various modalities, palmprint recognition is highly available
because it can obtain recognition information without contacting the user, via a camera.
In addition, the mental load on the user during the presentation of biometric information
is smaller than those for fingerprints and faces, making it more acceptable. Furthermore,
palmprint recognition can be applied as a “show-and-go” manner that identifies a user
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through only his/her palmprint. ID-less recognition, also referred as “identification”,
is highly convenient because it does not require the presentation of an ID. This study
focuses on ID-less palmprint recognition that satisfies the requirements of availability,
acceptability, and convenience.

The procedure of enrollment and identification for ID-less palmprint recognition is
as follows. In the enrollment phase, the user’s palm is captured using a camera. The
palmprint region, a.k.a. Region of Interest (referred to as ROI), is extracted from the
palm image and enrolled as a ROI image (template image). In the identification phase,
the user’s palm is captured and the palmprint region is extracted to obtain a ROI image
(query image). The query image is compared with the template images of all enrollees.
The user is identified when a template image is found that is sufficiently similar to the
query image.

Two major issues remain in the palmprint recognition method. The first is the long
identification time for finding the legitimate user who presented the query image among
all the enrollees. As the number of enrollees increases, the amount of time needed to
find a template image that matches the query image presented increases. The second
is the low identification accuracy for palm images obtained in various environments
and conditions. If the lighting environment or the pose of the hand differs each time an
image is obtained, it is difficult to extract the palmprint region stably, which reduces the
identification accuracy.

Google Inc. Released MediaPipe—a framework using machine learning with mul-
timedia data [4]. A set of artificial-intelligence models is included in MediaPipe, which
can detect faces and estimate the skeletal structures of bodies and palms in images and
videos. Among them is MediaPipe (Hands). By using this model, it is possible to esti-
mate the palm skeleton in palm images and obtain 21 coordinates (skeletal information),
as shown in Fig. 1. In palmprint recognition, a palm image is captured to obtain a ROI
image. Skeletal information can be extracted from this palm image using MediaPipe
(Hands). This is why palmprint recognition and MediaPipe are highly effective when
combined. We aim to tackle the above-mentioned issues of the palmprint recognition by
using skeletal information.

In this study, we focused our objective on to improve the second issue, i.e., increase
the accuracy of palmprint-region estimation. To achieve stable palmprint recognition,
preprocessing is essential for correctly estimating the palmprint region from the palm
image. For palmprint-region estimation, both the extraction stability, i.e., how stably the
palmprint region can be extracted from the palm image, and the region quality, i.e., how
appropriately the palmprint region can be chosen, are important.

Several methods have been proposed to improve the extraction stability. For example,
a method for estimating the palmprint region by detecting the lines between fingers was
proposed by Agematsu et al. [1]. However, depending on the condition of the palm
image, there are cases where the interdigital lines cannot be detected. In such cases, the
palmprint region cannot be estimated either. Then, an alternative method for estimating
the palmprint region using skeletal information of the palm was proposed by Nitta et al.
[2]. This method significantly improves the extraction stability. However, the region
quality is not addressed sufficiently. In our study, we attempted to improve the region
quality of Nitta et al.’s palmprint-region estimation method (hereinafter referred to as the
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existing method). Specifically, we investigated regions in palm images where differences
between individuals are large and variations within individuals are small.

We developed three palmprint-region estimation methods and compared them with
the existing method. Palm images from 523 people (10 images for each person) were
used to evaluate the proposed methods. The results confirmed that the proposed methods
achieved higher identification accuracy in ID-less palmprint recognition than the existing
method.

2 Related Work

2.1 Palmprint-Region Estimation Using Hand Shape

Oldal et al. proposed a method for estimating the palmprint region according to the
hand shape [3]. First, the palm image is preprocessed in the following order: grayscal-
ing, segmentation, denoising, and edge detection. Fingertips are detected based on the
obtained edges. The finger valleys (bases of the fingers) are detected using the detected
fingertips, and the palmprint region is estimated according to the points of the finger
valley. The method assumes that a palm image with a dark background and bright hand
is obtained. An image with a dark background and bright hand has a bimodal distri-
bution; thus, the background can be separated from the hand by setting an appropriate
threshold in the segmentation process. However, in actual scenes of smartphone use,
various backgrounds may appear in the image. When the palm image does not have a
bimodal distribution, it is difficult to estimate the palmprint region.

2.2 Palmprint-Region Estimation Using Interdigital Spaces

Agematsu et al. proposed a method for palmprint-region estimation based on interdigital
spaces [1]. The method detects the index, middle, ring, and little fingers in a palm
image and estimates the palmprint region using the line segments between the fingers.
Specifically, three line-segments between the index, middle, ring, and little fingers are
detected via line detection processing of a palm image with the fingers closed. Next,
the method estimates the finger valleys according to the three detected line segments.
Finally, the method estimates the palmprint region using the estimated finger valley
points (Fig. 1). However, in actual scenes of smartphone use, users may not have their
fingers closed. If the fingers are open, the line segments between the fingers cannot be
extracted correctly, and the palmprint-region estimation fails.

2.3 Palmprint-Region Estimation Using Skeletal Information

Google Inc. Released MediaPipe—a framework using machine learning with multimedia
data [4]. They also released a set of artificial-intelligence models using MediaPipe.
Among them is MediaPipe (Hands), which is a model for hand tracking and can obtain
21 points of skeletal information from a video or image of a hand (Fig. 2 (left)).

By using skeletal information obtained by MediaPipe (Hands), Nitta et al. proposed
two methods for estimating the palmprint region from a palm image (referred to as exist-
ing methods 1 and 2) [2]. Existing method 1 uses two points of the skeletal information:
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Fig. 1. Example of palmprint-region estimation for method [1]

the base of the index finger (point I) and the base of the little finger (point L). The middle
point of the line segment IL is A, and a couple of points I’ and L’ are defined on the
line segment IL such that I’A + AL’ = 0.9IL. A square region on the palm with the line
segment 'L’ as one side (white square in Fig. 2 (middle)) is extracted. The square region
is resized to obtain a 160 x 160 [px] square ROI image (Fig. 2 (upper right)). Existing
method 2 uses four points of the skeletal information: the base of the index finger (point
I), the base of the little finger (point L), the base of the thumb (point T), and the wrist
(point W). A point T’ is defined on the line segment IT, such that IT” = 0.9IT. Similarly,
apoint W’ is defined on the line segment LW’ = 0.9LW. Then, the square ILW’T” (green
square in Fig. 2 (middle)) is perspective-transformed to obtain a 160 x 160 [px] square
ROI image (Fig. 2 (lower right)).

These methods are based on MediaPipe, which can stably estimate skeletal infor-
mation. Thus, they have good extraction stability. However, the region quality was not
considered in the study of Nitta et al.

3 Proposed Methods

3.1 Improvement of Region Quality

For increasing the accuracy of palmprint recognition, both the extraction stability and
the region quality are important. For the extraction stability, improvements have been
made by researchers, as described in Sect. 2. In contrast, to our knowledge, the region
quality has not been sufficiently considered so far. In this study, we attempted to improve
the quality of the palmprint region for existing method 1 [2] described in Subsect. 2.3.
Specifically, we investigated regions in palm images where differences between individ-
uals are large and variations within individuals are small. When we observe our palms,
we see that the variations in the palmprint caused by finger movements are more signif-
icant closer to the bases of the fingers. In the region near the base of the thumb, the skin
of the palm expands with finger movements, causing significant palmprint variations.
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Fig. 2. Example of palmprint-region estimation for two methods [2] (left: skeletal information;
middle: palmprint-region estimation; upper right: ROI image (white); lower right: ROI image
(green))

In short, the base of the fingers (particularly the thumb) is a highly variable region in
the palm of the hand. Therefore, from the aspect of variations within individuals, the
regions around the fingers should not be included in the palmprint region used for palm-
print recognition. In this paper, we propose three palmprint-region estimation methods
based on existing method 1. The first method (proposed method 1) aims to improve the
region quality by avoiding the base of the thumb; the second method (proposed method
2) is similar but avoids the base of all five fingers; the third method (proposed method 3)
is a simpler version of the proposed method 1. Figure 3 shows examples of palmprint-
region estimation for these methods, and Fig. 4 shows examples of palmprint regions
estimated via these methods.

3.2 Proposed Method 1

The first method aims to avoid the region where existing method 1 has the biggest
problem, i.e., the region near the base of the thumb. The proposed method 1 uses the
points I’ and L’ defined in existing method 1. A square region on the palm with line
segment 'L’ as one side is extracted. The vertices of this square (excluding points I” and
L) are called points B and C. A point I”” is defined on the line segment I’L’, such that
I"L’ = 0.8'L’. A point C’ is defined on the line segment L’C, such that 'C’ = 0.8L’C.
Then, a square region with the line segments I’L’ and C’L’ as two sides is extracted
(blue region in Fig. 3). This square region is resized to obtain a 160 x 160 [px] ROI
image (Fig. 5(b)).

3.3 Proposed Method 2

The second method aims to avoid the regions near the base of the index, middle, ring,
and little fingers in addition to the region near the base of the thumb. The proposed
method 3 uses the points I’, L, B, and C, too. A point B’ is defined on the line segment
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BC, such that B’C = 0.8BC. A point L” is defined on the line segment L’C, such that
L’C = 0.8L°C. Then, a square region with the line segments L’C and B’C as two sides
is extracted (red region in Fig. 3). This square region is resized to obtain a 160 x 160
[px] ROI image (Fig. 5(c)).

3.4 Proposed Method 3

The third method aims to propose a simpler method for a better region estimation. The
proposed method 3 uses two points of the skeletal information: the base of the middle
finger (point M) and the base of the little finger (point L). A square region on the palm
side with the line segment ML as one side is extracted (yellow region in Fig. 3). This
square region is resized to obtain a 160 x 160 [px] ROI image (Fig. 5(d)).

1018

]

Fig. 3. Proposed methods for palmprint-region estimation (left: proposed method 1; middle:
proposed method 2; right: proposed method 3)

Fig. 4. Palmprintregions estimated via each method (white region: existing method 1; blue region:
proposed method 1; red region: proposed method 2; yellow region: proposed method 3). (Color
figure online)
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(a) Existing (b) proposed (c) proposed (d) proposed
method 1 method 1 method 2 method 3

Fig. 5. ROI images for each method

4 Evaluation

4.1 Evaluation Dataset

10 palm images were obtained from each of 523 people and used to evaluate each method.
In this experiment, the left palms of all the users were captured in the same environment.
An example of palm image in our experiment is shown in Fig. 6.

//l

Fig. 6. Example of palm image

4.2 Evaluation Method

A palm image for enrollment and a palm image for identification were selected at ran-
dom from the 10 palm images for each user. Existing method 1 and proposed methods
1-3 were applied to the 523 palm images for enrollment and 523 palm images for iden-
tification to obtain ROI images for enrollment (template images) and ROI images for
identification (query images). The concrete procedures of the process are as follows.
First, each palm image was fed to MediaPipe (Hands) to extract skeletal information.
Then, the palmprint region was estimated by applying existing method 1, proposed
method 1, 2, and 3, respectively. Finally, each estimated region was resized to obtain a
160 x 160 [px] ROI image.

To calculate the false rejection rate (FRR), the verification process described in
Sect. 4.3 was applied to all the combinations of template images and query images for
the same user (523 combinations). Additionally, to calculate the false acceptance rate
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(FAR), this verification process was also applied to all the combinations of template
images and query images for different users (523 x 522 combinations). Then, the equal
error rate (EER) was calculated by determining the matching threshold where the FRR
was equal to the FAR and was used as a measure of the identification accuracy. The
above procedure was repeated ten times, and the average EERs for each method were
compared.

4.3 Verification Process

We applied the verification process proposed in [5], which has been used in previous
studies [1][1].

1. A template image (160 x 160 [px]) and a query image (160 x 160 [px]) were
inputted to be compared. These images were referred as a high-resolution (HR)
template and a HR query, respectively.

2. The HR template was averaged every 2 x 2 [px] to generate 80 x 80 [px] medium-
resolution (MR) template. The MR template was further averaged every 2 x 2 [px]
to generate 40 x 40 [px] low-resolution (LR) template.

3. The HR query was averaged every 2 x 2 [px] to generate 80 x 80 [px] medium-
resolution (MR) query. The MR query was further averaged every 2 x 2 [px] to
generate 40 x 40 [px] low-resolution (LR) query.

4. Band-limited phase-only correlation (BLPOC) with a window size of 32 was
applied to the LR template and the LR query to calculate the amount of displacement
between the template and query.

5. The MR template and the MR query were divided into 16 blocks of 20 x 20 [px].
In this process, the query was aligned by the amount of displacement calculated in
step 4.

6. BLPOC was applied to the first blocks of the MR images generated in step 5 to
calculate the amount of displacement between them. This process was repeated for
all the blocks to calculate the amount of displacement between the MR template
and the MR query for each block.

7. The HR template and the HR query were divided into 16 blocks of 40 x 40 [px].
In this process, the query image was aligned for each block by the amount of
displacement calculated in step 6.

8. BLPOC was applied to the first block of the images generated in step 7 to calculate
the amount of displacement between them. Then, a calculation was performed to
determine which point in the first block of the HR query corresponds to the center
of the first block of the HR template. The center point and the corresponding point
were recorded as a corresponding point pair only when the matching score obtained
using BLPOC exceeds 0.3. This process was repeated for all the blocks to record
the corresponding point pairs for each block.

9. Affine transformation was applied to the HR query using all the corresponding
point pairs recorded in step 8.

10. The central region (96 x 96 [px]) of the HR template was extracted and divided
into nine blocks of 32 x 32 [px].
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11. The central region (96 x 96 [px]) of the HR query obtained in step 9 was extracted
and divided into nine blocks of 32 x 32 [px].

12. BLPOC was applied to the first block of the HR template generated in step 10
and the first block of the HR query generated in step 11 to calculate the amount
of displacement between them. Then, a calculation was performed to determine
which point of the first block of the HR query corresponds to the center of the first
block of the HR template. This process was repeated for all the blocks to record
the corresponding point pairs of each block.

13. Considering the amount of displacement for each block calculated in step 12, the
central region (96 x 96 [px]) was extracted from the HR query obtained in step 8
and divided into nine blocks of 32 x 32 [px].

14. BLPOC was applied to the first block of the HR template generated in step 10 and
the first block of the HR query generated in step 13 to obtain the BLPOC image.
The pixel value of the coordinates (i, j) in the BLPOC image shows the matching
score for the first block of the HR template and the HR query, where the HR query
is shifted by i pixel in the x direction and j pixel in the y direction. These processes
were repeated for all the blocks to obtain a total of nine BLPOC images (32 x 32
[px]).

15. Anaveraged image of the nine BLPOC images was generated. The maximum pixel
value in the averaged image was output as the matching score for the HR template
and the HR query input in step 1.

4.4 Results

The FAR and FRR for each method are shown in Fig. 7. The EER for each method is
presented in Table 1. As mentioned in Sect. 4.3, the verification procedure described
in Sect. 4.3 was repeated ten times. Figure 7 shows graphs of the first FAR and FRR.
Table 1 presents the average and standard deviation of all ten EERs.

4.5 Discussions

As indicated by Table 1, the EER of existing method 1 was greater than those of proposed
methods 1 and 3. We considered that regions included only by existing method 1 but
not by proposed methods 1 and 3 decreased the identification accuracy. We investigated
the ROI images for which existing method 1 failed to identify the user. We found that
the matching scores for the ROI images showing a wrinkle at the base of the thumb (red
region in Fig. 8) were relatively low. This region was included only by existing method 1
and tended to be easily variable for multiple images from the same user. Hence, from the
perspective of the region quality, we can say that this region is not suitable for palmprint
recognition.

Table 1 shows that the EER of proposed method 2 was greater than those of pro-
posed methods 1 and 3. We considered that regions excluded by proposed method 2 and
included by proposed methods 1 and 3 increased the identification accuracy. The region
excluded by proposed method 2 corresponded to region (1) in Fig. 9. In this region,
there were intelligence line and emotion line of palmistry. It is known that the lines
of palmistry differ among different users. Therefore, this region tended to have larger
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Fig. 7. FAR and FRR for each method

Table 1. EER for each method

Method Average EER [%] Standard deviation
Existing method 1 1.52 x 1073 1.24 x 1073
Proposed method 1 3.85 x 1074 7.64 x 1074
Proposed method 2 1.68 x 1073 485 % 1074
Proposed method 3 5.42 x 1074 8.31 x 1074

differences for each user. Hence, from the perspective of the region quality, we can say

that this region is suitable for palmprint recognition.

Furthermore, Table 1 shows that the EER of proposed method 1 was lower than that of
proposed method 3. We considered that the regions excluded by proposed method 1 but
included by proposed method 3 increased the identification accuracy. The corresponding
regions are regions (2) and (3) in Fig. 9. Region (2) is near the base of the middle, ring,
and little fingers, and in this region, the variations of the palmprints in response to the
finger pose were large. Region (3) is near the base of the thumb, and in this region, the
palmprints varied depending on the pose of the base of the middle and little fingers.
Hence, from the perspective of the region quality, we can say that these regions are not

suitable for palmprint recognition.
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(a) Template image  (b) Query image

Fig. 8. Example pair of ROI images with low matching score

Fig. 9. Unique regions included only in proposed methods 1 and 3

5 Conclusion

We increased the identification accuracy for palmprint recognition by improving the
region quality in palmprint-region estimations. Specifically, the regions of the palm with
the following two characteristics were considered.

e The differences among users are large.
e Within the same user, the variations due to differences in the finger pose and the
environment for capturing the images are small.

Palmprint variations in response to finger movements are relatively large near the
base of the fingers (particularly the thumb). Accordingly, we proposed three methods to
improve the palmprint-region estimation used in existing method 1 [2]. The accuracies
of these methods were evaluated and compared, and our methods achieved higher iden-
tification accuracies than existing method 1 for palmprint recognition. The following
problems were found by reviewing the ROI images.

e The wrinkles at the base of the thumb are affected by variations in the thumb pose.
If a region includes near the base of fingers (especially the thumb), the region has
variation within the same user. This reduces the identification accuracy.

e Ifaregion includes palmistry lines in the ROl image, the region has differences among
users. This increases the identification accuracy.
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In addition to the palmprint region, the identification time is a problem in palmprint
recognition. In the future, we will investigate methods to further improve palmprint
recognition from various viewpoints using skeletal information.
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Abstract. Modern Connected and Autonomous Vehicles (CAVs) are equipped
with an increasing large number of Electronic Control Units (ECUs). These ECUs
transmit Control Area Network (CAN) protocol in data exchange via an in-vehicle
network. Since CAN message uses broadcast transmission, it becomes hinder
to detect the intrusion. Thus, building an intrusion detection system (IDS) and
intrusion prevention system (IPS) to IVN is essential, and most effective method
for those system is effective usage of deep learning (DL) or machine learning
(ML); Nevertheless, building an IDS or IPS based on DL or ML is required huge
amount of data of normal state and during the attack. Consequently, there is a high
demand for an accurate normal and attack dataset for IVN protection. Therefore,
we propose accurate environment configuration for attack data collection from the
vehicle.

1 Introduction

As the development of the modern automobile industry, the number of electronic control
units (ECUs) that maintains the vehicle has increased rapidly, increasing the complexity
of communication interfaces. Controller Area Network (CAN) protocol is more effi-
cient than Conventional Universal Asynchronous Receiver/Transmitter (UART) meth-
ods. Thus, CAN protocol is the most frequently used protocol in IVN for transmitting
and receiving data from ECUs. Since CAN protocol uses broadcast transmission as to
communicate with other nodes, it is hinder to apply an authentication mechanism to
IVN. Thus, if an attacker unauthorized access through the CAN bus and manipulates
data, it is impossible to distinguish between the error message and the actual message,
which can lead a great risk [1]. The possible attack models through the CAN bus are
same as follows:

Injection Attack. Through OBDII and ECU systems, it enters the network inside the
vehicle and attacks by injecting attack data. The CAN network cannot identify whether
the received frame is legitimate because it does not have an authentication mechanism.

DoS (Denial of Service) Attack. Since the CAN protocol uses broadcast transmission,
there is no source or destination address, and all messages are received synchronously
to one ECU. To avoid this collision, CAN protocol uses ID field to calculate priority of
order of the messages. If message has low ID value, it represents a higher priority, if there

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Barolli (Ed.): BWCCA 2022, LNNS 570, pp. 137-146, 2023.
https://doi.org/10.1007/978-3-031-20029-8_13


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20029-8_13&domain=pdf
https://doi.org/10.1007/978-3-031-20029-8_13

138 Y. Koh et al.

is a frame with the highest priority on the CAN bus, other nodes cannot send message
frames to the IVN until high priority message is served. Thus, the attacker always sets
the highest priority frame (0x00) to be transmitted to the in-vehicle network to attack in
a form in which other nodes are placed in the standby state [2].

Fuzzing Attack. Fuzzing attacks are similar to indiscriminate attacks in the form of
randomly injecting ID values and data into CAN networks. Attack data can be eas-
ily injected using the characteristics of the CAN network, where authentication is not
performed on the transmission and reception nodes, which can cause an unexpected
situation while driving the vehicles [3].

Replay Attack. The attack is executed when the vehicle injects a message that causes
a specific function or behavior different from the current state into the message cycle of
the existing state [4].

Spoofing Attack. A spoofing attack is a hacking attack that an adversary approaches
on a network pretending to be an authorized address of the system to gain unauthorized
access [5].

The ECU transmits data by sending and receiving CAN messages thorough the
CAN network. If adversary such as Dos, Bus-off, and Fuzzing are activated due to
the vulnerability of the CAN, data on the CAN cannot be read or written, resulting in
serious consequences that damage to the ECU or even threaten the safety of the driver.
In this paper, using the vulnerability of CAN, we select a total of three attack models
for real vehicles: DOS, Fuzzing, and Replay to show the effect on the vehicle injected
with the attack message, and collect attack datasets generated through the attack. The
collected attack datasets can be used to develop Intrusion Detection System (IDS) for
vehicles and machine learning for vehicles to prevent security threats in preparation for
future attacks on actual vehicles. The paper is organized as follows. Section 2 explains
similar research works about possible attacks on IVN. Section 3 explains methods and
configuration of environment for CAN attack datasets collection, and tools for inject
data into vehicle internal networks. Section 4 provides detailed reactions of the vehicle
when data is injected. Finally, the conclusions and future works are drawn in Sect. 5.

2 Related Work

In the vehicle, various ECUs are integrated into the CAN bus system to exchange CAN
messages. CAN does not apply security for various attacks, so several vulnerabilities are
found, and Tianxiang Huang et al. analyze attack models for CAN buses and design and
develop ATG (Attack Traffic Generation Tool) to explain key features. ATG can define
the attack types, content, set timer-based execution and build an effective function GUI
using wxPython library. Types of attacks include Dos, Fuzzing, Spoofing, etc. DoS attack
send messages every 0.8 ms from 2 s to 4 s, and a series of random messages from 8 s to
40 s for fuzzing attacks. ATG that the proposed method can share and reuse attack sce-
narios for CAN bus security testing and supports CAN database conversion capabilities.
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In addition, it is possible to migrate to CAN networks as well as other network com-
munication protocols such as CAN-FD, Flex-Ray, and Ethernet. The authors construct
the attack via connection with On-Board Diagnostics (OBD) using real cars and inject
CAN messages directly to show the speedometer decreasing to zero. We confirm that
the recently released OBD ports of vehicles have a limited type of CAN network used
for analysis and attack, and in this paper, we test and prove whether attack injection for
various CANSs is possible using the EDA (CAN gateway ECU Direct Approach) method
[6].

Kazuki Iehira et al. propose a method of transitioning to the bus-off state by inten-
tionally setting the message transmitted by the ECU to an error based on a spoofing
attack method in which the receiving and transmitting ECU does not detect anomalies
in the applied ECU using a bus-off attack. The CAN message is a broadcasting method,
and since there is no transmission address and only the CAN ID exists as the desti-
nation address, spoofing attacks are easily possible. Three methods are presented, and
the results are shown: bus-off attack using bit errors, bus-off attack using stub errors,
and bus-off attack using one frame. This paper consisted of attack hardware and target
ECU for CAN bus experiments and used Field-Programmable Gate Array (FPGA) to
inject spoofing messages. The spoofing target was the engine speedometer of a stationary
vehicle, and in the case of simple spoofing, the speedometer’s pointer fluctuates, but the
proposed method of spoofing using bus-off attacks in this paper did not detect errors
and no anomalies in the vehicle used in the experiment. They validate the attack in a
simulated environment consisting of attack hardware and ECU and evaluate the impact
of spoofing attacks effectively implemented on real cars [7].

Cyber-attacks on vehicles are likely to cause casualties. Shahida Malik and Weiqing
Sun conduct an analysis of cyberattacks on connected and autonomous vehicles and
simulate cyberattacks based on the analysis to show the actual damage impact. They used
CARLA 0.9.6 for simulation and controlled the environment differently depending on the
scenario. They simulated a total of 10 significant and high-priority attack scenarios and
recorded important functions, including collision, position at intersections, speed, gear,
position, orientation, and acceleration. They apply scenario that wireless update attacks,
cyber terror attacks, mobile app attacks, OBD dongle attacks, etc., it shows results
such as stop the car engine or potentially stop the car moving through Bluetooth and
disable emergency support services. We confirm that these attacks are fully simulated,
and we evaluate the quality of the attack dataset by injecting and testing attack messages
in direct-driving vehicles, verifying their impact on the vehicle, and collecting attack
datasets [8].

3 Method of Generate Attack CAN Dataset Based on Actual
Vehicle

3.1 Method for Collection CAN Dataset in Vehicle

In this paper, we used to EDA (CAN gateway ECU Direct Approach) method to collect
CAN dataset in vehicle [9]. EDA is method to access the CAN gateway ECU through
ECU’s tapping line and collect actual vehicle internal network data by using CAN dataset
collection tools (Fig. 1).
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Fig. 1. Shows the actual vehicle tapping into the CAN gateway module using the EDA method.
The CAN network connection is for K-CAN, K-CAN2 and PT-CAN, and each CAN is responsible
for body control, multimedia function control, etc.

Mostly Much internal network research of vehicle uses OBDII port to access the
network. However, because there are located just the diagnostic CAN data in OBDII
port, it hard to check entire CAN bus of the vehicle. So, limits of check and research to
diverse vehicle functions always exist.

On the other hand, the EDA method can collect more diverse function data of vehicle
than collection data using OBDII port. By using this method, we could collect more
accurately performed of detailed analysis and attack to target CAN data for a specific
function. Also, it is possible to collect more accurate and larger amount of data than
the data of OBDII port because EDA method can access to entire CAN bus network. In
terms of vehicle internal network research, this method makes the result more effective
and accurate than previous research.

3.2 Vehicle Internal CAN Network Attack Tool

In order to analyze the threat of the vehicle’s internal network, high-quality attack data
is required for researchers. The high-quality attack data means data that is difficult to
detect because the attack data is similar to the actual driving data. If the attack data is
similar to the actual driving data, it is difficult to find anomalies in contrast to the actual
data, making it difficult to detect them with Intrusion Detection System (IDS).

To improve the existing IDS of the vehicle, we developed more sophisticated internal
network attack tools to generate effective attack data. In this paper, we implement attack
tools against Fuzzing, DoS, and Replay attacks. Figure 2 below is a schematic diagram
of the attack process by injecting an attack data packet into an actual vehicle.
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Fig. 2. Actual vehicle-based attack dataset injection process

In this paper, we developed an internal CAN network attack tool based on the charac-
teristics of each attack. The purging attack tool is set to inject arbitrary data periodically,
allowing attackers to specify the range of arbitrary data values, the range of IDs, the
number of injections, and the length of arbitrary data. If the attacker runs the purging
tool, a random dataset is injected and malfunctioning.

When the DoS attack tool is executed, a large number of high-priority IDs are injected
within a short time. As a result, the operation of the data packet having a low priority is
blocked.

3.3 Collection of Attack CAN Data Packet Based on Actual Vehicle

Using our own developed attack tools, we collected attack CAN data packets based on
real vehicles. In order to collect the IVN attack data set of the real vehicle, line tapping
was performed on the CAN gateway module using the EDA method. When collection
begins, the vehicle’s CAN data packet is collected through the tapping line of the CAN
gateway module. In addition, the attack data packet is injected into the CAN network of
the real vehicle using the tapping line.

The CAN network attack based on the actual vehicle is performed during driving.
In the case of a purging attack, basic functions and eventuality functions are activated
through random value data packet injection. Dos attacks inject attack data packets to
activate certain eventuality features.

In this study, attacks were carried out during driving on CAN networks mainly related
to vehicle control and visual parts. In preparation for unexpected situations, attacks on
body-related functions took place only at rest. If an attacker attacks a large amount of
data while collecting driving data packets, a collision between the collection data and the
attack data may occur. In this case, an appropriate attack packet may not be generated.
Therefore, to avoid this problem, we made a scenario in which attacks are performed at
regular intervals for a short time.

The attack scenario is as follows (Table 1):
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Table 1. Actual vehicle-based CAN internal network attack scenario

Attack Scenario

Fuzzing - Inject 100 data every 2 min for 3 s
- Inject 500 data every 2 min for 3 s
- Inject 100 data every 2 min for 5 s
- Inject 500 data every 2 min for 5 s

DoS - Inject 5,000 data every 2 min for 2-3 s
- Inject 10,000 data every 2 min for 2-3 s

Replay - Replay pre-collected injection data for 5-6 s

All attack scenarios were carried out only in certain sections where the risk of accident
rate was low. To prevent collision between each data packets, we use to scenarios in which
100 to 500 data are injected for 3 to 5 s at 2-min intervals in Fuzzing attack. In case of DoS
attack, 5,000 to 10,000 data inject for 2 to 3 s at 2-min intervals. And Replay attack inject
pre-collected data for 5 to 6 s at 5-min intervals. By injecting CAN attack data packets
based on actual vehicle, the vehicle’s functions such as emergency light and warning
light on the instrument panel were activated. And function that could be contacted by
the manufacturer in an emergency situation was successfully attacked (Fig. 3).

Fig. 3. Perform RDC initialization via fuzzing attack on real vehicle

Collecting CAN network attack data from real-world vehicles allows us to identify
potential attack risks in real-world situations rather than data collected from virtual envi-
ronments or stationary vehicles. You can also attack features that cannot be performed
on a simple test bed. It is possible to analyze data related to more functions by analyzing
data collected during an actual vehicle attack. And it can have an effective impact on
security threat detection and analysis studies on vehicle interior networks.
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4 Evaluation

In this section, we describe the reactions of vehicle functions when we inject the attack
datasets into the vehicle. We were able to develop our own program for each attack using
P-Code library that provides from peak-system [10].

4.1 Result of DoS Attack

The nature of DoS attack is slow down or shut down a functions or network, making
it inaccessible to its intended node. We accomplished this attack by flooding IVN with
high priority ID message which is 0x00 ID. As result, we were able to check functions
like frequency of signal light, dashboard information etc., are slowing down, and could
check time offset of messages that collected from the vehicle.

from PCANBasic import *
import time
def DoS_Attack():
time_offset = 0.03
DoS_attack_data = (0x00, 0x04, 0x81, 0x00, 0xCO, 0x02,
0x20, 0x4D)
DoS_attack = TPCANMsg ()
DoS_attack.ID = int (0x000)
DoS_attack.LEN = 8
DoS_attack.MSGTYPE = PCAN_MESSAGE_STANDARD
DoS_attack.DATA = DoS_attack data
for 1 in range(0, 10000):
CAN.Write (CAN_BUS, DoS_attack)
time.sleep(time_offset)
CAN = PCANBasic ()
CAN_BUS = PCAN_USBBUS2
CAN.Initialize (CAN_BUS, PCAN_BAUD_ 500K, 2047, 0, 0)

while True:
DoS_Attack()

4.2 Result of Fuzzing Attack

The main purpose of fuzzing attack is to exploit the possible vulnerabilities or function
messages. We initiated fuzzing attack by injecting messages with random ID and Data.
We have developed program for this attack. With this attack, we were able to inject data as
scenario follows, and same time we could save injected data into another text file for data
labeling. As mentioned in Sect. 3, we collected attack dataset while driving in highway,
and at the same time, we had injected data into the vehicle, because of this, we carried
out the risk that threatening to driver’s life, because of the risk, we have only injected
data to K-CAN which mainly assigned for controllers of the vehicle’s dashboard. After
the fuzzing attack, we found following function’s data, and store in excel file (Table 2).
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Table 2. Vehicle function findings after fuzzing attack

Function Description

Speed in dashboard Change the speed measurement in dashboard
RPM Change RPM measure in dashboard

Gear (PARK) Change the gear to parking mode

Gear (Drive) Change the gear to drive mode

Signal Light (Left) Change the status of turn left signal light to on
Signal Light (Right) Change the status of turn right signal light to on
Emergency Light Change the status of emergency light to on
Open door Open all doors

Front ultra-sonic wave

Give a signal of detected to radar sensor. (Give Max, Medium and
Low)

Back ultra-sonic wave

Give a signal of detected to radar sensor. (Give Max, Medium and
Low)

4.3 Result of Replay Attack

Main intention of replay attack is fraudulently delays or resends it to misdirect the
receiver into doing what the adversary wants. Thus, adversary needs information about
the system, to initiate a replay attack. After injecting fuzzing attack successful, we
have obtained some message formats that assigned for certain functions. Based on this
information, we could initiate replay attack by injecting those messages, and control
vehicle’s some functions. For replay attack on the vehicle, we have developed attack
tool with user interface using P-CAN library of python. Replay attack program has main
two roles. The first one is to inject the data from list that gained functional messages
after fuzzing attack. The other one is to save injected time of messages for later data

labelling (Fig. 4).
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Fig. 4. Display of the tool for replay attack to IVN

5 Conclusion and Future Work

In modern automobiles, the number of ECUs mounted inside the vehicle is increasing
exponentially for the safety and convenience of drivers. However, the need for vehicle
security has also increased as vehicle attack methods with serious consequences that
threaten the driver’s life continue to expand. Therefore, an accurate analysis of the type
of attack that occurred is required, and it is important to recognize that there is a high
possibility of an attack on the vehicle, and to anticipate and prepare for an attack on the
vehicle.

In this paper, DoS, Fuzzing, and Replay attacks were performed on actual vehicles
driving with 7 scenarios. As a result of the experiment, the vehicle window was opened,
the emergency SOS button was activated, and navigation reboot etc., this resulted in
an unexpected situation in which the driver could be embarrassed while driving. In
addition, we collected CAN data from the ECU by selecting the existing EDA method
and made attack tools using the characteristics of each attack. In real-world vehicles,
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attack messages were injected into the CAN bus to generate high-quality attack datasets
that can later be used as materials for vehicle security. In the future, we will apply our
attack dataset into IDS or IPS system, and compare performance with other public attack
dataset.
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Abstract. A bit error may occur when data is transmitted in the 5G/6G cellular
system. Hybrid Automatic Repeat and reQuest (HARQ) for an error correction
and retransmission method is being applied as an error control method to solve
this problem. Bit errors can also occur during the MsgA transmission process for
the initial connection of the 2-step RACH procedure, a random access method
announced in Release 16 of the 3GPP. However, HARQ is not currently applied
in the MsgA transmission process. In this paper, we propose a method that applies
HARQ to the MsgA transmission process to improve the initial connection of
the 2-step RACH procedure. We analyze the transmission process using ana-
Iytical Markov Chain Model. For performance analysis, the performance of the
HARQ-applied method is compared to the performance of the existing transmis-
sion method. As a result of comparative analysis, in the case of 256QAM, the
HARQ-applied method at saturation of —6 dB increased by about 61% compared
to the existing method.

Keywords: 5G/6G - HARQ - Markov chain model - 2-step RACH procedure

1 Introduction

In wireless communication, a bit error may occur during a transmission process. To solve
this problem, an error control method is used during the transmission process. Among
error correction methods, Forward Error Correction (FEC) of the Physical Layer directly
corrects errors in bit errors [1]. Among retransmission methods, Automatic Repeat and
reQuest (ARQ) of the Medium Access Control (MAC) layer requests retransmission
of an error packet in the event of a bit error [2]. In particular, the hybrid automatic
repeat and request (HARQ) method, which uses a combination of two representative
methods of error control together, is a method that has been in the spotlight in wireless
communication as a method that can effectively improve accuracy and reliability [3].
With the rapid development of cellular systems such as 5G/6G, enhanced mobile
broadband (eMBB), ultra-reliable and low latency communication (URLLC), human-
central services (HCS), and mobile broadband reliable low latency communication
(MBRLLC) are required service categories [4, 5]. In particular, the use of multiple
devices, such as Massive Machine Type Communications (mMTC), has resulted in a
large amount of data traffic. In 2030, 97Billion of devices are expected to be used,
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and the volume of mobile traffic worldwide is expected to increase 670 times in 2030
compared to 2010 [6]. With the high volume of traffic, efficient Random Access Pro-
cedure has become more important as a way to improve the connectivity of wireless
communication to multiple devices [7]. The Release 16 standard of 3GPP describes the
two-step RACH procedure along with the existing “4-step RACH Procedure” random
access method. This ensures faster performance and quality by reducing transmission
delay than the traditional random access method [8]. The MsgA transfer process for the
initial connection of the 2-step RACH procedure based on wireless communication can
also be sufficiently error-prone. Therefore, an error control method is also required for
the 2-step RACH procedure. The accuracy and reliability of the initial connection of the
Random Access procedure can be ensured when HARQ, which is capable of both error
correction and retransmission, is applied during the Error control method. However,
in Release 16, published by 3GPP, HARQ is not specified in the MsgA transmission
process for Physical Uplink Shared Channel (PUSCH) [9].

In this paper, we propose to improve the initial connection by applying HARQ to the
MsgA transmission process of the 2-step RACH Procedure. In addition, to analyze the
performance of the HARQ-applied transmission method, we categorize the HARQ states
that occur in the two-stage RACH procedure into 5 categories and create a Markov chain
model with state transition probabilities. Numerical performance analysis and simulation
were performed using this Markov chain model. For performance analysis, we compare
2-step RACH Procedure with and without HARQ.

2 2-step RACH Procedure

— Send from UE to gNB
€ Send from gNB to UE

N @ N [
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Random Access Response Msg ' | PUSCH ;a;;load
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3 . .
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B

(1) 4-step RACH Procedure (2) 2-step RACH Procedure

Fig. 1. RACH procedure.
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Random access is a method for establishing a connection between a terminal and a
base station, and is classified into Contention-Based Random Access and Contention-
Free Random Access [10]. Contention-based random access is a method in which multi-
ple (a plurality of) terminals compete with each other to use one channel, and representa-
tive examples include ALOHA, CSMA/CD, CSMA/CA methods, etc. Contention-free
random access is a method in which there is no channel competition between each ter-
minal, and representative examples include token bus and round robin methods. We deal
with contention-based random access.

Recently, many studies have been conducted to reduce the delay time of the random
access procedure [11]. In particular, the 2-step RACH procedure published in 3GPP is
a representative example [12]. In the case of the 4-step RACH Procedure, which uses
the existing four-hand shaking method, the Random Access is performed as a process
of sending preamble and confirming connection, as shown in Fig. 1 (1). For the 2-step
RACH procedure, we propose a method for transmitting Msg1 and Msg3 of the four-step
RACH procedure as MsgA, as shown in Fig. 1 (2). This method is a method that can
reduce latency and reduce signaling. However, since the 2-step RACH procedure is also
wireless communication, we find that errors can occur when transmitting MsgA, and
study a method to solve this problem.

3 Hybrid Automatic Repeat and Request

G

= FEC
_ +50kbps
100kbps » | Redundanc | = 100kbps
Rate of Slow down
Actual Due to channel coding

Transmission information

Fig. 2. FEC operation process.

iz

Simple repeat ‘

Retransmission _ a
150kbps m— +CRC > 150kbps D
Slow down

Due to retransmission \ \__/

Request retransmission
ARQ In case of error

Fig. 3. ARQ operation process.

Methods for performing error control are largely classified as error correction and
retransmission. As a representative example of error correction, the FEC of the physical
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layer described in Fig. 2, transmits a message by adding surplus bits at the transmitting
side. When an error occurs in the bit, it restore the error by itself. As a representative
example of retransmission, the ARQ of the MAC layer described in Fig. 3, refers to
a method of retransmitting data from a point where an error occurs during NACK or
Timeout.

Identical or different RV
(Redundancy Version)

——
- -

- ~ New Packet

Pia Pqp P2y
X .

Retransmission

N Pqy /
Buffer . ,/Combining
S " (CC,R)

Semmm—-—"

Fig. 4. HARQ operation process.

As you can see in Fig. 4, HARQ is a combination of FEC and ARQ, and when
an error occurs on the receiving side, HARQ stores the error-occurring packet in the
buffer and requests packet retransmission [13]. The packet stored in the buffer and
the retransmitted packet are combined to restore the original packet. Types of HARQ
are classified according to how packets are retransmitted and combined. They are the
“Incremental Redundancy” (IR) method and the “Chase Combining” (CC) method. The
HARQ method enables efficient error control by performing both error correction and
retransmission.

4 Analytical Markov Chain Model

We found the problem that errors can also occur in the MsgA transmission process of
2-step RACH Procedure. However, HARQ is not currently applied in the current MsgA
transmission process. In this paper, we propose a method for applying HARQ to MsgA
transmission process to improve the initial connection of the 2-step RACH procedure.
It is assumed that all equations are derived from an Additive White Gaussian Noise
(AWGN) environment. Since the bit error probability depends on the channel environ-
ment, it is necessary to obtain a signal noise ratio (SNR) value. The SNR value can be
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obtained as shown in Eq. (1) from [14].

E, A? d%,
ypi= o = o= i, (1)
No No 4

SNR is an average signal power versus average noise power and is a value indicating
a degree to which noise affects a signal. £, represents bit energy, Ny represents spectrum
density of noise power, and power per 1 Hz. For Ej, it can be represented by the band
of the transmission signal, which is the bandwidth given by x € {—A, A}, which can
be represented as d;, in the constellation according to the modulation scheme. IETZ isa
parameter indicating energy per bit required for noise power per unit bandwidth and is
expressed as . It is also called SNR per bit [14].

Accordingly, the bit error probability be expressed as a Q-function as in Egs. (2.1)
and (2.2) from [15].

o 1 _ x2 d2
P,=P A} = ————e 22 = — | = 2y ). 2.1
m=a= [ e e gy | =e(vn). e

4 3y5log, M
P Q(,/ Yb1082 ) 2.2)
0g,M M -1

The bit error probability may be expressed as in (2.1) and (2.2) according to modu-
lation. Equations (2.1) and (2.2) refer to bit error probabilities in the QPSK environment
and the M-QAM environment, respectively.

Fig. 5. Gilbert-Elliott model.

Through the bit error probability according to the SNR value, the channel can be
classified into two states: Good Channel and Bad Channel. We can calculate the state
transition probability through the 2-state Markov Chain Model, known as the Gilbert-
Eliot Model in Fig. 5, and obtain the Bit Error Rate (BER) as Eq. (3) [16].

BER = ¢P,(1) + (1 — &)P.(2). 3)

¢ means the probability that the channel is in the Bad state in the normal state, and P, ()
means the probability that an error occurs in the state * [17].

We intend to apply HARQ to the transmission process of MsgA in the 2-step RACH
Procedure. The transmission of MsgA does not only send Preamble, but also PUSCH
Payload, so throughput calculations per packet are required. The equation related to the
packet error ratio (PER) and the BER can be obtained through Eq. (4), and L means the
length of the packet [18].

PER = 1 — (1 — BER)™. 4)
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The throughput in packets may be calculated as shown in Eq. (5) from [18]. The
values for obtaining throughput vary according to each modulation.

Throughput = (1 — PER) X Symbol,q. X bit_per_symbol X Code_rate. (®)]

Table 1. State table of HARQ

State Definition

To New Packet Transfer Attempt State
After Previous Transfer Success

Ty New Packet Transfer Attempt Status
After Previous Transfer Failure

E Packet Error State

D Delay State after Packet Error

until retransmission state

R Retransmission State

Fig. 6. Markov chain model for HARQ in 2-step RACH procedure.

Table 1 classifies the states occurring in HARQ into 5 categories [19]. In this paper,
the probabilistic analysis is conducted by creating a Markov Chain Model by calculating
the state transition probability based on the state of HARQ in Table 1. This is shown in
Fig. 6.

Prry 0 Prge OO
PTf n 0 Preg O O
Matrix = 0 TETf 0 Pgp O |. (6)
0 0 0 0 Ppr
Prr, O Pre O O

Equation (6) shows the transmission probability for each state in the Markov Chain
Model of HARQ analytical Markov Chain Model in Fig. 6 as Matrix. For example, Ppg
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refers to the probability from the delay state D to the retransmission state R after the
packet error.

m = |7y, 71y 7p 7e 7R @)

In Eq. (7), mx represents the probability of being in state X in a steady state.
Therefore, steady state probability vectors are denoted as & = Y 7 [20].

E{g} =mp, * 17, 3

E{d} = (g, % 17) + (r % N, * Ty, % 1+ (e x 1T + (rxmp #[1..No1P). (9)

Equations (8) and (9) respectively represent (mean) a successful average packet gain
and an average delay in a steady state. r represents the ratio of the counter step duration
to the duration of the competition period, channel access is performed to the node with
a smaller counter value, and the initial counter value randomly selects the size Ny of
the window. When a collision occurs, N increases to 2N, and the window size of N7
increases to the predetermined size.

E{total number of successful packets} — E{g}

A Throughput = B '
verage Lhroughpu Ef{total delay}/slot duration E{d}

(10)

Equation (10) for average throughput can be obtained through Egs. (8) and (9).

5 Simulation

The performance evaluation was conducted when HARQ was applied in the MsgA trans-
mission process of 2-step RACH Procedure using the Markov Chain Model proposed
in the section above. To this end, performance evaluation was conducted with Matlab
using the following simulation parameters in Table 2.

Table 2. Simulation parameters

Description Value

Modulation QPSK, 16QAM, 64QAM, 256QAM
Channel Coding LDPC

Code rate 1/4

HARQ Process 16

Initial Backoft Counter 8

Number of symbols 14

Eb/NO 0-25

Packet length 32
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When sending MsgA, PUSCH payload and PRACH preamble are sent together.
Therefore, among the standards of 3GPP, the defined modulation and channel coding
parts were applied when Physical Uplink Shared Channel (PUSCH) was used in a 5G
channel environment [21]. HARQ Process also substituted the value of 3GPP when using
a given number of HARQ Processes in PUSCH [22]. Set the initial Backoff Window to
8 and set r to 0.05. The number of symbols is set to 14 [23]. Set the packet length to 32
bytes [24]. It is assumed that error correction is performed by 1/4 during bit error and
retransmission is performed during bit error.
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Fig. 7. Eb/NO [dB] versus BER.

Figure 7 compares the BER of the existing 2-step RACH Procedure and the BER
of the method of HARQ-applied method for each modulation. The BER curve of the
existing 2-step RACH Procedure is represented by a dashed line with empty symbol, and
the method to which HARQ is applied is indicated by coloring the interior. Compared
with each modulation, if the channel performance is good, that is, if Eb/NO is high, all
of them draw a downward curve and BER is reduced. Furthermore, the HARQ-applied
method shows better performance compared to the existing method.
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Figure 8 was prepared by calculating the value of PER formed according to BER for
each modulation. As in Fig. 7, it can be confirmed that the error ratio decreases when

HARQ is applie

Average Delay(slot)

d.
600 T T T v
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s - -@ - QPSK HARQ
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A — 5~ 64QAM
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4004 My -~~~ 256QAM 1
\ \ - =k~ 256QAM HARQ
\
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300 -\, %

15
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Fig. 9. Eb/NO [dB] versus average delay.

Figure 9 is obtained by calculating the average delay in a normal state through the
probability, and it can be verified that the part to which HARQ is applied takes more

time than the existing method because the retransmission process continues.
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Fig. 10. Eb/NO [dB] versus throughput.

Table 3. Throughput increase rate in HARQ

Modulation | Saturation Eb/NO | Saturation Eb/NO —6 dB | Throughput increase rate in
HARQ (%)

16QAM 13 7 150.4431

64QAM 17 11 150.6105

256QAM 21 15 161.8091

From Fig. 10, it is possible to check the performance when HARQ is applied to
the MsgA transmission process of the 2-step RACH Procedure. If Eb/NO is good, both
the existing 2-step RACH Procedure method and the HARQ-applied method can reach
saturation. However, it can be seen from Table 3 that there is a significant difference
between the HARQ-applied method and the existing 2-step RACH Procedure method
in the saturation state of —6 dB. When QAM is used for modulation, the average delay
is large, but the HARQ-applied method confirms that the throughput increases by about
50%. Therefore, when there is a lot of noise, that is, when the channel environment is
not good, 2-step RACH procedure is performed using HARQ, which is better than the
existing method in the initial connection in all modulations.

6 Conclusion

When data is transmitted in a wireless communication system, errors appear depend-
ing on the channel environment. There are various error control methods to solve this
problem. Transmitting MsgA in the 2-step RACH Procedure is also a wireless commu-
nication process, which can cause problems. In this paper, We improve and analyze the
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initial connection by applying HARQ that was not in the MsgA transfer process of the
second stage RACH procedure. In addition, we create a Markov chain model and per-
form performance evaluation compared to the existing 2-step RACH Procedure method.
In Particularly, in all QAMs, the throughput of the HARQ-applied method increased
by about 50% compared to the existing 2-step RACH Procedure without HARQ at the
saturation state of —6 dB, confirming that the performance was excellent.

However, the analytical Markov Chain Model does not specify the formula for Error
Correction. In the future, we plan to conduct research by replacing the exact error
correction process.
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Abstract. Wireless Mesh Networks (WMNs) have many advantages
such as easy maintenance, low up-front cost, high robustness. However,
WDMNs have some problems such as node placement problem, security,
transmission power and so on. In this work, we deal with node placement
problem. In our previous work, we implemented a hybrid simulation sys-
tem based on Particle Swarm Optimization (PSO) and Hill Climbing
(HC) called WMN-PSOHC for solving the node placement problem in
WDMNSs. In this paper, we present the implementation of Fast Conver-
gence RDVM (FC-RDVM) in WMN-PSOHC. Then, we evaluate the
performance of WMNs by using WMN-PSOHC hybrid simulation sys-
tem. We compare the performance of FC-RDVM with LDVM consid-
ering Weibull distribution of mesh clients. Simulation results show that
FC-RDVM performs better than LDVM

1 Introduction

The Wireless Mesh Networks (WMNs) have many advantages compared with
conventional Wireless Local Area Networks (WLANSs) such as low-up front cost,
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easy deployment and high robustness [1,6]. Also, they provide better services
than conventional WLANs. The WMNs can be applied for medical, transport
and surveillance applications in urban area, metropolitan area, neighbouring
communities and municipal area networks [2,5,7]. Nodes of WMNs can be cat-
egorized into four kinds of nodes according to their roles: Mesh Point (MP),
Mesh Access Point (MAP), Mesh Portal (MPP) collocated with MP and Sta-
tions (STA). The STA is a conventional WLAN’s client node. The MP does not
provide the Internet connection to STA, but it supports Peer Link Management
Protocol (PLMP). The MAP is MP providing the Internet connection to STA.
The MPP is a node having a gateway feature in a WMN, connected by cable.

However, there are some problems to be solved in WMNSs. One of the critical
issues of WMNSs is the achievement of network connectivity and user coverage,
which is closely related to the family of node placement problems. The node
placement problem has been investigated in the optimization field and is known
as the class of NP-hard.

We already implemented a Particle Swarm Optimization (PSO) based simula-
tion system, called WMN-PSO [10]. Also, we implemented a simulation system
based on Hill Climbing (HC) for solving node placement problem in WMNs,
called WMN-HC [9].

In our previous work, we presented a hybrid intelligent simulation system
based on PSO and HC [11]. We called this system WMN-PSOHC. We also
implemented Linearly Decreasing Vmax Method (LDVM) replacement method
in WMN-PSOHC [12]. In this paper, we compare the performance of FC-RDVM
with LDVM. Simulation results show that FC-RDVM has better performance
than LDVM.

The rest of the paper is organized as follows. In Sect.2, we present intel-
ligent algorithms. We present the implemented hybrid simulation system and
FC-RDVM in Sect.3. The simulation results are given in Sect.4. Finally, we
give conclusions and future work in Sect. 5.

2 Intelligent Algorithms

2.1 Particle Swarm Optimization

In Particle Swarm Optimization (PSO) algorithm, a number of simple entities
(the particles) are placed in the search space of some problem or function and
each evaluates the objective function at its current location. The objective func-
tion is often minimized and the exploration of the search space is not through
evolution [8]. However, following a widespread practice of borrowing from the
evolutionary computation field, in this work, we consider the bi-objective func-
tion and fitness function interchangeably. Each particle then determines its move-
ment through the search space by combining some aspect of the history of its
own current and best (best-fitness) locations with those of one or more members
of the swarm, with some random perturbations. The next iteration takes place
after all particles have been moved. Eventually the swarm as a whole, like a flock
of birds collectively foraging for food, is likely to move close to an optimum of
the fitness function.
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Algorithm 1. Pseudo code of WMN-PSOHC.

/* Generate the initial solutions and parameters */
Computation maxtime:= Thaz, k := 1;

Number of particle-patterns:= m, 2 <m € N1;
Particle-patterns initial solution:= PY;

Global initial solution:= G©;
Particle-patterns initial position:= :L'?j;
Particles initial velocity:= v?j;

PSO parameter:= w, 0 < w € R';
PSO parameter:= C1, 0 < C; € RY;
PSO parameter:= Cs, 0 < C2 € ng
/* Start PSO-HC */

Evaluate(G°, P%);

while k < T4, do

/* Update velocities and positions */
k1 k

vy =W g
+C1 -rand() - (best(P) — xf;)
+C> - rand() - (best(ij) —z5);

a:f]-*l = :cfj + vfj“;

/* if fitness value is increased, a new solution will be accepted. */
if Evaluate(G*+D) P*+D)) > — Evaluate(G*®, P*)) then
Update_Solutions( G*, P¥);
Evaluate( G0, p+D);
else
ReUpdate_Solutions( GF*!, P*+1);
end if
k=k+1,;
end while
Update_Solutions(G*, P*);
return Best found pattern of particles as solution;

Each individual in the particle swarm is composed of three D-dimensional
vectors, where D is the dimensionality of the search space. These are the current
position x;, the previous best position p; and the velocity v;.

The particle swarm is more than just a collection of particles. A particle by
itself has almost no power to solve any problem. The progress occurs only when
the particles interact. Problem solving is a population-wide phenomenon, emerg-
ing from the individual behaviors of the particles through their interactions. In
any case, populations are organized according to some sort of communication
structure or topology, often thought of as a social network. The topology typi-
cally consists of bidirectional edges connecting pairs of particles, so that if j is
in 4’s neighborhood, 7 is also in j’s. Each particle communicates with some other
particles and is affected by the best point found by any member of its topological
neighborhood. This is just the vector p; for that best neighbor, which we will
denote with p,. The potential kinds of population “social networks” are hugely
varied, but in practice certain types have been used more frequently.
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Fig. 1. Weibull distribution of mesh clients.

In the PSO process, the velocity of each particle is iteratively adjusted so
that the particle stochastically oscillates around p; and p, locations.

2.2 Hill Climbing

Hill Climbing (HC) algorithm is a heuristic algorithm. The idea of HC is simple.
In HC, the solution s’ is accepted as the new current solution if § < 0 holds,
where § = f(s’) — f(s). Here, the function f is called the fitness function. The
fitness function gives points to a solution so that the system can evaluate the
next solution s’ and the current solution s.

The most important factor in HC is to define effectively the neighbor solution.
The definition of the neighbor solution affects HC performance directly. In our
WMN-PSOHC system, we use the next step of particle-pattern positions as the
neighbor solutions for the HC part.

3 WDMN-PSOHC Hybrid Simulation System
and FC-RDVM

We show the pseudo code of WMN-PSOHC in Algorithm 1. In following, we
present the initialization, particle-pattern, fitness function and router replace-
ment methods.

Initialization

Our proposed system starts by generating an initial solution randomly, by ad
hoc methods [16]. We decide the velocity of particles by a random process con-
sidering the area size. For instance, when the area size is W x H, the velocity
is decided randomly from —vW?2 + H? to W2 4+ H2. Our system can gener-
ate many client distributions. In this paper, we consider Weibull distribution of
mesh clients as shown in Fig. 1.

Particle-Pattern
A particle is a mesh router. A fitness value of a particle-pattern is computed
by combination of mesh routers and mesh clients positions. In other words,
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G: Global Solution

P: Particle-pattern

R: Mesh Router

n: Number of Particle-patterns
m: Number of Mesh Routers

Fig. 2. Relationship among global solution, particle-patterns and mesh routers.
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each particle-pattern is a solution as shown is Fig. 2. Therefore, the number of
particle-patterns is the number of solutions.

Fitness Function

One of most important thing is to decide the determination of an appropriate
objective function and its encoding. In our case, each particle-pattern has an
own fitness value and compares other particle-patterns fitness value in order to
share information of global solution. The fitness function follows a hierarchical
approach in which the main objective is to maximize the SGC in WMN. Thus,
we use « and 3 weight-coefficients for the fitness function and the fitness function
of this scenario is defined as:

Fitness = a x SGC(zij, y,;) + 8 x NCMC(z5, y;;)-

Router Replacement Methods

A mesh router has x, y positions and velocity. Mesh routers are moved based on
velocities. There are many router replacement methods in PSO field [4,13-15].
In this paper, we compare two replacement methods: Linearly Decreasing Vmax
Method (LDVM) and Fast Convergence Rational Decrement of Vmax Method
(FC-RDVM).
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Table 1. Parameter settings.

Parameters Values

Clients distribution Weibull distribution
Area size 32 x 32

Number of mesh routers 16

Number of mesh clients 48

Total iterations 800

Iteration per phase 4

Number of particle-patterns 9

Radius of a mesh router From 2.0 to 3.0
Fitness function weight-coefficients («, 3) | 0.7, 0.3

Curvature parameter (7y) 10.0

Replacement methods LDVM, FC-RDVM

In LDVM, PSO parameters are set to unstable region (w = 0.9, Cy = Cy =
2.0). A value of V,;,4, which is maximum velocity of particles is considered. With

increasing of iteration of computations, the V4, is kept decreasing linearly [3,
13]. The V4, is defined as shown in Eq. (1).

Vinaz (k) = VW2 4+ H? x T; i (1)

where W and H are the width and the height of the considered area, respec-
tively. Also, T" and k are the total number of iterations and a current number of
iteration, respectively. The k is a variable varying from 1 to 7', which is increased
by increasing the iterations.

In FC-RDVM, the V;,,.. decreases with the increasing of iterations as shown

in Eq. (2). _
— /T2 2 _
Vmaz(k) w + H? x T T ’yk‘ (2)

where 7y is a curvature parameter. When the -y is larger, the curvature is larger
as shown in Fig. 3. Other parameters are the same with LDVM.

4 Simulation Results

In this section, we show simulation results using WMN-PSOHC hybrid intelli-
gent system. In this work, we consider Weibull distribution of mesh clients. We
consider the number of particle-patterns 9. We conducted simulations 100 times
in order to avoid the effect of randomness and create a general view of results.
The total number of iterations is considered 800 and the iterations per phase is
considered 4. We show the parameter setting for WMN-PSOHC in Table 1.
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Fig. 4. Simulation results of WMN-PSOHC for SGC.
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Fig. 5. Simulation results of WMN-PSOHC for NCMC.

We show the simulation results in Fig. 4 and Fig. 5. Considering SGC param-
eter, the LDVM convergence is slower than FC-RDVM. For NCMC, the FC-
RDVM converges faster than LDVM. When we use FC-RDVM, the performance
converges to 100% before 100 phases. On the other hand, in the case of LDVM,
the performance converges to 100% for 150 phases.

5 Conclusions

In this work, we evaluated the performance of WMNs by using WMN-PSOHC
hybrid simulation system. We also proposed and implemented FC-RDVM router
replacement method. Then, we compared the performance of FC-RDVM with
LDVM considering Weibull distribution of mesh clients. Simulation results show
that FC-RDVM performs better than LDVM.

In our future work, we would like to evaluate the performance of the proposed
system for different parameters and scenarios.
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Abstract. Recently, the number of landslide disasters is increased
because of heavy rains. For measuring the landslide disasters, it is neces-
sary to consider the characteristics of the mountain topography in addi-
tion to rainfalls. Fuzzy inference is a good approach for estimation of
disaster risk considering rainfalls and topography parameters. Detecting
landslide disasters before they happen requires data collection on the
wide area. However, monitoring the entire area of a mountain requires a
large number of sensors. In this paper, we present Fuzzy-based system
that estimates Landslide Disasters Risk (LDR) considering Digital Ele-
vation Model (DEM). The evaluation results show that the proposed sys-
tem can estimate LDR according to the rainfall and topography param-
eter using the real data collected on wide areas by a Wireless Sensor
Network (WSN).

1 Introduction

The number of landslide disasters is increased because the amount of rainfalls
is increased caused by global warming. Japan is mountainous country and has
fragile soils and steep mountains. In addition, Japan has many landslide disas-
ters caused by typhoons and heavy rains [1-3]. Therefore, the estimation and
measurement of landslide disasters is very important in order to save the life of
the people leaving in close to these areas, immediately. There are some research
works that measure the landslide disasters by considering geographic informa-
tion based on topographic analysis and monitoring by Wireless Sensor Network
(WSN) [4-9]. On the other hand, it is hard to predict landslide disasters because
of different factors such as mountain geology, topography and amount of rain-
falls [10-18].
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Fig. 1. Proposed system.

Fuzzy inference is a good approach for estimation of disaster risk considering
rainfalls and topography parameters. Detecting landslide disasters before they
happen requires data collection on the wide area. However, monitoring the entire
area of a mountain requires a large number of sensors. Therefore, the number
of sensors should be reduced and they should be placed in a way that they
can sense the landslides areas. We consider a soil moisture meter for measuring
the changes in the moisture content of soil and a tipping bucket rain gauge for
measuring the rainfall by 0.5 [mm] increments.

In this paper, we present a Fuzzy-based Approach for estimation of Landslide
Disasters Risk (LDR) considering Digital Elevation Model (DEM) [19,20]. The
evaluation results show that the proposed system can estimate LDR, according
to the rainfall and topography parameters using the real data collected on wide
areas by a Wireless Sensor Network (WSN) [21-24].

The structure of the paper is as follows. In Sect. 2, we present the proposed
system. In Sect. 3, we discuss the experimental results. Finally, conclusions and
future work are given in Sect. 4.

2 Proposed System

In this section, we describe the proposed system, which estimates LDR and
danger areas by landslide disasters. The structure of the proposed system is
shown in Fig. 1.
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Table 1. Fuzzy rule-base.
AMP | HMP | ER | LDEV | AMP | HMP | ER | LDEV | AMP | HMP | ER | LDEV
L L L |VL M L L |VL H L L |VL
L L M |VL M L M |VL H L M | VL
L L H | VL M L H | VL H L H | VL
L M L |VL M M L |VL H M L |VL
L M M |VL M M M |L H M M |H
L M H |L M M H H H M H |VH
L H L |VL M H L |VL H H L |L
L H M |L M H M |H H H M |VH
L H H |L M H H |VH H H H |VH

2.1 LDR Estimation

The proposed Fuzzy-based system estimates the LDR considering data collec-
tion by WSN. It decides Landslide Disasters Estimation Value (LDEV') that
indicates the risk of landslide disaster event. When LDEV value (LDEV €
R, 0.0 < LDEV < 1.0) is close to 1.0, it indicates a higher value of LDR. The
proposed system considers the following input parameters for deciding LDEV .
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1. Angle of Measurement Position of sensor [deg.] (AMP).
Height of Measurement Position of sensor [m] (HMP).
3. Effective Rainfall measured by rain gauge [mm) (ER).

»o

The ER parameter is decided by Eq. 1:
R, =Y 057"R; (1)

where, Ry, [mm] is ER, R; [mm)] is the rainfall ¢ [hour] earlier and T [hour] is
the half-life, which depends on the geology [25,26]. The n [hour] is the value for
the E'R analysis period. The E'R is close to 0 as i increases. Therefore, the value
of n is set until the influence of ER disappears. That is Rw is less than 1073.

The fuzzy rule-base and the membership functions are defined considering the
landslide disasters warning areas by the Ministry of Land, Infrastructure, Trans-
port and Tourism, in Japan. Table1 shows the fuzzy rule-base. The Fig.2(a),
Fig.2(b) and Fig.2(c) show the input membership functions. Figure 2(d) shows
the output membership function. As input and output terms we use: Very-
Low (VL), Low (L), Middle (M), High (H) and Very-High (VH).

2.2 Danger Area Estimation Based on LDR

The danger area is estimated by LDR using elevation data from the Digital Ele-
vation Model (DEM) of the Geospatial Information Authority of Japan (GSI).
The proposed system decides the inclination angle of the target area from the
elevation data. The proposed system decides LDR based on the elevation, incli-
nation angle and effective rainfall on the days when landslide disasters have
occurred in the target area in the past. The inclination angle S [27] is decided
based on the surrounding of 8 grids cells centered at point E shown in Fig.3
and Egs. (2), (3) and (4). The S [deg.] is the angle, p is the weighted average
from the west to east center point and ¢ is the weighted average from the south
to north center point.

S =tan~' \/p2 + ¢2 (2)

(C+2F+1)— (A+2D+G)

p= 8Ax (3)
(G4+2H+1)—(A+2D+0)
q= Ay (4)

Also, the elevation of each grid cell is from A to I, The Az [m] and Ay [m)]
are the lengths of one side of the grid.
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Fig. 3. Symbols for the grid cells.

3 Evaluation Results

3.1 LDR Estimation Results

For the estimation of LDR, we consider that the WSN obtains the input values
for the proposed Fuzzy-based system. The HMP parameter is set to a constant
value and AMP and ER are variable values. Figure4 shows the visualization
results of LDEV. Figure4(a) and Fig. 4(b) show the results for HMP of 30.0 [m)]
and 60.0 [m], respectively. We can see that LDEV increases with the increase of
HMP.

For the evaluation, the proposed system decides LDEV based on AMP,
HMP and ER considering real landslide disasters sites. The AMP and HMP
are decided from topographic data before the landslide disasters using the infor-
mation from Geospatial Information Authority of Japan. In addition, ER is
decided from the rainfall sensing data at the time of landslide disasters by the
Japan Meteorological Agency. The half-life of ER is decided to be 72 [hour]
considering the soil type of the target area. Table 2 shows the evaluation results
of LDEV for landslide disasters in Tsushima, Kita-ku, Okayama City, Okayama
Prefecture, Japan and Furusato, Furusato-cho, Kagoshima City, Kagoshima Pre-
fecture, Japan. In the case of Tsushima, the AMP is about 28 [deg.], HMP is
about 72 [m]| and ER is about 277 [mm]. The LDEV value decided by Fuzzy-
based system is 0.864 [unit]. In the case of Furusato, AMP is about 32 [deg.],
HMP is about 94 [m] and ER is about 146 [mm]. The LDEV value decided
by Fuzzy-based system is 0.812 [unit]. The evaluation results show that the
proposed system can estimate LDR according to the rainfall and topography
parameters and by using real data collected on the wide areas by WSN.
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(a) Aerial view of the target mountain.
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Table 2. Evaluation results of LDEV in the target area.

Leation | AMP [deg.] | HMP [m] | ER [mm]| LDEV [unit]
Tsushima | 28.4 72.4 277 0.864
Furusato |32.4 94.7 146 0.812

3.2 Evaluation Results for Danger Area Estimation Based on LDR

We show the visualization results in Fig. 5. Figure 5(a) shows the aerial view of
the mountain used as target area. The visualization results of DEM elevation
data are shown in Fig. 5(b), the decided inclination angles are shown in Fig. 5(c)
and the occurrence danger areas based on LDR are shown in Fig. 5(d). The visu-
alization results show the landslide disaster area can be visualized by using the
LDEYV estimated values from the height and inclination angle of the mountain.

4 Conclusions

In this paper, we proposed a Fuzzy-based system for the estimation of LDR
considering the data collected by WSN and then to predict the landslide disaster
areas based on LDR. Also, we evaluated the proposed system using the data
from real landslide disaster sites. The evaluation results show that the proposed
system can estimate LDR according to the rainfall and topography parameters
and by using real data collected on the wide areas by WSN.

In the future, we would like to optimize the placement of sensors based on
the predicted landslide disaster areas.
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Abstract. In this paper a human-centered protocol will be presented for efficient
and secure information management in distributed systems. Such techniques will
be used in creation new security applications oriented on application of personal
features in security solutions. Human-centered information management allow to
facilitate data distribution in cloud infrastructure and distributed systems. Such
techniques also allow to increase security of data management procedures.

Keywords: Human-centered protocols - Data security - Distributed systems -
Data management

1 Introduction

Human-oriented data protection protocols are formed on the basis of analysis of human
thought processes, the application of personal characteristics individual to each protocol
user, and unique peculiarities characteristic of the person. Each user of a cryptographic
data protection protocol can be assigned his or her individual characteristics, contained
in personal sets of biometrics. These range from the well-known and widely used per-
sonal identification features, i.e. fingerprint, retinal scan, to the more complex ones, i.e.
DNA code, fingerprint scan of both hands. However, regardless of the complexity of
the solutions used, all biometric data can constitute an individual and unique kind of
stamp marking each of its holders. This type of unique marking of the feature holder is
extremely beneficial in the process of proper verification and identification [1-3]. This
is because the uniqueness of the features is a guarantee that the system analyzing the
data will not confuse or misidentify the holder of the features in question.

The use of individual biometrics in the process of personal identification and veri-
fication ensures that they are properly associated with their holder. However, solutions
based on the use of more than one biometrics are increasingly being used. Such a solu-
tion is aimed at eliminating possible mistakes of the system performing the verification
process.

Correct recognition at all stages of the identification process allows us to assume that
the system has correctly linked the pattern with the holder of the biometric features. This
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means correct verification of the system user. If one of the indicated biometrics is verified
correctly and another is not, then additional identification of the user through additional
analysis is required. The verification process may end in incorrect verification due to, for
example, a bad or incomplete tag reading, reader error or system error. For example, the
reading of the most popular biometric, which is the fingerprint, may encounter difficulties
due to the fact that the fingerprint will be unreadable. In such cases, it is a good idea
to use fingerprint analysis of all fingers because of the problems that can occur with
reading a selected one.

Human-oriented protocols will be presented in this paper as those solutions that are
designed to serve a particular type of data protection based on individual solutions [4,
5]. These models are open, which means that it is possible to modify them with new
personal data/biometrics, the scope of which is inspired by the capabilities of computer
systems, the area of application, the computing power of the machine units that conduct
the analysis, and the speed of data processing.

2 Human-Centered Protocols for Secure Data Management

Human-oriented protocols are used for secure data management. These processes are
implemented in a variety of information systems, with varying degrees of implemen-
tation, but nevertheless in the processes of information management it is necessary to
secure information from unauthorized access, disclosure or declassification.

Data security processes, due to their diversity, are applied at various stages of data
processing. Information that is not generally available, confidential, secret, protected,
strategic, developmental, military, etc., is processed by persons authorized to possess it,
but this does not exclude it from circulation in information systems, which are exposed
to attempts to seize, hack or modify it.

Indeed, each type of the aforementioned information is of strategic importance and,
due to this fact, is information desired by various entities and individuals. In order to
protect this type of data, various solutions are used to secure it.

A new type of protocols that allow secure data management are human-oriented
protocols. Their special feature is that algorithms based on individual personal char-
acteristics are used in the process of information sharing, distribution, storage, and
restoration.

The use of personal characteristics makes it possible to identify unambiguously
the recipient of the information, and in the process of verification to properly identify
its holder. A novelty aimed at enriching previously known solutions for secure data
management are data sharing protocols based on human-centered solutions.

Human-oriented protocols, therefore, allow full verification of a participant in a
secure data management protocol and verification of the part of all secret parts [6—8].
On the other hand, in the process of restoring the secret, they allow proper identification
of all shadow holders. The human-centered protocol based on secure data management
protocol is as follows:
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Protocol 1. Human-centered protocol for secure data management

//definition of threshold scheme//
- determination of the number of participants (n)
in the protocol
- definition of the number of shadows (m)
- definition of the type of data sharing -
privileged/equal

//definition of the basic set of biometrics - random
selection of biometrics in the process of verification of
protocol participants//

- definition of a basic set of biometrics from which
the system will randomly select a biometric on the
basis of which each protocol participant will be
verified

- definition of an additional set of biometrics for
each protocol ©participant, to be used if
verification based on the basic set of biometrics
fails

- definition of the specific characteristics of
protocol participants on the basis of which
independent personal identification and
verification will be possible

//definition of verification levels in the data management
protocol//

- definition of the stages of personal verification

- definition of processes for managing input

information, classified data, shadows of shared

secret
- definition of how to verify secret holders in the
processes of secret sharing, distribution,

processing, storage and restoration

3 Secure Data Management in Distributed Systems

Secure data management protocols based on the proposed solutions can be used in various
areas of information management. One of them is distributed systems, operating not only
within the selected structure but also outside it, and at different levels of management.

Distributed structures are characteristic of systems with a multilayer structure, whose
data is sent outside the area of the entity where it was created/acquired. Transmitting
them to external structures provides greater flexibility of the implemented processes
and optimizes the cost of data storage and management. This type of solution allows to
manage large collections of information from any level — both of the primary entity and
of independent entities which are levels superior to the structure.
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Data management at the primary level allows its distribution to the fog or cloud levels,
from which the implementation of secret management processes is possible using the
described solutions based on human-centered protocols.

These protocols applied at different levels of data management, while using human-
centered solutions that guarantee proper processes for identifying and verifying protocol
participants, make it possible to realize extensive and extensive processes of secure data
management.

Indeed, the essence of this solution is the multi-level application of threshold schemes
in the processes of data protection implemented with the participation of individual
features of secret marking.

The multi-level nature of distributed structures is further enforced by the need for
universal solutions that guarantee the effectiveness of the data protection process at
different levels of the structure.

The ability to implement data security processes while securing and protecting data
is due to the use of individual biometric tags of each part of the protected secret. An
attempt to recreate this secret is as strongly protected as the entire shared information.
This is also due to the use of biometrics to verify the parts of the secret being assembled.

The versatility of the proposed methods allows them to be widely used, from single
structures where important data is processed and protected, to large entities operating in
a changing environment and diverse external conditions.

4 Conclusions

The subject of this work was the possibility of using solutions based on human-centered
protocols for secure data management in distributed structures. The possibility of devel-
oping such protocols stems from the versatility of threshold schemes, in which it is
possible to incorporate shadow biometric marking processes arising from the division
of protected/hidden information.

Biometric features as individual for each participant in the protocol allow to uniquely
identify each of them, and their selection is random, making it more difficult to predict
what solution will be chosen by the data protection system.

The implementation of such data protection processes can be carried out in classi-
cal data management structures, but can also be effectively implemented in distributed
structures.
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Abstract. The MVCC (Multi-Version Concurrency Control) is so far
proposed to increase the concurrency of multiple conflicting transactions
and the scalability of a distributed system. However, the larger num-
ber of transactions are concurrently performed, the larger amount of
electric energy is consumed by servers in a system. In our previous stud-
ies, the EEMVTO (Energy-Efficient Multi-Version Timestamp Ordering)
algorithm is proposed to not only reduce the total electric energy con-
sumption of servers but also increase the throughput of a system by not
performing meaningless write methods on each object. In this paper, the
IEEMVTO (Improved EEMVTO) algorithm is newly proposed to fur-
thermore reduce the total electric energy consumption of servers by not
performing meaningless read methods in addition to meaningless write
methods. The evaluation results show the total electric energy consump-
tion of servers can be more reduced in the IEEMVTO algorithm than
the EEMVTO algorithm.

Keywords: Multi-version concurrency control - Energy-Efficient
Multi-Version Timestamp Ordering (EEMVTO) + Improved EEMVTO
(IEEMVTO) algorithm - Object-based system - Transaction

1 Introduction

In current information systems, a huge number of IoT (Internet of Things)
devices [1,2] are deployed in a system and each IoT device collects various types
of data like temperature and humidity which are required by an application.
A huge volume of data is gathered from these IoT devices in order to realize
applications and the data gathered from IoT devices is encapsulated along with
methods to manipulate data as an object [3] like database systems. An applica-
tion is composed of multiple objects distributed to multiple physical servers in an
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object-based system [3,4,6]. A transaction [7,8] is an atomic sequence of methods
to manipulate objects. In order to utilize an application service, a transaction
is created on a client and issues methods supported by each target object. Mul-
tiple conflicting transactions have to be serialized [4,6-11] to keep every object
mutually consistent. The MVCC (Multi- Version Concurrency Control) [9,10] is
proposed to not only serialize conflicting transactions but also increase the con-
currency of transactions and scalability of a system. In the MVCC, each read
method is ensured to read the latest committed version of each object. In addi-
tion, each read method is not blocked by the other methods. As a result, the
MVCC can increase the concurrency of transactions and the throughput of a
system. In order to realize the MVCC, the MVTO (Multi- Version Timestamp
Ordering) algorithm [9,10] is proposed. However, the more number of transac-
tions are issued in a system, the larger amount of electric energy is consumed by
servers since every method issued to each target object is surely performed on
each object. Hence, it is critical to discuss how to not only increase the concur-
rency of transactions and the throughput of a system but also reduce the total
electric energy consumption of servers as discussed in Green computing systems
[5,6,12-15].

In our previous studies, meaningless write methods [16] which are not required
to be performed on each object are defined based on the precedent relation
among transactions and the semantics of methods. Then, the EEMVTO (Energy-
Efficient Multi- Version Timestamp Ordering) algorithm [16] is proposed to not
only reduce the total electric energy consumption of servers but also increase
the throughput of a system by not performing meaningless write methods on
each object. In this paper, we newly introduce meaningless read methods which
are not required to be performed on each object. Then, the Improved EEMVTO
(IEEMVTO) algorithm is newly proposed to furthermore reduce the total electric
energy consumption of servers and the execution time of each transaction by not
performing both meaningless read and write methods. The IEEMVTO algorithm
is evaluated in terms of the total electric energy consumption of servers and the
average execution time of each transaction compared with the EEMVTO algo-
rithm. Evaluation results show the total electric energy consumption of servers
and the average execution time of each transaction in the IEEMVTO algorithm
can be more reduced than the EEMVTO algorithm.

In Sect. 2, we present the system model and the MVTO algorithm. In Sect. 3,
we propose the IEEMVTO algorithm. In Sect. 4, we evaluate the IEEMVTO
algorithm compared with the EEMVTO algorithm.

2 System Model

2.1 Object-Based Systems

A system is composed of a cluster S of multiple servers s1, ..., s, (n > 1) and
clients interconnected in reliable networks. Let O be a set of objects o1, ...,
om (m > 1) in the system. An object [3] is an unit of computation resource
like a database. Each object op is an encapsulation of data d; and methods to
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manipulate data dj in the object op. Each object oy is allocated to a server s;
in the cluster S. Methods are classified into read (r) and write (w) methods
in this paper. Write methods are furthermore classified into full write (fw) and
partial write (pw) methods, i.e. w € {fw, pw}. A full write method fully writes
a whole data dj in an object op. A partial write method writes only a part of
data dp, in an object op,.

2.2  Multi-Version Timestamp Ordering (MVTO) Algorithm

A transaction is an atomic sequence of methods [8]. A transaction 7" issues
read (r) and write (w) methods to manipulate objects in the set O. Let T be a
set {T, ..., T*} (k > 1) of transactions issued in a system. Multiple conflicting
transactions are required to be serializable [7,8] to keep all the objects mutually
consistent. The MVCC (Multi-Version Concurrency Control) [9] is proposed to
increase the concurrency of transactions and the throughput of a system. Let H
be a schedule [9] of the transaction set T. Each object o5, has a totally ordered set
Dy, of multiple versions d}, ..., d}, (I > 1) of data dj,. A totally ordered relation
< (C D}QL) shows an order of versions of data d; of an object op written in a
schedule H. d} <, dfl means d} is written before dfl in an object op. Let <
be an union of version orders <, for every data d; in a schedule H, i.e. <
= Uy, co<n- A transaction T7 reads data from another transaction T* (T* —
T7) in a schedule H iff the transaction 77 reads a version di of an object o,
written by the transaction 7% T* ||z T7 iff neither T® — 5 T9 nor T7 —py T°.
A schedule H is (T, —p) (C T?).

[One-Copy Serial]. A schedule H = (T, —g) is one-copy serial [9] iff (if and
only if) for every pair of different transactions 7% and T7 in T, either T® —p
Tj, Tj —H Ti, or Ti HH Tj.

In an one-copy serial schedule OH = (T, —op) (C T?), if T* -y T7, T*
—op T7, and the relation, —o g is acyclic. _

Let r{(d}) be a read method issued by a transaction T" to read a version dj ,
which is written by a transaction 77, of an object o5 on a server s;. Let w}(d},)
be a write method issued by a transaction 7" to write a version di in an object
Op, OLl & Server S.

A multi-version schedule MV S is (T, —prvs) (C T?) where for every pair
of transactions 7% and 77 in T, the following conditions hold:

(1) If Tl —O0OH Tj, Ti — MVS Tj.
(2) If T writes a version di, TV reads a version df, and T% — s T7, di <5,
dy or di, = d.

[One-Copy Serializability]. A multi-version schedule MV S = (T, — v g) is
one-copy serializable [9] iff for every pair of transactions 7% and T in T, either
T —pvs T, T7 —pys T or T || pvs TV

The MVTO (Multi-Version Timestamp Ordering) algorithm [9,10] is pro-
posed to make transactions one-copy serialize. Each transaction 77 is given an
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unique timestamp 7'S(T%) which shows time when the transaction T* is created.
Suppose a transaction T* issues a method op to manipulate an object oy in a
server s;. In the MVTO algorithm, a method op issued by a transaction T is
performed by the following procedure [9,10]:

1. If a method op is a read method ri(d}), the read method op reads a version
df written by a transaction T* whose timestamp 7'S(T*) is the maximum in
TS(T*) < TS(T).

2. If a method op is a write method wi(d}), the write method op is rejected
if a read method 77 (d¥) is performed on the object o such that T'S(T*) <
TS(T?) < TS(T?). Otherwise, the write method wi(d}) is performed.

By using the MVTO algorithm, each read method reads the latest committed
version of an object oy,. In addition, each read method is not blocked by the other
methods.

2.3 Data Access Model

Methods which are being performed and already terminate are current and
previous at time 7, respectively. Let RP;(7) and W P;(7) be sets of current read
(r) and write (w) methods on a server s; at time 7, respectively. A notation P(7)
shows a set of current read and write methods on a server s; at time 7, i.e. P;(7)
= RP,(7) U W P,(7). Each read method 7(d?,) in a set RP;(7) reads a version dJ,
in an object oy, at rate RRi(7) [Byte/sec (B/sec)] at time 7. Each write method
wi(di) in a set WP(7) writes a version di, in an object o at rate WRi(T)
[B/sec] at time 7. Let maxzRR; and maxzW R; be the maximum read and write
rates [B/sec] of read and write methods on a server s, respectively. The read rate
RRi(7) (< maxRR;) and write rate W Ri(7) (< mazW R;) are dry(7) - maxRR;
and dw(7) - maxW Ry, respectively. Here, dri(7) and dw:(7) are degradation
ratios. 1 / (|RP(7)| + rwy - |[WP(7)|) and 1 / (wry - |[RP,(7)| + |[WE(7)]),
respectively, where 0 < rw; < 1 and 0 < wry; < 1. 0 < dry(r) < 1 and 0 <
dwy (1) < L. ,

The read laxity rli(7) [B] and write lazity wli(7) [B] of methods ¢ (d7 ) and
wi(d;) show the amount of data to be read and written in an object o5, by the
methods 7% (d} ) and w(d3) at time 7, respectively. Suppose that methods 7% (d? )
and wi(di) start on a server s; at time st;. At time st}, the read laxity rli(r)
= rbi [B] where rbi is the size of the version dfl in an object op,. The write
laxity wii(T) = wbj, [B] where wbj, is the size of the version to be written in
an object oy,. The read laxity rli(7) and write laxity wli(7) at time T are rb), -
Y7__ RRy(r) and wbj, - Z::St§WR§(T), respectively.

T= stl

2.4 Power Consumption Model of a Server

In our previous studies, the PCS model (Power Consumption model for a Storage
server) [17] to perform storage and computation processes are proposed. Let
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E(7) be the electric power [W] of a server s; at time 7. maxE; and minE; show
the maximum and minimum electric power [W] of the server s;, respectively. In
this paper, we assume only read and write methods are performed on a server
st. According to the PCS model [17], the electric power Ey(7) [W] of a server s;
to perform multiple read and write methods at time 7 is given as follows:

WE, if [WP,(7)| > 1 and |RP,(7)| =0
() = WRE, (o) if [WP,(7)| > 1 and |[RP,(7)| > 1. W
ST\ RE, if |WP,(7)| = 0 and |RP,()| > 1

A server s; consumes the minimum electric power minE; [W] if no method is
performed on the server s, i.e. the electric power in the idle state of the server
s¢. The server s; consumes the electric power RE; [W] if at least one r method is
performed on the server s;. The server s; consumes the electric power W E; [W]
if at least one w method is performed on the server s;. The server s; consumes
the electric power WRE(a) [W] = « - RE; + (1 - «) - WE; [W] where a =
|RP.(7)| / (JRP:(7)| + |WP:(7)|) if both at least one » method and at least one
w method are concurrently performed. Here, minE; < RE; < WRE;(a) < WE,
< maxE;. The total electric energy TEFE; (71, 12) [J] of a server s; from time 7
to 79 is 72, Ey(7). The processing electric power PEP,(7) [W] of a server s,
at time 7 is Ey(7) - minFE;. The total processing electric energy TPEFE: (71, T2)
of a server s; from time 71 to 72 is given as TPEE (1, 72) = X2 _PEP(7).

T=T71

3 Improved EEMVTO (IEEMVTO) Algorithm

3.1 Meaningless Methods

Let M Hp, be a local schedule of methods which are performed on an object
op in a multi-version schedule M H. A method op' of a transaction T locally
precedes another method op? of a transaction T2 in a local schedule M H}, (op!
— o, op?) iff TV —ym T? and op' is performed before op? on an object
op- Suppose a partial write method pwi(d}'l) issued by a transaction 7% locally
precedes another full write method fuw’ (di) issued by a transaction 77 in a local
schedule M Hy, (pw'(di) — rrm, fwj(d{l)) on an object op,. Here, the partial write
method pw*(d},) is not required to be performed on the object oy, if the full write
method fw’ (d{l) is surely performed on the object oy, just after the partial write
method pw?(dz), i.e. the full write method fuw? (dgl) can absorb the partial write
method pw*(d},).

[Absorption of Write Methods]. A full write method op! absorbs another

partial or full write method op? in a local subschedule M H;, on an object oy, iff
one of the following conditions is hold:

1. op?> —arm, op' and there is no read method op’ such that op? —rp, op’
— MH), 0P1~
2. op' absorbs op® and op® absorbs op? for some method op?.
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[Absorption of Read Methods|. A read method op' absorbs another read
method op? in a local subschedule Hj, of an object oy iff one of the following
conditions is hold:

1. opt —p, op? and there is no write method op’ such that op* —p, op’ — g,
op?.
2. op' absorbs op® and op® absorbs op? for some method op?.

[Meaningless Methods]|. A method op is meaningless iff the method op is
absorbed by another method op’ in the local subschedule M Hj, on an object oy,.

3.2 IEEMVTO Algorithm

In this paper, the IEEMVTO (Improved EEMVTO) algorithm is newly proposed
to furthermore reduce not only the total electric energy consumption of a cluster
of servers but also the average execution time of each transaction by not per-
forming meaningless read and write methods on each object. In this paper, we
assume transactions are serialized based on the MVTO algorithm [9,10].

Suppose a read method 7%(dF) issued by a transaction T° is performed on
the object oy, as shown in Fig. 1. A transaction 77 issues a read method rf (of)
to the object oj, while the read method ri(d¥) is being performed on the object
on. In the MVTO algorithm, the read method 77 (of) is performed on the object
op, as soon as the object op, receives the read method r{(oﬁ). In the IEEMVTO
algorithm, the read method 7 (of) is meaningless since the read method r}(of)
issued by the transaction 7% is being performed on the object 05 and the read
method 7¢(of) absorbs the read method r{(of). Hence, the read method 77 (o)
is not performed on the object o5, and a result obtained by performing the read
method 7{(oF) is sent to a pair of transactions 7% and T9.

Tj

the read method issues by
the transaction 7 is not
performed.

result

time

Fig. 1. A meaningless read method.

Suppose a transaction 7" issues a partial write method pwi(dﬁl) to an object
op, allocated to a server s; as shown in Fig.2. In the MVTO algorithm, the
partial write method pwi(d;,) is performed on the object op, as soon as the object
op, receives the partial write method pwi(df). In the EEMVTO algorithm, the



186 T. Enokido et al.

object op, sends a termination notification of the partial write method pwi(d)
to the transaction T* as soon as the object oy, receives the partial write method
pwi(d:). However, the partial write method pw(d;) is not performed until the
object oy receives a method op which is performed just after the partial write
method pw(di) on the object oy, i.e. the partial write method pwi(d} ) is delayed.
Suppose a transaction TV issues a full write methods fw{ (d{l) to the object oy
after the transaction 7% commits. Here, the partial write method pw{(d) issued
by the transaction T¢ is meaningless since the full write method f wz (d?l) issued
by the transaction 77 absorbs the partial write method pw}(d;) on the object op,.
Hence, the full write method fw? (dfl) can be performed on the object op, without
performing the partial write method pwj(d;). This means that the meaningless
write method pw}(d;) is not performed on the object op,.

i i
-------------- pw, (dy)
the partial write method is not performed
until the next method is performed.

==

commit .
7!

time

notification

Al

commit

time

Fig. 2. Omission of a meaningless write method.

Suppose a transaction 77 issues a read method r{ (di)) after another transac-
tion T commits. Here, the partial write method pwé(d%) issued by the transac-
tion 7% has to be performed before the read method 7 (di) is performed since
the read method r{ (di) has to read a version di written by the partial write
method pwj(di).

Let 0,.Cr be a read method ri(dF) issued by a transaction 7%, which is being
performed on a object op,. A notation o5.Dw is a write method w(d?) issued by a
transaction 7" to write data d}, of an object oy, in a server s;, which is waiting for
amethod op to be performed on the object oy, after wz(d}l) Suppose a transaction
T" issues a method op to an object 05,. In the IEEMVTO algorithm, the method
op is performed on the object o, by the following IEEMVTO procedure:

IEEMVTO(op) {
if op = r, { /* op is a read method. */
if oh.Dw = ¢, {
if 05,.Cr = ¢, {
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op,.Cr = op(dF);
perform(op(df)); /* df; is the latest committed data. */
op.Cr = ¢;

}

else a result of 0;,.Cr is sent to a transaction T

else {
perform/(oy.Dw);
op.Dw = ¢;

0p,.Cr = op(dF);
perform(op(dy)); /* df is the latest committed data. */
op.Cr = ¢;
¥
}

else { /* op is a write method. */
if op,.Dw = ¢, op.Dw = op(dL);
else { /* on.Dw # ¢ */
if op(di) absorbs oy,.Dw, op.Dw = op(d},); /* on.Dw is not performed. */
else {
perform/(oy.Dw);
op.Dw = op(d},);
}
}
¥
}

In the IEEMVTO algorithm, the total electric energy consumption of a clus-
ter S of servers can be furthermore reduced than the EEMVTO algorithm since
the number of read and write methods performed on each object can be more
reduced. In addition, the computation resources which are used to perform mean-
ingless read and write methods can be used to perform the other methods in
each server s;. As a result, the execution time of each transaction can be more
reduced in the IEEMVTO algorithm than the EEMVTO algorithm. This means
that the throughput of a system can increase in the IEEMVTO algorithm than
the EEMVTO algorithm.

4 Evaluation

4.1 Environment

We evaluate the IEEMVTO algorithm in terms of the total processing electric
energy of a cluster S of homogeneous servers and the average execution time
of each transaction compared with the EEMVTO algorithm [16]. The cluster S
of servers is composed of ten homogeneous servers si, ..., s10 (n = 10), where
every server s; (t = 1, ..., 10) follows the same data access model and power
consumption model. Parameters of each server s; are shown in Table 1, which
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are obtained based on the experimentations [17]. There are thirty objects oy, ...,
030 in a system. The size of data in each object oy, is randomly selected between
50 and 100 [MByte]. Each object oj supports read (r), full write (fw), and
partial write (pw) methods. Each object is randomly allocated to a server s; in
the cluster S.

Table 1. Homogeneous cluster S of servers (¢ = 1, ..., 10)

Server s; | marxRR; maxW R, rw |wry | minEy | WE; | RE;
st 80 [MB/sec] |45 [MB/sec] | 0.5 | 0.5 |39 [W] |53 [W] |43 [W]

The number nt (0 < nt < 500) of transactions are issued to manipulate
objects. Each transaction issues three methods randomly selected from one-
hundred fifty methods on the fifty objects. The total amount of data of an
object oy, is fully written by each full write (fw) method. On the other hand, a
half size of data of an object op, is written and read by each partial write (pw)
and read () methods, respectively. The starting time of each transaction T is
randomly selected in a unit of one second between 1 and 360 [sec].

4.2 Total Processing Electric Energy Consumption

Figure 3 shows the total processing electric energy consumption [KJ] of the clus-
ter S of servers to perform the number nt of transactions in the IEEMVTO and
EEMVTO algorithms. For 0 < nt < 500, the total processing electric energy
consumption of the cluster S of servers can be more reduced in the IEEMVTO
algorithm than the EEMVTO algorithm. In the IEEMVTO algorithm, mean-
ingless read and write methods are not performed on each object. As a result,
the total processing electric energy consumption of the cluster S of servers can
be more reduced in the IEEMVTO algorithm than the EEMVTO algorithm.

4.3 Average Execution Time of Each Transaction

Figure4 shows the average execution time [sec|] of the nt transactions in the
IEEMVTO and EEMVTO algorithms. In the IEEMVTO and EEMVTO algo-
rithms, the average execution time increases as the total number nt of transac-
tions increases since more number of transactions are concurrently performed.
For 0 < nt < 500, the average execution time of each transaction can be more
reduced in the IEEMVTO algorithm than the EEMVTO algorithm. In the
IEEMVTO algorithm, each transaction can commit without waiting for perform-
ing meaningless methods. Hence, the average execution time of each transaction
is shorter in the IEEMVTO algorithm than the EEMVTO algorithm.
Following the evaluation, the total processing electric energy consumption
of a homogeneous cluster S of servers and the average execution time of each
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transaction can be more reduced in the IEEMVTO algorithm than the EEMVTO
algorithm. Hence, the IEEMVTO algorithm is more useful than the EEMVTO
algorithm.

5 Concluding Remarks

In this paper, we newly proposed the IEEMVTO algorithm to reduce not only
the total processing electric energy consumption of a cluster of servers but also
the average execution time of each transaction by not performing meaningless
read and write methods. We evaluated the IEEMVTO algorithm compared with
the EEMVTO algorithm. The evaluation results showed the total processing
electric energy consumption of a cluster of servers and the average execution
time of each transaction can be more reduced in the IEEMVTO algorithm than
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the EEMVTO algorithm. Following the evaluation, the IEEMVTO algorithm is
more useful than the EEMVTO algorithm.
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Abstract. Recently, with the rapid development of the Internet of Things (IoT)
technology, wide variety of objects in our surrounding environment newly con-
nected to a network. In order to provide continuous network services, the limited
communication resources must be utilized effectively.

In order to increase network capacity, full-duplex wireless communication
allowing a node to simultaneously transmit while receiving on the same com-
munication channel has became more attractive. Compared to the half-duplex
wireless communication where a node can either transmit or receive at once, full-
duplex wireless communication can achieve as up to twice as the communication
capacity. However, in order to maximize the use of full-duplex wireless com-
munication, appropriate scheduling on simultaneous transmissions and selecting
the appropriate destinations avoiding collisions with the other transmissions, are
required.

In this paper, we propose a method to improve communication throughput by
selecting multiple secondary senders from primary sender’s neighbors that never
interfere with the other primary transmissions. In addition, our proposal make
new transmission immediately after the extended RTS/CTS handshake for pro-
tecting the new full-duplex transmissions.

1 Introduction

Recently, with the rapid development of the IoT [1] technology, we can monitor and
drive a lot of devices in the real spaces with sensors and actuators. In order to connect
wide variety of objects in our surrounding environment to the network newly and pro-
vide continuous network services, the limited communication resources must be utilized
effectively.

It is obviously that total network bandwidth can be increased by additional com-
munication channel which is independent from the other exiting channels. In the case
of wired network, it is easy to add such channel by adding new cable to the network.
This is because, basically, different cable does not interfere the other cable separated
physically, each other. On the other hand, in the case of wireless communications, it
is hard to increase network capacity because of a difficulty of remove interferences
among neighboring communication nodes in the same radio frequency. However, due
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to the easy placement without any cabling, wireless connections are strongly requested
to utilize the ability of IoT devices. In wireless communications, collisions are one of
the reasons of performance reduction. Especially, on Carrier Sense Multiple Access
(CSMA), in which data packets are sent immediately after carrier sending, collision
occurs when a node around the destination node starts at last one new transmission.
Therefore, it is effective to use RTS/CTS (Request To Send/Clear To Send) exchange
prior to DATA transmission in order to suppress interference transmissions from neigh-
bor node of receiver. Similarly, in the case of full-duplex wireless communication, col-
lision avoidance is also essential to improve performance.

One of the strong candidate methods for increasing a channel capacity in one band,
is full-duplex wireless communication [2] allowing a node to simultaneously transmit
while its receiving on the same communication channel. Compared to the half-duplex
wireless communication where a node can either transmit or receive at once, full-duplex
wireless communication can achieve as up to twice as the communication capacity.
However, in order to maximize the use of full-duplex wireless communication, appro-
priate scheduling on simultaneous transmission [3—5] and selecting the appropriate des-
tinations avoiding collisions among the other transmissions [6,7], are required. At the
same time, it is necessary to develop control packets and communication protocols for
full-duplex wireless communication.

In this paper, we propose a method to improve communication throughput by select-
ing multiple secondary senders from primary sender’s neighbors that never interfere
with other primary transmissions. In addition, our proposal make new transmissions
immediately after the extended RTS/CTS handshake for protecting the new full-duplex
transmissions. The result of computer simulations confirms that our proposal effective
increases the network capacity.

2 Full-duplex Wireless Transmission

Full-duplex wireless communication can perform transmission and reception simulta-
neously on the same channel. In this section, we describe the characteristics of full-
duplex wireless communication. Hereafter, the primary transmission refers to the first
communication in full-duplex wireless communication, and the secondary communica-
tion refers to the communication started synchronously with the primary transmission.

2.1 Full-duplex Transmission Fassions

Full-duplex communications can be divided into bi-directional full-duplex communica-
tions and relay full-duplex communications according to the differences of the transmis-
sion and reception node type [8]. In addition, the latter relay full-duplex communication
can be further divided into two types depending on the difference of the secondary des-
tination node. In the following description, a primary transmitter and a primary receiver
are indicated as PT and PR, and a secondary transmitter and a secondary receiver are
indicated as ST and SR, respectively.
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Bi-directional Full-duplex Transmissions. Bi-directional full-duplex transmissions
can be performed if and only if the any two neighboring nodes have at least one packet
destined to each other. On bi-directional full-duplex communication, PR receives a pri-
mary packet and sends a secondary packet to PT. Therefore, as shown in Fig. 1, PT and
SR, PR and ST are the same node.

Fig. 1. Bi-directional full-duplex transmission

Relay Full-duplex Communication. Relay full-duplex communication is performed
by three nodes. This communication can be further classified into PR-based relay full-
duplex communication and PT-based relay full-duplex communication based on the
difference of the role of ST.

PR-based relay full-duplex communication is performed when PR has packets other
than PT. Therefore, as shown in Fig. 2, PR and ST are the same node, but PT and SR
are different nodes.

Fig. 2. PR-based full-duplex transmission.

On the other hand, the latter PT-based relay full-duplex communication is per-
formed when a neighbor other than PR hearing the primary transmission packet des-
tined to PT. Therefore, as shown in Fig. 3, PT and SR are the same node, but PR and ST
are different nodes.

Fig. 3. PT-based full-duplex transmission.

Relay full-duplex communication has an advantage that it can be applied to nodes
employing only half-duplex communication. In Fig.2 and 3, only the center node can
both transmits and receives simultaneously, while the nodes on the left and opportunity
only transmit or receive.
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2.2 Challenges of Full-duplex Wireless Transmission

One of the challenges of full-duplex wireless communication is the interference [9—
12]. As shown in Fig. 4, self-interference and inter-user interference will be generated
during full-duplex wireless communications.

Self-interference is induced by its transmission wave on a receiving node. Due to
the property of its transmission wave is known, self-interference can be reduced by
advanced signal processing techniques using analog and digital circuits [9].

On the other hand, inter-user interference is caused by transmission waves from the
other nodes. In the case of bi-directional full-duplex communication, new transmissions
within the transmission range of both PT and ST are suppressed, so inter-user interfer-
ence rarely occur. In the case of relay full-duplex communication, if the SR exists within
the communication range of the PT, as shown in Fig. 4, the primary transmission inter-
fered and the desired secondary transmission will be degraded. It is difficult to remove
the inter-user interference from unknown multiple nodes than self-interference.

self interference

Inter-user interference

Fig. 4. Self-interference and inter-user interference in PR-based relay full-duplex communica-
tions.

3 Method for Selecting Multiple Nodes for Synchronous
Transmission

In this section, we propose a method selecting multiple nodes for synchronous transmis-
sions together with prior started PR-based relay full-duplex transmission. Here, nodes
for synchronous transmissions are selected from PT’s neighbor nodes. These nodes will
be selected according to relationship of node connections each other. Selected nodes are
ensured that receivers of those selected transmitters never receive interference from the
other synchronous transmitters. In addition, nodes selected as synchronous transmitters
are not required to implement a full-duplex function. Hence, our proposal can select
half-duplex nodes as synchronous transmitters. The proposed method aims to increase
the transmission opportunities by increasing the number of synchronous transmitters
and improving throughput by avoiding collisions between each transmission nodes.
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3.1 Transmission Procedure

Figures 5, 6 show the examples of topology and transmission sequence of our proposal.
In parallel with PDATA, SynT sends SynR DATAsyn. In Fig. 5, the solid line indicates
the suppression range of PRTS, the double line indicates the suppression range of PCTS,
and the dotted line indicates the suppression range of SCTS. PRTS includes the node
ID of PT, PR and candidate transmission nodes list, PCTS includes the node ID of PT,
PR, ST and SR, and SCTS includes the node ID of ST and SR.

Each node has random backoff, independently when a transmission request occurs,
and PT that has the transmission opportunity sends PRTS with the node ID at the head
of the transmission queue as PR. Nodes receiving PRTS proceed on the basis of its node
type as follows:

1. PR sends back PCTS when it is idle
2. candidate transmission nodes set NAV until PDATA start time
3. another nodes set NAV until PDATA transmission completion time

Nodes receiving PCTS proceeds on the basis of its node type as follows:

1. PT can send PDATA after SCTS transmission completion time
2. SR sends back SCTS
3. another nodes set NAV until SCTS transmission completion time

Nodes receiving SCTS proceeds on the basis of its node type as follows:

1. ST can send SDATA synchronously with PDATA
2. another nodes set NAV until the completion time of SDATA transmission

... SCTS .__PCTS PRTS

Fig. 5. Example topology.
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3.2 Selection Algorithm of Candidate Transmitters

In our proposal, synchronous transmission nodes will be selected from PT’s neighbor
nodes for avoiding collision between other transmissions. The procedures of making
such list are described below:

1. Make the set S be the collection of neighbor PT
2. Pick up nodes fulfilling the following conditions:
a. not connected to PR
b. not shared the destination with PR
3. Calculate influence of nodes selected on step 1, and add a node to candidate node
list if it has a minimum value of influence.
4. Remove node from S, fulfilling the following conditions:
a. candidate node selected on step3
b. neighbor of candidate node
¢. node sharing destination with PR

In the step 2 on the above procedure, value of influence is a number of nodes
that are 2 hops away from PT and neighbors of the candidate node. We propose that
increase the number of synchronous transmissions by selecting the node with the small-
est influence to the neighbors.

3.3 Method for Selecting Destination of Synchronous Transmission

PT sends packet as a primary transmission to the node recorded in a packet on a head of
its queue. ST also behaves as PR, sends packet as secondary transmission to the node
outside the PT’s transmission range because of avoiding the collision on the PR. SynT
described by the candidate list also determines the SynR outside the PT’s transmission
range. If neither the ST nor the SynT has a transmission queue that meets the conditions,
it postpones own new transmission until the PDATA transmission end time. When it
have no transmission queue meeting the required conditions even if it is designated as
the ST or the SynT.
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4 Performance Evaluation

This section reports the results of performance evaluation of the proposal. Simulation
parameters are shown in Table 1. PT is placed in the center, and the other nodes are
placed randomly in a simulation field. Full-duplex wireless communication will be per-
formed only when the center node gets the transmission opportunity. When other node
gets a floor, it performs half-duplex wireless communication after RT'S/CTS exchange.

Table 1. Simulation parameters

Parameter Value

Transmission speed 1 Mbps

Communication range | 100 m

Simulation period 10.0s
Simulation field 500 m x 500 m

Packet arrival process | Poisson distribution

The following six methods comparison methods in the performance evaluation.

SF w/o RTS
SES w/o RTS
SFSC w/o RTS
SF w/ RTS
SES w/ RTS
SFSC w/ RTS

w/o RTS does not use RTS/CTS exchange. In those methods, center node that has
acquired the transmission opportunity by carrier sense, starts data transmission imme-
diately. In methods named with “w/ RTS”, when the center node has acquired the trans-
mission opportunity, it performs PRTS/PCTS/SCTS exchange before each data packet
transmission. SF (Single relay Full-duplex transmission) is a PR-based relay full-duplex
communication. SFS (SF with Synchronous transmission) performs synchronous trans-
mission by proposed algorithm without step 2b and step 4c. SES increases total number
of transmissions than SF. SESC (SFS with Canceling collision) performs synchronous
transmission complete proposed algorithm. Applying to the algorithm step 2b and step
4c, the nodes that share SR (SynR) with selected ST (SynT) are suppressed new trans-
missions. Hence, by evaluating SFSC, we can confirm the effects of avoiding overlap-
ping selection of SR (SynR).

4.1 Characteristics of Throughput Performance

Figure 7 shows the characteristics of throughput. In this figure, throughput performance
indicates the total successful transmissions relating to the primary transmission by cen-
ter placed node. Even though the transmission requests are arrived at all nodes with



Increasing Simultaneous Transmissions on Full-duplex Communication 199

equal frequency, transmissions initiated by the node except the center placed node, will
be treated as interference transmissions. Comparing SF with SFS and SFSC, we can see
that SFS and SFSC achieve higher throughput. Comparing w/o RTS and w/ RTS, we
find that w/ RTS achieves higher throughput at high traffic environment.

Figure 8 shows the number of successfully transmitted and received packets when
the average packet generation interval is 0.03 s. In this figure, number of successfully
transmitted packets is shown on the left bar, and number of successfully received pack-
ets on the right bar. In the right bar, the number of primary, secondary, and synchronous
transmission packets, are shown from the bottom to top, respectively.

We can see that w/o RTS has huge number of transmitted packets. However, number
of successful received packets significantly decreased. This phenomenon is remarkable
especially compared with methods with RT'S/CTS exchange. The reason why the num-
ber of successful synchronous transmissions behinds the primary and secondary trans-
missions, is due to collisions with SynT’s neighbors. Primary and secondary transmis-
sions send data by exchanging PRTS/PCTS/SCTS packets to prevent collisions, while
the synchronous transmission only sends data at a predetermined time.

80000F

== SF w/o RTS
=)= SFS wjo RTS
700001 | s sFsC wjo RTS
=@~ SF w/RTS
60000} |=@= SFSw/RTS
=@~ SFSC w/RTS

50000

40000

30000

Throughput[bps]

20000

10000

il

‘“1‘06 T ‘“107 T H“‘I‘OS
Traffic[bps]

104 10°

Fig. 7. Throughput performance.
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Fig. 8. Number of transmission/reception packets.

4.2 Throughput Characteristics Under Varying Data Size

In this section, we evaluate throughput characteristics while changing Data size.
Figure 9 shows the throughput performance when the Data size varying every 512 byte
from 512 to 3072. In this figure, all results are evaluated under the condition that the
average packet generation interval is 0.05 s.

When the Data size is 512 bytes, there is no large difference on throughput between
w/o RTS and w/ RTS of SF, but the throughput of w/o RTS is higher than that of w/ RTS
of SFS and SFSC. As the Data size increases, the schemes employing RTS/CTS achieve
higher throughput than the scheme without RT'S/CTS. This is because the overhead of
PRTS/PCTS/SCTS packet exchanged by the proposed method is larger when the Data
size is small.
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Fig. 9. Throughput characteristics under varying data size.

4.3 Characteristics of Under Varying Number of Nodes Throughput
Improvement

The throughput improvement rates when N = 10,50, 100, 150, and 200 are shown in
Fig. 10. In this figure, the average packet generation interval is 0.05s. Improvement
rate is a throughput of each method divided by the throughput of SF w/o RTS.

1.5 | =%= SF w/o RTS
== SFS w/o RTS
== SFSC w/o RTS
=@~ SF w/RTS
=-@-SFS w/RTS
=@-SFSC w/RTS

=
N
T

=
w
T

Improvement ratio
S

1

1
0 40 80 120 160 200

Number of nodes

Fig. 10. Throughput improvement rate under varying number of nodes.
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As the number of nodes increases, w/ RTS achieves a higher throughput improve-
ment ratio than each method of w/o RTS. Comparing SF with SFS and SFSC, they
achieve a maximum throughput improvement ratio is approx. 1.5. Comparing SFS and
SFSC, SFES achieve a higher improvement ratio. As the number of nodes increases, the
number of neighboring nodes that are candidates for synchronous transmission, also
increases. Therefore, the probability of collisions on SynR is low. The case that a lot of
nodes are placed in network, increasing synchronous transmission is useful for better
performance.

5 Conclusion

For realizing the increase of network capacity for connecting a bunch of IoT devices,
this paper, considered a full-duplex wireless communication system that aims to
improve throughput performance by capturing transmission opportunities while avoid-
ing collisions. Concretely, we proposed a method of exchanging control packets before
Data transmission to suppress new transmissions, and transmitting synchronous trans-
mission by selected PT’s neighbors. Our proposal selected candidate synchronous trans-
mitters for avoiding collision between other transmissions. Performance evaluations
confirmed that our proposed method well educes throughput performance by increas-
ing synchronous transmission.
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Abstract. The goal of this paper is to describe an Intelligent Transport System
which manages different kind of entities and sub-systems to ensure safety and
security during petrol products transportation. This consists in monitoring in real-
time the whole system which makes it possible to enhance its quality control.
The data collected from the network allows studying the conformity between the
planned quantity and path of distribution with the actual ones. This information is
later used for realizing an accurate real-time management system with the aim of
identifying possible anomalies. Among the different physical logistics measures
which are monitored in real time, temperature has been taken as an important
factor which impacts the loses in the quantity of product. In the manuscript, the
system design and some results related to specific investigations are reported.

1 Introduction

The process of transporting dangerous goods generates a collection of information which
is necessary to be shared between different roles involved in this process. This informa-
tion is quite compact and sensitive as it may contain the timestamp and the journey of
the movement of dangerous goods, details about the storages and other business mat-
ters, different trigger messages depending on the incident, etc. At any level, this process
should remain transparent, and all this information should be accessible to any person
concerned with the development of the process. Furthermore, this data is constantly
uploaded, reviewed, and analyzed which can become quite a complex process.

In [1], a system of systems application is described, which provides monitoring of
vehicles and detection of anomalies during real-time monitoring of transport in order to
provide data about the position of the truck and the quantity of the products loaded and
unloaded.

Another monitoring system is described in [2]. The authors propose the use of Radio
Frequency Identification (RFID) and Global Positioning System (GPS) technology to
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realize the functions of data acquisition in real time, positioning, tracking, and monitoring
in transportation. Meanwhile in [3], the authors describe Pecos, a software that can be
used to run automatically a series of quality control tests and generate reports which
include performance metrics, test results, and graphics.

2 System Architecture

In a daily basis, we are working on improving the Intelligent Transport System control-
ling and managing the logistics of more than 700 vehicles on the Italian territory. Each
vehicle makes two or three tours a day and the mean distance travelled during each tour
is about 170 km.

The focus of our management system application is to enhance technical and
functional standards with the aim to provide a safe and secure environment for the
drivers.

The Intelligent Transport System consist in four main parts:

On board unit
Transmission system

— Database

GIS-based Applications.

2.1 The On-Board Unit

The state of the truck is mainly described by the following information: the position of
the vehicle, speed and direction (by GPS and odometer), inclination with respect to the
two axes, air suspension pressure, CANBUS information, amount and temperature and
pressure of product, state of the load (data comes from the electronic counter) [1].

To gather all the information required to describe the state of the truck in every
vehicle, a set of hardware devices and software are embedded in different parts which
results in the on-board unit.

On the tractor, the main part is the distribution box which allows the connection to
the Controller Area Network, to the odometer, to the emergency button, to the power
supply and do the distribution box on the trailer.

On the trailer part different types of devices are found such as: various analog and
digital sensors (temperature, pressure, acceleration, inclination with respect to the two
axes, and/or status of valves) which detect information to monitor the single parts of
the vehicle, the electronic counter, and the concentrator which is equipped with a GPS
antenna and a GPRS transmitter/receiver which realize the transmission of real-time data.
The concentrator gathers data from all the on-board sources, realizes data processing,
includes position information (by a GPS receiver) and makes possible the packing of
the data and later it sends these messages on multiple queues at different time intervals.
Figure 1 shows the architecture of all these parts and all their connections.
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Fig. 1. Architecture of the on-board unit parts

2.2 The Transmission System

Our ITS uses a cluster of centralized servers for receiving and processing data using
a Web Service (WS) interface to communicate with the On-board Units, as shown on
Fig. 1.

Messages are encapsulated inside a SOAP2 envelope, formatted with XML, and
transmitted along with HTTP [4]. Then the messages are sent by a GPRS module
equipped with one or more SIM-cards. Between the client and the server, the commu-
nication is two-ways since the clients can reply by acknowledging or by more complex
commands. After the message is received it is then redirected by the Network Load
Balancing system the server which is less overloaded and then is stored in valid and
non-valid data in the database.

One of the aspects which is more suitable for our system is that the client/server
communication employs a standard data format for the messages that are packed and
sent from concentrators. This allows us to have independency between the types of
hardware found in the trucks and the higher information layers in our system. What is
considered to be a good data format, should accomplish two main conditions: scalability
and consistency. Also, it is needed that the rate of the standard-frequency and on-event
messages to be distinguished and defined. The first messages give information about
telemetry data in a periodical way while the second ones notify a specific on-board
event. The approach used consists of a “fixed part” which does not depend on the class
of data followed by a “variable part” whose length and format depend on the kind of
data. The “fixed part” includes information about creation and transmission date, vehicle
identifier, coordinates, and kind of transmitted data [1].
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2.3 The Database

The transmission database (T-DB) receives all the raw-messages that come from the Web
Service and stores them with the intention of diagnosing them. Due to table locking issues
the messages are not parsed in this database. The unpacked messages are moved to the
main database server (M-DB) via application server in specific time-intervals. From here
data is backed-up in the B-DB which can replace the latter in case of failure.

2.4 Geographical Information System (GIS)

GIS utilizes the hardware, software and all the collected data to manage, analyze and after
display in all the possible ways this geographical information. The proposed GIS-based
application allows to use effective graphic interface, high scalability, a method to retrieve
information from the interface and the ability to perform geographic calculation. Using
this application, we can have real-time data about each truck, such as quantity, type of
product, position, and the id of the truck. This application assists in data visualization,
risk analysis and vehicle rooting optimization.

3 Data Collection

The system is also responsible for managing daily deliveries from trucks but also virtual
vehicles for simulation purposes, that have a transmission rate equal to a couple of
seconds. Throughout this trip the trucks have the possibility to deliver different types of
petrol products. The structure of the message that must be sent is made of fields which
have data about the geographical position and events which are collected by the sensors
in the vehicle. These fields are concatenated in using a semicolon as the separator for
two subsequent fields. Thereby, the format of the transmitted message string is:

source_id; transmission_date; reception_date; creation, driver_id; truck_id;
trailer_id; CIM; last_MTC; latitude; longitude; data_id; value [5].

This string should be transmitted through GPRS from the real fleet of vehicles and
through LAN for the virtual vehicles. The raw messages are then received by the T-DB
for diagnostic purposes and from here the unpacked messages are sent in regular time
intervals to the M-DB which will be translated then graphically interpreted within the
GIS application for visual monitoring.

After this data is stored in our database, we can apply quality check to see if the
quantity of product that is distributed has fallen to the same range as the planned one;
to check if the trip took the same order as the planned one, and how the temperature of
the environment affected the quantity of our product and especially of the LPG.

4 Performance Review

To check the performance of the system, we took data from 2019 (due to pandemic the
most recent data is not available). For this year, we check the quantity of product that
is distributed in contrast with the planned one. Furthermore, we check for each trip if it
has followed the planned path.
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4.1 Following the Planned Quantity

As mentioned before, one of the data analysis made is the level of convergence between
the quantities that are planned to be distributed and those actually distributed for each
depot. We take into the consideration the data from 10 depots with the aim of looking
how well the planned quantity has been followed for 2019. The graph presented in the
Fig. 2 represents the percentage of deviation in quantity for each depot that we took into
consideration. These depots are among those with the largest number of trips during a
year.
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Fig. 2. Percentage of deviation in quantity for 10 depots.

As it can be observed, the maximum percentage of the deviation between the planned
and actually distributed quantities is for the depot 7, which results to be also the depot
from which the largest number of trips originate.

After this general view of planning vs actual distribution, it is important to deepen
the reasons that have led to such deviation. As an example, depot 9 is taken as a case
study. We look at all the trips from this depot during the first three months of 2019, in
order to identify the tank trucks with potentially large differences between what they
had planned to distribute and what they really have distributed.

For instance, in the case of the depot 9, for the first three months of 2019, 88.2% of
the trips from this depot had a deviation percentage in the quantities distributed of less
than 5%, while the rest of the trips had a deviation percentage of more or equal to 5%.

Further, for the trips that take part in the second category (with a difference percentage
greater than or equal to 5%), the tank trucks with the corresponding license plates that
have carried out these trips are checked. It is relevant to observe that in the three months
studied, there are always the same vehicles (driven in the most of the cases by the same
drivers) that, out of the total number of trips made, have a high percentage of second
category trips. This leads us to the detection of one of the possible causes of the problem,
a failure in performing the tasks properly by the responsible person in our case the driver.
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Thus, for instance, if we look at the percentages of the difference between the planned
values and those actually distributed for each type of different product distributed by
the tank truck, the percentages of difference result to be very small for specific types of
products, only that in a few cases the driver has failed to set the exact value that was
downloaded, which makes the total percentage increase (e.g. for a certain planned value
of Gasoline, the downloaded value results to be set zero).

In other cases, it can be seen that regardless of the type of product distributed, the
total distributed quantities are very close to the planned ones. However, the deviation
percentages for each type of product, result to be large values, what means that the driver
has failed to set the right type of product that he has downloaded at a certain moment.

4.2 Following the Path

To check if the trucks are following the planned path and correct sequence of deliveries
to service stations, we take data for the actual trip that happened and for the plan of this
trip. We take into consideration data from 10 depots, and we have also unclassified data
with respect to the depot due to errors on transmission or no upload event found.

In the figure below, we can see the percentage of deviance of trips from the planned
ones (Fig. 3).
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Fig. 3. Total number of trips and the changed trips for 10 depots

It is noticeable that the amount of trips which do not follow the planned sequence is
high. For 2019, about 50% of the trips had at least one change on the stations order. This
is not quite favorable for us, because in a other investigations, we take the plan as the
correct path by default. In order to increase the performance of the system, we should
take this factor into account when designing other solutions and when we create new
services for the system. One feature that is required by the company is to be notified for
each next stop when the truck finishes the previous delivery. Due to unknown reasons
for now, the order of stops can be different. This means that we are left unknown for the
exact future station where this truck is going. This poses a lot of risk factor and difficulty
in managing the trip.
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It is also possible for many trips not to visit all the planned stations where they had to
deliver the dangerous goods. For 2019 we took the same base stations as before and the
result is as in the figure below where 16.4% of the trips were not finished which means
that there exists a problem in why the process was not concluded (Fig. 4).
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Fig. 4. Total number of trips and the not-finished trips for 10 upload bases

4.3 The Role of Temperature While Transporting LPG

Liquefied petroleum gas (LPG) is one of the dangerous goods transported by this com-
pany. LPG is a fuel gas made of petrol which contains a flammable mixture of hydro-
carbon gases mostly propane (C3HS8) and butane (C4H10). Therefore because of his
nature, LPG needs a different approach for storing and transporting. This is conducted
by tank trucks. Along with all the factors that impact (effect) the product loss for LPG,
temperature is an important one. Just like other gases, LPG will react the same, the vol-
ume will expand inside the truck if the temperature increases and the volume will shrink
inside the truck if the temperature decreases. Considering this information, we expect
to have differences in levels of the gas throughout the journey. Because of all these level
differences we should keep in mind the risks that could bring. In order to keep a safe
travel, the tank truck will be filled around 80%--85% of the whole capacity so we can
leave free space for the differences of the level throughout the journey.

5 Implementation of the Management System

For each day, we have an average of 750 trips, and for each one of these trips we have
an average of 3 stops with a maximum of 6 types of fuels possible to distribute. For a
company to measure the quality of service it is necessary to compare the convergence
between the planned quantity and the actual distributed quantity of fuel. LPG represents
a specific interest in our work because it has different way of distribution, and it is more
difficult to be managed.
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For our system to deliver real-time data we should be able to know with high accuracy
the details of the ongoing trip. It would be quite easier to manage the system if the planned
quantity or the order of stops of stations would be followed. To make it easier for the end
user to check different aspects of the ongoing or other passed trips TIP offers webpages
which are developed in VB.NET and the data is filtered and selected from the servers
using Stored Procedures.

5.1 Quantity Distributed

Having a service that allows the user to view real-time information on the status of the
quantities of distributed products is important to ensure a safe operation of the system
by detecting possible anomalies and taking measures to correct them. This is precisely
the purpose of the created web page. The user can check in real time the distributed
quantities against those planned based on the filters he requires.

SELECT
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PLATE SERVICE STATION

[ Select v (Selet |
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Fig. 5. The research form of the quantity check Web Page.

Figure 5 shows the research form of the web page added to the system, where as
it can be seen, a user can have information in real time as well as historical data based
on the selected values of the depot, supplier, license plate, time period as well as the
percentage of deviation in quantity.

For the selected values of the filters, the information that the user receives is of
different forms:

e Graphs that show for each day within the selected time interval the planned values
against those distributed for each type of product. The data can be presented for any
selected depot, supplier, license plate or a combination of the three filters.
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e Histograms which, for a selected depot, a time period and an interval of percentage
deviation in quantity, present the license plates of tank trucks with respect to the
frequency of deviation in terms of trips. The frequency of deviation represents the
number of trips made by the respective vehicles with deviation percentage within the
selected interval with respect to the total number of trips made by this vehicle.

e Tables with detailed data on vehicle license plate, date, planned quantities, real
distributed quantities, difference and type of product.

5.2 Following the Planned Path

Knowing the status of the trip at each chosen time period is a key factor in a real-time
data management system. The first thing that is done to firstly store the messages in
the database is to identify the trip and the event of which it belongs. It is a work on
development to make the service of trip identification online, because until now we get
the information from the messages the day after they happen. With this characteristic in
mind, it will also be possible to manage and check different aspects of the trip while it
is ongoing. The user can see the service station where the truck will be, the quantity that
it has distributed, if the path has changed and where the other previous stops were. To
see the behavior of the truck on time we create a webpage so the user can see if there
are anomalies or not acceptable results, and it can react and manage to find a solution.
From this webpage the user can also check previous trips if they want to gather statistics
on a specific upload base or year. The data about the trip is shown as in Fig. 6.

6/6 4566287001 SANNAZZARO 456 XABOSIN FFS64ER
3 4566285006 SANNAZZARO a6 XABOSIN FFS64ER
3 4566288007 SANNAZZARO 456 XAGOSIN FFS64ER

Fig. 6. Web-page representation for following the details of the ongoing trip

We can also have in real time notifications for every event and also for the events
to come. One solution would be to utilize the location to check for the proximity of the
truck to the planned stations and when we are within the allowed threshold then we can
update the status of the trip.

Let’s assume that the trip shown in the Fig. 7 is a planned trip which is meant to be
done.

The planned trip has the order of stations in a chronological one, but the truck driver
decides to do 5-4-3-1-2. If we were to base the prediction of where the truck is going
to be only by the planned trip then we would be mistaken, because we would say that
the second station would be number 2 and the first one was number 1. To implement
a more correct solution we take into consideration the location of the truck for each
telemetry message that we receive. If the truck is inside the red circle of each station,
then we would be sure that the next stop would correspond to the correct one. This is a
new service that is being implemented for TIP in order to take the anomalies that were
explained into account so we can raise the efficiency of the whole system.
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Fig. 7. An assumed trip with the order of the stations planned to follow and the real order followed

5.3 Calculating the Difference Between Levels Relating to Temperature

As we mention before, throughout the journey we are expecting differences in the level
of the tank truck. In the database we have implemented a formula that takes into account
how the difference of temperatures affects LPG while it’s on the tank. The formula is as

below:

V=V0+V0*0.002"5T

e V -is the current volume of the gas
e V0 - is the initial quantity of the gas
e ST - is the difference between the temperatures

In order to see if any differences exist, we need the information below:

the volume when the truck enters the service station
the volume when the truck exits the service station
the temperature at every service station

the quantity downloaded at every service station

We can take as an example a trip which has to deliver LPG in three different service

station.

e First service station: Firstly, we calculate the volume with the formula when the truck
arrives at the service station. The initial quantity is the whole quantity uploaded at the
base and the temperature will be the difference between the temperature at the base
and the temperature at the current service station. The volume that the truck exits the
service station will be the difference between vol