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Supervisors’ Foreword

Giulia Di Gregorio’s thesis is part of a large effort of the ATLAS experiment at
CERN to extensively study the decay of the Higgs boson into a pair of b-quarks.
Due to the large branching fraction of the Higgs boson decay into b-quarks, large
samples of events can be selected and used to study both the Higgs production
mechanisms and its coupling to heavy quarks. Moreover, specific studies on the
distribution shape of some kinematical observables of the events can lead to the
discovery of possible contributions due to new phenomena from physics processes
other than those foreseen in the Standard Model, the current theoretical framework
describing the main interactions among elementary particles.

This thesis focus is on the study of the events in which a high momentum Higgs
boson is produced in proton-proton collisions in association with a W boson or with
a Z boson. TheW /Z bosons are selected by reconstructing their lepton decay modes
with event categorization based on the number of charged leptons in the final states.

At highmomentum, the particle jets originated by the b-quark pair from the Higgs
boson decay are collimated and new and sophisticated techniques must be applied to
separately treat the cases where two b-tagged jets can be individually reconstructed
and where the particle boost is such that the two very collimated b-jets are merged
in one large jet.

The presented analysis adopts techniques for event pre-selection and b-jet tagging
well established frompast studies of theATLAS communityworking onHiggs boson
decays into b-quarks, while the most original part of this thesis is the study of a new
technique for treating the case when the Higgs boson is reconstructed from a single
large jet. This new technique implements a procedure in which the radius of the
cone containing the particles to be associated to the candidate jet, normally fixed a
priori, is instead dynamically defined, depending on the jet kinematics (transverse
momentum, angular separation from neighboring jets, etc.).

Other relevant parts of the thesis rely on robust and comprehensive studies for
defining the signal and control regions in the event phase-space, on a detailed
modelling of the shape of the distributions of relevant kinematical variables for the
background events, on the optimization for the new analysis of the legacy fit proce-
dure, and on the use of a special framework for measuring the production differential
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cross-section. All those different studies led to a result which extends the analysis
of the Higgs boson decay to a transverse momentum region above 400 GeV never
explored before.

Since new physics signals are expected at higher momentum, the results obtained
in this analysis are used also to constrain, under certain assumptions, someparameters
of the effective field theory considered in this thesis as an extension of the standard
model.

Finally, the full analysis framework used in this study of the associated production
of the Higgs boson with a boson vector, was applied also to a very similar topology
case, the diboson production, where a Z boson decays into a b-quark pair and a
Z or W boson decays into leptons. For its completeness and aim of implementing
new techniques or improving legacy ones, this thesis may be considered as a solid
basis for future developments in the study of the Higgs boson properties with good
prospects in the search for new physics signals.

Pisa, Italy
May 2022

Fabrizio Scuri
Paolo Francavilla



Abstract

After the Higgs discovery at LHC in 2012, most of ATLAS analyses are focusing
on precise measurements of Higgs kinematic properties and on the search of new
decay modes sensitive to physics Beyond the standard model (BSM). Among all the
processes, the Higgs boson decay to b-quarks is particularly interesting, thanks to its
branching ratio of about 58% in the Standard Model (SM). The observation of this
decay at the LHC has been obtained only recently, after 7 years from the Higgs boson
discovery, because this channel is affected by large backgrounds arising from multi-
jet production that make a real challenge to trigger and extract the signal. The best
sensitivity is presently obtained by studying the associated Higgs boson production
with a vector boson (W or Z ) decaying leptonically.

The analysis described in this thesis is the search of the Higgs boson, decaying
into bb̄ pair, in the associated production with a vector boson, in the extreme Higgs
boson transverse momentum region where the Higgs boson is reconstructed using
the large-R jet technique. The use of the large-R jets allows to add a part of the phase
space unexplored so far, which is particularly sensitive to possible new physics.

The analysed data have been collected at LHC by the ATLAS detector between
2015 and 2018 at a centre-of-mass energy of

√
s = 13 TeV. The same dataset has

been used to perform the differential pp → ZH and pp → WH cross-section
measurements used to extract the information on the Higgs couplings and to put
limits on BSM effects.

Furthermore, the analysis has been re-used to perform a cross-section measure-
ment of the diboson Z Z and WZ processes because the diboson and the Higgs
processes have a similar topology. For the first time, the Z Z (bb̄) andWZ (bb̄) cross-
sections are measured at

√
s = 13 TeV and the observed cross-section measurements

are consistent with the Standard Model predictions.

ix



Preface

The Standard Model (SM) of elementary particles is a theory that describes three
of the four fundamental interactions in Nature: weak, strong and electromagnetic
interactions. Presently, only the gravitational force is not well described by the SM.
Moreover, the SM fails to provide explanations for certain observed phenomena as
the presence of almost only matter in the Universe even if antimatter was originally
produced with an equal amount, and the presence of dark matter. These and other
open questions suggest that the SM can not be considered a complete theory. Several
models for physics Beyond the Standard Model (BSM) were developed during the
years, and many of them are investigated at the Large Hadron Collider (LHC). The
LHC is the world’s largest particle accelerator operating at the CERN laboratory that
makes collisions at the very high centre-of-mass energy

√
s = 13 TeV. ATLAS is one

of the two multi-purpose detectors placed on the LHC ring whose physics program
can be divided into two areas: tests the SM predictions and searches for new hints of
BSM physics. The analysis described in this thesis uses data collected by the ATLAS
detector and both aspects of the ATLAS physics program are explored.

The latestmissing piece of the SMhas been discovered in July 2012 by theATLAS
[1] and the CMS [2] Collaborations. The discovery of the Higgs boson has been the
most recent step forward in experimental particle physics and has opened awhole new
sector of studies at the LHC. Since the discovery, the ATLAS and CMS experiments
have precisely measured the Higgs boson properties, like its mass, spin-parity, as
well as the production, the decay rates and the coupling to bosons and fermions. The
dominant decay of the Higgs boson is into pairs of b-quarks with a branching ratio
of 58% for a Higgs boson mass mH = 125 GeV. The first evidence of this decay
mode has been obtained only after 5 years from the Higgs boson discovery because
the large background from multi-jet production makes the search in the dominant
gluon-gluon fusion production mode very challenging at the hadron colliders. The
best sensitivity is presently obtained by studying the Higgs boson production in
association with a vector boson V , which can be either a Z or a W boson, even if
this production mode has a cross-section more than one order of magnitude lower
than the gluon-gluon fusion. The request of a leptonic decay of the vector boson
V enables efficient triggering and significant reduction of the multi-jet background.

xi



xii Preface

Furthermore, the associated production V H is an interesting channel for the study
of BSM physics which could change the H-VV coupling structure enhancing this
production mode at high energy scale.

The main analysis described in this thesis is on the search of the Higgs boson,
decaying into bb̄ pair, in the associated production with a vector boson V , in the
extreme Higgs boson transverse momentum region, where the Higgs boson is recon-
structed using the large-R jet technique. This analysis is new in the ATLAS Collabo-
ration and it is the next natural evolution of the V H(bb̄) analysis in which the Higgs
decay products are reconstructed using two separate b-jets. The large-R jet technique
was proposed by Butterworth et al. [3] almost 10 years ago, it has been already used
in searches for BSM physics, but not yet to measure the Higgs production cross-
section in association with a vector boson. The use of the large-R jets would allow
to add a part of the phase space unexplored so far which is particularly sensitive to
possible new physics. The limits to BSM effects are set re-interpreting the so-called
Simplified Template Cross-Section (STXS) framework. The STXS framework facil-
itates the measurement of the differential pp → V H cross-section which has been
used to extract information on the Higgs couplings and to put limits on BSM effects.

Structure of the Thesis and Personal Contribution

The work presented in this thesis is the outcome of a joint effort among all the
collaborators of the V H(H → bb̄) analyses. The level of details in the chapters
reflectsmy specific contribution to the analysis. The content of this thesis is organized
as follows.

Chapter 1 gives an overview of the SM with a focus on the importance of the
Higgs mechanism. Moreover, this chapter introduces the reader to the experimental
and historical context inwhich the analysis covered by this thesis is carried out. There
is a summary of the previous results published by theATLAS experiment becausemy
work has started contributing to the V H(H → bb̄) analysis inwhich theHiggs decay
products are reconstructed with two separate b-jets testing the event selection and the
fit procedures. I joined the analysis team in time to be one of the main contributors
in performing the statistical tests to obtain the observation of the H → bb̄ decay
mode and the V H production mode in 2018. Moreover, I also produced a good part
of the plots and tables in Ref. [4]. The latest results of the V H(H → bb̄) analysis
with two separate b-jets are reported in the last part of Chap. 1.

Chapter 2 describes the LargeHadronCollider accelerator complex, its design and
the performance. The description of the ATLAS detector, with its main sub-systems,
is also reported.

Chapter 3 is dedicated to the data sample and trigger strategy adopted by the anal-
ysis to select the events. This chapter also contains the description of the simulated
samples used for the expected signal and background distributions in the different
phase space regions explored in the analysis.
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Chapter 4 explains the experimental procedures employed in the reconstruction
and identification of the physics objects used in the analysis. The analysis team
developed an analysis framework to share commondefinitions for the physics objects.
I am responsible for the common Emiss

T definition, acting as liaison with the dedicated
ATLAS performance group for the analysis team.

Chapter 5 summarizes the list of all the objects and the specific requirements used
in the V H(bb̄) analysis described in this thesis. In addition, this chapter describes the
event selection and categorization of the analysis. I have contributed to the definition
of the event selection paying particular attention to the channel aiming at selecting
ZH → ννbb̄ events. My work was mainly focused on the estimate of the multi-jet
background and on the event categorization according to the jet multiplicity.

Chapter 6 shows the source of systematic uncertainties that affect the analysis. A
particular attention is given to the modelling uncertainties. I personally extracted the
modelling systematic uncertainties coming from the single-top and top-pair processes
which are two important backgrounds of the analysis.

Chapter 7 is dedicated to the statistical procedure adopted to extract the analysis
results. The chapter is divided into two main parts: the first part covers the funda-
mental principles of the statistical approach, while the second part describes the
specific tools applied to validate and to understand the fit results.

Chapter 8 shows the results obtained by the V H(bb̄) analysis using the full Run
2 dataset. I contributed to the definition of the statistical analysis and the procedure
to extract the final results. I also documented, together with other three analysers,
the entire analysis in the internal supporting note on which the published paper
was based. In the second part of the chapter, the STXS measurements are reported
together with the limits on BSM effects through the Effective Field Theory (EFT)
formalism.

Chapter 9 is fully dedicated to a spin-off of the V H(bb̄) analysis focused on high-
energy events. The V H(bb̄) analysis is re-used to perform cross-section measure-
ments of the diboson Z Z and WZ processes because the Higgs and the diboson
processes have a similar topology. A simultaneous fit is performed to extract the V H
and V Z cross-sections. This is the first measurement of the Z Z(bb̄) and WZ(bb̄)
cross-sections at

√
s = 13 TeV. The observed cross-section measurements are

consistent with the SM predictions and they can be used to put limits on BSM
effects. As the sole analyser, the gained experience allowed me to test the SM sector
by doing sensitivity studies, producing and testing the diboson simulated samples
split into the exclusive phase space regions, and adapting the statistical framework
for the diboson cross-section measurement. In addition, I personally computed the
theoretical predictions and their uncertainties on the cross-section for the diboson
measurements.

Finally, Chap. 10 outlines the general conclusions of the work presented in this
thesis, with an outlook on the future prospects for the V H(bb̄) analysis.

In parallel to my activity in the analysis of the ATLAS data, during my Ph.D. I
continued the collaboration with the community of the central section of the ATLAS
hadronic calorimeter, TileCal. Appendix B describes the TileCal layout and the cali-
bration methods used to monitor the TileCal response stability. Special attention is

https://doi.org/10.1007/978-3-031-20013-7


xiv Preface

dedicated to the Laser calibration system which monitors the response variation of
the photomultipliers reading out TileCal. I personally contributed to the development
of a new algorithm used to study the stability of the photomultiplier response. More-
over, I studied the photomultiplier response against ageing to understand if the full
sample of photomultipliers installed at the beginning of the ATLAS detector opera-
tion can be used until the completion of the High-Luminosity LHC. The studies of
the photomultiplier response against ageing are also reported in Appendix B.

Pisa, Italy Giulia Di Gregorio
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Chapter 1
Theoretical Aspects and Analysis
Overview

After a general overview on the Standard Model with focus on the Higgs mecha-
nism, this chapter illustrates the state of the art of the V H(bb̄) analysis. The last sec-
tions introduce the framework adopted to extrapolate the information on the physics
Beyond the Standard Model from the V H cross-section measurement.

1.1 The Standard Model

The Standard Model (SM) of elementary particles [1–3] is a quantum field theory
that describes three of the four fundamental interactions in Nature: strong, weak and
electromagnetic interactions. Only the gravitational force, described by Einstein’s
general relativity, is not described by the StandardModel.Moreover, the gravitational
force between two individual particles is extremely small and can be neglected in
the discussion of particle interactions.

In the Standard Model the elementary constituents of matter are fermions of spin
1/2 and the interactions are mediated by the exchange of spin 1 particles called
bosons. Additionally, the field of the scalar (spin 0) Higgs boson generates their
masses. The fermions are classified in leptons and quarks and each fermion has
its corresponding anti-particle. Fermions are also divided in three generations of
increasing mass, both for leptons and quarks, as shown in Fig. 1.1. The leptons are
further categorized into charged leptons (e−, μ−, τ−), which interact weakly and
electromagnetically, and neutral leptons called neutrinos (νe, νμ, ντ ), which interact
only through the weak interactions. The quarks exist in six flavours, up (u), down,
(d), charm (c), strange (s), top (t) and bottom (b). They have a fractional charge
Q in unit of the positron charge which is +2/3 for up, charm and top quarks, and
–1/3 for down, strange and bottom quarks. They can interact strongly, weakly and
electromagnetically. Quarks carry a color charge, which comes in three flavours,
red (r), green (g) and blue (b). In Nature only colorless particles are observed and
free quarks have never been detected. The absence of free quarks is explained by
the color confinement where the coloured objects are always confined to uncoloured
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2 1 Theoretical Aspects and Analysis Overview

Fig. 1.1 Summary of the Standard Model elementary particles and their properties. The twelve
fermions and five fundamental bosons (the eight gluons and the twoW bosons are shown in a single
g and W box respectively) are shown

particles called hadrons and cannot propagate as free particles. Hadrons composed of
three quarks are classified as half-integer spin baryons, while hadrons composed of a
quark anti-quark pair are integer spin particles called mesons. The theory describing
the strong interactions between quarks is called Quantum Chromodynamics (QCD).
Recently particles with four and five quarks, called tetraquarks or pentaquarks, have
been observed. The finding will help physicists better understand the complex ways
in which quarks bind themselves together into composite particles.

In the StandardModel there are twelve spin 1 bosons: one photon which mediates
the electromagnetic force between electrically charged particles, three bosons, W+,
W− and Z which mediate the weak force, and eight gluons which are the mediators
of the strong interactions.

The StandardModel is a relativistic quantum field theory in which the Lagrangian
controls the dynamics and the kinematics of theory. Particles are associated to quan-
tumfields depending on the space-time coordinates. The StandardModel Lagrangian
is invariant under the local gauge symmetry1 group SU (3)C × SU (2)L ×U (1)Y .
The suffix “C” stands for the conserved charged of the strong interaction referred to
as colour, the suffix “L” indicates that the vector bosons only couple to left handed

1 A local gauge transformation implies that the considered fields vary differently at any point in
space-time.
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component of the fermions, while the suffix “Y” indicates the conserved quantity
known as hypercharge. The symmetries and the interactions of the SM are briefly
discussed in the following.

The Lagrangian of a free spin 1/2 particle is:

L = ψ̄
(
iγ μ∂μ − m

)
ψ (1.1)

where m is the mass of the particle, ψ is the spinor of the particle, γ μ are the Dirac
gamma matrices, ∂μ = ∂/∂xμ is the derivative and ψ̄ = ψ†γ 0 is the Dirac adjont of
the spinor. Under theU (1) local space transformation, the spinor field transforms as:

ψ(x) → ψ ′(x) = exp(ieθ(x)) ψ(x) (1.2)

where θ(x) is a generic function which represents the local phase and e is the elemen-
tary charge. With this transformation, the Lagrangian of the free particle becomes:

L → L′ = L − eψ̄γ μ(∂μθ(x))ψ (1.3)

Hence, as it stands, the free-particle Lagrangian is not invariant under U (1) local
phase transformations. To restore the gauge invariance, one can replace the derivative
∂μ with the covariant derivative Dμ:

∂μ → Dμ = ∂μ + ieAμ (1.4)

where Aμ is a new field. The desired cancellation of the unwanted term
eψ̄γ μ(∂μθ(x))ψ is provided by the new field Aμ which transforms as:

Aμ → A′
μ = Aμ − ∂μθ(x) (1.5)

The field Aμ is interpreted as the gauge field of the electromagnetic interaction.
Hence the Quantum Electrodynamics (QED) Lagrangian which describes the fields
for the electron, the photon and the interactions between them can be written as:

LQED = ψ̄
(
iγ μDμ − m

)
ψ − 1

4
FμνF

μν (1.6)

where Fμν = ∂μAν − ∂ν Aμ and FμνFμν is the kinetic energy term of the photon.
While QED is invariant under local U (1) transformation, the gauge symmetry of

the QCD is SU (3) which is a non-abelian group.2 Due to SU (3) gauge symmetry of
QCD, the spinor field transforms as:

ψA(x) → ψ ′
A(x) = exp(iαs

−→
λ · −→

β (x)) ψA(x) (1.7)

2 A non-abelian gauge symmetry group is a gauge set of transformations which do not obey to the
commutative law.
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where ψA is the spinor describing a quark carrying colour A, αs is the strong cou-
pling constant,

−→
λ = (λ1, λ2, ..., λ8) are the eight Gell-Mann matrices and

−→
β (x) =

(α1(x), α2(x), ..., α8(x)) are the eight angles. The SU (3) gauge invariant QCD
Lagrangian is:

LQCD = −1

4
GA

αβG
αβ

A +
∑

f lavours

ψ̄A(iγ
μDμ − m)ABψB (1.8)

where Dμ is the appropriate SU(3) covariant derivative and − 1
4G

A
αβG

αβ

A is the kine-
matic termof the eightmasslessQCDmediators called gluons. TheGA

αβ is the gluonic
field tensor which is found from the gluon field AA

α :

GA
αβ = ∂αA

A
β − ∂β A

A
α − gS f

ABC AB
α A

C
β (1.9)

where the indices A, B,C run over the colour degrees of freedom of the gluon fields,
the coupling constant gS determines the strength of the interaction between coloured
partons and, f ABC are the structure constants of the SU (3) colour group. In QCD
the single charge of QED is replaced by the three color charges. Only quarks, which
are particles with non-zero colour charge, couple to gluons.

So far it has been shown that QED and QCD are associated withU (1) and SU (3)
local gauge symmetry, respectively. The charge weak interaction is associated with
the invariance under SU (2) local phase transformations defined as:

ψ(x) → ψ ′(x) = exp
[gW
2

−→α (x) · −→σ
]
ψ(x) (1.10)

where −→σ are the three Pauli spin matrices that are generators of the SU (2) group,−→α (x) = (α1(x), α2(x), α3(x)) are the three functions which specify the local phase
at each point in space-time and gW is the gauge coupling constant. The required
local gauge invariance can be only satisfied by the introduction of three gauge fields,
W (k)

μ with k = 1, 2, 3 which are the analogous of Aμ in QED. These gauge fields
correspond to three gauge bosons W (1), W (2) and W (3). The charged currents are
expressed as a linear combination of W (1)

μ and W (2)
μ :

W±
μ = 1√

2

(
W (1)

μ ± W (2)
μ

)
(1.11)

The wave function ψ(x) is written in terms of two components, because the genera-
tors of the SU (2) gauge transformations are the 2 × 2 Pauli matrices, and it is called
weak isospin doublet. The weak isospin doublet contains flavours differing by one
unit of electric charge, i.e. the neutrino-electron isospin doublet:

ψL(x) =
(

νe(x)
e−(x)

)

L

(1.12)
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In this example, νe and e− have a total weak isospin IW = 1
2 with third component

of the weak isospin I (3)
W (νe) = + 1

2 and I (3)
W (e−) = − 1

2 . Measurements show that the
weak charged-current interaction couples only to left-handed particles and right-
handed anti-particles, so the gauge SU (2) transformation affects only left-handed
particles and right-handed anti-particles. The right-handed particles and the left-
handed anti-particles have a null weak isospin IW = 0 and they are not affected by
the SU (2) local gauge transformation. For this reason, the symmetry group of the
weak interaction is referred to as SU (2)L because the doublets are composed only
of left-handed particles and right-handed anti-particles. The right-handed particles
are placed in weak isospin singlets with IW = I (3)

W = 0, e.g:

e−
R , uR, dR (1.13)

Experiments show that the Z boson couples to both left-handed and right-handed
states so it can not correspond to theW (3) of the SU (2)L local gauge symmetry. Also
the photon couples left-handed and right-handed particles. In the electroweak model
of Glashow, Salam andWeinberg theU (1) gauge symmetry of QED is replaced with
a new U (1)Y local gauge symmetry of weak hypercharge Y . The weak hypercharge
is defined as:

Y = 2Q − 2I (3)
W (1.14)

where Q is the electromagnetic charge of the fermion and I (3)
W is the third component

of the the weak isospin. The combination of SU (2)L ×U (1)Y generates four gauge
fields that describe the electroweak interactions. The U (1)Y local gauge symmetry
gives rise to a new field Bμ. The physics fields Aμ, Zμ,W+

μ ,W−
μ corresponding to the

γ , Z andW± bosons are a linear combination of B,W (1),W (2),W (3).W±
μ and Zμ are

the fields associated to the weak bosons (Z , W±), while Aμ is the field representing
the photon. The weak neutral gauge field and the photon field are expressed as a
linear combination of Bμ and W (3)

μ :

(
Zμ

Aμ

)
=

(
cos θW − sin θW
sin θW cos θW

)(
W 3

μ

Bμ

)
(1.15)

where θW is the weak mixing Weinberg angle defined as:

gW
sin θW

= g′

cos θW
= e (1.16)

where e is the electron charge, gW is the coupling constant of the SU (2)L local gauge
transformation and g′ is the coupling constant of the U (1)Y local gauge transforma-
tion. The SM described so far does not include the mass of the bosons and fermions.
The masses of the particles are included in the SM with the Higgs mechanism.
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1.2 The Higgs Mechanism

Constructing the Standard Model on symmetries, one of the striking conclusions is
that all the particles in the model should be massless because an explicit mass term
in the Lagrangian both for bosons and fermions would violate the local invariance.
On the contrary, experimental measurements have shown that particles, as the elec-
troweak gauge bosons, are massive. The mass generation of the electroweak gauge
bosons and of the fermions is included through the Brout-Englert-Higgs mechanism
[4–6], also called Higgs mechanism, with the spontaneous symmetry breaking. This
mechanism introduces a scalar Higgs term to the SM Lagrangian:

LHiggs = (Dμφ)
† (

Dμφ
) − V (φ) (1.17)

where φ is a complex scalar field, V (φ) is the potential of the Higgs scalar field and
Dμ is the covariant derivative of a complex scalar field. The minimal Higgs model
consists of two complex scalar fields:

φ =
(

φ+
φ0

)
= 1√

2

(
φ1 + iφ2

φ3 + iφ4

)
(1.18)

The covariant derivative of φ is:

Dμφ =
(

∂μ + i
gW
2

−→σ · −→
Wμ + i

g′

2
Bμ

)
φ (1.19)

where
−→
Wμ = (W (1)

μ ,W (2)
μ ,W (3)

μ ) and Bμ are the SU (2)L and U (1)Y gauge bosons
introduced in the previous section. The Higgs potential V (φ) is:

V (φ) = μ2φ†φ + λ
(
φ†φ

)2
(1.20)

where μ and λ are scalar constants and, in particular, λ describes the quadratic self-
interaction among the scalar fields. The spontaneous symmetry breaking is based on
the non-invariance of the vacuum state with respect to the SU (2) symmetry. When
μ2 and λ are both positive, the minimum of the potential is found in the unique
configuration φ = 0. If μ2 < 0 and λ > 0, the minimum of the potential V (φ) is
described by an infinite number of solutions satisfying:

φ†φ = 1

2

(
φ2
1 + φ2

2 + φ2
3 + φ2

4

) = v2

2
= −μ2

2λ
(1.21)

where v is the vacuum expectation value. Figure 1.2 shows the potential V (φ) for
the values μ2 > 0 and μ2 < 0. The symmetry is spontaneously broken choosing the
system to fall into one of the multiple ground states, for example:
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(a) (b)

Fig. 1.2 Higgs potential V (φ) for a complex scalar field for μ2 > 0 (a) and μ2 < 0 (b)

φ0 =< 0|φ|0 >= 1√
2

(
0
v

)
(1.22)

Expanding around the ground state, the Higgs field itself is given by:

φ(x) = 1√
2

(
0

v + h(x)

)
(1.23)

where h(x) is the real scalar field corresponding to the Higgs boson.
By substituting the Higgs field in the Higgs Lagrangian (Eq. 1.17), the mass terms

of the gauge bosons can be identified in the Lagrangian. The values obtained are:

mW = 1

2
vgW , mZ = 1

2
v

√
g2W + g′2, mA = 0 (1.24)

The mass of the Higgs boson particle derived from the expansion of the scalar poten-
tial is:

mH = v
√
2λ (1.25)

and it is the free parameter of the model given its dependence on λ.
The other terms in the expansion of the covariant derivative define the interaction

vertices between the Higgs scalar field h(x) and the gauge bosons:

LV H = LVV H + LVV HH (1.26)

where

LVV H = 2m2
W

v
W+

μ W−μh(x) + m2
Z

v
ZμZμh(x)

LV V HH = m2
W

v2
W+

μ W−μh(x)h(x) + m2
Z

v2
ZμZμh(x)h(x)

(1.27)
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The vertices are composed by one (or two in LVV HH ) Higgs bosons and a couple
of massive gauge bosons. In both cases the coupling strength is proportional to the
squared mass of the gauge boson.

The mechanism used to explain how fermions acquire mass is based on the same
principles of the vector boson masses, but the formalism is slightly different. To
generate the masses of the fermions, an additional Yukawa term is introduced in the
Lagrangian:

LYukawa = −g f
(
̄LφR + ̄Rφ†l

)
(1.28)

where g f is the Yukawa coupling term for a fermion f , L(R) is the left (right)
handed fermion isospin doublet (singlet) and φ is the complex Higgs scalar field.
Considering the case of the electron, the Yukawa term can be written as:

Le = − ge√
2

[
(ν̄e, ē)L

(
0

v + h

)
eR + ēR (0, v + h)

(
νe
e

)

L

]

= −gev√
2
(ēLeR + ēReL) − geh√

2
(ēLeR + ēReL)

(1.29)

The ge Yukawa coupling is not predicted by theHiggsmechanism but it is determined
interpreting the term gev√

2
as the electron mass ( gev√

2
= me). The second term gives rise

to a coupling between the electron and the Higgs boson itself.
The above formalism gives only masses to the lower component of the doublet so

it can only explain the mass of the charged leptons and the down-type quarks. The
mechanism to explain the mass of the up-type quarks requires the introduction of the
Hermitian conjugate of the Higgs scalar field φC :

φc = −iσ2φ
∗ = − 1√

2

(
v + h
0

)
(1.30)

The conjugate doublet transforms in the same way as the doublet φ and it introduces
the masses of the up-type quarks.

1.3 The Higgs Boson at LHC

The Higgs boson is a scalar particle associated to the Higgs boson field. In the
Standard Model the Higgs boson is predicted to be a neutral CP-even scalar (J PC =
0++). Its mass mH is a free parameter of the theory. When the mass of the Higgs
boson is fixed, its couplings are well known, the productions rates and the partial
widths can be calculated.
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1.3.1 Higgs Boson Production Modes

The main Higgs boson production modes at LHC are:

(a) gluon-gluon fusion (ggF): at high center-of-mass energy, the gluon-gluon fusion
pp → gg → H is the Higgs boson production with the largest cross-section.3

This production is mediated by the exchange of a virtual heavy quark (top or
bottom) loop. The contribution from lighter quarks propagating in the loop are
suppressed proportionally to m2

q .
(b) vector boson fusion (V BF): it is the process with the second largest cross-

section. TwoW or Z bosons produced from colliding quarks interact to originate
the Higgs boson. The scattered quarks give rise to two hard jets in the forward
and backward regions. The jets are the characteristic signature of the process
used in the analyses to exploit this production mode.

(c) associated productionwith a vector boson (V H ): in this channel theHiggs boson
is produced in association with a W or a Z boson. As for the V BF case, this
channel is driven by the interaction of quarks which produce the vector boson V
(with V = W or Z ) that emits the Higgs boson. The ZH production also has the
contribution from the two gluons initial state. The presence of the vector boson
in the finals state is used experimentally to better identify the events as well as
to reduce the contribution of background events.

(d) associated production with a pair of heavy quarks (t t̄ H , bb̄H ): two colliding
gluons emit quark - anti-quark pair in which the quark can be the top or the
bottom quark. One quark from one gluon and an anti-quark from the other
gluon combine and form a Higgs boson. These production mechanisms have the
lowest cross-sections at LHC but they present the opportunity to study the direct
coupling of the Higgs boson to fermions.

Figure 1.3 shows the Feynman diagrams for the main Higgs production modes at
LHC and Fig. 1.4 shows the cross-sections of the Higgs boson with mH = 125 GeV
as a function of the center-of-mass energy

√
s.

Table 1.1 summarizes the Higgs boson production cross-sections for a Higgs
boson mass mH = 125 GeV at a center-of-mass energy

√
s = 13 TeV.

1.3.2 Higgs Boson Decays

The Higgs boson has a very short lifetime and it decays into final state with fermions
or bosons. The theoretical total decay width of the Higgs boson withmH = 125 GeV
is �H = 4 MeV. The branching ratio (BR) to any individual mode is expressed as

3 The gluon fusion represents almost 90% of the total Higgs cross-section.
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Fig. 1.3 Feynman diagram
for the Higgs production: a
gluon-gluon fusion, b vector
boson fusion, c associated
production with a vector
boson, d associated
production with a pair of top
quarks

Fig. 1.4 Cross-section
production of Higgs boson
with mH = 125 GeV as a
function of the
center-of-mass energy
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Table 1.1 The Higgs boson
production cross-sections for
mH = 125 GeV in p-p
collisions at a center-of-mass
energy

√
s = 13 TeV [8]

Production mode σ [pb]

ggF (pp → H) 48.6

VBF (pp → qqH) 3.78

WH (pp → WH) 1.37

ZH (pp → ZH) 0.88

t t̄ H (pp → t t̄ H) 0.50

bb̄H (pp → bb̄H) 0.48

Total 55.61

the ratio of the partial width to the total width, where the total width is the sum of all
possible partial widths:

BR(H → XX) = �(H → XX)
∑

i �(H → Xi Xi )
(1.31)

Figure 1.5 shows the predicted branching ratios of the different decay modes of the
Higgs boson as function of its mass. For a Higgs boson with mH = 125 MeV, the
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Fig. 1.5 Predicted
branching ratios of Higgs
boson as a function of its
mass [7]

 [GeV]HM
120 121 122 123 124 125 126 127 128 129 130

B
ra

nc
hi

ng
 R

at
io

-410

-310

-210

-110

1

L
H

C
 H

IG
G

S
 X

S
 W

G
 2

01
6

bb

ττ

μμ

cc

gg

γγ

ZZ

WW

γZ

dominant branching ratio is to bottom pairs (BR ∼ 58%). This thesis is focused in
this decay mode.

The second largest branching ratio is in pairs of W bosons (BR ∼22%) with one
of the bosons off-shell. The W boson can subsequently decay either into quarks or
into a charged lepton and a neutrino. Events with W decays into quark pairs are
difficult to distinguish from the QCD background while the W decays into leptons
must account for the neutrino missing momentum.

The decay of the Higgs bosons into gluon pairs has the third largest branching
fraction but it is not distinguishable from the SM background. For this reason, this
decay mode is not studied at LHC.

The next higher BR is in τ lepton pairs. As in H → WW case, the main difficulty
of this channel comes from the reconstruction of a final state with undetectable
neutrinos from the τ lepton decays and the discrimination between the hadron decays
of τ leptons and QCD background.

The Higgs to charm pair decay has a low branching ratio (BR ∼ 3 %) and it
suffers from large contamination from QCD process as g → cc̄ and the additional
experimental challenge of tagging hadronic jets from charm quarks.

With a similar branching ratio, the H → Z Z decay has amuch cleaner experimen-
tal signature because of the lepton decay of the Z boson. Even if the production rate
of the H → Z Z∗ → 4l decay is extremely low, this channel has small background
contributions.

The H → γ γ decay channel has a very low decay rate (BR ∼ 0.2 %) but it is
a clean process as H → Z Z∗ → 4l. Since the Higgs boson has no direct coupling
to massless particles, the H → γ γ decays is a loop-induced decay with the main
contribution from the top quark and W boson. The main background contribution
in this channel arises from the SM photon pair production, but the energy and the
momentum of the photons are measured with high precision so it is possible to
separate the background from the signal with high efficiency. Another rare loop-
induced decay mode of interest at LHC is the H → Zγ production with a branching
ratio BR = 0.15 %.
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Table 1.2 Branching ratios
of the Higgs decay for a
Higgs boson mass mH = 125
GeV [8]

Decay channel Branching ratio (%)

H → bb̄ 58.2

H → WW ∗ 21.4

H → gg 8.19

H → τ+τ− 6.27

H → cc̄ 2.89

H → Z Z∗ 2.62

H → γ γ 0.23

H → Zγ 0.15

H → μ+μ− 0.03

The Higgs boson can decay into a μ lepton pair. Despite its very low BR (BR =
0.03%) this decay mode is important because it gives the opportunity to measure the
Higgs couplings to the second generation of fermions at LHC.

Table 1.2 summarises the values of the branching ratios for the Higgs boson mass
mH = 125 GeV.

1.4 State of the Art of the VH(bb̄) Analysis

The discovery of theHiggs boson byATLASandCMSCollaborations [9, 10] in 2012
has been the most important recent breakthrough in experimental particle physics
and an important test of the Standard Model predictions. After the Higgs boson dis-
covery, many data analyses have focused the attention on its properties. Among all
the processes, the study of the Higgs boson decay into b-quarks is particularly impor-
tant because it is the decay channel with the largest branching ratio. However, large
backgrounds frommulti-jet production make the search in the dominant gluon-gluon
fusion production mode very challenging at hadron colliders. The best sensitivity is
presently obtained by studying theHiggs boson produced in associationwith a vector
boson V , with V = Z or V = W , even if this production mode has a cross-section
which is more than one order of magnitude lower than the gluon-gluon fusion. The
leptonic decay of the vector boson V enables efficient triggering and a significant
reduction of the multi-jet background. Moreover, this measurement provides the best
sensitivity to the WH and ZH production modes and it has the sensitivity to probe
some Beyond the Standard Model in effective field theories which could change the
H − VV coupling structure [11].

In summer 2017, the first evidence of the Higgs boson decay in bb̄ pair was
observed by ATLAS [12] and CMS Collaborations [13]. The result was obtained
using 2015 and 2016 data, collected at a centre-of-mass energy

√
s = 13 TeV cor-

responding to an integrated luminosity of 36 fb−1 and combined with Run 1 data
collected at

√
s = 7 TeV and 8 TeV. In this analysis, called resolved analysis, the
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Higgs boson has been reconstructed requiring in the final state two b-jets with a
radius parameter R = 0.4. For a Higgs boson mass of 125 GeV, an excess of events
over the expected background from other SM processes was found by the ATLAS
Collaboration with an observed significance of 3.5 standard deviations. This result
was confirmed by the CMS Collaboration which measured an excess of events over
the expected background with an observed significance of 3.8 standard deviations.

Using 2015–2017 data collected at centre-of-mass energy
√
s = 13 TeV, corre-

sponding to a total amount of 79.8 fb−1 of integrated luminosity, in summer 2018
ATLAS and CMS Collaborations measured an excess with an observed (expected)
significance of 4.9 (4.3) standard deviations and 4.4 (4.2) standard deviations, respec-
tively [14, 15].

The result of the V H(bb̄) analysis was combined with other searches for the
StandardModel Higgs boson decaying into a bb̄ pair, using Run 1 and Run 2 dataset,
including the associated production with t t̄ pair and the vector boson fusion. For a
Higgs boson mass of 125 GeV, the ATLAS Collaboration measured for the H → bb̄
decay a significance of 5.4 standard deviations, to be compared with an expectation
of 5.5 standard deviations [14]. The V H(bb̄) analysis had the leading sensitivity with
a significance of 4.9 standard deviations, while the t t̄ H(bb̄) and vector boson fusion
analyses gave a contribution of 1.9 and 1.5 standard deviations, respectively. The
observation of the H → bb̄ decay was confirmed also by the CMS Collaboration
[15]. Moreover, the ATLAS Collaboration combined the V H(bb̄) result with other
Run 2 searches for the Higgs boson in the V H production mode but decaying into
either two photons or four leptons via Z Z∗ decays. For a Higgs boson mass of
125 GeV, a significance of 5.3 standard deviations was measured [14], above the 5
standard deviations threshold to claim the observation of V H productionmode.Most
of the significance came from the V H(bb̄) analysis (4.9 standard deviations) while
the other two channels gave an extra 1.1 standard deviations ( V H(Z Z∗) analysis)
and 1.9 standard deviations (V H(γ γ ) analysis).

After the observation of the V H production and H → bb̄ decay modes, the same
dataset has been re-used in the Simplified Template Cross-Sections (STXS) frame-
work [16, 17]. The STXS framework facilitates the measurement of the differential
pp → V H cross-section and it has been used to extract the information on the Higgs
couplings and to put limits on the BSM effects. In autumn 2018 the ATLAS Collabo-
ration announced themeasurement of the differential cross-sections of the associated
production of the Higgs boson decaying to b-quarks with a vector boson V as a func-
tion of the vector boson transverse momentum [18]. All the measurements are in
agreement with the Standard Model predictions, and limits are set on parameters of
an effective Lagrangian sensitive to modifications of the Higgs boson couplings to
the electroweak gauge bosons.

Using the full Run 2 dataset with an integrated luminosity of 139 fb−1 the
V H(H → bb̄) resolved analysis has been updated by the ATLAS Collaboration
[19]. An excess of events over the expected background from other SM processes
was found by the ATLAS Collaboration with an observed significance of 4.0 and
5.3 standard deviations for a Higgs boson produced in association with a W or a
Z boson, respectively. Moreover cross-sections of associated production of a Higgs
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boson decaying into bottom quark pairs with an electroweak gauge boson decaying
into leptons aremeasured as a function of the gauge boson transversemomentum.The
cross-section measurements are all consistent with the StandardModel expectations.

In parallel of the full Run 2 V H(H → bb̄) resolved analysis, the H → bb̄ decay
mode has been explored in the extreme Higgs boson transverse momentum region
reconstructing the Higgs boson with a single large-R jet with R = 1.0 [20]. This
V H(H → bb̄) analysis designed for the high energy phase space is called boosted
analysis. Cross-sections of associated production of a Higgs boson decaying into a b
quark pair with a V gauge boson are measured in two exclusive V boson transverse
momentum regions, 250–400 GeV and above 400 GeV. The region with the V boson
transverse momentum above 400 GeV has never been investigated by the resolved
analysis and it is particularly sensitive to deviations from BSM physics. The main
analysis described in this thesis is the V H(bb̄) boosted analysis with focus on events
in the high energy regions.

In the next sections, a brief description of the latest results of resolved analysis,
the STXS framework and the Effective Field Theory are presented.

1.4.1 Overview of the V H(bb̄) Resolved Analysis

The most promising channel to measure the H → bb̄ decay is the V H(bb̄) channel.
Events are separated into three analysis channels in the so called 0-, 1- and 2-lepton
channels, based on the number of charged leptons (electrons or muons) coming
from the V boson decay to target the ZH → νν̄bb̄, WH → lνbb̄ and ZH → llbb̄
signatures, respectively. In all channels events are required to have exactly two b-
tagged small-R jets with R = 0.4 in order to reconstruct the decay products of
the Higgs boson. Events are further categorized depending on whether additional,
untagged jets are present. In 0- and 1-lepton channels, only events with exactly one
untagged jet are considered, while in the 2-lepton channel events with any number
of untagged jets are accepted.

To increase the signal-to-background ratio, the three channels are additionally
categorized according to the vector boson transverse momentum pVT . In the 0- and
1-lepton channels there are two pVT regions, 150 GeV < pVT < 250 GeV and pVT
> 250 GeV. Due to the stronger background suppression at low pVT in the 2-lepton
channel, one additional region has been added for events with 75 GeV < pVT < 150
GeV.

The dataset used in the analysis has been collected by theATLAS experiment from
2015 to 2018 with

√
s = 13 TeV and selected using missing transverse momentum

(Emiss
T ) trigger and single lepton triggers. More details on the trigger selection are

reported in Sect. 3.1. The offline event selection is performed using physics objects,
described in Chap. 4, reconstructed from the detector signal. The definition of the
three lepton channels depends on the number of charged leptons in the final states. In
the 1-lepton channel, the definition of lepton uses tighter identification and isolation
criteria to suppress the multi-jet background.
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In 0-lepton channel, events with leptons are rejected. A cut is applied to remove
events in a small part of the phase space where the trigger is inefficient. Finally
requirements on the angular distance between reconstructed objects are used to sup-
press the multi-jet background contribution.

In 1-lepton channel, events are required to have one electron or muon. To suppress
the multi-jet contribution in the electron sub-channel, an additional selection of Emiss

T
> 30 GeV is applied.

Events in 2-lepton channel are required to have exactly two leptons with the same
flavour. In the muon sub-channel, the leptons are required to have also the opposite
charge. To suppress backgrounds with non-resonant leptons, the invariant mass of
the lepton pair must be close to the Z boson mass.

Dedicated control regions are defined to evaluate the contributions of the dominant
background processes . The control regions are defined using a continuous cut on the
angular separation between the two b-tagged jets �R(b1,b2) as a function of pVT .

To maximise the sensitivity to the Higgs boson signal the analysis deploys a
multivariate discriminant, built from variables which describe the kinematics of the
selected events. The Boosted Decision Tree (BDT) is the multivariate discriminant
used in the analysis. It takes as input kinematic variables that describe the event
(pVT ,�R(b1,b2) and invariant mass of the two b-tagged jets mbb ) and it gives as
output a variable called BDT score. The BDT score variable tends to assume values
near -1 for background events and values near to +1 for signal events in order to
separate signal frombackground events. ABDTdistribution is built for each region of
the analysis. TheBDToutputs are then combined using a binnedmaximum likelihood
fit to extract the signal strength μ and the background normalisations. The signal
strength is defined as:

μbb
V H =

(
σ(V H) × BR(H → bb̄)

)
measured(

σ(V H) × BR(H → bb̄)
)
expected(SM)

(1.32)

where σ is the V H cross-section and BR is the branching ratio H → bb̄.
Considering all data collected by the ATLAS Collaboration from 2015 to 2018 at√
s = 13 TeV, corresponding to an integrated luminosity of 139 fb−1, an excess of

events over the expected background from the other SM processes is found with an
observed significance of 6.7 standard deviations [19]. The fitted value of the signal
strength parameter is μbb

V H = 1.02+0.18
−0.17. Moreover the fit is performed measuring

separately the WH and ZH production processes. The WH and ZH production
modes reject the background-only hypothesis with observed significance of 4.0 and
5.3 standard deviations, respectively. The fitted values of the signal strengths are:

μbb
WH = 0.95+0.27

−0.25

μbb
ZH = 1.08+0.25

−0.23

(1.33)

with a linear correlation of 2.7% between them.
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As a validation, a diboson analysis has been performed in which dedicated BDT
distributions are evaluated considering the V Z diboson process as signal and the V H
as background. The measurement of the V Z production returns a signal strength of
μbb

V Z = 0.93+0.15
−0.14, which is in good agreement with the Standard Model prediction.

Another cross-check analysis is the so-called dijet-mass analysis in which the
distributions of the invariant mass of the two b-tagged jets mbb are used in the fit
instead of the BDT output distributions. From the fit to mbb, the value of the signal
strength is μbb

V H = 1.17+0.25
−0.23 and an observed significance of 5.5 standard deviations

has been measured.

1.5 The Simplified Template Cross-Section Measurements

Many successful results have been obtained during Run 1 and the early Run 2, among
which the ATLAS H → bb̄ observation and the V H observation. Such analyses
show their results asmeasured signal strengths andmultiplicative couplingmodifiers.
The Simplified Template Cross-Section (STXS) framework has been developed to
provide a natural way to evolve the signal strength measurements. The framework
provides a way to perform measurements that are more granular than the signal
strengthmeasurements and it allows for an easy combination of the results in different
decay channels and different experiments.

The STXS measurements have been performed in mutually exclusive regions of
phase space, called STXS bins, and they have a clear advantage with respect to the
signal strength measurements. In the signal strength measurement only the signal
normalization can be changed and the shape of the kinematic distributions are set
to the SM predictions. In the STXS measurement, only the sum of the templates
is forced to be identical to the SM prediction while measurements in each bin can
show some deviations from the SM. In this regard, the primary goals of the STXS
framework are to maximize the sensitivity of the measurements while reducing the
theory dependences that must be directly folded into the measurements.

For the STXS measurements, the simulated signal samples are used to create one
set of histograms for each STXS bin. Any simulated signal event passing the event
selection is assigned to a specific STXS bin and used to fill a specific histogram.
Each STXS bin is defined using the generator values of the measured quantities. The
quantities obtained at generator level, called truth quantities in the following, used
in the V H analysis are:

• Higgs boson rapidity yH which is required to be lower than 2.5 (|yH | < 2.5) to
reduce the extrapolation to region with limited signal acceptance;

• transverse momentum of the vector boson pVT : the STXS bins are designed to be
coherent with the cuts used in the V H analysis and to isolate regions sensitive to
BSM physics;

• number of small-R jetswith R = 0.4 and pT >30GeV: theSTXSbins are designed
to mitigate the extrapolation among regions with different jet multiplicity.
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The criteria used to define the STXS bins are:

• minimizing the dependence on the theoretical uncertainties;
• maximizing the experimental sensitivity;
• isolation of possible BSM effects;
• minimizing the number of bins without loss of experimental sensitivity.

If the residual theoretical dependence into the signal acceptance in each STXS bin is
still comparable to the precision measurement, one can split a bin into two or smaller
bins. Moreover, the use of standardized STXS bins, which are defined with no infor-
mation on the Higgs decay modes, makes the STXS framework extremely adaptable
for combinations among decay channels, and for comparison among experiments.

The STXS measurements are different from the fully fiducial differential mea-
surements. The latter are explicitly optimized for maximal theory independence by
minimizing the acceptance corrections. The minimization of the acceptance correc-
tions is done performing measurements in fiducial volumes which are as close as
possible to fiducial volumes measured for a particular Higgs boson decay channel.
In contrast, in the STXS framework, simplified fiducial volumes are used and larger
acceptance corrections are allowed in order to maximally benefit from the use of
standardized event categories. Another difference is that the fiducial measurement is
designed to be agnostic to the production mode while the separation in production
modes is an essential aspect of the STXS framework.

In the STXS framework, the VH production is referred as the Higgs boson pro-
duction in association with a V boson decaying leptonically. In the V H STXS
study, a so-called maximum splitting categorization scheme is proposed to provide
the flexibility to convert any categorization scheme of interest. The V H signals
are divided into five categories: qq → Z(νν)H , gg → Z(νν)H , qq → W (lν)H ,
qq → Z(ll)H and gg → Z(ll)H . All the lepton flavours are considered (includ-
ing τ -leptons). As anticipated, each category is further divided into a forward Higgs
region and a central Higgs region. The former includes events where the Higgs boson
rapidity is higher than 2.5, while in the latter the Higgs rapidity is lower than 2.5 (for
which the experimental acceptance is negligible). The signals with a central Higgs
are further split using the vector boson transverse momentum pVT . Five pVT bins are
defined with four cuts at 75, 150, 250 and 400 GeV. In each pVT interval, events are
separated according to the number of extra jets. Extra jets are defined as small-R jets
with R = 0.4 and pT > 30 GeV that do not come from the Higgs decay. Depending
on the number of extra jets, three regions are defined: 0, 1 and at least 2 extra jets.
Figure 1.6 shows the maximum split scheme which has 80 bins.

The maximum splitting categorization is only studied to provide a high flexibility
in the choice of the bins to measure. The truth level categorization reflects the cuts
at reconstructed level and covers the needs for possible BSM studies. The cross-
section values of each bin in the maximum split categorization scheme are shown in
Fig. 1.7. Due to the limited statistics, the contribution frommost of the bins is too tiny
to derive meaningful conclusions and a coarser scheme, denoted as main splitting,
has been adopted. In the resolved analysis the categorization scheme includes five
bins while the boosted analysis has only four bins. In both analyses, no split on the
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Fig. 1.6 V H STXS regions in the maximum splitting scheme. The boundaries of the truth pVT
regions are expressed in GeV

number of extra jets is applied and all the ZH modes are merged. Only events in the
central Higgs region (|yH | < 2.5) are considered in the measurement. In the resolved
analysis the splitting in pVT at 400 GeV is removed and the contributions of both ZH
and WH for pVT < 75 GeV are fixed to the SM together with the WH contribution
for 75 GeV < pVT < 150 GeV. In the boosted analysis, the contributions of both
production modes for pVT < 250 GeV are fixed to the SM values. The main splitting
categorizations for the resolved and boosted analysis are shown in Fig. 1.8.

1.5.1 STXS Measurements in the V H(bb̄) Resolved Analysis

The V H simplified template cross-sections have been measured in the resolved
analysis using the full Run 2 dataset [19]. The expected signal distributions in each
STXS region are estimated from simulated signal samples by selecting events using
the truth information, in particular the truth pVT called pV,t

T . Figure 1.9 shows the
expected signal yield and the expected signal fraction in each reconstructed event
category for each STXS region. In 1-lepton and 2-lepton channels, almost all the
events are from the WH and ZH production modes, respectively. In the 0-lepton
there is a significant contribution (∼ 15%) from theWH production modes. Most of
the WH events reconstructed in the 0-lepton channel are events where the W boson
decays in τ + ν, then the τ lepton decays hadronically and it is reconstructed as a
jet.
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(a) (b)

Fig. 1.8 V H STXS regions in the main splitting scheme used by the resolved (a) and boosted (b)
analyses, respectively. The measurements are performed only in the bins shown in green. The bins
shown in white are fixed to their SM values

Themeasured cross-section timesbranching fractionsσ(V H) × BR(H → bb̄) ×
BR(V → leptons), together with the SMpredictions, in the five STXS regions under
study are shown in Fig. 1.10. The results are in good agreement with the SM predic-
tions and the cross-sections are measured with relative uncertainties varying from
30% in the highest pVT region to 85% in the lowest pVT regions. The largest uncer-
tainties are statistical although in the lowest pVT regions systematics uncertainties
make a sizeable contribution to the total uncertainty. For the ZH measurements, the
signal uncertainties also make a sizeable contribution due to the limited precision of
the theoretical calculations of the gg → ZH process.

1.6 The Effective Field Theory

Following the discovery of the Higgs boson, the Standard Model description has
been tested looking for hints of BSM effects. Even if the scale� of the BSM physics
is much larger than the typical SM scale, and larger than the energy scale at which
the experiment is conducted, indication of new physics may rise by measuring devia-
tions from the SM prediction. Effective Field Theories can be used to give a descrip-
tion of these effects. In this context the SM Lagrangian is extended into the SM
Effective Field Theory (SMEFT) [21] considering a set of dimension D operators
O(D)

i , larger than 4, where each consecutive term is suppressed by a larger power
of �:

LSMEFT = LSM +
∑

i

c(5)
i

�
O(5)

i +
∑

i

c(6)
i

�2
O(6)

i +
∑

i

c(7)
i

�3
O(7)

i + . . . (1.34)
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Fig. 1.9 Expected signal yields (a) and signal fractions (b) in each reconstructed category as a
function of the STXS region. Events with event yield below 0.1 or signal fractions below 0.1% are
not shown [19]
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Fig. 1.10 Observed values
of the σ × BR in the five
STXS bins. The total
observed uncertainty (black)
is quoted together with the
statistical component
(green). The observation is
compared to the SM
prediction (red lines) and its
uncertainty is represented by
the red area [19]
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where LSM is the SM Lagrangian, � is the energy scale of the New Physics and ci
are the coupling constants calledWilson coefficients. TheWilson coefficients are free
parameters of the SMEFT that can be constrained using experimental data. In the
Standard Model, all the Wilson coefficients are zero. Also the energy scale� of new
physics is a free parameter but conventionally is set to 1 TeV. The leading effects
that are of the interest in the present context come from operators with dimension
D = 6. Dimension-5 operators are discarded because they violate the lepton number
conservation while dimension-7 operators violate the conservation of the difference
between the barion and the lepton numbers. Differently, dimension-8 operators are
suppressed by the power of � and are assumed to have a negligible effect. The
SMEFT Lagrangian that is considered in the following can be re-written as:

LSMEFT = LSM +
∑

i

c(6)
i

�2
O(6)

i (1.35)

The dimension-6 operators form a complete set called basis. The basis used to show
the result in this thesis is the Warsaw basis [21]. Considering only dimension-6
operators, a total of 2499 additional operators can be built out of the SMfield content.
Only a small subset of these additional operators will affect the Higgs boson physics
and 17 operators modify the qq → V (→ leptons)H(→ bb̄) process, of which only
4 operators affect the H → bb̄ decay. The operators affecting the V H(H → bb̄)
analysis are listed in Table 1.3 [21, 22] together with their Wilson coefficients. The
ZH production cross-section is impacted by 13 operators, while the WH process
depends only on 6 operators. In addition there are 3 operators that affect the total
Higgs width �tot

H and one that can induce possible variations of the H → bb̄ partial
width. The operator to which the V H(bb̄) resolved and boosted analyses are most
sensitive is the one multiplied by the cHq3 Wilson coefficient. Figure 1.11 shows
examples of Feynman diagrams of this operator, showingwhich vertices are affected.
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Table 1.3 Wilson coefficients and their corresponding dimension-6 operators in the Warsaw for-
mulation affecting the qq → V (→ leptons)H(→ bb̄) process [21, 22]

Wilson coefficient Operator definition Impact

cH� (H†H)�(H†H) ZH,WH

cHDD (H†DμH)∗(H†DμH) ZH,WH

cHW H†HW I
μνW

Iμν ZH,WH

cHB H†HBμνBμν ZH

cHWB H†τ I HW I
μνB

μν ZH

cHl1 H†i
↔
DμH(l pγ μlr ) ZH

cHl3 (H†i
↔
DI

μH)(l pτ I γ μlr ) ZH,WH

cHe1 (H†i
↔
DμH)(epγ μer ) ZH

cHq1 (H†i
↔
DμH)(q pγ

μqr ) ZH

cHq3 (H†i
↔
DI

μH)(q pτ
I γ μqr ) ZH,WH

cHu (H†i
↔
DμH)(u pγ

μur ) ZH

cHd (H†i
↔
DμH)(d pγ

μdr ) ZH

cll1 (l pγμlr )(lsγ μlt ) ZH,WH

|cdH | (H†H)(q pdr H) �bb̄
H

|ceH | (H†H)(l per H) �tot
H

|cuH | (H†H)(q pur H̃) �tot
H

cHG H†HGA
μνG

Aμν �tot
H

(a) (b)

Fig. 1.11 Feynman diagrams of the operator that multiplies the cHq3 Wilson coefficient and that
affects the WH (a) and ZH (b) production cross-sections. The black points show which vertices
are impacted by the operator
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The ambitious physics program for the V H(H → bb̄) measurements is to deter-
mine the exclusion regions for these 17 parameters, with the best precision available.

Given the available statistics, one can find as a good compromise, the use of the
STXS measurements to put limits on the EFT coefficients, profiting from the split in
different kinematic STXS bins for the V H process.

In the SMEFT the expected cross-section values for different STXS bins become
a function of the Wilson coefficients and they can be split into the following three
contributions:

σSMEFT = σSM + σint + σBSM (1.36)

where σSM is the cross-section value computed in the SM, σint arises through the
interference of the SM and BSM processes and σBSM consists exclusively of BSM
processes. The deviations from theSMpredictions can then be expressed as a function
of the Wilson coefficients:

σSMEFT

σSM
= 1 +

∑

i

Ai ci +
∑

i, j

Bi j ci c j (1.37)

where Ai and Bi j are the coefficients defined as:

σint

σSM
=

∑

i

Ai ci

σBSM

σSM
=

∑

i j

Bi j ci c j
(1.38)

The coefficients Ai and Bi j are the linear and the quadratic terms in ci , respectively,
and they can be estimated for each STXS bin using Monte Carlo (MC) simulations.
The interference terms are of the order of 1/�2, while the quadratic terms are of the
order of 1/�4. Both linear and linear plus quadratic terms are studied.

The decay width of the Higgs boson in the SMEFT also suffers a dependency
on the Wilson coefficients. In complete analogy to Eq. 1.36, the decay width into a
given final state f can be decomposed as:

�
f
SMEFT = �

f
SM + �

f
int + �

f
BSM (1.39)

where �
f
SM is the SM component, � f

int is the interference component between the SM
and BSM processes and �

f
BSM is the BSM component. As before the modifications

to the decay width can be parametrised as:

�
f
int

�
f
SM

=
∑

i

A f
i ci

�
f
BSM

�
f
SM

=
∑

i j

B f
i j ci j

(1.40)
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The total Higgs boson width � is the sum of all the partial decay widths so it can be
parametrised as:

�SMEFT =
∑

f

�
f
SMEFT =

∑

f

�
f
SM(1 +

∑

i

A f
i ci +

∑

i j

B f
i j ci c j ) (1.41)

Using the partial and total decay width definitions, the branching ratio can be written
as a rational function of the Wilson coefficients.

Combining the parametrisation of the production cross-sectionσSMEFT/σSM, of the
partial � f

SMEFT/�
f
SM and of the total �SMEFT/�SM decay widths, the parametrisation

of the production cross-section times branching ratio consists of three polynomials:

[σ(V H) × BR(H → bb̄)]SMEFT = [σ(V H) × BR(H → bb̄)]SM · σSMEFT

σSM
· �bb̄

SMEFT/�bb̄
SM

�SMEFT/�SM
(1.42)

Maximum-likelihood fits are performed across the STXS regions to determine the
Wilson coefficients. Limits on each individualWilson coefficient are set by assuming
all the others to vanish and one-dimensional confidence level (CL) intervals are
inferred for the coefficient under study both with and without the quadratic term.
Additionally, simultaneous fits with two parameters have been performed with and
without the quadratic term. These fits allow to extract two-dimensional confidence
levels for each pair of Wilson coefficients.

Attempting to simultaneously extract constraints on more than two coefficients
leads to unmanageable correlations because there are less STXS regions than Wil-
son coefficients. An alternative approach, which can replace the one and the two-
dimensional fit, is to use a linear combination of operators that are correlation-free
to which the analysis is most sensitive. A well-defined simultaneous fit can be made
to extract limits on the combinations of Wilson coefficients defined as eigenvectors.
The combinations of Wilson coefficients are ordered in terms of experimental sensi-
tivity. All the details to extract these linear combinations can be found in Ref. [22].
With this new approach it is possible to avoid very strong assumption that only a
few operators contribute at time. The number of eigenvectors used in the analysis is
equal to the number of STXS regions.

Many Wilson coefficients have degenerate effects on the VH STXS bins, espe-
cially the one from the Higgs decay. For this reason a linear parametrisation with
explicit modifications of the branching ratio has been adopted:

[σ(V H) × BR(H → bb̄)]SMEFT = [σ(V H) × BR(H → bb̄)]SM ·
[

1 +
∑

i

αi ci + IBR

]

(1.43)
Modifications to the branching ratio are not explicitly parametrised as functions of
Wilson coefficient ci , they are absorbed into the IBR parameter which is introduced
as an additional independent parameter. The IBR parameter is defined as the ratio
of the Higgs boson into a pair of b-quarks to its Standard Model predictions. In
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the next paragraph only the results of the one-dimensional and two-dimensional fits
are shown. For completeness, the results of the eigenvector method are reported in
Appendix A.

1.6.1 EFT Interpretation in the V H(bb̄) Resolved Analysis

The largest sensitivity in the V H(bb̄) resolved analysis is on the Wilson coefficients
cHWB , cHW , cHu , cHq3 [19]. In the following the limits on these coefficients are
studied together with the limits on |cdH | coefficient which directly affects the H →
bb̄ decay width. Figure 1.12 shows the ratio of the SMEFT cross-section times
branching ratio over SM cross-section times branching ratio as a function of cHu

in various STXS bins. The dashed lines include the linear parametrization only for
the cross-section times branching ratio while the continuous lines use the linear +
quadratic parametrization of these quantities. Since the cHu coefficient has an impact
only on the ZH production, there is no variation of the cross-section times branching
ratio with respect to the SM in the WH STXS bins. The plot shows that the linear
approximation is fairly good for the STXS regions at low-pVT , while in the high-pVT
STXS bin the quadratic terms gain importance with respect to the linear terms.

As already mentioned with only five STXS bins and 17 Wilson coefficients, a
simultaneous fit to all the coefficients at the same time is not possible. To quantify
how much the analysis phase space is sensitive to each operator, one-dimensional
(1D) likelihood scans are performed considering only one operator at time. The full
parametrisation of the cross-section times branching ratio is used in these 1D fits
(Eq. 1.42). Figure 1.13 shows the observed (solid lines) and expected (dotted lines)
profiles for the negative log-likelihood functions for the 1D fits of the cHu Wilson
coefficient. The function that includes linear and quadratic parametrization shows
the typical shape of the parabolic parametrisation with two minima.

The intervals at the 68% CL for the four Wilson coefficients to which the analysis
is most sensitive and for |cdH |, extracted from these likelihood scans, are shown

Fig. 1.12 Relative
production cross-section
times branching ratio into
bottom quarks in various
STXS bins as a function of
the cHu Wilson coefficient.
The solid curves use the
linear + quadratic
parametrisation for the V H
production cross-section and
Higgs decay widths while
the dashed lines use only
linear parametrisation
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Fig. 1.13 Observed (solid lines) and expected (dotted lines) profiled negative log-likelihood func-
tions for one-dimensional fits to constrain a single coefficient of an effective Lagrangian when the
other coefficients are assumed to vanish. The coefficients cHu is shown for the case where only
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Fig. 1.14 Observed best-fit values and 1D confidence intervals for theWilson coefficients to which
this analysis has the greatest sensitivity and the |cdH | coefficient which directly affects the H → bb̄
decaywidth. Limits are shown for the casewhere only linear (blue) and linear and quadratic (orange)
terms are considered. Confidence intervals are shown at both 68% CL (solid line) and 95% CL
(dashed line) [19]

in Fig. 1.14 for the linear parametrisation and including the quadratic terms. The
coefficient cHq3 is constrained at 68% CL to be less than a few percent, while the
constraints on the other three coefficients range from 10–30%. The constraint on the
Wilson coefficient related to the branching ratio is much weaker. In most of the cases
the constraints are found to depend on the presence of the quadratic terms.
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Fig. 1.15 Observed confidence intervals on the simultaneous likelihood to the pair of cHq3 and
cHu Wilson coefficients, at 68% (dashed lines) and 95% CL (solid lines). Limits are shown for the
case where only linear (blue lines) or linear and quadratic (orange lines) terms are considered. The
best points are marked by a cross [19]

Two-dimensional confidence intervals are derived for all the combinations of those
four Wilson coefficients that the analysis can constrain best. Figure 1.15 shows the
observed confidence interval at 68% (dashed lines) and 95% (solid lines) CL for the
pair of cHq3 and cHu Wilson coefficients. Limits are obtained from a linear and linear
plus quadratic parametrisation of the V H production cross-section times branching
ratio. The associated limits change appreciably upon inclusion of the quadratic terms
in the parametrisation. However, the correlation among the two parameters is found
very strong.
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Chapter 2
The Large Hadron Collider and the
ATLAS Experiment

This chapter is dedicated to the two key ingredients necessary for data analysis in
high energy physics: the particle accelerator and the detector. The first part of the
chapter is fully dedicated to the world’s largest particle accelerator, the Large Hadron
Collider (LHC), while the second part is focused on the ATLAS detector with a brief
description of all the sub-detector components.

2.1 The LHC

The Large Hadron Collider (LHC) [1] is a superconducting-hadron accelerator and
collider installed in the existing 27 km tunnel for the Large Electron Positron (LEP)
machine [2] on the French-Swiss border at CERN laboratory. It is a circular accel-
erator for protons and heavy ions that makes collisions with an energy at the center-
of-mass

√
s up to 13 TeV.

The collider tunnel contains two adjacent parallel beamlines called beam pipes
each containing a beam. The beams travel in opposite directions around the ring
before they collide. The LHC relies on 1232 superconducting niobium-titanium
dipole magnets at the edge of the present technology to bend the path of the proton
beams travelling through the ring. The dipole magnets are cooled to a temperature
down to 1.9 K using superfluid helium, and they provides a magnetic field of 8 T gen-
erated by an electric current at 11700 A. To stabilize and focus the beam, additional
392 quadrupole magnets complement the dipole system.

The process of acceleration is obtained with a chain of machines that accelerate
particles to higher energy step-by-step as shown in Fig. 2.1. The proton source is
hydrogen gas. An electric field is used to strip hydrogen atoms of their electrons
to yield protons. The protons are then injected into the first accelerator Linac 2, a
linear accelerator, that accelerates protons up to 50 MeV. The beam is then injected
into the Booster, a circular accelerator which accelerates particles to 1.4 GeV. Once
protons reach this energy they are injected into the Proton Synchroton (PS), which
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Fig. 2.1 Schematic view of the accelerator system at CERNwith the four collision points and other
beams extracted at different accelerator level

pushes the beam to 25 GeV. Protons are then sent into the Super Proton Synchroton
(SPS) where they are accelerated to 450 GeV. The protons are finally transferred
to two beam pipes of LHC. Two proton beams circulate in opposite directions and
they are accelerated up to the energy of 6.5 TeV. The two beams collide at four
interaction points where ATLAS, CMS, LHCb and ALICE detectors are installed.
The centre-of-mass energy at the collision point is

√
s =13 TeV. This thesis uses

the data collected by the ATLAS experiment which is discussed in more details in
Sect. 2.2.

The accelerator complex also includes the Antiproton Decelerator (AD) and the
Online Isotope Mass Separator (ISOLDE) facility, a facility that generates neutrinos
for the CERN Neutrinos to Gran Sasso (CNGS) project, as well as the neutron time-
of-flight facility (nTOF).

As already mentioned, protons are not the only particles accelerated in the LHC,
also heavy ions are accelerated. The heavy ions are produced from a source of
vaporised lead and enter Linac 3 before being collected and accelerated in the Low
Energy Ion Ring (LEIR). Then they follow the same route to the maximum energy
as the protons. Figure 2.1 shows the accelerator chain, the collisions points with the
four LHC experiments and the other beams extracted at different accelerator levels.

The LHC was designed to collide proton beams with a center-of-mass energy up
to 14 TeV. During the first LHC run, the so-called Run 1, lasted from 2011 to 2012,
LHC delivered proton-proton (p-p) collisions at center-of-mass energy of 7 TeV and
8 TeV. In 2013 and 2014, there was the shutdown for consolidation activities. After
the shutdown, there was the second run, the so-called Run 2, started in 2015 and
lasted until the end of 2018. During the Run 2, the center-of-mass energy of the p-p
collisions was 13 TeV.

The protons circulating in the LHC ring are arranged in bunches, and each beam is
formed by a train of up to 2808 bunches with approximately 1011 protons per bunch.
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The separation between bunches is called bunch spacing. The bunch spacing was 50
ns during the Run 1 and 25 ns during the Run 2.

Luminosity
The number of events for a given process generated in LHC collisions is given by
the formula:

Nevent = σevent L (2.1)

where σevent is the cross-section for the process under study and L is the integrated
luminosity. The former factor depends on the considered physics process and it is
proportional to the probability of a specific final state to appear. More formally, the
cross-section for a process is defined as the number of interactions per unit time per
target particle divided by the incident flux [3]. It is usually measured in barn (1 b
= 10−24 cm2). This quantity may depend on energy in different ways for different
processes: when energy increases, new phenomena contributing to the cross-section
may appear and become dominant and, at the same time, others can be suppressed.
The integrated luminosity is a parameter of the machine and it is defined as the
time integral of the instantaneous luminosity L . The instantaneous luminosity can
be expressed as a function of the geometrical characteristics of the colliding bunches
and of the machine parameters:

L = N 2
Bnb frevγr
4πεnβ∗ F (2.2)

where Nb is the number of protons per bunch, nb is the number of bunches per
beam, frev is the revolution frequency, γr is the relativistic gamma factor, εn is the
normalised transverse beam emittance,1 β∗ is the beta function2 at the collision point
and F is the geometrical luminosity reduction factor due to the crossing angle at the
interaction point. The geometrical luminosity reduction factor F is defined as:

F =
(
1 +

(
θcσz

2σ ∗

)2
)− 1

2

(2.3)

where θc is the full crossing angle at the interaction point, σz is the RMS of the bunch
length and σ ∗ is the RMS of the transverse beam size at the interaction point. The
values of the main accelerator parameters are shown in Table 2.1. The instantaneous
luminosity is measured in pbs−1 or cm−2 s−1 units. The LHC target instantaneous
luminosity is L = 1034 cm−2 s−1.

1 The normalised transverse beam emittance represents the average spread of the beam in the
momentum-position phase space transverse to the beam.
2 The beta function describes the size of the beam in the plane transverse to the beam. β∗ refers to
this size at the interaction point.
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Table 2.1 Summary of the nominal design LHC parameters

Variable Value Description

Nb 1010−1011 Number of particles per bunch

nb 2808 Number of bunches per beam

frev 11245 Hz Revolution frequency

γr ∼ 7000 Relativistic gamma factor

εn 3.75 µm Normalized transverse beam emittance

β∗ 0.55 m Beta function at the collision point

F 0.84 Geometric luminosity reduction factor

θc ±285µrad Crossing angle at interaction point

σz 7.55 cm RMS bunch length

σ ∗ 16.7 µm RMS beam size

Equation 2.1 shows a linear dependency between the number of events and the
integrated luminosity. Higher luminosity means larger amount of primary interac-
tions: this is very important because it allows the study of rare events.

During the Run 2 LHC delivered to ATLAS 156 fb of integrated luminosity, 146
fb were recorded by the experiment and 139 fb were used for physics analyses after
certification of good quality data (Fig. 2.2a).

Due to the high instantaneous luminosity at LHC, a large number of proton inter-
actions per bunch crossing are produced. During Run 2 period, the mean number
of interactions per bunch crossing < μ > is varied between 34 and 38 (Fig. 2.2b).
These additional interactions per bunch crossing are called in-time pile-up. Due to
the high granularity of the detectors, it is possible to isolate the interaction of interest
from the in-time pile-up by distinguishing among different interaction vertices and
their associated particles. If the bunch crossing frequency is high, it may happen that
interactions from adjacent bunch crossing will fall inside the detector integration
time and they will be recorded in the same event. This phenomenon is indicated as
out-of-time pile-up.

LHC Experiments
In the LHC ring the two beams collide in four points which correspond to the four
detectors designed for different physics programs. These detectors are:

• A Large Ion Collider Experiment (ALICE) [5] is a detector which is designed
to study the physics of strongly interacting matter at extreme energy densities,
generated in high energy heavy ion collisions. Lead ions collisions recreate in
the laboratory conditions similar to those just after the Big Bang, where protons
and neutrons “melt”, freeing the quarks from their bonds with gluons. This is
the quark-gluon plasma. The existence of such a phase and its properties are key
issues in the the theory of quantum chromodynamics. The ALICE Collaboration
looks for the quark-gluon plasma observing how it progressively gives rise to the
particles that constitute our universe today.
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Fig. 2.2 a Total integrated luminosity versus time delivered toATLAS (green), recorded byATLAS
(yellow), and certified to be good quality data (blue) during stable beam proton-proton collisions
at 13 TeV center-of-mass energy in 2015–2018. bMean number of interactions per bunch crossing
for the fill Run 2 period [4]

• A Toroidal LHC Apparatus (ATLAS) [6] is one of the two general-purpose
detector at LHC. It investigates a wide range of physics, from measurements of
the Higgs boson properties to the search of the Higgs boson to extra dimensions
and particles that could make up dark matter. Its name is given by the toroidal
magnet placed in the outer part of the detector.

• Compact Muon Solenoid (CMS) [7] is the other LHC general-purpose detector
with a scientific program very similar to ATLAS. Even if it has the same scientific
goal of the other multi-purpose detector, it uses different technical solution and a
different magnet-system design: the CMS detector is built around a huge solenoid
magnet which provides an axial magnetic field of 3.8 T both for the tracker and
the muon system.

• Large Hadron Collider beauty (LHCb) [8] is a detector focused on flavour
physics, performing precise measurements of CP violations and rare decays of
bottom and charm hadrons. The LHCb experiment is asymmetric with respect to
the interaction point and it uses a series of sub-detectors to detect mainly forward
particles. The first sub-detector is mounted close to the collision point and the
others are placed in sequence in a line aside the beam orbit over a total length of
20 m.

2.2 The ATLAS Experiment

ATLAS (A Toroidal LHC ApparatuS) [6] is one of the four main experiments taking
data at LHC and it is an example of a general purpose detector. This experiment is
housed in a hall about 100 m underground, in a beam interaction point of the LHC
ring. The detector has a cylindrical shape around the beam pipe with a diameter
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Fig. 2.3 Cut-away view of the ATLAS detector [6]

of 25 m and a length of 44 m. The ATLAS detector consists of a series of sub-
detectors placed around the beam pipe in layers with cylindrical symmetry. Near
the beam pipe there is the innermost sub-system, the Inner Detector (ID) which is
surrounded by a solenoidal magnet. Then there is the calorimeter system, formed by
the electromagnetic (EM) and the hadronic calorimeters. The outer sub-detector is
theMuon Spectrometer (MS). Three toroids are situated outside the calorimeters and
within the MS. Additionally, two end-caps, perpendicular to the beam, are situated
at the end of the detector to improve the detector coverage in the forward region. A
schematic view of the ATLAS detector with all the sub-detectors is shown in Fig. 2.3.

Coordinate System
The coordinate system and nomenclature used to describe the ATLAS detector and
the particles emerging from the p-p collisions are briefly summarized here. The
interaction point is defined as the origin of the coordinate system, the beam direction
coincides with the z-axis and the x-y plane is the transverse plane to the beam direc-
tion. A cylindrical coordinate system is used to describe the detector: the azimuthal
angle φ is measured around the beam axis and the polar angle θ is the angle from
the beam axis. Usually, the θ coordinate is replaced by the pseudorapidity variable
defined as

η = − ln tan

(
θ

2

)
(2.4)

In the massless particle limit, the pseudorapidity is equivalent to the rapidity y =
1
2 log

(
E+pz
E−pz

)
. A particle with η = 0 is travelling perpendicular to the beam pipe
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(θ = 90◦), while if the particle is travelling parallel to the beam pipe (θ = 0◦ or
θ = 180◦), its pseudorapidity tends to infinity (|η| → ∞).

Another quantity used in this thesis is the angular distance between two objects i
and j which is defined as:


R =
√

(ηi − η j )2 + (φi − φ j )2 (2.5)

where ηi and η j are the pseudorapidity of the two objects and, φi and φ j are their
azimuthal angles.

The momentum of an object is expressed in the Cartesian coordinates as p = (px ,
py , pz), where px , py , pz are the momentum in the x, y and z directions. Often
properties are given in the transverse plane to the beam (x-y plane). For example the
transverse momentum pT of a particle is defined as:

pT =
√
p2x + p2y = |p| sin θ (2.6)

2.2.1 Magnet System

One of the key feature of the ATLAS detector is the hybrid superconducting magnet
system which consists of a solenoid, a barrel toroid and two end-cap toroids, as
shown in Fig. 2.4. The purpose of the magnet system is to provide the magnetic field
for the ID and the MS in order to curve the trajectory of charge particles.

The solenoid is aligned on the beam axis and it is positioned between the ID and
the EM calorimeter. The inner and the outer diameters of the solenoid are 2.46 m
and 2.56 m and its axial length is 5.8 m. It provides a 2 T axial magnetic field for the
central tracker.

The toroid provides a magnetic field for the MS and it is formed by eight coils
located outside the calorimeters and within the MS. The magnetic field goes through
25.3 m in length, with inner and outer diameter of 9.4 m and 20.1 m, respectively.
Also the two end-caps toroids are formed by eight coils and they are situated at the
end of the barrel toroid; they have inner and outer diameter of 1.65 m and 10.7 m

Fig. 2.4 Geometry of
ATLAS magnet system: the
solenoid (blue), the barrel
toroid (pink) and the two
end-cap toroids (green) [9]
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and a length of 5 m. The barrel toroid provides a magnetic bending over the range
|η| < 1.4, while the magnetic bending of the end-cap toroids is over the range 1.6 <

|η| < 2.7. The region over 1.4 < |η| < 1.6 is usually called transition region. Here
the magnetic deflection is given by a combination of barrel and end-cap fields. The
three superconducting toroids generate a magnetic field for the muon detectors. In
particular this configuration creates a magnetic field mostly orthogonal to the muon
trajectory in order to minimize the degradation of resolution. The toroidal magnetic
field is not uniform: the barrel toroid provides 2–6 Tm while the end-cap toroids
contributes with 4–8 Tm. The transition region is characterized by lower bending
power.

2.2.2 Inner Detector

The ATLAS Inner Detector is designed to identify charged particles, to measure
their momentum and to provide both primary and secondary vertex measurements
for tracks with the transverse momentum pT above 0.5 GeV. The ID operates in a
2T magnetic field generated by the central solenoid which bends the trajectory of
charged particles. The region covered by the ID is |η| < 2.5.

Since it is the nearest detector from the collision point, the ID is designed to resolve
a large track density. To achieve the required momentum and vertex resolutions, the
ID ismadebyhighgranularity sub-detectors. The IDconsists of four trackingdevices:
the Inserable B-Layer (IBL), the Pixel detector, the Semi-Conductor Tracker (SCT)
and the Transition Radiation Tracker (TRT). The ID detector is divided in three
separate regions: the barrel section and the two end-caps sections. In the barrel
section the four sub-modules are arranged on concentric cylinders around the beam
axis, while in the end-cap regions there are only the Pixel detector, the SCT and the
TRT which are located on disks perpendicular to the beam axis. The layout of the
ID is illustrated in Fig. 2.5.

The IBL [11] was installed during the long shut-down of LHC between the Run
1 and Run 2 period and it is the inner-most layer of the ATLAS detector. The main
motivation of the IBL is to improve the robustness of the tracking due to dead pixel
modules, the tracking precision and the resilience of tracking performance for the
increasing luminosity. For example, the addition of the IBL improved the resolution
of the track impact parameters by about 40% for tracks with a pT < 1 GeV, bettering
the b-tagging performance. The IBL consists of a unique layer of pixel modules
forming a cylindrical detector of radius 3.3 cm around the interaction and offering
a coverage of |η| < 2.5.

The next sub-detector is the Pixel detector which consists of pixel modules
arranged in three concentric cylinders in the barrel region covering |η| < 1.5. In
the end-cap regions the Pixel detector is composed of three disks of silicon modules
covering the 1.5 < |η| < 2.5 region. Pixels are 50 × 400 µm2 in R − φ × z, giving
a resolution of 10 µm in the transverse direction and 115 µm in the longitudinal
direction.
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Fig. 2.5 a Cut-away of the ATLAS ID barrel diagram made up by the IBL, the three pixel layers,
the four layers of the SCT and the straw layers of the TRT [10]. b Cut-away of the ID end-cap made
up by three pixel disks, nine disks of the SCT and TRT wheels [6]

Thenext layer is theSCTwhich consists of four layers ofmicrostrip pairs, covering
255 mm < R < 549 mm in the barrel region (|η| < 1.4.). In the end-cap region
( 1.4 < |η| < 2.5), the SCT consists of two sets of 9 disk layers, covering 275 mm
< R < 560mm for 839mm< |z| < 2735mmand giving a resolution of 17µm in the
transverse direction and 580 µm in the longitudinal direction. In this region silicon
strip were chosen over silicon pixels due to the lower expected particle density. This
allows to maintain a good spatial resolution while containing the number of readout
channels.

The last layer of the ID is the TRT which consists of about 300,000 drift tubes
(straws) filled by xenon gas with a diameter of 4 mm. When a charged particle
crosses the TRT straws, it ionises the active gas and produces primary ionisation
clusters in the gas. The straw wall at high negative voltage creates an electric field
which accelerates electrons towards the central anode and generates more electrons
producing a detectable current signal. In the barrel the straws are placed parallel to
the beam pipe and they cover the 560mm< R < 1080mm and |z| < 720mm region.
In the two end-caps the straws are arranged perpendicular to the beam pipe and they
cover 827 mm < |z| < 2774 mm and 617 mm < R < 1106 mm. The TRT covers
|η| < 2.0, providing R − φ information, with an accuracy of 130 µm per straw and
∼ 35 hits per track.

Measuring the curvature path and the direction of the charged particle from the
hits in the ID, it is possible to determine themomentum and the charge of the particle.
The target track momentum resolution for a particle with transverse momentum pT
is given by:

σpT

pT
= 0.05%pT ⊕ 1% (2.7)
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2.2.3 Calorimetric System

The ATLAS calorimetric system has the task to measure energy of particles that
interact with the material of which it is made. It covers a huge η region (|η| < 4.9)
using different techniques with different resolutions.

The calorimetric system is divided in two sections: the electromagnetic calorime-
ter and the hadronic calorimeter. The first one provides ameasurement of electromag-
netic showers, while the second one provides a measurement of hadronic showers.
Figure 2.6 shows the layout of the ATLAS calorimetric system.

The ATLAS calorimeters consist of a number of sampling detectors with full
φ-symmetry and coverage around the beam axis in order to have a good Emiss

T mea-
surement.

The EM calorimeter is a sampling calorimeter made of steel cladded lead
absorbers, arranged in an accordion structure and plunged in the liquid argon (LAr).
It is divided in three regions: the barrel part covers the range |η| < 1.47 and the
two end-cap parts cover the range 1.375 < |η| < 3.2. Interacting particles with the
EM calorimeter ionize the liquid argon and this allows to measure their energy. The
evolution of an electromagnetic shower is characterized by the material’s radiation
length X0 which is defined as the mean distance over which the particle loses 1

e of
its energy. The total thickness of the EM calorimeter is more than 22 X0 in the barrel
part and more than 24 X0 in the end-caps.

In the region |η| < 1.8, a pre-sampler calorimeter is used to estimate for the energy
lost by electrons and photons upstream of the calorimeter. This pre-sampler consists
of an active LAr layer 1.1 cm thick in the barrel region and 0.5 cm thick in the
end-cap region.

The hadronic calorimeter is also a sampling calorimeter. It is composed by three
parts: the Tile Calorimeter (TileCal), the Hadronic End-cap Calorimeter (HEC) and

Fig. 2.6 Cut-away view of ATLAS calorimetric system [6]
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Table 2.2 General performance goals of the ATLAS sub-detectors with their coverage [6]

Sub-detector Resolution

EM calorimeter σE/E = 10% /
√
E ⊕ 0.7%

TileCal, HEC σE/E = 50%/
√
E ⊕ 3%

FCal σE/E = 100%/
√
E ⊕ 10%

the Forward Calorimeter (FCal). The shape of the hadronic shower is different from
the shape of the electromagnetic shower due to the nature of the strong interaction
with respect to the electromagnetic interaction. The characteristics depth of amaterial
is the interaction length λ which represents the mean distance travelled by a hadron
until its energy has been reduced by a fraction 1

e of the initial energy. The total
thickness of the hadronic calorimeter is more than 11 λ.

The TileCal is placed around the EM calorimeter envelopes and it is made by steel
plates as absorbers, and plastic scintillating tiles as active materials. It is composed
by three barrels: the central barrel covers the region |η| < 1.0 and the two extended
barrels cover the range 0.8 < |η| < 1.7. A complete description of TileCal can be
found in Appendix B, together with the stability studies of the photomultipliers
reading out TileCal.

TheHEC consists of two independent wheels per end-cap, located behind the end-
cap electromagnetic calorimeter. They cover the region 1.5 < |η| < 3.2 and they use
the liquid argon technology with copper plates.

The FCal is another sampling calorimeter made by copper and tungsten as
absorbers and liquid argon as activematerial. It is integrated into the end-cap cryostats
and it covers the region 3.1 < |η| < 5.

Even if the calorimetric structure consists of many detectors, it offers high her-
meticity and granularity. Excellent energy resolution is required in many analysis.
The target ATLAS calorimeter resolutions are summarized in Table 2.2.

2.2.4 Muon Spectrometer

The outermost and largest system of the ATLAS detector is the Muon Spectrometer.
Due to the larger mass of muons over electrons, the energy lost for Bremsstrahlung
is reduced and the muons pass through the ATLAS calorimeters with minimal inter-
actions. The tracking chambers are used to measure the path of muons which is
deviated by the magnetic field. The layout of the MS is shown in Fig. 2.7.

This system measures the muon momentum in a pseudorapidity range |η| < 2.7
thanks to the magnetic bending. The magnetic configuration creates a field which is
orthogonal to the muon trajectories while minimizing the degradation of resolution
due to multiple scattering. The muon system is also designed to trigger on muons in
the region |η| < 1.4.
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Fig. 2.7 Cut-away view of ATLAS muon system

In the barrel region (|η| < 1.4) tracks are measured in chambers arranged in three
cylindrical layers around the beam axis at radii of approximately 5, 7.5 and 10 m;
in the transition and in the end-cap regions (|η| > 1.6) the chambers are installed in
planes perpendicular to the beam and located at distances of |z| ≈ 7.4, 10.8, 14 and
21.5 m from the interaction point.

Four types of tracking chambers with differing technologies and properties are
exploited to provide precise tracking as well as fast trigger information. Both in the
barrel as well in the end-caps, the chambers are arranged in three layers: in the barrel
the layers are arranged in concentric cylinders while in the endcaps in large wheels
perpendicular to the beam pipe.

Precise measurements of the track coordinates are provided by two sub-detectors:
at small η values (|η| < 2.7) there are the Monitored Drift Tubes (MDTs), while at
large pseudorapidity values (2 < |η| < 2.7) there are the Cathode Strip Chambers
(CSCs). The MDT chambers are aluminum drift tubes with a central tungstenium
wire, filled with an argon gas. The CSCs are multiwire proportional chambers with
cathodes segmented into strips. These chambers are characterized by high granularity
and they are used in the innermost tracking layer due to their higher rate capability
and time resolution.

Themuon trigger systemconsists ofResistive PlateChambers (RPCs) in the barrel
region andofThinGapChambers (TGCs) in the end-cap regions. These sub-detectors
are exploited to provide fast trigger signals (15–25 ns) for muons traversing the
pseudorapidity region |η| < 2.4. The RPCs are used in the barrel region |η| < 1.05
and they are arranged in concentric cyliders around the beampipe. EachRPC consists
of two parallel electrode plates in which the gap is filled with a C2H2F4-based gas-
mixture. The TGCs cover the region 1.05 < |η| < 2.4. Each TGC module consists
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of a wire plane maintained at high positive voltage, sandwiched between resistive
grounded cathode planes. The TGCs are well suited for triggering the high transverse
momentum muons as they operate in a saturated proportional mode.

The MS is designed to offer a high transverse momentum resolution for muons.
The resolution varies between 3 and 12% for pT values between 10 GeV and 1
TeV. The spectrometer can measure muon momenta with adequate momentum res-
olution and excellent charge identification in the range between 3 GeV and 3 TeV.
At lower energy the resolution is improved by adding the information of the tracks
reconstructed in the ID.

2.2.5 Trigger and Data Acquisition

The ATLAS Trigger and Data AcQuisition (TDAQ) system is organized in two
parallel pipelines: a read-out system (blue part in Fig. 2.8), which reads and transmits
the electrical information from the detectors, and a trigger system (green part in Fig.
2.8), which receives the detector information from the read-out and decides which
information should be recorded. The TDAQ is designed to reduce the nominal input
rate of 40 MHz to an output rate of 1.5 kHz selecting only potentially interesting
events. Events are discarded due to limitations regarding the computer resources for
readout, storage and offline processing of data. The trigger system is composted by
two separate levels: the Level 1 (L1) and the Higher Level Trigger (HLT).

TheL1 trigger is a hardware based trigger designed to reduce the event rate from40
MHz to 100 kHz. This triggermakes an initial selection based on reduced-granularity
information from a subset of detectors, i.e. the calorimeters and the MS. The L1
trigger decision algorithmallows for isolating one ormoreRegions-of-Interest (RoIs)

Fig. 2.8 Block diagram of the ATLAS trigger (left) and data acquisition (right) system [12]
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which are the coordinates η and φ of the trigger sectors over threshold. In each RoIs,
electron candidate objects, muon objects and Emiss

T are reconstructed. The RoI data
include information on the type of feature identified and the criteria passed. The
decision of the L1 trigger is made in less than 2.5 µs. Memory pipelines are used to
store information about subsequent trigger events. TheL1 accepted events aremerged
into the Read-Out Drivers (ROD) and then sent to a computer farm implementing the
second trigger stage. TheRODs are detector-specific functional elements of the front-
end systems, which achieve a higher level of data concentration and multiplexing by
gathering information from several front-end data streams.

The HLT is a software based trigger designed to reduce the event rate from 100
to 1.5 kHz. The HLT refines the decision algorithm based on additional selection
criteria. The latency for the HLT system is about 550 ms, a long time interval that
allows for applying tighter selection criteria by using the full detector information.
The HLT uses a farm of computer to reconstruct the events and it exploits algorithms
very close to offline algorithms.

The configuration of the trigger system is done via a collection of trigger chains
that specify the reconstruction sequence and selection steps from L1 to HLT. By
changing the selection criteria and thresholds applied to the objects, the trigger rates
can be controlled. In order to ensure that the HLT output rate is limited to 1.5 kHz,
threshold of triggers in the menu are either increased or the triggers are prescaled by
a factor N, meaning that only one in N events passing the selection rate is accepted
for readout.

References

1. Breskin A, Voss R (2009) The CERN large hadron collider: accelerator and experiments,
CERN. https://cds.cern.ch/record/1244506

2. Myers S, PicassoE (1990)The design, construction and commissioning of theCERN large elec-
tron positron collider. Contemp Phys 31:387. https://doi.org/10.1080/00107519008213789.
https://cds.cern.ch/record/220034

3. Perkins DH (2000) Introduction to high energy physics, 4th edn. Cambridge University Press
(2000). https://doi.org/10.1017/CBO9780511809040. https://cds.cern.ch/record/396126

4. ATLAS Collaboration, Run 2 luminosity public plots. https://twiki.cern.ch/twiki/bin/view/
AtlasPublic/LuminosityPublicResultsRun2

5. ALICE Collaboration (2008) The ALICE experiment at the CERN LHC. JINST 3:S08002.
https://doi.org/10.1088/1748-0221/3/08/S08002

6. ATLAS Collaboration (2008) The ATLAS experiment at the CERN large hadron collider.
JINST 3:S08003. https://doi.org/10.1088/1748-0221/3/08/S08003

7. CMS Collaboration (2008) The CMS experiment at the CERN LHC. JINST 3:S08004. https://
doi.org/10.1088/1748-0221/3/08/S08004

8. LHCb Collaboration (2008) The LHCb detector at the LHC. JINST 3:S08005. https://doi.org/
10.1088/1748-0221/3/08/S08005

9. ATLASCollaboration (1997)ATLASmagnet system: technical design report, 1,ATLAS-TDR-
6. https://cds.cern.ch/record/338080

10. Potamianos K (2016) The upgraded pixel detector and the commissioning of the inner detector
tracking of the ATLAS experiment for Run-2 at the large hadron collider, technical report.

https://cds.cern.ch/record/1244506
https://doi.org/10.1080/00107519008213789
https://cds.cern.ch/record/220034
https://doi.org/10.1017/CBO9780511809040
https://cds.cern.ch/record/396126
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://doi.org/10.1088/1748-0221/3/08/S08002
https://doi.org/10.1088/1748-0221/3/08/S08003
https://doi.org/10.1088/1748-0221/3/08/S08004
https://doi.org/10.1088/1748-0221/3/08/S08004
https://doi.org/10.1088/1748-0221/3/08/S08005
https://doi.org/10.1088/1748-0221/3/08/S08005
https://cds.cern.ch/record/338080


References 45

ATL-PHYS-PROC-2016-104, p 15, EPS-HEP 2015 Proceedings: CERN. https://cds.cern.ch/
record/2209070

11. ATLASCollaboration (2010)ATLAS insertableB-layer technical design report, ATLAS-TDR-
19. https://cds.cern.ch/record/1291633. Addendum: ATLAS-TDR-19-ADD-1, 2012, https://
cds.cern.ch/record/1451888

12. ATLASCollaboration, Trigger and data aquisition public plots. https://twiki.cern.ch/twiki/bin/
view/AtlasPublic/ApprovedPlotsDAQ

https://cds.cern.ch/record/2209070
https://cds.cern.ch/record/2209070
https://cds.cern.ch/record/1291633
https://cds.cern.ch/record/1451888
https://cds.cern.ch/record/1451888
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsDAQ
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsDAQ


Chapter 3
Dataset and Simulated Event Samples

This chapter outlines the dataset used by the analysis described in this thesis and
the trigger strategy adopted to collect data. The signal and background processes
contributing to the analysis are described as well, together with the Monte Carlo
generators used to model them.

3.1 Dataset and Trigger

The data used in the analysis described in this thesis were collected at a centre-
of-mass energy

√
s = 13 TeV during the 2015–2018 running period, corresponding

to an integrated luminosity of 139 fb−1. During the Run 2, the mean number of
interactions per bunch crossing < μ > is about 34. Events used in data analysis are
selected only if all the relevant systems of the ATLAS detector are known to be in
good operation condition.

In the analysis the events are categorized in the 0-lepton, 1-lepton and 2-lepton
channels, aiming at selecting ZH → ννbb̄, WH → lνbb̄ and ZH → llbb̄ events.
The trigger algorithms used to select such events exploit the signatures of the leptonic
decay of the V boson, depending on the leptonic channel. Events in the 0-lepton
channel are selected using a missing transverse momentum Emiss

T trigger because the
events are characterized by the presence of two neutrinos from the Z boson decay.
Selecting events that contain invisible particles is particularly difficult because such
particles are not register in the detector. The strategy employed is to deduce the
presence of invisible particles from the missing transverse momentum calculated
from visible particles using only the calorimeter information.

In 1- and 2-lepton channels different triggers are used to select electron and muon
decays of the W and Z bosons, respectively. In the electron sub-channel, a low-pT
threshold unprescaled single electron trigger is used, while in the muon sub-channel
events are recorded using the same Emiss

T triggers used in the 0-lepton channel.Muons
are approximately invisible in the calorimeter so they contribute only marginally (i.e.
they are treated like neutrinos) in the Emiss

T calculations. The choice of using the Emiss
T
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trigger is motivated by the lowmuon trigger efficiency for |η| > 2.4 region due to the
TGC coverage and some gaps needed for the inner detector services. Additionally the
Emiss
T triggers effectively select muons since their contribution is not included in the

online Emiss
T calculation. In the 1-leptonmuon sub-channel, the Emiss

T trigger provides
an efficiency of 98% for signal events passing the offline selection, compared to a
∼80% efficiency of the single-muon trigger. In the 2-lepton muon sub-channel, the
Emiss
T trigger is preferred with respect to the single muon one because it is more

efficient (∼5%).

3.1.1 Emiss
T Trigger

The Emiss
T trigger algorithms used by ATLAS are based on the transverse momentum

imbalance evaluated using only the calorimeter information. The first selection to
build the Emiss

T trigger algorithm is done at theL1 trigger level. Signals fromcalorime-
ter cells are used to form projective towers with granularity of�η × �φ = 0.1 × 0.1
[1]. Fixed threshold is then applied per tower: the energy Ei of tower i below this
threshold is set to zero in the subsequent calculations. All the towers over threshold
are summed into larger towers with granularity of �η × �φ = 0.2 × 0.2. The Emiss

T
is then recalculated doing a vectorial sum of the contributions of the clustered towers.
Events that are accepted by the L1 trigger are then transferred to the HLT where the
Emiss
T is recalculated.
At HLT level Emiss

T is calculated using jets reconstructed in the HLT with the anti-
kt algorithm with R = 0.4. During the Run 2 period the Emiss

T algorithm used in HLT
has been modified to remove the pile-up effects and to improve the performance.

The efficiency of the L1 Emiss
T trigger is measured using Z → μμ events selected

with a muon trigger. The muons have a little interaction with the calorimeter, so the
transverse momentum of the dimuon system pT(μμ) provides a good proxy of the
expected Emiss

T . Figure 3.1a shows the L1 trigger efficiency as a function of pT(μμ)

for a L1 nominal threshold of 50 GeV. The algorithm achieves 90% efficiency for
pT(μμ) ∼150 GeV and, at pT(μμ) > 200 GeV it becomes fully efficient. Moreover
it is observed that the efficiency is quite stable across the different < μ > values.

At the HLT level, the algorithm efficiency depends upon luminosity which has
caused the increase of pile-up levels. The overall effect of the increase of the pile-up
brings the degradation of the Emiss

T resolution of the detector. To control the trigger
rate due to the increasing level of pile-up, the HLT threshold was raised progressively
from 70 GeV to 110 GeV during the Run 2. Figure 3.1b shows the overall (L1+HLT)
Emiss
T trigger efficiency for Z → μμ events year-by-year as a function of pT(μμ).

Due to the threshold increase, the efficiency remains quite stable within few percent
in the full pT(μμ) range over the four years.

The trigger efficiency is 85–90% efficient at Emiss
T =150 GeV and fully efficient

above 180 GeV. The same values are obtained on simulated data applying the offline
selection. Since the analysis described in this thesis exploits a phase space with Emiss

T
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Fig. 3.1 a The L1 Emiss
T trigger efficiency as a function of pT(μμ). b Full chain Emiss

T trigger
efficiencies for each year as a function of pT(μμ). In both plots the error bands correspond only to
the statistical uncertainty [1]

≥ 250 GeV and the Emiss
T trigger is completely efficient above 180 GeV, there is no

need to apply data-to-MC scale factors to correct Emiss
T trigger inefficiencies.

3.1.2 Single Electron Trigger

The single electron triggers select events with electrons from the huge amount of
data produced by high energy p-p collisions at the LHC and only a fraction of these
events can be recorded.

The L1 trigger for electrons uses calorimeter information to build an EM RoI
consisting of 4×4 trigger towers with a granularity of �η × �φ = 0.1 × 0.1. The
energy of the trigger towers is calibrated at the electromagnetic energy scale and
a nominal transverse energy threshold is applied. The threshold is η-dependent to
account for energy losses and the geometry of the detector.Additionally, EM isolation
requirements are applied. The isolation requirements are optimized to maintain a
fixedL1 efficiency at the lowest possible rate. At theHLT, the full detector granularity
is used within the RoI for the final trigger decision. Electrons are identified with
EM clusters and with tracks matched to the clusters. As in the offline algorithm,
the electron selection relies on a multivariate technique using a likelihood-based
discriminant with four operating points. The working point used in the trigger is
designed to be as close as possible to the offline version. Isolation requirements are
also added at this stage.

The electron trigger efficiency is measured for electrons at the HLT using the tag-
and-probe method [2]. The trigger efficiency is defined as the ratio of the number of
triggered electron candidates to the number of produced electrons and it is evaluated
considering Z → ee events. The evolution of the single-electron trigger efficiency in
2015–2018 is shown in Fig. 3.2a. The sharper efficiency turn-on as a function of the
transverse energy ET in 2015 is due to a looser identification requirement, a lower ET
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Fig. 3.2 a Evolution of the single-electron trigger efficiency as a function of the offline ET during
Run 2. In the bottom panel the ratios of data to MC simulation efficiencies are also shown. b
Evolution of the single-electron efficiency as a function of pile-up during Run 2 [3]

threshold and no isolation requirement. Moreover 2016 data show some inefficiency
at ET < 60 GeV due to too stringent online identification criteria.

Simulated events need to be corrected to reproduce as closely as possible the
efficiencies measured in data. This is achieved applying scale factors defined as the
ratio of the efficiency measurements in data to that one determined in simulated
events. The data-to-MC scale factors, shown in the lower panel of Fig. 3.2a, are of
the order of 18% close to the trigger ET threshold and of the order of 4% above 40
GeV. The precision of these scale factors is of the order of 0.1%. Figure 3.2b shows
the dependence of the trigger efficiency on pile-up, which is less pronounced at the
second half of Run 2.

3.2 Simulated Samples

Simulated samples of signal and background processes are produced and studied
for the optimization of the analysis criteria and to determine the expected signal
and background distributions in the different regions of the analysis. Furthermore,
simulations are also used to estimate the systematic uncertainties caused by different
sources. The QCD multi-jet process is treated differently because the production
cross-section is large (almost eight order of magnitude larger than the Higgs cross-
section) and the rejection power of such events by the analysis selection is high. Such
background is estimated using data-driven techniques, as described in Sect. 6.3.7.
Simulated events are obtainedwith amultiple step process. The samples are produced
with state-of-art Monte Carlo event generators. The simulation begins with a hard
process inwhich the constituents of the colliding particles interact at highmomentum
scale to produce outgoing fundamental objects as the SM quarks, leptons, bosons
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Fig. 3.3 Schematic diagram
of the steps of the event
simulation. The simulation
of the hard process is shown
in red while the parton
shower is represented with
blue lines. The production of
hadrons and their decay is
represented by green lines
and dots. The purple lines
represent the simulation of
the underlying events [5]

or some new particles of BSM theories. The partons from the hard process radiate
gluons as they evolve, leading to the formation of parton shower. The constituents
of the parton showers hadronise to form colourless hadrons triggering the process
of hadronisation. Many of the produced hadrons are unstable, so another step of the
simulation is the hadron decay. In hadron-hadron collisions, the other constituent
partons of the incoming hadrons undergo multiple interactions which produce the
underlying events. The final step is a detailed simulation of the ATLAS detector
response based on Geant 4 [4]. All the simulation steps, except for the detector
simulation response, are schematically shown in Fig. 3.3 and briefly summarised in
the following.

• Hard process simulation: Many LHC processes involve large momentum trans-
fers such the production of jets with high transverse momenta. The simulation of
these processes is the core of any simulation of collider events through Monte
Carlo generators. Such interactions can be described by perturbation theory since
QCD quanta are asymptotically free. The cross-section for a scattering process of
two hadrons h1 and h2 at hadron colliders can be computed as:

σh1h2→n =
∑

a,b

∫ 1

0

∫ 1

0
dxadxb

∫
f h1a (xa, μF ) f h2b (xb, μF )dσ̂ab→n(μF , μR)

(3.1)
where:
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– f h1a (xa, μF ) ( f h2b (xb, μF )) is the parton distribution function1 (PDF) which
depends on the momentum fraction xa (xb) of a parton a (b) with respect to its
parent hadron h1 (h2) and on the factorization scale μF ;

– σ̂ab→n denotes the parton-level cross-section for the production of the final state
n from the initial partons a and b which depends on the momenta given by the
final phase space �n , on the factorization scale μF and on the renormalisation
scale μR .

Equation 3.1 can be re-written as:

σ =
∑

a,b

∫ 1

0

∫ 1

0
dxadxb

∫
d�n f

h1
a (xa, μF ) f h2b (xb, μF ) × 1

2ŝ
|Mab→n(�n; μF , μR)|2

(3.2)
where Mab→n is the matrix element, d�n is the differential phase space element
over the n final-state particles and 1/(2ŝ) = 1/(2xaxbs) is the parton flux which
depends on the hadronic squared centre-of-mass energy s.
The cross-section is fully specified only for a given PDF set and a given choice of
the factorization μF and renormalisation μR scales. These scales are unphysical
and their impact on the cross-sectiondecreases in higher order termsof perturbation
theory which are taken into account.

• Parton shower: In the event simulation, the hard process is described with the
lowest-order matrix elements. The higher orders of the process can be approxi-
mate through a parton shower algorithm, which is formulated as an evolution in
momentum transfer from the high energy scales, associated to the hard process,
to the low scales (of the order of 1 GeV), associated to the confinement of partons
into hadrons. The parton shower represents the connection between the scattered
partons and the final hadrons, and it aims at modelling this extra radiation before
hadronisation.

• Hadronisation: As the momentum decreases perturbation theory can not be used
any more to describe the QCD interactions. At this stage, the perturbative evo-
lution must be replaced by a non-perturbative hadronisation model. This model
describes how the quarks and gluons from hard scattering simulation, parton show-
ers and multiple scattering simulations are transformed into colorless final states.
Individual parton hadronisation is not allowed, instead color-connected systems
of partons hadronise collectively.

• Decays: Following the hadronisation phase of the event generation, unstable
hadrons which decay into lighter hadrons are produced. Unstable hadrons decay
into particles that are considered stable on the detector timescales. This is an
important part of the event simulation because the observed final-state hadrons
result from a convolution of hadronisation and decay processes.

• Underlying events: The underlying event simulation contains all the events not
coming from the primary hard scattering process. The underlying event includes

1 The parton distribution function is used to described the probability to find a parton carrying a
fraction x of the total momentum. Different parton distribution functions are realised by several
collaborations.
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contribution from initial and final state radiation, beam-beam remnants or multiple
parton interactions. The energy scale of the underlying process is expected to
be smaller than the one of the hard scattering event, the underlying event has a
uniform activity represented by low energy hadrons. The simulation of pile-up is
an independent step of the simulation. This means that the simulation of the hard
scattering event is overlaid with these simulated pile-up events.

• Pile-up events: At LHC there is high chance that multiple inelastic interactions
in the same bunch (in-time pile-up) and neighbouring bunch crossing (out-of-time
pile-up) happen simultaneously at the collision point. Each component of the pile-
up has a dedicated simulation. The pile-up simulation is achieved by overlaying
simulated minimum bias events to signal events prior to the conversion of energy
deposits to detector signals [6].

• Detector simulation: The final step in the Monte Carlo chain is the simulation of
interactions between the final state particles created by the event generators and the
ATLAS detector. The detector simulation describes particle-matter interactions,
particles trajectories and particle decays within the ATLAS detector volume. This
simulation is based on Geant 4 and events are reconstructed with the ATLAS
reconstruction software [7]. The detector simulation follows the detector state
evolutions in term of active subdetectors, dead channels and misalignment. The
configuration of the detector, including the misalignment and distortions, can be
set at run time. The energies deposited in the active portions of the detector are
recorded as hits, containing the total energy deposition, position and time, and
then they are written to a simulation output file. The detector simulation is quite
slower than the event generation, and for this reason it is convenient to simulate
the interaction with the ATLAS detector only if the events pass the full analysis
chain.MC filters are applied between the generation and simulation steps to select
events in a particular phase space.

3.2.1 Monte Carlo Generators

Several programs are available to simulate the events. There are some multi-purpose
generators and some specialized programs. The former type of generator is able to
simulate the full event from the matrix element to the hadronisation, while the latter
type generates only part of the event. In this case an interface for the specialized
programs is needed. The MC event generators used in the analysis are described in
the following.

• Pythia: Pythia [8] is a multi-purpose generator providing parton shower,
underlying event and matrix element calculations. The latter calculation is given
at leading order (LO), while both parton shower and underlying event models
are tuned on existing measurements. Several PDFs are hardcoded in this event
generator. This generator can be used to simulate just certain parts of the event.
This feature is useful since the accuracy of the matrix element calculation is just
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at LO. However, the parton shower model exhibits good agreement with data
therefore Pythia is often used to provide the parton shower description for a
simulation model.

• Herwig: Herwig [9] is a multi-purpose particle physics event generator but it is
not used as a stand-alone generator anymore. However it is still used for the parton
shower description of a simulation model. Many simulations that use Pythia
to describe the parton shower are also generated with Herwig, the comparison
between the two generators allows to evaluate the systematic effects of the parton
shower model on the simulation.

• Sherpa: Sherpa [10] is a general-purpose event generator, capable of simu-
lating the physics of hadron-hadron collisions. It covers both the matrix element
calculation and the parton shower description. It provides next-to-leading order
(NLO) calculation for a variety of processes. It is the preferred generator for
processes with additional radiated jets, which are directly included in the matrix-
element calculation.Differently from Pythia andHerwig, there are no “hybrid”
versions of Sherpa, therefore Sherpa can not be used only to generate part of
the event.

• Powheg: Powheg [11] is a generator able to simulate the matrix elements with
NLO calculation for a variety of processes. It is used together with other generators
that simulate the parton shower.

• MadGraph: MadGraph [12] is a generator that provides only the matrix element
calculations at LO and NLO. In most of the case it is not used as default matrix
element generator but it is used to study systematic effects.

All ATLAS simulated dataset model pile-up events with Pythia 8.1 [8]. In addi-
tion, all simulations, except Sherpa, use the EvtGen [13] program to describe the
decay of hadrons containing bottom or charm quarks.

3.3 Signal Process Simulation

The V H signals studied in this thesis include three main Higgs processes: ZH →
ννbb̄, WH → lνbb̄ and ZH → llbb̄ where l = e, μ, τ . The tree-level Feynman
diagrams of the three different processes are shown in Fig. 3.4.

The ZH production mode is furthermore split into two contributions depending
on the partonic initial state, qq → ZH or gg → ZH . Two LO Feynman diagrams
for the gg → ZH process are shown in Fig. 3.5.

All the qq-initiated production processes are simulated using the Powheg gen-
erator with the MiNLO (Multiscale Improved Next-to-Leading Order) procedure
[14] applying AZNLO tune [15] with NNPDF3.0NLO PDF set [16] for the matrix-
element. The events are also interfaced to Pythia 8.212 [17] MC generator for
the modelling of the parton shower, underlying event and multiple parton interac-
tions. The simulation of qq-initiated production processes includes also qg-initiated
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(a) (b) (c)

Fig. 3.4 Leading order Feynman diagram for ZH → ννbb̄, WH → lνbb̄ and ZH → llbb̄ pro-
cesses with l = e, μ, τ . These diagrams represent the 0-, 1-, and 2-lepton channels

Fig. 3.5 Two leading order Feynman diagrams of the gg → ZH -process

Fig. 3.6 One of the leading
order Feynman diagram of
the qg-initiated process

events. An example of a Feynman diagram of the qg-initiated process is shown in
Fig. 3.6.

The gg-initiated events are simulated using the Powheg generator using
NNPDF3.0NLO PDF set for the matrix-element. Furthermore the events are inter-
faced to Pythia 8.212 generator for the modelling of parton shower, underlying
event and multiple parton interactions. The gg-initiated events are generated at LO
with NLO corrections.

All the samples are normalised to the best available theoretical prediction for the
cross-section of each process at

√
s = 13 TeV. The signal cross-sections are evalu-

ated following the prescriptions of the LHCHiggs Cross-SectionWorking Group for
a Higgs boson mass of mH = 125 GeV [18, 19], considering the bb̄ branching ratio
fixed to 58%. TheWH signal samples are normalised to the production cross-section
calculated at next-to-next-to-leading order (NNLO) in QCD with electroweak (EW)
corrections at NLO accuracy. The gg → ZH cross-section is calculated at NLO in
QCD, while for the qq → ZH process the cross-section is evaluated from the dif-
ference between the total ZH cross-section, calculated at NNLO in QCD with NLO
EW corrections, and the gluon-induced ZH production. This is done to avoid double
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Table 3.1 Monte Carlo samples used for the signal processes and the cross-section times branching
ratio (BR) used to normalise the different processes at

√
s = 13 TeV l is inclusive of e, μ, τ leptons

Process Generator σ× BR [fb]

qq → ZH → ννbb̄ Powheg MiNLO + Pythia 8.212 89.08

qq → WH → l+νbb̄ Powheg MiNLO + Pythia 8.212 164.6

qq → WH → l−νbb̄ Powheg MiNLO + Pythia 8.212 104.5

qq → ZH → llbb̄ Powheg MiNLO + Pythia 8.212 44.84

gg → ZH → ννbb̄ Powheg + Pythia 8.212 14.30

gg → ZH → l−l+bb̄ Powheg + Pythia 8.212 7.23

counting when merging qq → ZH and gg → ZH samples together. A summary
of the signal process and the cross-section times branching ratio values are listed in
Table 3.1. The branching ratios correspond to the product of the Higgs and vector
boson decay. Table 3.1 contains also the information about the generators used to
produce the samples used in the analysis.

3.4 Background Process Simulation

3.4.1 Vector Boson + Jets Production

The production of the V (V = Z or W ) boson in association with jets is one of the
main backgrounds in all the lepton channels considered in the analysis. Figure 3.7
shows the lowest order Feynman diagrams for Z+jets and W+jets background.

The production of high statistic V+jets MC samples is important for this and
many other ATLAS analyses. Efforts have beenmade by theATLASCollaboration to
update the simulations to the latest V+jets MC generators, moving from LO to NLO
generator, and updating parameter tunings for the Run 2 data taking [20]. The V+jets

(a) (b)

Fig. 3.7 Lowest order Feynman diagrams for the quark induced Z+jets (a) and W+jets (b) pro-
cesses
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Table 3.2 Monte Carlo samples used for the V+jets processes and the cross-section times branch-
ing ratio used to normalise the different processes at

√
s = 13 TeV. l is inclusive of e, μ, τ leptons

Process Generator σ×BR [pb]

Z(→ νν) + jets Sherpa 2.2.1 1914

W (→ lν) + jets Sherpa 2.2.1 20080

Z/γ ∗(→ ll) + jets [mll > 40
GeV]

Sherpa 2.2.1 2107

processes are simulated with Sherpa 2.2.1 using NNPDF3.0NNLO PDF set
[16] with dedicated parton shower tuning developed by Sherpa authors. Events
with many jets produced in association with theW or the Z boson largely contribute
to the background in the phase space of the analysis. Sherpa 2.2.1 provides a
combination of different matrix elements with different parton multiplicities. Events
with zero or one additional partons are generated at NLO in theME calculation, while
events with two or three additional partons are included at LO in the ME. Samples
are normalised using cross-sections calculated at NNLO accuracy [21]. The list of
the V+jets samples used and the relative cross-sections is given in Table 3.2.

The analysis treated in this thesis includes different regions of phase space cor-
responding to high pT of the vector boson (pVT ). To generate sufficient high pVT
events, the V+jets samples are split depending on pVT and the scalar pT sum of all
parton-level jets with pT > 20 GeV called HT . Samples are produced in slices of
max(HT , pVT ) according to the following intervals:

[0 − 70, 70 − 140, 140 − 280, 280 − 500, 500 − 1000,> 1000]GeV

Final states with b-tagged jets are studied in this analysis. It is important to make
sure that the MC statistics in this specific heavy-flavour enriched phase space are
large enough to provide a robust MC prediction to be compared to the data. For
this reason the V+jets samples are generated applying different filters to select the
flavour composition of the jets produced in association with the vector boson V .
Three filters are used:

• BFilter: at least a b-hadron with |η| <4 is required;
• CFilterBVeto: at least a c-hadron with pT >4 GeV and |η| <3 is required, and no
overlap with the BFilter sample;

• CVetoBVeto: events which pass the previous two filters are rejected.

3.4.2 Top Pair Production

The top pair process is amain background for both the 0-lepton and1-lepton channels.
Figure 3.8 shows an example of lowest order Feynman diagrams for the top pair
background.
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Fig. 3.8 Lowest order
Feynman diagram for the
t t̄ process

TheMC configuration for the t t̄ process isPowheg + Pythia 8.230, which
utilities the Powheg NLO matrix element generator [22, 23] interfaced to Pythia
8.230 using the A14 tune [24] for the parton shower, hadronisation, underlying
event andmultiple parton interactions. Additionally the sample usesNNPDF3.0NLO
PDF set in the matrix element calculation. The cross-section used to normalised the
t t̄ sample is calculated at NNLO in QCD including resummation of next-to-next-
to-leading logarithmic (NNLL) soft gluon terms [25]. Table 3.3 briefly summaries
the generators used for the top pair production together with the cross-section value.
To have enough statistics, the samples used in the V H(bb̄) analysis are filtered at
generator stage using Emiss

T filters.2

3.4.3 Single-Top Production

The single-top process is a relevant background for both 0-lepton and 1-lepton chan-
nels. Three different channels are generated: s-channel, t-channel and W-associated
production (Wt-channel). Among the three channels, Wt-channel is the one which
gives themost relevant contribution in the analysis. Figure 3.9 shows the lowest order
Feynman diagrams for the three channels of single-top production.

The single-top background events are generated separately for the different
channels, using the Powheg generator for the hard scattering process with the

Table 3.3 Monte Carlo samples used for the t t̄ process and the cross-section times branching ratio
(BR) used to normalise the different processes at

√
s = 13 TeV

Process Generator σ× BR [pb]

t t̄ Powheg + Pythia 8.230 831.76

2 The Emiss
T values used for the different slices are defined using the truth level information.
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Fig. 3.9 Lowest order Feynman diagrams for the three channels of the single top production:
t-channel (left), s-channel (middle), Wt-channel (right)

NNPDF3.0NLO PDF set. The events are generated at NLO in the ME calcula-
tion and interfaced with Pythia 8.230 algorithm for the simulation of parton
shower, underlying event and multiple parton interactions. Single top samples in t-
and s-channels are generated applying a lepton filter to require the leptonic decay of
the W boson, while the Wt-channel samples are generated applying either a dilep-
ton filter (both W bosons decay leptonically) or without applying any filter. In the
analysis, both Wt-channel samples are used, after removing the overlap between the
two samples.

The predicted t-channel single-top cross-section for p-p collisions at center-of-
mass energy

√
s = 13TeV isσt = 136.02+5.4

−4.6 pb for the top quark andσt̄ = 80.95+4.1
−3.6

pb for the anti-top quark. In the same condition the s-channel single-top cross-section
is σt = 6.35+0.2

−0.2 pb for the top quark and σt̄ = 3.97+0.19
−0.17 pb for the anti-top quark.

The Wt-channel single-top cross-section is σt = 71.7+3.8
−3.8 pb. The cross-sections of

the t- and s-channels are calculated at NLOwhile the cross-section of theWt-channel
is computed at NNLO. In both cases, the top mass value used in the calculation is
mt = 172.5GeV.All the single-top samples used in the analysis are normalised to the
cross-sections from the higher order calculation. The full list of single-top samples
used in the analysis, together with the generator information and the cross-section
value times branching ratio, is shown in Table 3.4.

Table 3.4 Monte Carlo samples used for the single top processes and the cross-section times
branching ratio (BR) used to normalise the different processes at

√
s = 13 TeV

Process Generator σ× BR [nb]

Single top t-channel, t Powheg + Pythia 8.230 0.0370

Single top t-channel, t̄ Powheg + Pythia 8.230 0.0222

Single top s-channel, t Powheg + Pythia 8.230 0.0020

Single top s-channel, t̄ Powheg + Pythia 8.230 0.0013

Single top Wt-channel, t Powheg + Pythia 8.230 0.0380

Single top Wt-channel, t̄ Powheg + Pythia 8.230 0.0380
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Fig. 3.10 Lowest order
Feynman diagrams for the
diboson process

3.4.4 Diboson Production

The production of two vector bosons is a sub-dominant background process but
important because it has a final state similar to the one of the signal. The dibo-
son background consists of final states generated by WW , WZ and Z Z events.
Several diboson processes contribute in the analysis phase space: Z Z → bb̄νν̄ in
0-lepton channel, ZW → bb̄lν in 1-lepton channel and Z Z → bb̄ll̄ in 2-lepton chan-
nel. Additional processes as WW → qq̄lν can give a smaller contribution arising
from the fakes reconstruction of one of the leptons or from the mistagging of a jet
from the W decay. Figure 3.10 shows the leading order Feynman diagrams for the
diboson production.

Quark-induced diboson processes are simulated using Sherpa 2.2.1 gener-
ator for both the matrix element and parton shower calculation with the NNPDF3.
0NNLO PDF set. Sherpa provides a combination of different matrix elements
with different parton multiplicities: processes with zero or one additional partons are

Table 3.5 Monte Carlo samples used for the diboson process and the cross-section times branching
ratio (BR) used to normalise the different processes at

√
s = 13 TeV

Process Generator σ× BR [nb]

qq → W+W− → lνqq Sherpa 2.2.1 24.710

qq → W+W− → qqlν Sherpa 2.2.1 24.73

qq → WZ → lνqq Sherpa 2.2.1 11.4

qq → WZ → qqll Sherpa 2.2.1 3.44

qq → WZ → qqνν Sherpa 2.2.1 6.80

qq → Z Z → qqll Sherpa 2.2.1 15.56

qq → WZ → lνbb̄ Sherpa 2.2.1 2.50

qq → Z Z → llbb Sherpa 2.2.1 15.54

qq → Z Z → ννbb Sherpa 2.2.1 15.57

qq → Z Z → qqνν Sherpa 2.2.1 15.56

gg → W−W+ → lνqq Sherpa 2.2.2 0.6224

gg → W+W− → lνqq Sherpa 2.2.2 0.6225

gg → Z Z → llqq Sherpa 2.2.2 0.923

gg → Z Z → ννqq Sherpa 2.2.2 0.925
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generated at NLO in the matrix element, while two or three additional partons are
generated at LO in the matrix element. Gluon-induced samples (gg → VV , with
V = Z or W boson) are generated using Sherpa 2.2.2 with NNPDF3.0NNLO PDF
set. In this case the gg-initiated samples are generated at LO in the matrix element.

All the samples are normalised to the NLO inclusive cross-section. The inclusive
cross-sections for the various diboson processes are summarized in Table 3.5.
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Chapter 4
Object Reconstruction

Each recorded event undergoes offline event reconstruction. The output informa-
tion from all sub-detectors is combined to form basic quantities such as tracks and
calorimetric clusters. This quantities are then used to reconstruct the final physics
objects. This chapter describes the reconstruction and the identification of all the
physics objects. The described procedures are applied to both simulated events and
data samples.

4.1 Tracks and Primary Vertex

The reconstruction of tracks from hits1 in the tracking detectors caused by crossing
charged particles is an important ingredient to their reconstruction and identification.
Tracks are reconstructed in the inner detector using a subsequence of algorithms [1].
The main ones are the inside-out and a consecutive outside-in track-reconstruction
approaches. The former is the baseline algorithm designed for the efficient recon-
struction of primary charged particles.2 The track search starts from information
coming from the pixel and silicon detectors and it adds hits moving away from the
interaction point using a combinatorial Kalman filter [2]. The latter algorithms is
designed to reconstruct secondaries, which are particles emerging from the decays
of primaries and it uses an apposite approach starting from the information of the
TRT.

The increasing detector occupancy with pile-up can result in nearby hits from
other particles confusing the pattern recognition algorithm such that the track is not
correctly reconstructed. Increased occupancy can lead to an increase in combinatorial

1 A hit is a measurement point assigned to a track.
2 Primary particles are defined as particles with a mean life of greater than 3 · 10−11 s directly
produced in a p-p interaction or from the subsequent decays or interaction of particles with a
lifetime shorter than 3 · 10−11 s.
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Fig. 4.1 Vertex
reconstruction efficiency as a
function of the number of
tracks in low-μ data taken in
2016 compared to Monte
Carlo simulation [4]
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fake tracks which could not be matched to either a primary or a secondary vertex.
Fake tracks can be minimize by tightening the quality requirements on reconstructed
tracks. The selection criteria to the tracks require at least 9 hits in the silicon detectors
(pixel + SCT), exactly zero holes3 in the pixel detectors and a pT > 400 MeV.

Primary vertices are defined as the points in space where p-p interaction have
occurred [3]. The primary vertex is of direct relevance to the reconstruction of hard-
scattering interactions, in which the correct assignment of charged-particle trajecto-
ries to the hard-scattering primary vertex is used in reconstructing the full kinematic
properties of the event. The input of the vertex reconstruction is a collection of recon-
structed tracks. The selection of tracks likely stemming from the hard scatter vertex
is mainly based on two variables: the transverse and the longitudinal impact param-
eters denoted d0 and z0, respectively. The transverse impact parameter d0 is defined
as the shortest distance between a track and the beam line in the transverse plane.
The longitudinal impact parameter z0 is defined as the distance in the z-axis between
the primary vertex and the point on the track used to evaluate d0. Cuts on the impact
parameters are also used in the electron and muon candidate selection.

The procedure of primary vertex reconstruction is divided in two stages: vertex
finding and vertex fitting. The former stage is the association of reconstructed tracks
to vertex candidates, the latter stage deals with the reconstruction of the actual vertex
position. After the determination of the vertex position, tracks that are incompatible
with the vertex are removed from it and used in the determination of another vertex.
The primary vertex is determined as the one with the highest sum of the transverse
momenta squared (p2T) of all associated tracks. The remaining vertices are from
pile-up and secondary vertices, which are fundamental for the b-jet identification.
Figure4.1 shows the vertex reconstruction efficiency as a function of the numbers of
tracks [4]. The vertex reconstruction efficiency is evaluated from data considering

3 A hole is a non-existing but expected measurement point given a track trajectory.
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events with a reconstructed vertex and at least two reconstructed tracks. This mea-
surement uses data taken in 2015 at low-μ i.e. with a low number of pile-up events.
The efficiency becomes higher than 99% for vertices with more than four tracks.

4.2 Leptons

Despite the physics definition of a lepton (electrons-, muons-, τ -leptons and neu-
trinos), in ATLAS analyses the term often refers to long lived charged leptons. In
particular in this thesis, the term "lepton" includes only electrons and muons because
τ -leptons decay before they can be detected and neutrinos do not leave any signal in
the detector. In the next sub-section there will be only the descriptions of the recon-
struction, identification and selection criteria for electrons andmuon. The description
of the τ -leptons will be skipped since they are not used in the analysis described in
this thesis.

4.2.1 Electrons

Electrons passing through the ATLAS detector leave a track in the ID and then
deposit almost all their energy in the EM calorimeter [5, 6]. For this reason the
reconstruction of an electron candidates is based on three fundamental components:
localised cluster of energy deposits found within the electromagnetic calorimeter,
charged-particle tracks identified in the ID and close matching in η × φ space of
the tracks to the clusters. The tracks associated to an electron candidate need to be
compatiblewith the primary vertex of the hard scattering and satisfy the requirements
on the impact parameters, i.e. d0/σd0 < 5 and |z0 sin θ | < 0.5 mm, where σd0 is the
d0 uncertainty. Figure 4.2 shows a schematic illustration of the elements that enter
into the reconstruction and identification of an electron.

To reconstruct the electromagnetic clusters, the η × φ space of the EM calorime-
ter is divided into a grid of 200 × 250 elements, called towers, of size �η × �φ =
0.025 × 0.025. The energy of the tower is the sum of the energy collected in the pre-
sampler and the other calorimeter layers. Electromagnetic-energy cluster candidates
are then seeded from localised energy deposits using a sliding-window algorithm
[7] whose summed transverse energy exceeds 2.5 GeV. The algorithm is based on
the clustering of calorimeter cells within rectangles of size 3 × 5 tower in the η − φ

space.4 A removal algorithm is applied on close-by seed clusters. In addition the
cluster energy is then corrected via software algorithms to account for leakages and
fluctuations in the energy deposits.

4 The cluster window is larger in φ than in η because the magnetic field bends charged particles in
the R − φ plane, so the resulting shower spreads more in that direction.
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Fig. 4.2 Schematic illustration of the path of an electron through the detector. The red trajectory
shows the path of an electron while the dashed red trajectory indicates the path of a photon produced
by the interaction of the electron with the material of the tracking system [6]

Electron Identification
Not all the objects built by the electron reconstruction algorithm are prompt electrons.
Background objects include for example hadronic jets as well as electrons from
photon conversion and from semilleptonic heavy-flavour hadron decays. To reject
these backgrounds, identification algorithms based on discriminating variables are
applied. The baseline identification algorithm used for Run 2 data analysis is the
likelihood-based (LH) method [8] based on a multivariate analysis technique. The
variables used to discriminate against the different background sources describe the
longitudinal and lateral shapes of the EM showers in the calorimeters, the properties
of the tracks in the ID and the matching between tracks and energy clusters. Three
levels of identification operating points are provided, referred to as Loose, Medium
and Tight, in order of increasing background rejection. Each operating point uses the
same variables to define the LH discriminant, but the selection on this discriminant
is different for each operating point. The efficiencies of the identification criteria
are determined in data and in the simulated samples. The efficiencies are calculated
as the ratio of the number of electrons passing a certain identification selection
(numerator) to the number of electrons with a matching track passing the track
quality requirements (denominator). Figure 4.3 shows identification efficiencies as
a function of the electron transverse energy ET and pseudorapidity η considering
Z → ee events with the tag-and-probe method [8]. The identification efficiencies
for electrons with ET = 40 GeV are 75% for the Tight working point and 90% for
the Loose working point. Figure 4.3b shows that going from the barrel (|η| < 1.2)
to the end-caps there is a drop in efficiency. The data-to-simulation ratios, the so-
called scale factors, are used in physics analyses to correct the yield of electrons in
simulated samples.
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Fig. 4.3 Electron identification efficiencies in Z → ee events as a function of transverse energy
ET, integrated over the full pseudo-rapidity range (a), and as a function of pseudo-rapidity η for
electrons with ET > 15 GeV (b). The efficiencies are shown in data and MC for three operating
points, Loose (blue points),Medium (red points) and Tight (black points). For both plots, the bottom
panel shows the data-to-simulation ratios [9]

Electron Isolation
Due to the high activity during a p-p collisions, it is challenging to distinguish prompt
production of electrons from background processes such as semileptonic decays of
heavy quarks, hadrons misidentified as leptons and photons converting into electron-
positron pairs. The typical signature of prompt electrons, which are considered as
"signal" events, is represented by little activity in the area surrounding the candidate
object. The variables that quantify the amount of activity near the candidate object are
evaluated by summing the transverse energies of clusters or the transverse momenta
of tracks in a cone �R around the direction of the electron candidate, excluding the
candidate itself. The main isolation variables are:

• track-based isolation variable pvarcone20T : it is computed by summing the transverse
momentum pT of selected tracks, with a pT > 1 GeV and |η| < 2.5, within a cone
centered around the electron track direction, excluding the electron track itself.
The cone size �R shrinks for large transverse momentum of the electron and it is
defined as �R = min(10/pT[GeV], 0.2);

• calorimeter-based isolation variable E topocone20
T : it is built by summing the trans-

verse energy of topological clusters in a cone of size�R = 0.2 around the electron,
after subtracting the contribution from the energy deposit of the electron itself. The
variable is sensitive to pile-up effects, underlying events and possible leakages.
Corrections are applied to take into account these effects.

The isolation criteria are defined calculating the ratio of the track- or calorimeter-
based variables to the transversemomentum of the electron (pvarcone20T /peT, E

topocone20
T

/peT). In the V H(bb̄) analysis, two electron isolation working points are applied:
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• Fixed-Cut High Pt Calo Only: the isolation working point is optimised using only
the calorimeter-based isolation variable requiring E topocone20

T < 3.5 GeV;
• Fixed-Cut Loose: the isolation working point is optimised using the calorimeter-
and track-based isolation variables requiring E topocone20

T /peT < 0.20 and pvarcone20T /

peT < 0.15.

The full description of all the isolation working points can be found in Ref. [6].
The isolation efficiencies are computed with the tag-and-probe method considering
Z → ee events. The scale factors, evaluated as data-to-simulation ratios, are close
to unity with uncertainties mostly at per-mille level for pT > 10 GeV, while in the
low part of the spectrum (pT < 10 GeV) the uncertainties increase with values up to
5–8%.

Electron Uncertainties
The uncertainties on the electron reconstruction and identification efficiency are
evaluated in bins of transverse momentum and pseudorapidity from data and MC
simulations considering Z → ee, W → eν and J/ψ → ee events [6]. The system-
atic uncertainties on the reconstruction efficiency dominates at low peT values, they
are of the order of 1% for peT = 15-30 GeV bin and of the order of per-mille level at
high peT values. The systematics uncertainties on the identification efficiency for the
Loose (Tight) working point range from 3% (4%) at peT = 4.5 GeV to 0.1% (0.3%)
at peT = 40GeV.

The uncertainties on the electron energy scale are determined comparing the
invariant mass distribution in data and MC simulation considering Z → ee events.
The accuracy of the energy scalemeasurement ranges from0.04% to 0.2%depending
on |η|.

All the electron uncertainties are included in the fit model of the V H(bb̄) analysis
presented in this document. However, the V H(bb̄) analysis is very weakly sensitive
to the electron systematic uncertainties since they have a negligible impact on the
cross-section uncertainties.

4.2.2 Muons

Muons are reconstructed and identified using the information from the ID and from
the MS [6]. The reconstruction is first performed independently in the ID and MS
and then the information from the subdetectors is further combined to form the
muon tracks. In the ID, muons are reconstructed like any other charged particles as
described in Sect. 4.1. Muon reconstruction in the MS starts with a search for hit
patterns inside each muon chamber to form segments. The track candidates are then
build by fitting together hits from segments in different layers. The combined track
is formed using the hits from both the ID and the MS. During the global fit, MS hits
may be added or removed from the track to improve the fit quality. Most muons are
reconstructed following an outside-in pattern recognition, in which the muons are
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Fig. 4.4 Muon reconstruction efficiency for the Loose,Medium and Tight identification algorithms
measured in Z → μμ events as a function of the pseudorapidity of muon with pT > 15 GeV. The
prediction by theMC simulation is depicted as open circles, while filled dots indicate the observation
in collision data. The bottom panel shows the ratio between expected and observation efficiencies
[11]

first reconstructed in the MS and then extrapolated inward and matched to an ID
track. An inside-out combined reconstruction is used as a complementary approach.

The muon reconstruction efficiency is measured from Z → μμ and J/
 → μμ

events and it is close to 99% for |η| < 2.5 and pT > 5 GeV [6].

Muon Identification
Prompt muons are separated by muons from pion and kaon decays applying identifi-
cation criteria. Muons candidates originating from decays of charged hadrons in the
ID can be easily recognized from the poor fit quality of the resulting combined track
and from the incompatibility between the momentum measured in the ID and in the
MS. To further separate muons produced in the hard scattering by the one produced
in the semi-leptonic decays, especially in hadronic jets, isolation requirements and
cuts on the impact parameters d0 and z0 are used. Differently from the electron case,
the muon identification relies on a cut-based analysis. Three identification selections
are provided: Loose, Medium and Tight with an increasing rejection power against
pion and kaon decays. These categories are inclusive somuons identified with tighter
requirements are also included in the looser categories. The identification efficiency
of a muon in the 20 GeV < pT < 100 GeV range and |η| < 2.5 is about 98%, 96%
and 92% for the Loose, Medium and Tight requirements respectively [11], as can be
seen in Fig. 4.4. The measurement has been performed with a tag-and-probe method
[6] on Z → μμ events. There is a drop in efficiency for the Medium and the Tight
working points due to the acceptance losses in the region at η ∼ 0, where the MS is
only partially equipped with muon chambers.
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Muon Isolation
The measurement of the detector activity around the muon candidate, the so-called
muon isolation, is a powerful tool for non prompt muons inside jets. As in case of
electrons, the isolation algorithm can be constructed using variables that describe
the amount of activity near the candidate object. The algorithms are mainly based
on the following three isolation variables:

• track-based isolation variable pvarcone30T is defined as the scalar sum of the trans-
verse momenta of the tracks with pT > 1 GeV in a cone of size �R = min(10
GeV/pμ

T , 0.3) around the muon with transverse momentum pμ
T , excluding the

muon track itself.
• calorimeter-based isolation variable E topocone20

T is defined as the sum of the trans-
verse energy of topological clusters in a cone of size �R = 0.2 around the muon,
after subtracting the contribution from the energy deposit of the muon itself.

• fixed radius track isolation pcone20T is defined as the sum of the transverse momenta
of all the tracks within a cone of radius �R = 0.2 around the muon track, after
subtracting the muon contribution itself.

As in case of the electrons, the isolation criteria are determined using the relative
isolation variables defined as the ratio of the track- or calorimeter-based isolation
variables to the transverse momentum of the muon (pvarcone30T /pμ

T , E
topocone20
T /pμ

T ,
pcone20T /pμ

T ). In the V H(bb̄) analysis, the applied isolation working points are:

• Fixed-Cut High Pt Track Only isolation: the isolation working point is optimised
using only the track information requiring pcone20T < 1.25 GeV;

• Fixed-Cut Loose isolation: the isolation working point is optimised using the track
and the calorimeter information requiring E topocone20

T /pμ
T < 0.3 and pvarcone30T /pμ

T
< 0.15.

The efficiencies for the different working points are measured in data and simulation
in Z → μμ events using the tag-and-probe method [6]. Scale factors have been
calculated as data-to-simulation ratios and they have been derived to correct the
muon isolation efficiency in simulation to match the measured data for each working
point. The scale factors are compatible within the uncertainties, typically 0.5-2%.

Muon Uncertainties
The muon momentum scale and resolution uncertainties are evaluated considering
J/ψ → μμ events in the pμ

T < 20 GeV region and Z → μμ events in the pμ
T ≥ 20

GeV region [6]. The systematic uncertainties on the momentum scale varies from
0.05% in the barrel region (|η| < 1) to 0.1% (0.3%) in the region |η| ∼ 2.5 for
Z → μμ (J/ψ → μμ) decays. The momentum resolution in the central region is
measured to be 1.7 % (2.3%) for muons from J/ψ → μμ (Z → μμ) decays, while
in the region |η| > 2.2, the pT resolution for muons from Z → μμ decays is 2.9%.

The systematic uncertainties on the identification efficiency is at per-mille level
over a wide range of pT and reaches the percent level in the high-pT region.
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4.3 Jets

QCD partons manifest themselves in the detector as a direction spray of tracks and
calorimeter deposits known as jets. Jets are typically reconstructed by grouping
energy deposits in the calorimeters creating the so-called topological-clusters or
topo-clusters (Sect. 4.3.1). For some measurements the calorimeter jets are not opti-
mal and the information is complemented exploiting track-jets (Sect. 4.3.7). Track-
jets are built using the same algorithms applied for calorimeter jets but using tracks
emerging from the hard-scattering vertex instead of using energy deposits. Clusters
are the inputs of the jet reconstruction algorithms. In the analysis presented in this
document, two different jet reconstruction algorithms have been used: the kt and the
anti-kt algorithms (Sect. 4.3.2).

4.3.1 Topological Cluster Formation and Calibration

Crossing the detector, interacting particles deposit their energy in several cells of the
calorimeters. The topological-clustering algorithm [12] is used to group the asso-
ciated cells into cluster following the spatial signal-significance patterns generated
by particle showers. The observable controlling this cluster formation is the cell sig-
nal significance ζ EM

cell which is defined as the ratio of the cell signal to the average
(expected) noise is this cell.5 The clustering begins identifying a cell having a cell
signal significance grater than four and adding to this seed cell the neighbouring cells.
If the neighbouring cell significance exceeds two, the procedure is iteratively applied
to further neighbours. Each seed cell and its neighbouring cells form a proto-cluster.
Two pro-clusters are merged if a direct neighbour is a seed cell itself or if two seed
cells share a direct neighbouring cell with significance exceeding two. The algorithm
stops when no new neighbouring cells are added to the proto-cluster. This algorithm
has the advantage that tails of the showers are not discarded but, at the same time,
large clusters including showers from different particles are built. This disadvantage
is remedied by splitting the proto-clusters with two or more local maxima. The local
maxima are considered as new seeds and the clustering is done considering only
cells inside the proto-cluster. The obtained proto-clusters are the topo-clusters used
as inputs for the object reconstruction, i.e. jet reconstruction algorithm.

The energy of the topo-clusters is the sum of the energy of the single cells. Both
the cell signal and the average cell noise are measured at the electromagnetic energy
scale reconstructing the energy deposited by electrons and photons. Thus the topo-
clusters energies must be corrected for the lower response of the calorimeters to
hadrons. The local hadronic cell weighting (LCW) calibration [12] is the strategy
used by the ATLAS Collaboration. Topo-clusters are classified as electromagnetic

5 ζEM
cell = EEM

cell
σEM
noise,cell

where EEM
cell is the cell signal and σEM

noise,cell is the average expected cell noise. Both

cell signal and noise are measured on the electromagnetic energy scale.
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or hadronic based on the energy shower observed in the calorimeters. The cluster
energy is then corrected by a moment-dependent factor derived using simulations of
single pions and tested in situ using test-beam data. These corrections account for
the non-compensating calorimeter response, the signal losses due to noise threshold
effects inherent to the clustering algorithm and the signal losses due to the energy
lost in inactive material.

4.3.2 Jet Reconstruction Algorithms

Calibrated topo-clusters are used as input objects for the jet reconstruction algorithm.
In the ATLAS Collaboration the clustering algorithm mainly used is the anti-kt
algorithm [13]. The algorithm lies on the definition of distance di j between two
objects i and j and on the distance di B between object i and the beam B as:

di j = min
(
k2pti , k2pt j

)
· �R2

i j (4.1a)

di B = k2pti · R2
i (4.1b)

where �Ri j is the angular distance6 between two objects, kti/j their transverse
momenta, Ri the radius parameter of object i and p governs the relative power
of the energy versus the geometrical scales. The jet definition of the anti-kt algo-
rithm is obtained for p = −1. The case p = 0 corresponds to the inclusive Cam-
bridge/Aachen algorithm, while p = 1 corresponds to the kt algorithm [14]. For each
object i, the clustering proceeds as follows:

1. compute di B and all di j ;
2. identify the smallest of the distances;

• if the smallest distance is di j , merge i with j into a single new object;
• if the smallest distance is di B , consider i to be a jet and remove it from the list
of objects;

3. the algorithm restarts from point 1 with the updated list of input objects until no
object is left in the list.

Once this clustering procedure is done, the jet four-momentum is obtained as the
sum of the cluster four momenta.

In the V H(bb̄) analysis, the anti-kt algorithm is used to reconstruct both calorime-
ter and track-jets collection.7 Additionally, two kinds of calorimeter jets are recon-
structed with the anti-kt algorithm: the small-radius jets (small-R jets) reconstructed

6 The angular distance �Ri j between two objects i and j is defined as the angular distance between

the two energy barycentres �Ri j =
√(

ηi − η j
)2 + (

φi − φ j
)2.

7 In case of track-jets collections, tracks are used as input of the jet reconstruction algorithm.
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with a radius parameter of Ri = R = 0.4 and large-radius jets (large-R jets) with
Ri = R = 1.0. Differently, the kt algorithm is applied to reject the jet component
belonging to pile-up. The key property of the anti-kt algorithm is that the jet shape
is resilient with respect to the soft radiation but, at the same time, it is flexible with
respect to the hard radiation. Oppositely, the kt algorithm clusters energy deposits
into jets starting from the softest part up to the hardest one.

4.3.3 Small-R Jets Calibration

Once jets are reconstructed using the anti-kt algorithm, a calibration procedure is
employed aiming to restore the jets energy scale (JES) of the small-R jets to that of jets
reconstructed from simulated stable particles. The JES calibration [15] proceeds in
six steps (Fig. 4.5) and each stage of the calibration corrects the full four-momentum
scaling the jet pT, energy and mass.

Thefirst correction is the origin correctionwhich recalculates the four-momentum
of the jets to point to the hard-scattering primary vertex rather than the center of
the detector. This correction does not affect the jet energy but it improves the η

resolution of jets. It is then followed by two pile-up corrections: jet area-based pile-
up correction [16] and the residual pile-up correction. The former method subtracts
the per-event pile-up contribution, defined as the expected energy density of soft
contributions multiplied by the jet area, to the pT of each jet. The latter aims at
subtracting the residual pile-up dependence. This correction depends on the exact
number of primary vertices (NPV ) and the average number of interaction per bunch
crossing. Then, the absolute MC-based calibration corrects the jet four-momentum
to the particle-level energy scale and it accounts for biases in the jet η reconstruction.
Such biases are due to the transitions between different calorimeter technologies
and sudden changes in the calorimeter granularity. Further improvements to the
reconstructed energy and related uncertainties are achieved through calorimeter, MS
and track-based variables in the global sequential calibration. Finally, a residual

Fig. 4.5 Steps of the JES calibration procedure applied to small-R jets. Each stage of the calibration
is applied to the four-momentum of the jet [15]
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in-situ calibration is applied to correct jets for potential differences between data
and simulation. The in-situ corrections are extracted from analyses which study
γ /Z+jets or multi-jet processes, respectively. The corrections are applied only to
data. An example of the jet energy scale factors extracted from in-situ calibration is
shown in Fig. 4.6.

The systematic uncertainties associated to the jet energy calibration are mainly
coming from the in-situ calibrations extracted from analyses that examine γ /Z+jets
or multi-jet processes. These uncertainties are derived from the comparison of data
with MC simulations by varying different parameters as the event selection, the MC
generator or the identification criteria in the analysis. The uncertainty contribution is
evaluated separately for each in-situ method. Another source of uncertainty related
to the jet energy comes from the flavor dependence that accounts for differences in
the jet response and simulated jet composition of light-quark, b-quark, and gluon-
initiated jets. The remaining uncertainties comes from pile-up or η-intercalibration.
All these uncertainties are referred to as jet energy scale (JES) uncertainties.

An additional systematic uncertainty is added to account for the uncertainty on
the jet energy resolution (JER). This uncertainty is derived using the dijet balance
technique [18]. As the JES uncertainties, also the JER uncertainty has many sources
as, for example, the difference between data and simulation when the nominal data
resolution is superior. The main sources of uncertainty affecting JES and JER are
shown in Fig. 4.7 as a function of jet-pT.

Pile-Up Jet Suppression
Before using the calibrated small-R jets in the analysis, a pile-up suppression algo-
rithm is applied. To suppress jets from pile-up, a new likelihood-based discriminant
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Fig. 4.7 a Fractional jet energy scale systematic uncertainty components as a function of jet-pT for
small-R jets at η = 0.0 and, b jet energy resolution uncertainty as a function of jet-pT for small-R
jets at η = 0.2. The total uncertainty (all components summed in quadrature) is shown as a filled
region topped by a solid black line [17, 19]

called Jet Vertex Tagger (JVT) [20] is used in Run 2. The tool uses information about
the primary vertex, jet and track pT. The JVT values range from 0 to 1, where jets
with values close to 1 are signal jet candidate while jets close to 0 are from pile-up.
The default JVT cut is at 0.59 with an efficiency for selected hard-scattering jets of
92% and a fake rate of about 1%. In the analysis presented in this document, the JVT
tool is only applied to small-R jet with pT < 120 GeV and |η| < 2.5.

4.3.4 Large-R Jets

The high centre-of-mass energy of the LHC has opened new kinematic regimes to
experimental study. The new phase space available for the production of SM parti-
cles with significant Lorentz boosts necessitates new techniques. When sufficiently
boosted, the decay products of the boosted particle, i.e. the Higgs boson, can become
collimated to the point that standard reconstruction techniques begin to fail. The
angular separation of the decay products b1 and b2 is approximately:

�R(b1, b2) ≈ 2m

pT
(4.2)

wherem and pT are the mass and the transverse momentum of the decaying particle.
From this rule, for the Higgs boson candidate with a pT > 250 GeV, a large-R jet
with radius parameter of 1 is needed.
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4.3.5 Large-R Jet Mass

The mass of the large-R jets is a powerful tool for distinguishing massive particle
decays from the continuum multi-jet background. A priori the invariant mass of the
large-R jet can be determined using the calorimeter information taking the energy and
themomentumof all associated topo-clusters. Thismass is referred to as calorimeter-
based jet mass mcalo and for a large-R jet J with calorimeter-cell cluster constituents
i with energy Ei and momentum −→p i (|−→p i | = Ei ) it is defined as:

mcalo =
√√√√

(∑
i∈J

Ei

)2

−
(∑

i∈J

−→p i

)2

(4.3)

However, the resolution degrades at high jet pT because the angular separation of the
decay products of the boosted particle falls below the calorimeter granularity (Fig.
4.8b). For this reason, the tracking information provides an excellent directional
resolution and the track-assisted jet mass mTA is defined as:

mTA = pcaloT

ptrackT

× m track (4.4)

where pcaloT is the transverse momentum of the large-R jet, ptrackT and m track are
the transverse momentum and mass of the four-vector sum of tracks associated to
the large-R jet. In this mass definition, the ratio of the transverse momenta is used
to correct for charged-to-neutral fluctuations. Figure 4.8a shows the comparison of
mcalo, mTA and m track before and after any calibration in a very high pT range (1.6
TeV < pT < 1.8 TeV). The peak position and the width of the track-assisted jet
mass are comparable to the calorimeter-based jet mass and significantly better than
the track-only mass. However, the resolution of mTA becomes worse than the one
of the mcalo for low jet pT (Fig. 4.8b). The solution for this issue is to combine the
calorimeter-based jet mass with the track-assisted jet mass. Thus the combined jet
mass mcomb is defined as:

mcomb = a · mcalo + b · mTA (4.5)

with a = σ−2
calo/(σ

−2
calo + σ−2

TA ) and b = σ−2
TA /(σ−2

calo + σ−2
TA ), where σcalo (σTA) is the

resolution function of mcalo (mTA). The combined jet mass smoothly interpolates
between mcomb ∼ mcalo at low pT and mcomb ∼ mTA at high pT.
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Fig. 4.8 a Uncalibrated (dashed line) and calibrated (solid line) reconstructed jet mass distribution
for the different large-R jet mass definition [21]. b Fractional jet mass resolution vs. the truth jet
mass transverse momentum for the three large-R jet mass definition [22]

4.3.6 Large-R Jets Grooming and Calibration

The large center-of-mass energy at LHC enables the production of Lorentz-boosted
heavy particles, whose decay products can be reconstructed as one large-R jet. At
the same time, multiple p-p interactions per bunch crossing produce soft particles
unrelated to the hard scattering that contaminate jets. To remove the contribution
of soft and pile-up particles, grooming techniques are applied [23]. In the analysis
presented in this document, the grooming technique applied is the trimming technique
[24]. This algorithm is implemented by reclustering the constituents of the initial
jets using the kt algorithm into small-R jets with a radius parameter Rsub. Then,
any subjets that has a piT/p

jet
T less than fcut are removed, where piT and pjetT are the

transverse momentum of the i th subjet i and of the parent jet, and fcut is a parameter
of the method which is typically a few percent. The remaining constituents form the
trimmed jet. This procedure is illustrated in Fig. 4.9. The trimming algorithm applied
in the V H(bb̄) analysis has Rsub = 0.2 and fcut = 5%.

The effect of the trimming technique can be observed in Fig. 4.10. The plots show
the anti-kt R = 1.0 leading jet mass distribution before (left) and after (right) jet
grooming in Z ′ → t t̄ events for different mean number of interactions per bunch
crossing μ. Applying the trimming technique, the effect of pile-up is highly reduced
and, the top mass peak and the smaller peak at around the W mass is now visible.

The JES and the jet mass scale (JMS) are corrected to the particle level scale
using matched truth jet collections. All the corrections are applied as a function
of the reconstructed jet energy, mass and pseudorapidity. Finally the jets are cali-
brated in-situ using response measurement in data. The in-situ correction evaluated
as data-to-simulation ratio is applied only to data for taking into account the residual
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Fig. 4.9 Diagram depicting the jet trimming procedure. The input of the trimming procedure is a
topo-cluster jet reconstructed with the anti-kt algorithm with R = 1.0 (left). The jet constituents
of the original jet are reclustered using kt algorithm into smaller subjets with Rsub = 0.2 (center).
Any subjets that is carrying a transverse momentum fraction smaller than fcut = 5% of the parent
jet is removed (right) [23]
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Fig. 4.10 Mass distribution of anti-kt large-R jet with (right) and without (left) applying the
trimming technique [25]

mismodelling in the response. The correction factor relies on the transverse momen-
tum balance in a variety of final states: Z +jets, γ+jets and multi-jets. The absolute
calibration is derived from a statistical combination of these three measurements.
Additionally, a relative intercalibration, derived using dijets events, propagates the
well-measured central JES into the forward region of the detector. The JES correc-
tion is applied as four-momentum scale factor to jets in data and it also affects the jet
mass. The calibration factor is defined as the double ratio between data and MC and
it is applied only to data. Figure 4.11 summarizes the large-R jet calibration chain.

The uncertainties related to large-R jets can be splitted into scale uncertainties,
which include uncertainties on the JES and on the JMS, and resolution uncertainties,
which take into account the uncertainty on the jet mass and energy (pT) resolution.

The JES and JMS uncertainties are derived in-situ using the Rtrk method [23]
which relies on the assumption that the uncertainties on the tracking and calorimeter
measurements are largely uncorrelated. The basic element of the Rtrk method is the
ratio between the calorimeter response and the tracker response, i.e. for the jet energy
scale uncertainty the ratio is defined as:
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Fig. 4.11 Overview of the large-R jet calibration procedure [26]

r pT
trk = pcaloT

ptrackerT

(4.6)

where pcaloT is the large-R transverse momentum computed with the calorimeter
information and ptrackerT is the transverse momentum computed with tracks. The r pT

trk
variable is then used to evaluate the double ratio:

RpT
trk = r pT,data

trk

r pT,MC
trk

(4.7)

where r pT,data
trk and r pT,MC

trk are the ratios computed with data and with simulated sam-
ples, respectively. The double ratio RpT

trk should be equal to the unity if the detector
is well modelled. This double ratio is also evaluated comparing the nominal simula-
tion with the alternative simulations to take into account uncertainties arising from
differences in the fragmentation and hadronisation models. The systematic uncer-
tainties are computed in bins of the jet mass over transverse momentum m/pT. This
method used for the scale uncertainty is versatile and it is applied to evaluate the JMS
uncertainty.8 Figure 4.12 shows r pT

trk and rmtrk as a function of the large-R jet pT in
dijets events for data and several simulations. In both cases the calorimeter-to-track
ratio is grater than the unity because the information of the tracker accounts only

8 For the computation of the JMS uncertainty, the ratio between the calorimeter and the tracker
response rmtrk is defined as:

rmtrk = mcalo

mtrk (4.8)

where mcalo is the large-R jet mass computed with the calorimeter information and mtrk is the
large-R jet mass computed with tracks.
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Fig. 4.12 Measurement of r pTtrk (a) and rmtrk (b) as a function of the large-R jet pT for large-R jets
with m/pT = 0.2. Data are compared with three generators and with three tracking variations for
the default generator Pythia 8. The double ratio of r pTtrk and rmtrk measured in simulations and data
is shown in the lower panel [26]

for charged particles. The lower panel of the plots shows the double ratio between
simulations and data (1/Rm/pT

trk ).
Using the Rtrk method, four sources of scale uncertainty are computed:

• the baseline variation accounts for the deviations from unity of Rtrk between data
and the nominal simulation. This variation accounts for all the differences between
data and simulated jets and the simulation of the interaction of the particle with
the detector.

• the modelling variation accounts for the deviations of Rtrk between the nominal
and the alternative simulations. The maximum difference is taken as modelling
uncertainty.

• the tracking uncertainty is the quadratic sum of the effect of the various tracking
uncertainty sources.

• the statistical uncertainty accounts for the statistical uncertainty of the data and
the simulated samples. Typically this uncertainty is small at low large-R jets pT
and relevant at very high pT.

The total JES and JMS uncertainties as a function of the large-R jet pT are shown in
Fig. 4.13. In both cases the statistical uncertainty has a relevant effect only at high
pT (pT > 2 TeV). For the JES (JMS), tracking uncertainty contribution is constant
for pT > 400 GeV (pT > 800 GeV) and its contribution is about 2%. The modelling
uncertainty is also of the order of 2%with a larger impact at about 1 TeV. The baseline
uncertainty is the main source of uncertainty and it is about 5–6%.
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(a) (b)

Fig. 4.13 Total uncertainty in the relative JES (a) and JMS (b) in data and simulations as a function
of the large-R transverse momentum [26]

For the pT resolution uncertainty, a gaussian with an absolute 2% uncertainty is
used to smear the simulated distribution. The difference between the smeared and
unsmeared distributions is taken as resolution uncertainty.

For the jet mass resolution (JMR) uncertainty, a relative jet mass resolution smear-
ing of 20% is applied to each jets. To apply a relative smearing, resolution maps are
needed. These resolution maps are computed for different jets: top-jets, W / Z -jets
and Higgs-jets.

4.3.7 Track-Jets

Track-jets are jets reconstructed by applying the jet clustering algorithm on the
tracks emerging from the hard-scattering vertex. The tracks used as input to the jet
reconstruction algorithm are required to have:

• pT > 0.5 GeV and |η| < 2.5;
• at least 7 hits in the pixel and SCT detectors;
• not more than one hit in the pixel detector shared by multiple tracks;
• not more than one missing hit in the pixel detector when it is expected;
• not more than two missing hits in the SCT detector;
• the longitudinal impact parameter z0 of the tracks is required to be |z0 · sin θ | < 3
mm.

The selected tracks are used as input of the anti-kt algorithm. The track-jets used in
this analysis are the variable-R (VR) track-jets [27] with a radius parameter defined
as:

Ri = R(pTi ) = ρ

pTi
(4.9)
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where ρ determines how fast the effective jet size decreases with the transverse
momentum of the jet. In the anti-kt algorithm, the Ri parameter of Eq. 4.1b is substi-
tuted with the new pT dependent radius parameter. In addition to ρ, the VR algorithm
requires two additional parameters, Rmin and Rmax to impose the lower and the upper
cut-offs of the jet size, respectively. These parameters prevent the jets from becoming
too large at low pT and from shrinking below the detector resolution at high pT. The
analysis described in this thesis uses VR track-jets with parameters ρ = 30 GeV,
Rmax = 0.4 , Rmin = 0.02 that have been optimized for double b-tagging efficiency
in boosted H → bb̄ decays [28]. Figure 4.15a (red line) shows how the cone size
changes according to the track-jet pT. Track-jets are preferred to small-R jets because
of the better spatial resolution of tracks with respect to the calorimeter clusters. In
the V H(bb̄) analysis they are used only to tag jets containing b-hadrons within the
large-R jets since in boosted topologies there are several benefits of using track-jets
for finding b-hadrons [29, 30]. Since b-tagging algorithm only uses information from
the inner detector, track-jets can be decoupled from calorimeter jet finding in order
to identify b-hadrons. The idea is to optimize the track-jet algorithm for b-tagging
and, independently, to optimize the calorimeter jet algorithm to interpret the final
state. Additionally, the track-jets are explicitly chosen to originate from the primary
vertex, reducing significantly the performance dependence on pile-up. This is impor-
tant when reconstructing low pT b-hadrons produced in the opposite direction to the
boost direction of the decaying particle. These low pT b-hadrons might be lost due
to the pT-threshold imposed on calorimeters jets in order to reduce pile-up. Finally,
track-jets have a good angular resolution even in environments with dense hadronic
activity. Furthermore, the track-jets can easily take advantage of the small radius
parameters, which lead to the best resolution and efficiency at high boost values.

Large-R to Track-Jets Association
Adense hadronic environment, there can be some ambiguitywhen trying tomatch the
track-jets to the large-R jet. To solve this ambiguity, the ghost association technique
can be applied to determine the jet area [31]. In this algorithm, the track-jet is added
to the large-R jet as an infinite soft particle, the so-called “ghost”, retaining only its
spatial information. The large-R jet is then re-clustered using the anti-kt algorithm
considering as input both the calorimeter clusters and the ghost track-jets. A track-jet
is considered ghost-associated with the large-R jet if its ghost version is contained in
the large-R jet after reclustering. The resilience of the jet reconstruction algorithm
to soft particle and the infinitesimal pT of the ghosts ensure that no difference is
obtained in the final large-R jet with respect to the one clustered without ghosts.

Flavour Tagging
The VR track-jets are used as input to the dedicated flavour tagging algorithms
with the aims of correctly identifying the ones originating from an initial b-hadron
decay. The characteristics of b-jets are connected to the properties of b-quarks such
as their relatively high mass (∼ 5 GeV), long lifetime (∼ 1.5 ps) and high decay
multiplicity (on average ∼ 5 charged particles). This leads to topologies with at
least one secondary vertex separated from the primary vertex (Fig. 4.14). All these
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Fig. 4.14 Illustration of a jet with a secondary vertex reconstructed from displaced tracks with a
large impact parameter andwith a significant decay length indicating the decay of a heavy long-lived
particle, i.e. a b-hadron [32]

characteristics are used by the flavour tagging algorithms to distinguish b-jets from
jets originated by light flavour hadrons.

The tracks used in the flavour tagging algorithm are associated to the track-jet
but they are not necessarily the same ones that compose it. The matching between
the track and the track-jet is based on the angular separation �R considering tracks
with a pT > 1 GeV. The �R selection decreases with increasing jet pT according to
Equation 4.10:

�R(track, jet) < 0.239 + e−1.220−1.64·10−5·pT pT [MeV] (4.10)

For high jet pT, the �R has a plateau at a value of 0.239 (Fig. 4.15a, green line)
The b-tagging algorithm used in the V H(bb̄) analysis is the MV2 algorithm

[34]. It consists of a boosted decision tree (BDT) that combines information on the
impact-parameter, on the secondary vertex and on the b-to-c-hadron decay chain.
The kinematic properties of the jets (pT and |η|) are also included in the training.
The MV2 tagger has been trained on small-R calo jets with R = 0.4 from the hybrid
t t̄ and Z ’ samples where jets with pT < 250 GeV come exclusively from t t̄ events
and jets with pT > 250 GeV are taken from Z ’ → dijets events. In the simulation,
the jet flavour labels are attributed looking at the truth particles. Jets are labelled as
b-jets if at least one weakly decaying b-hadron with pT > 5 GeV is found within
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Fig. 4.15 aDistributionof theVR track-jet radius parameter R (red line) andof the track association
cone �R as a function of the jet pT [32]. b Distribution of the output discriminant of the MV2
b-tagging algorithm for b-jets, c-jets and light-flavour jets in the baseline t t̄ simulated events [33]

a cone of size �R = 0.3 around the jet axis. If no b-hadrons are found, c-hadrons
are searched for, and afterwards τ -leptons. The jets matched with c-hadrons and τ -
leptons are labelled as c-jets and τ -jets, respectively. The remaining jets are labelled
as light-flavour jets. For the training , the c-jet fraction in the background sample is
set to 7%, the remaining part of the background (93%) is composed by light-flavour
jets. The list of input variables has been optimised to provide the best separation
power between the signal and the background. The output discriminant of the MV2
algorithm DMV2 for b-jets, c-jets and light-flavour jets evaluated with the baseline
t t̄ simulated events are shown in Fig. 4.15a.

A jet is defined as b-tagged if the MV2 output score exceeds a certain threshold.
This threshold is defined a priori as the cut that gives a pre-determined efficiency
value for b-jets when applied to a t t̄ sample. The V H(bb̄) analysis uses a MV2
cut that corresponds to an average 70% b-tagging efficiency [33]. The rejection
rate, defined as the inverse mistag efficiency, for c-jets and light-flavour jets has
been determined to be 9 and 304, respectively. Both the tagging and the mistagging
efficiencies are furthermore measured on data to correct the simulation by applying
data-to-simulation scale factors binned in jet pT. Although the MV2 tagger has been
trained on small-R calo jets and used for VR track-jets, the calibrations factors have
been computed using VR track-jets. The uncertainty on these factors introduces a
systematic uncertainty in the analysis [35].
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4.4 Missing Transverse Momentum

Particles emerging from the hard-scattering interaction that are solely weakly inter-
acting, such as neutrinos, escape the direct detection. Their presence can be only
inferred from the missing transverse momentum Emiss

T which is defined as an imbal-
ance in the plane transverse to the beam line. Following the conservation of momen-
tum, the total transverse momentum of all particles in the event should be zero, so
the total momentum associated with these non-interacting particles can be computed
as the negative vector of the transverse momenta of the other particles. The Emiss

T is
computed combining the information from the calorimeter and the muon spectrome-
ter for all the objects (leptons, jets associated to the primary vertex, etc) [36]. A term
is added to account for good quality soft tracks not associated to any visible particle
produced in the hard processes. The Emiss

T is defined as:

Emiss
T = −

∑
muons

pμ

T −
∑

electrons

peT −
∑

photons

pγ

T −
∑
taus

pτ
T −

∑
jets

p jets
T −

∑
so f t trks

ptrkT

(4.11)
Energy deposits in the calorimeters and tracks are matched to reconstructed objects
in an order chosen tominimise double-counting of elements. The order used for Emiss

T
reconstruction starts with muons, electrons, followed by photons, then hadronically
decaying τ -leptons, jets and finally the track soft term [37].

Themissing transversemomentum can also be constructed using only inner detec-
tor tracks (Emiss

T,trk). This quantity provides a robust estimate of the missing transverse
momentum which is less sensitive to the pile-up. However, since Emiss

T,trk is based only
on tracks left by charged particles it does not account for neutral particles or particles
outside the ID.

The Emiss
T reconstruction performance is derived by comparing Emiss

T distribu-
tions in data and MC simulations for the same final state selection [38]. Systematics
uncertainties in the Emiss

T response and resolution are derived from these comparisons.
Emiss
T performance are obtained considering a final state without genuine Emiss

T (as in
Z → μμ events) and a final state with genuine Emiss

T (as in W → eν events). Figure
4.16 shows the Emiss

T distributions in these two final states. For the Z → μμ sample,
data andMC simulations agreewithin 20% for the bulk of the Emiss

T distribution, there
are only large differences at high Emiss

T values due to a mismodelling in t t̄ events. In
the W → eν sample with genuine Emiss

T , the level of agreement between data and
MC simulation is 20% in the full missing transverse momentum range.

The Emiss
T resolution is determined by the width of the distribution of the differ-

ences between the measured Emiss
x(y) and the true missing transverse momentum vector

Emiss, true
T :

RMSmiss
x(y) = RMS(Emiss

x(y) − Emiss, true
x(y) ) (4.12)

The Emiss
T resolution is evaluated using dedicated samples from MC simulations (W

→ eν, W → μν and t t̄ ). Figure 4.17 shows the Emiss
T resolution as a function of

Emiss, true
T . The Emiss

T resolution is very similar forW → eν andW → μν final states,
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Fig. 4.16 Emiss
T distribution for Z → μμ (a) andW → eν (b) events in data. The expectation from

MC simulation is superimposed and includes all relevant background final states passing the event
selection. The shaded areas indicate the total uncertainty for MC simulations, including the overall
statistical uncertainty combined with systematic uncertainties from the pT scale and resolution
which are contributed by muons, electrons, jets and soft term. The last bin of each distribution
includes the overflow. The respective ratios between data and MC simulations are shown in the
bottom pad, with the shaded areas showing the total uncertainties for MC simulations [38]

Fig. 4.17 Emiss
T resolution

measured by RMSmiss
x(y) as a

function of the true missing
transverse momentum
Emiss, true
T for the W → eν,

W → μν and t t̄ samples
from the MC simulations
[38]
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while it is poorer in t t̄ final states. The poorer resolution in the last case is due to
the presence of at least four jets with relatively low pT. Additionally this topology
is more sensitive to the fluctuations induced by the pile-up.

The uncertainties on the Emiss
T are related only to the soft terms because the

uncertainties on the hard terms are already included in the systematics related to
the other physics objects. The Emiss

T uncertainties come from the propagation of the
energy scale and resolution uncertainties of the soft terms comparing data to MC
simulation of events without genuine Emiss

T , such as Z → μμ events. The difference
between data and MC simulations is at most 10% at high Emiss

T .

4.5 Overlap Removal

During the object reconstruction, the information from the detector response could be
wrongly reconstructed twice by multiple objects. To remove any double counting,
a procedure known as overlap removal [39] is applied, with the aim of correctly
identifying the true physical objects. Once all physical objects are fully reconstructed
and calibrated, the algorithm is implemented. Individual overlaps are removed with
a step-by-step procedure. Objects removed at a given step are not considered in the
following. The step sequence is the following:

• electron—muon: if a combinedmuon shares an ID track associated to an electron,
the electron is removed because it can be reconstructed if amuon radiates a photon.

• electron—small-R jet: if �R( small-R jet , e) < 0.2, the small-R jet is removed.
This arises from the fact that the energy deposits in the EM calorimeter are always
used as inputs for the jet reconstruction, regardless of the electron reconstruction
result. For any surviving jets, if�R( small-R jet , e) < 0.4, the electron is removed
because in this case the electron is considered incoming from semi-leptonic decays
of heavy-flavour hadrons.

• muon—small-R jet: If �R(small-R jet, μ) < 0.2 or the muon ID track is ghost
associated to the jet, then the jet is removed either if the jet has less than three
associated trackswith pT > 500MeVor both the following conditions are satisfied:
the pT ratio of the muon and jet is larger than 0.5 and the ratio of the muon pT
to the sum of pT of tracks with pT > 500 MeV associated to the jet is larger than
0.7. This is because such a low track multiplicity can be compatible with radiation
effects from the muon. For any surviving jets, if �R(small-R jet, μ) < 0.4, the
muon is removed because the muon is considered as a product of a semi-leptonic
heavy-flavour hadron decay.

• electron—large-R jet: if �R(e, large-R jet) < 1.2, the large-R jet is removed.

In addition, an overlap removal procedure betweenVR track-jets is applied. Collinear
VR track-jets are possible but the interplay between the VR track-jet reconstruction
and the track-association in the b-tagging algorithm is questionable. To avoid this
possible pathological case, a recommendation from the flavour tagging group is in
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Fig. 4.18 a Example of
events discarded when the
overlap removal is applied. b
Example of events
considered when the OR is
applied

place. The recommendation suggests to remove the events in which the following
condition is satisfied:

�R(jeti , jet j ) < min(R(jeti ), R(jet j )) (4.13)

where i runs on all the jets considered for the b-tagging algorithm and j runs on all
the jets with a pT > 5 GeV and with more than one track associated, with the caveat
not to consider the case in which jeti and jet j coincide. With this recommendation
all events in which both jet axes are reconstructed in both cones are excluded (Fig.
4.18a), while events with a topology similar to the one in Fig. 4.18b are considered.

The effects of this overlap removal has been studied also in the analysis presented
in this thesis, focusing the attention on the 0-lepton channel. The percent range of
discarded events is 2–6%and it depends on the energy of events (the higher the energy
of the events, the higher probability that the event has two collinear VR track-jets).
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Chapter 5
Event Selection and Categorization

This chapter describes the selection of the V H(bb̄) events in the boosted analysis.
The first part discusses the criteria used to identify physics objects. The second part
explains the selection of both the Higgs boson and vector boson candidates. In the
final part all the details of the event categorization are illustrated.

5.1 Object Identification

The definition of the physics objects as well as the strategy of the overlap removal
are provided in Sect. 4. In the following the list of all the objects, with their specific
requirements, used in the V H(bb̄) boosted analysis is presented. The description
of the Emiss

T object is skipped since the analysis does not apply any specific cut. In
addition the b-tagging tool used to reconstruct the Higgs decay products is already
shown in Sect. 4.3.7.

Leptons

The leptons used in theV H(bb̄) analysis are electrons andmuons.Two type of leptons
are used in the analysis: loose leptons and signal leptons. The loose leptons are used
to define the three main channels requiring exactly zero, one and two leptons. The
signal leptons are a subset of the loose leptonswith tighter identification and isolation
requirements. In 1-lepton and 2-lepton channels at least one signal lepton is required
to suppress the multi-jet background.

Loose electrons are required to have pT > 7 GeV and |η| < 2.47, to pass Loose
identification requirement and Fixed-Cut Loose isolation (see Sect. 4.2). They have
also to satisfy |d0/σ(d0)| < 5 and |z0 sin(θ)| < 0.5 mm, where d0 and z0 are the
transverse and longitudinal impact parameters defined relative to the primary vertex
position and σ(d0) is the d0 uncertainty. Signal electron in the 2-lepton channel are
loose electron with a high pT cut, pT > 27 GeV. Differently signal electrons in 1-
lepton channel have tighter identification and isolation requirements with respect to
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Table 5.1 Electron selection requirements used in the V H(bb̄) boosted analysis

Electron
Selection

pT |η| ID |d0/σ(d0)| |z0 sin(θ)| Isolation

Loose
electron

>7 GeV <2.47 Loose <5 <0.5 mm Fixed-Cut
Loose

Signal
electron in
2-lepton
channel

>27 GeV <2.47 Loose <5 <0.5 mm Fixed-Cut
Loose

Signal
electron in
1-lepton
channel

>27 GeV <2.47 Tight <5 <0.5 mm Fixed-Cut
High Pt
Calo Only

Table 5.2 Muon selection requirements used in the V H(bb̄) boosted analysis.

Muon
selection

pT |η| ID |d0/σ(d0)| |z0 sin(θ)| Isolation

Loose muon >7 GeV <2.7 Loose <3 <0.5 mm Fixed-Cut
Loose

Signal
muon in
2-lepton
channel

>27 GeV <2.5 Loose <3 <0.5 mm Fixed-Cut
Loose

Signal
muon in
1-lepton
channel

>25 GeV <2.5 Medium <3 <0.5 mm Fixed-Cut
High Pt
Track Only

the signal electrons in 2-lepton channel in order to reject the multi-jet background.
Table 5.1 summarizes the electron definitions used in the analysis.

Loose muons are required to have pT > 7 GeV, |η| < 2.7, |d0/σ(d0)| < 3 and
|z0 sin(θ)| < 0.5. They have to pass Loose identification and Fixed-Cut Loose isola-
tion requirements. Signalmuons in the 2-lepton channel have the same requirements
on the transverse and longitudinal impact parameters, together with the isolation
and identification criteria of the loose muons. These muons must have pT > 27
GeV and |η| < 2.5. Signal muons in 1-lepton channel have pT > 25 GeV, |η| < 2.5,
|d0/σ(d0)| < 3 and |z0 sin(θ)| < 0.5. In addition they satisfy theMedium identifica-
tion and the Fixed-Cut High Pt Track Only isolation criteria. Table 5.2 summarizes
the muon definitions used in the analysis.

Jets

In the V H(bb̄) analysis three different anti-kt jet collections have been used: large-
R jets (R=1.0), small-R jet (R = 0.4) and VR track-jets. The first two types of jets
are reconstructed starting from the energy deposition in the calorimeter, while the
track-jets are reconstructed from inner detector tracks.
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The large-R jets are used to reconstruct the Higgs boson candidate in the high
energy regime. Only large-R jets with pT > 250 GeV and |η| < 2.0 are considered.
Due to the rule of thumb �R( jet1, jet2) ∼ 2m/pT where m and pT are the mass
and the transverse momentum of the large-R jet and �R is the angular separation
between the decay products, the transverse momentum cut marks the point where
the two b-quark jets are geometrically separated by �R = 1.0.

To exploit the optimal large-R jet mass resolution over the full pT range, the
combined jet mass definition is used. A cut on the large-R jets mass mJ is applied,
mJ > 50 GeV. The ATLAS Collaboration does not support the calibration in the low
mass region due to the difference between data and simulation.

In the analysis two corrections are applied to the large-R jet to better set the scale
and to improve the resolution of their energy and mass measurement. The large-R
jets are first corrected to take into account the presence of muons from the b- or
c-hadron decays. The muons are not included in the jet resulting in losses in the
large-R jet energy. Therefore, a correction called muon-in-jet, which adds back the
four-momentum of the muon associated to a large-R jet, is applied. When more than
onemuon is found, the one closest to the VR track-jet ghost-associated to the large-R
jets is chosen.

The second correction called Kinematic Fit (KF) is applied only in the 2-lepton
channel to improve the large-R jet energy resolution. The aim of this correction is
to constrain the ZH → llbb̄ system to be balanced in the transverse plain. The KF
includes also a constraint on the dilepton mass to the Z boson mass. This correction
uses the energy resolution of the electrons and muons, which is typically 1%, to
improve the large-R jet energy resolution, which is typically 10%.

To evaluate the improvement in resolution, the large-R jet mass mJ distributions
before and after the corrections are fit with a Bukin function [1]. The resolution
values σ correspond to the width of the fitted function. For the event selection of this
analysis, the large-R jet mass resolution improves by 5% to 10% after the muon-
in-jet correction, depending on the lepton channel. The KF brings an additional
improvement in the 2-lepton channels of up to 40%. Figure 5.1 shows a comparison
of the large-R jet mass when the additional corrections are applied to the jet energy
scale in the 2-lepton channel.

In the V H(bb̄) boosted analysis the small-R jets are used to build the Emiss
T , for

the multi-jet estimate and for the event categorization. For the event categorisation
they are required to have pT > 30 GeV and |η| < 4.5. To reduce the number of
small-R jets originating from the pile-up interactions, the small-R jets are required
to pass the JVT requirement if they are in the range pT < 120 GeV and |η| < 2.5.

In the analysis the VR track-jets are used as input of the b-tagging algorithm to
correctly identify jets originating from the H → bb̄ decay. They are preferred over
the standard calorimeter jets due to their higher efficiency to resolve objects in the
high energy regions. Only central (|η| < 2.5) VR track-jets with pT > 10 GeV and
with at least two tracks are considered.

Table 5.3 summarizes the jet collections and the respective kinematics cuts used
in the analysis.
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Fig. 5.1 Comparison of the large-R mass distributions when additional corrections are applied
to the jet energy scale for the signal in the 2-lepton channel, 250 GeV ≤ pVT < 400 GeV (a) and
pVT ≥ 400 GeV regions for the dominant qq → ZH contribution. The distributions are fitted with
a Bukin function [1] and the resolution values, σ , correspond to the width of the fitted function [2]

Table 5.3 Jet collections and requirements

Jet collection pT η

Large-R jets >250 GeV |η| < 2.5

Small-R jets >30 GeV |η| < 4.5

VR track-jets >10 GeV |η| < 2.5

5.2 Event Selections

Events are categorised into 0-, 1- and 2-lepton channels depending on the number of
charged leptons (electrons or muons) to target the ZH → νν̄bb̄, WH → lνbb̄ and
ZH → llbb̄ signature, respectively.

Theonline selection of the 0-lepton channel relies on the Emiss
T triggerwith increas-

ing threshold, from 70 GeV to 110 GeV, for the increasing of luminosity during the
Run 2. In the 1-lepton electron sub-channel events are selected by the a low-pT
threshold unprescaled single electron trigger. The same trigger as in the 0-lepton
channel is used in the 1-lepton muon sub-channel since muons are not included in
the online Emiss

T calculation. In the 2-lepton channel, the same trigger strategy as in
the 1-lepton channel is adopted.

In the 0- and 2-lepton channels, the transverse momentum of the Z boson is
reconstructed as Emiss

T and as the transverse momentum of the two leptons system,
respectively. In the 1-lepton channel, the transverse momentum of the W boson is
reconstructed as the vectorial sum of the Emiss

T and the lepton transverse momentum.
In all the three lepton channels, the events are required to have the transversemomen-
tum of the vector boson pVT grater than 250 GeV (pVT ≥ 250 GeV). Events are split in
two bins of pVT (250 GeV ≤ pVT < 400 GeV, pVT ≥ 400 GeV) to improve the analysis
sensitivity. Events are also categorized in signal regions (SRs) and control regions
(CRs). While the SR is the one expected to contain the larger fraction of signal, the



5.2 Event Selections 95

Table 5.4 Event selection for the three channels of the V H(bb̄) boosted analysis
Selection 0 lepton channel 1 lepton channel 2 lepton channel

e sub-channel μ sub-channel e sub-channel μ sub-channel

Trigger Emiss
T Single lepton Emiss

T Single lepton Emiss
T

Leptons 0 loose lepton 1 signal lepton ≥ 1 signal lepton

No second loose lepton 2 loose leptons

Emiss
T ≥ 250 GeV > 50GeV – –

pVT pVT ≥ 250 GeV

Large-R jet At least one large-R jet, pT > 250 GeV, |η| < 2

Track-Jets At least two track-jets, pT > 10 GeV, |η| < 2.5, matched to the leading large-R jet

b-jets Leading two track-jets matched to the leading large-R must be b-tagged

mJ > 50 GeV

min[�φ(Emiss
T ,jets)] > 30◦ –

�φ(Emiss
T ,Hcand) > 120◦ –

�φ (Emiss
T , Emiss

T,trk) < 90◦ –

|�y(V, H)| – |�y(V, H)| < 1.4

mll – 66 GeV< mll < 116 GeV

Lepton pT imbalance – (pl1T − pl2T )/pZT < 0.8

Lepton flavor – Two lepton same flavour

Lepton charge – Opposite sign muons

CR is a background enriched region designed to evaluate the contribution and shape
of one of the main backgrounds. In the 0- and 1-lepton channels, the SRs are defined
by vetoing b-tagged track-jets outside the Higgs candidate jet. More details on the
event categorization are reported in Sect. 5.3.

In the following paragraphs, a description of the Higgs candidate and channel-
specific selections are provided. Table 5.4 summarizes the selection applied in each
of the three channels.

5.2.1 Higgs Candidate Reconstruction and Selection

All the events in the three lepton channels are required to have at least one large-R
jet. When more than one large-R jet is found in the event, the one with the highest
transverse momentum is used as Higgs candidate jet. Events are also required to
have at least two track-jets ghost matched to the Higgs candidate. All the track-jets
in the events are required to pass the VR jet overlap removal procedure to avoid
pathological cases to the b-tagging algorithm in which the two axes of the jets are
reconstructed inside both cones (see Sect. 4.5). The b-tagging algorithm used in the
analysis is the MV2 algorithm with the b-tagging efficiency of 70%.1 The b-tagging
algorithm is applied to the two VR track-jets with the highest transverse momentum

1 The 70% efficiency of the b-tagging algorithm corresponds to a c-jet and light-flavour jet rejections
equal to 9 and 304, respectively.
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matched to the Higgs candidate and the events are categorized according to the
number of b-tagged matched track-jets. Events with no b-tagged track-jets, or with
exactly one b-tagged track-jet, or with exactly two b-tagged track-jets, compose the
0-tag, 1-tag and 2-tag categories, respectively. The analysis is performed in the 2-tag
region because it is the region with the largest sensitivity in which the two b-tagged
track-jets represents the two Higgs decay products. The 0-tag and 1-tag regions are
used only in the 1-lepton channel to extract the QCD multi-jet contribution (see
Sect. 6.3.7). The mass of the Higgs candidate is reconstructed using the invariant
mass of the large-R jets mJ and the mJ > 50 GeV requirement is adopted. This
request is applied before any large-R jet mass corrections ( muon-in-jet correction
and Kinematic Fit).

5.2.2 0-Lepton Channel Selection

In the 0-lepton channel a specific selection is defined to isolate events containing a
Z boson decaying into a pair of neutrinos, in addition to the Higgs boson selection.
Events passing the online selection are required to have no loose leptons and Emiss

T≥ 250 GeV.
In this channel the QCD multi-jet (MJ) events are a relevant background. The

jet energy mis-measurements could generate fake Emiss
T which tends to be aligned

with the mis-measured jet. It is not possible to use the MC sample to estimate the
MJ contributions because the simulated events do not populate the analysis phase
space with enough statistics. The MCmulti-jet samples are only used as cross-check
once the MJ contribution is estimated with a data driven method. Multi-jet events
are suppressed after applying angular cuts in the separation between small-R jets,
Emiss
T , Emiss

T,trk and Higgs candidate jet (Hcand.):

• �φ(Emiss
T , Hcand.) > 120◦;

• �φ(Emiss
T , Emiss

T,trk) < 90◦;
• min[�φ(Emiss

T , small-R jets)] > 30◦;
where�φ(a, b) indicates the distance in the azimuthal angle between the two objects
a and b. In the min[�φ(Emiss

T , small-R jets)] calculation, only small-R jets with pT
> 70 GeV geometrically outside2 the Higgs candidate jet are considered. A detailed
explanation on the min[�φ(Emiss

T , small-R jets)] cut and of the pT threshold of the
small-R jets is reported in Sect. 6.3.7. The values of the angular cuts are tuned in
a way that the remaining fraction of MJ contamination is of the order of 1% of the
signal.

The efficiency of each selection cut applied in 0-lepton channel has been studied
using simulated signal samples. The efficiency, ε, is evaluated as the ratio of the
number of events that pass a cut, Ncut , over the total number of generated events,

2 Since the radius parameter of the Higgs candidate jet is R = 1.0, only small-R jets with an angular
separation grater that 1.0with theHiggs candidate are considered (�R(small-R jets, Hcand.) > 1.0).
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Fig. 5.2 Efficiency breakdown in 0-lepton channel. The cuts have been applied in cascade so in
each step there is an additional request. Each curve with different colors shows the effect of cut
cascade as described in the text

Nall (ε = Ncut/Nall ). Figure 5.2 shows the efficiency as a function of pVT evaluated
at generator level (truth pVT ). To study the efficiency the following cuts have been
applied in cascade so in each step there is an additional request3:

• trigger cut: events that pass the trigger selection are required (black dots in Fig.
5.2);

• Emiss
T cut: events with Emiss

T ≥ 250 GeV are required (gray dots in Fig. 5.2);
• large-R jet cut: events with at least one large-R jet are required (red dots in Fig.
5.2);

• anti-QCD cut: events that pass the anti-QCD angular cuts are required (green dots
in Fig. 5.2);

• VR track-jets cut: events with at least two VR track-jets ghost associated to the
Higgs candidate jet are required (blue dots in Fig. 5.2);

• VR overlap removal cut: events that pass the VR overlap removal procedure are
required (orange dots in Fig. 5.2);

• mJ cut: events with mJ > 50 GeV are required (magenta dots in Fig. 5.2);
• 1-tag cut: events with at least one b-tagged track-jet are required (light blue dots
in Fig. 5.2);

• 2-tag cut: events with exactly two b-tagged track-jets are required (violet dots in
Fig. 5.2).

3 This means that the gray dots in Fig. 5.2 represent all the events that pass the trigger and Emiss
T

cuts divided by the total number of generated event.
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Fig. 5.3 a b-tagging efficiency in the 1-tag (light blue dots) and 2-tag (violet dots) region as a
function of the truth transverse momentum of the vector boson. b b-tagging efficiency in the 1-tag
(light blue dots) and 2-tag (violet dots) region as a function of the truth transverse momentum of
the vector boson requiring also the VR track-jets reconstruct correctly the b-hadron

All the efficiencies have a turn on and then a flat trend. After applying all the cuts,
only 20% of the signal events pass the 0-lepton event selection. As expected, the
cut discarding most events is the b-tagging requirement. To understand better the
impact of a single cut, it is needed to normalize the number of events that pass a
specific cut to the number of events that pass the previous cut. In the following only
the impact of the b-tagging algorithm is discussed. For completeness, all the other
plots are reported in Appendix C. Figure 5.3a shows the number of events passing the
event selection in the 1-tag (light blue dots) and 2-tag regions (violet dots) divided
the number of events that pass all the event selection cuts except for the b-tagging
request. The plot shows that both curves have a decreasing trend at high pVT values
because the VR track-jets start to become closer and the b-tagging algorithm is less
efficient. Knowing that the average b-tagging efficiency is 70%, in the 1-tag region
the expected efficiency is 91%.4 The observed efficiency in the 1-tag region is around
80% which is a lower than the expected value. Differently, the efficiency in the 2-tag
region is 35%, while the expected efficiency is 49%. The discrepancy between the
expected and the observed values has been further investigated. Figure 5.3b shows
the efficiency in the 1-tag and 2-tag regions considering only events in which the
VR track-jets reconstruct correctly the b-hadron. It is possible to know if the VR
track-jet really contains the b-hadron looking at the generator level information of
the simulated event. In this case the efficiency in the 1-tag region is approximately
91%, while in the 2-tag region is around 49%. Moreover, it has been also noticed
that 25% of the signal events with at least three VR track-jets5 have only one of the
two leading VR track-jets which contains one b-hadron and the other VR track-jet

4 In the 1-tag region either the leading or the sub-leading VR track-jets is b-tagged so the expected
efficiency can be calculated subtracting to the unity the probability to have zero b-tagged track-jets
which is 9% (0.3 × 0.3 = 0.09 = 9%).
5 About 30% of the signal events have at least three VR track-jets.
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Fig. 5.4 The invariant large-R jet mass mJ pre-fit distribution in the 0-lepton channel in the SR in
the 250 GeV≤ pVT < 400 GeV (a) and pVT ≥ 400 GeV (b) momentum ranges. The data are shown as
black dots. The background contributions are shown as filled histograms. The Higgs boson signal is
shown as a filled histogram on the top of the background contribution, and unstacked as an unfilled
histogram, multiplied by a factor 2. The size of the combined statistical and systematic uncertainty
for the sum of the signal and background is indicated by the hatched band. The highest bin in the
distributions contains the overflow. The ratio of the data to the sum of the signal and background is
shown in the lower panel

contains a light-hadron. The otherb-hadron is contained in the thirdVR track-jet. This
result shows that a possible way to recover the inefficiency of the b-tagging algorithm
is to apply it considering the leading three VR track-jets instead of considering only
the two leading VR track-jets.

The large-R jet mass mJ pre-fit distributions for data and simulated samples in
the SR in the two pVT regions are shown in Fig. 5.4. The data are shown as black dots,
while the signal and background contributions6 are shown as filled histograms. The
Higgs boson signal is also shown unstacked as an unfilled histogram multiplied by
the factor indicated in the legend. The size of the combined statistical and systematic
uncertainty for the sumof the signal and background is indicated by the hatched band.
The highest bin in the distributions contains the overflow. The ratio of the data to the
sum of the signal and background events is shown in the lower panel to highlight
the agreement between data and MC simulation. The same style and convention are
used also for the following plots in this thesis.

The dominant backgrounds of this channel are the Z+jets, W+jets and top pro-
cesses. For this reason, a dedicated CR is set to model the top background (see Sect.
5.3.3).

6 The contribution of the multi-jet background is not shown in the plots because, as discussed in
the text, it is negligible after applying the event selection cuts. More information of the multi-jet
background suppression can be found in Sect. 6.3.7.
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5.2.3 1-Lepton Channel Selection

In 1-lepton channel, a set of cut is applied to select events containing a W → lν
decay. All the events in the 1-lepton channel are required to have a signal lepton,
and a veto on any additional loose leptons is applied.

Lepton isolation requirements removemost of the non-prompt lepton background.
To additionally suppress the multi-jet background, a cut on Emiss

T (Emiss
T > 50 GeV) is

applied in the electron sub-channel. In the muon sub-channel, such cut is not applied
because there are few events from the multi-jet background. More details on the
multi-jet estimate in 1-lepton channel can be found in Sect. 6.3.7.

In order to reduce the contribution from the top andW+jets production, a further
selection on the rapidity difference between the Higgs-candidate jet and theW boson
is applied, |�y(W, Hcand.)| < 1.4. To calculate the rapidity of theW boson it is nec-
essary to fully reconstruct its momentum. Neglecting off-shell effects and W boson
width, and assuming7 ml = mν = 0 and Emiss

T = pν
T , the longitudinal momentum of

the neutrino is estimated by the following equation extracted constraining the lepton
+ neutrino system to have the W boson mass:

pν
z = 1

2(plT)
2

[
Xplz ± El

√
X2 − [

m2
TW + 2plTE

miss
T cos

(
�φ(l, Emiss

T )
)]2]

(5.1)

with
X = m2

W + 2plTE
miss
T cos

(
�φ(l, Emiss

T )
)

(5.2)

where the l and ν superscripts represent the charged lepton and the neutrino, respec-
tively,�φ(l, Emiss

T ) is the azimuthal angle between the lepton and the Emiss
T , andmTW

is the transverse mass of the W boson defined as mTW =√
2plTE

miss
T (1 − cos

(
�φ(l, Emiss

T )
)
). Thismethod leads to two solutions, the retained

solution is the one that minimises the difference between the longitudinal boost of
the W and Higgs bosons. The equation has imaginary solutions8 if the discriminant
is less zero which means that the transverse mass of the W boson mTW is larger
than the W boson mass mW . In this particular case, the discriminant is set to zero
which means setting the W transverse mass to the W mass (mTW = mW ). Prelimi-
nary studies show that the cut on the |�y(W, Hcand.)| discards 20%of the background
events and 5% of signal events. The rapidity cut brings an improvement of 5% in the
expected significance.

The efficiency of each selection cut used in the 1-lepton channel has been studied
using MC signal samples. As in the 0-lepton channel, the efficiency is evaluated
as the number of events that pass a cut over the total number of generated events.
Figure 5.5 shows the efficiency of 1-lepton cuts as a function of truth pVT . To study

7 The assumption of neglecting the lepton and neutrino masses is explained by the fact that the
lepton and neutrino have masses much smaller that the W boson mass.
8 The imaginary solutions are a consequence of the finite resolution of the detector.
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Fig. 5.5 Efficiency
breakdown in 1-lepton
channel. The cuts have been
applied in cascade so in each
step there is an additional
request. Each curve with
different colors shows the
effect of cut cascade as
described in the text
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the efficiency the following cuts have been applied in cascade and in each step there
is an additional request:

• loose lepton cut: events with a loose electron or loosemuon are required (red dots);
• trigger cut: events that pass the trigger selection are required (lime dots);
• signal lepton cut: events with a signal electron or signal muon are required (blue
dots);

• pVT cut: events with pVT > 250 GeV are required (magenta dots);
• large-R jet cut: events with at least one large-R jet are required (dark green dots);
• anti-QCD cut: events that pass the anti-QCD cut (Emiss

T > 50 GeV in the electron
sub-channel) are required (dark blue dots);

• VR track-jets cut: events with at least two VR track-jets ghost associated to the
Higgs candidate jet are required (crocodile dots);

• VR overlap removal cut: events that pass the VR overlap removal procedure are
required (purple dots);

• mJ cut: events with mJ > 50 GeV are required (violet dots);
• rapidity cut: events with |�y(W, Hcand.)| < 1.4 are required (azure dots);
• 1-tag cut: events with at least one b-tagged track-jet are required (turquoise dots);
• 2-tag cut: events with exactly two b-tagged track-jets are required (black dots).

In the 1-lepton channel only 10% of the signal events has been selected and most of
the events do not pass the loose lepton cut and theb-tagging requirements. The request
of one electron or one muon in the final states reduces the number of the leptonic
W events to 78% because the events with the W boson decays into τ + ν would
pass the event selection requirements only if the τ lepton decays leptonically. The
observed efficiency is lower than this fraction because of the geometrical acceptance
and lepton reconstruction efficiency.
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Fig. 5.6 The invariant large-R jet mass mJ pre-fit distribution in the 1-lepton channel in the SR in
the 250 GeV≤ pVT < 400 GeV (a) and pVT ≥ 400 GeV (b) momentum ranges. The data are shown as
black dots. The background contributions are shown as filled histograms. The Higgs boson signal is
shown as a filled histogram on the top of the background contribution, and unstacked as an unfilled
histogram, multiplied by a factor 2. The size of the combined statistical and systematic uncertainty
for the sum of the signal and background is indicated by the hatched band. The highest bin in the
distributions contains the overflow. The ratio of the data to the sum of the signal and background is
shown in the lower panel

As in the 0-lepton channel the impact of each single cut has been studied. Almost
all the events with truth pVT ≥ 250 GeV pass the trigger cut and less than 5% of the
events are discarded. The signal lepton cut has an efficiency of 90%with a flat trend.
With the anti-QCD cut less than 5% of signal events are discarded. The rapidity cut
as an efficiency of 95%. The efficiencies of the large-R jet and VR track-jets related
cuts have a similar trend in 0-lepton and 1-lepton channel. Also the efficiencies of
the b-tagging cuts agree between 0-lepton and 1-lepton channel.

The large-R jet mass mJ pre-fit distributions for data and simulated samples in
the SR in the two pVT regions are shown in Fig. 5.6. The dominant background
contributions are the W+jets and top processes. Dedicated CRs are set to model the
top backgrounds (see Sect. 5.3.3).

5.2.4 2-Lepton Channel Selection

In the 2-lepton channel, a Z boson decaying into two same flavour leptons (ee,μμ) is
reconstructed together with the Higgs candidate jet. Therefore selected events have
exactly two same flavour loose leptons. Beside this request, at least one signal lepton
is required. Moreover in the muon sub-channels, the two leptons must have opposite
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charge. The charge requirement is not applied to the di-electron events due to the
higher rate of charge misidentification.

To reduce the Z+jets background, a cut on the rapidity difference between the Z
and H bosons is applied. In this case, the four momentum of the Z boson is fully
reconstructed using the information of the two leptons system. The same threshold
as in 1-lepton channel is applied, |�y(Z , Hcand.)| < 1.4. To further suppress the non-
resonant background, the invariant mass of the di-lepton system must be consistent
with the Z boson mass, 66 GeV < mll < 116 GeV.

The lepton-pT imbalance (pl1T − pl2T )/pZ
T is sensitive to the Z boson polarization

which is found to be different between signal and Z+jets events [3]. The lepton-pT
imbalance can be used as a discriminant between signal and background events.
The two leptons coming from the signal events usually have the same transverse
momentum (pl1T ∼ pl2T ), while in case of Z+ jets events the distribution of the lepton-
pT imbalance has a flat trend. To discard background events, the lepton-pT imbalance
is required to be less than 0.8.

The efficiency of each selection cut used in the 2-lepton channel has been studied
using simulated signal samples. As before, the efficiency is evaluated as the number
of events that pass a cut over the total number of generated events. Figure 5.7 shows
the efficiency of the 2-lepton cuts as a function of the truth pVT . To study the efficiency,
the following cuts have been applied in cascade and in each step there is an additional
request:

• loose lepton cut: events with two loose electrons or two loosemuons are required
(red dots);

• trigger cut: events that pass the trigger selection are required (lime dots);
• mll cut: events with the invariant mass of the di-lepton system consistent with the

Z boson mass, 66 GeV < mll < 116 GeV. (blue dots);
• pVT cut: events with pVT ≥ 250 GeV are required (magenta dots);
• large-R jet cut: events with at least one large-R jet are required (light blue dots);
• VR track-jets cut: events with at least two VR track-jets ghost associated to the
Higgs candidate jet are required (green dots);

• VR overlap removal cut: events that pass the VR overlap removal procedure are
required (gray dots);

• mJ cut: events with mJ > 50 GeV are required (violet dots);
• rapidity cut: events with |�y(Z , Hcand.)| < 1.4 are required (golden dots);
• lepton-pT imbalance cut: events with (pl1T − pl2T )/pZ

T < 0.8 are required (light
brown dots);

• 1-tag cut: events with at least one b-tagged track-jet are required (brown dots);
• 2-tag cut: events with exactly two b-tagged track-jets are required (light red dots).

As in the 1-lepton channel only 10% of the simulated signal events pass the full cut
cascade. The request of two loose leptons in the final state removes 40–50% of the
events. The shape of the efficiency of the trigger cut has a discontinuity because in
the muon sub-channel the Emiss

T trigger is used from pVT > 150 GeV. Events with a
pVT below 150 GeV have been selected using a single muon trigger. All the di-muons
events used in the analysis have a pVT ≥ 250 GeV so the single muon trigger is never
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Fig. 5.7 Efficiency breakdown in 2-lepton channel. The cuts have been applied in cascade so in
each step there is an additional request. Each curve with different colors shows the effect of cut
cascade as described in the text

applied. After applying the loose lepton and trigger cuts, it has been tested the request
of having two opposite muons in the muon-sub channel. This cut is fully efficient and
for this reason is not reported in Fig. 5.7. Themll cut is almost fully efficient, only 2%
of the events are discarded. After a sharp turn-on, the pVT cut is fully efficient. With
the lepton-pT imbalance cut less than 10% of the events are removed. The efficiency
of the jets related cuts and b-tagging requirements have been compared among the
three lepton channels and the results of the 2-lepton channel are in agreement with
the one of the 0-lepton and 1-lepton channel. Also the rapidity cut has the same trend
in 1- and 2-lepton channels.

The large-R jet mass pre-fit distributions for data and simulated sample in the SR
in the two pVT regions are shown in Fig. 5.8. In this channel, the dominant background
is the Z+jets process.

5.3 Event Categorization

After applying the requirements described above, the events in the three lepton chan-
nels are categorized depending on the pVT . In 0-lepton and 1-lepton channels, the
events are further categorized depending on the number of small-R jets and on the
number of b-tagged track-jets outside the Higgs candidate jets. At the end of this
section there is a summary of the analysis region definition.
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Fig. 5.8 The invariant large-R jet mass mJ pre-fit distribution in the 2-lepton channel in the SR in
the 250 GeV≤ pVT < 400 GeV (a) and pVT ≥ 400 GeV (b) momentum ranges. The data are shown as
black dots. The background contributions are shown as filled histograms. The Higgs boson signal is
shown as a filled histogram on the top of the background contribution, and unstacked as an unfilled
histogram, multiplied by a factor 2. The size of the combined statistical and systematic uncertainty
for the sum of the signal and background is indicated by the hatched band. The highest bin in the
distributions contains the overflow. The ratio of the data to the sum of the signal and background is
shown in the lower panel

5.3.1 pVT Splitting

The events are categorized depending on the pVT because the phase-space with
high signal-to-background ratio is at high values of the vector boson transverse
momentum. Moreover, BSM effects may be more pronounced in the high-pT region.
Two regions are considered: a medium energy region and a high energy region,
250 GeV ≤ pVT < 400 GeV and pVT ≥ 400 GeV, respectively. These pVT intervals
are coherent with the cuts used in the STXS categorization (see Sect. 1.5). Figure
5.9 shows the pVT pre-fit distributions in the SR in the three lepton channels.

5.3.2 Signal Region Splitting

In 0- and 1-lepton channels the SR is defined by requiring to have zero b-tagged
track-jets outside the Higgs candidate jet in order to enhance the top background
rejection. It is possible to further discriminate between the top process and the signal
using the jet multiplicity of the two processes. The difference in jet multiplicity can
be easily deduced from the leading order Feynman diagrams for the t t̄ and WH
processes shown in Fig. 5.10. The t t̄ events passing the event selection are mainly
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Fig. 5.9 The pVT pre-fit distributions in 0-lepton (a), 1-lepton (b) and 2-lepton (c) SRs for pVT ≥ 250
GeV.The data are shown as black dots. The background contributions are shown as filled histograms.
The Higgs boson signal is shown as a filled histograms on top of the background contribution, and
unstacked as an unfilled histogram, multiplied by a factor 10. The size of the combined statistical
and systematic uncertainty for the sum of the signal and background is indicated by the hatched
band. The highest bin in the distributions contains the overflow. The ratio of the data to the sum of
the signal and background is shown in the lower panel



5.3 Event Categorization 107

Fig. 5.10 Leading order Feynmam diagram for the t t̄ (a) and WH (b) processes. The red box in
the Feynman diagram of the t t̄ process indicates the decay products of a hadronically decaying top
quark which can be wrongly selected as Higgs candidate jet. The light blue box includes the decay
products of a W boson which is correctly reconstructed as V boson candidate

constituted by events in which one W boson decays leptonically and the other one
decays hadronically. TheW boson that decays leptonically is expected to be identified
by the vector boson selection (light blue box in Fig. 5.10a). One of the two jets from
the hadron decay of the W boson could be mis-identified as a b-jet. In the red box,
this jet together with the b-quark of the top decay can be wrongly selected as Higgs
candidate (red box in Fig. 5.10a). As a result, the event has an additional b-jet outside
the Higgs candidate jet.

An additional way to discriminate top events from signal events is study the
hadron activity of the event because t t̄ events are characterised by more activity. The
angular distance between the Higgs candidate jet and the small-R jets is studied
to avoid using jets associated to the Higgs candidate jet.9 Figure 5.11 shows the
angular distance between the Higgs candidate and the leading small-R jet for signal
V H events in 1-lepton signal region. The request �R > 1 ensures that the small-R
jet is not matched to the Higgs candidate jet.

To assess the jet activity, the pT distribution of the leading small-R jet not matched
to the Higgs candidate jet is studied. It is expected that the jets produced by t t̄ events
have higher pT with respect to the jets produced by signal events. Figure 5.12 shows
the pT distribution of the leading small-R jet not matched to the Higgs candidate jet
in 1-lepton SR, 250 GeV ≤ pVT < 400 GeV, for themajor processes. The distribution
of each process is normalized to the total number of events of the process that pass the
event selection. Looking at the plot, the distribution of the t t̄ events has a maximum
at pT ∼ 30 GeV, while the maximum of the distribution of signal events is around pT
∼ 20 GeV. To discriminate signal from t t̄ events, it is required that the small-R jets

9 Small-R jets are used in these studies instead of VR track-jets in order to have an easier estimate
of the systematics uncertainties.
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Fig. 5.11 Distribution of the angular distance between the Higgs candidate and the leading small-R
jet for V H signal events in 1-lepton SR, 250 GeV ≤ pVT < 400 GeV. The gray area represents all
the signal events in which the selected small-R jet is matched to the Higgs candidate

Fig. 5.12 pVT distribution of the leading small-R jet outside the Higgs candidate jet in 1-lepton SR,
250 GeV ≤ pVT < 400 GeV, for the main processes. The distribution of each process is normalized
to the total number of events of the process that pass the event selection
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Fig. 5.13 Number of small-R jets non-matched to the Higgs candidate jet distribution in 0-lepton
(a) and 1-lepton (b) SRs for pVT ≥ 250 GeV. The data are shown as black dots. The background
contributions are shown as filled histograms. The Higgs boson signal is shown as a filled histograms
on top of the background contribution, and unstacked as an unfilled histogram, multiplied by a
factor 5. The size of the combined statistical and systematic uncertainty for the sum of the signal
and background is indicated by the hatched band. The highest bin in the distributions contains the
overflow. The ratio of the data to the sum of the signal and background is shown in the lower panel

outside the Higgs candidate jet must have pT > 30 GeV. This pT cut is also aligned
with one applied on the small-R jets in the STXS framework (see Sect. 1.5).

The final step is to apply a cut on the jet multiplicity. Figure 5.13 shows the
distribution of the number of small-R jets outside the Higgs candidate in the 0-lepton
and 1-lepton channel. In both channels the distribution of t t̄ events has different shape
with respect to the shape of the signal events which has a peak at zero.

Requiring zero small-R jets outside theHiggs candidate jet it is possible to discard
about 60(70%) of backgrounds events and 35%of signal events in 0-lepton (1-lepton)
channel. In the analysis the region with zero small-R jets outside the Higgs candidate
jet is called high purity signal region (HP SR) because it is the region with highest
signal-to-background ratio and less top events. To avoid signal loss, events in the SR
with one or more small-R jets are used to define the low purity signal region (LP
SR). This categorization of the SR is only applied in the 0- and 1-lepton channels. It
is not applied in the 2-lepton channel because the t t̄ process is an almost negligible
background. Preliminary studies show that the splitting of the SR brings a 30% (17%)
gain in the expected significance in 1-lepton (0-lepton) channel. The improvement
in the 1-lepton channel is bigger with respect to the one in 0-lepton channel because
in 1-lepton channel the fraction of t t̄ events is higher than in 0-lepton channel.

The large-R jet massmJ pre-fit distributions for data and simulated sample in the
HP SR and LP SR in the two pVT regions in 0-and 1-lepton channels are shown in
Figs. 5.14 and 5.15.
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Fig. 5.14 The invariant large-R jetmassmJ pre-fit distributions in the 0-lepton channel in theHPSR
(left) and LP SR (right) in the 250GeV ≤ pVT < 400GeV (top) and pVT ≥ 400GeV (bottom) region.
The data are shown as black dots. The background contributions are shown as filled histograms.
The Higgs boson signal is shown as a filled histogram on the top of the background contribution,
and unstacked as an unfilled histogram, multiplied by a factor 2. The size of the combined statistical
and systematic uncertainty for the sum of the signal and background is indicated by the hatched
band. The highest bin in the distributions contains the overflow. The ratio of the data to the sum of
the signal and background is shown in the lower panel
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Fig. 5.15 The invariant large-R jetmassmJ pre-fit distributions in the 1-lepton channel in theHPSR
(left) and LP SR (right) in the 250GeV ≤ pVT < 400GeV (top) and pVT ≥ 400GeV (bottom) region.
The data are shown as black dots. The background contributions are shown as filled histograms.
The Higgs boson signal is shown as a filled histogram on the top of the background contribution,
and unstacked as an unfilled histogram, multiplied by a factor 2. The size of the combined statistical
and systematic uncertainty for the sum of the signal and background is indicated by the hatched
band. The highest bin in the distributions contains the overflow. The ratio of the data to the sum of
the signal and background is shown in the lower panel
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Fig. 5.16 The invariant large-R jet mass mJ pre-fit distributions in the 0-lepton (top) and 1-lepton
channel (bottom) channel in the CR in the 250 GeV ≤ pVT < 400 GeV (left) and pVT ≥ 400 GeV
(bottom) region. The data are shown as black dots. The background contributions are shown as filled
histograms. The Higgs boson signal is shown as a filled histogram on the top of the background
contribution, and unstacked as an unfilled histogram, multiplied by a factor 2. The size of the
combined statistical and systematic uncertainty for the sumof the signal and background is indicated
by the hatched band. The highest bin in the distributions contains the overflow. The ratio of the data
to the sum of the signal and background is shown in the lower panel
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5.3.3 Control Region Definition

The t t̄ process is one of the main background in the 0- and 1-lepton channel and
a way to further study it is building a control region. In the 0-lepton and 1-lepton
channel, the CRs are defined requiring at least one b-tagged track-jet outside the
Higgs candidate jet.10 As illustrated in Fig. 5.10a, the t t̄ decay can give at least one
stand-alone b-quark outside the Higgs candidate jet.

Figure 5.16 shows themJ pre-fit distributions in the CRs in 0- and 1-lepton chan-
nels. The plots confirm that most of the events in the CRs are from the t t̄ background
process. Due to the low statistic in the 0-lepton channel a coarser binning is cho-
sen with respect to the 1-lepton channel. Moreover, comparing the data to the MC
prediction, the distributions show a mis-modelling at around the top mass.

In the 0-lepton channels 80% (56%) of the events in the CRs are from the top
process in the 250 GeV ≤ pVT < 400 GeV (pVT ≥ 400 GeV) region, while in 1-lepton
channel the fraction of t t̄ events is∼90%. In 1-lepton channel the fraction of t t̄ events
in the CRs is higher than in the 0-lepton channel because the signal final state is more
similar to the t t̄ final state.

5.3.4 Summary of the Signal and Control Regions

According to the event categorization described in the previous sub-sections, in the
analysis ten SRs and four CRs are considered. The SRs and CRs are summarized in
Table 5.5.

Table 5.5 Summary of the definition of the analysis regions. Regions with relatively large signal
purity are marked with the label SR. Background enriched regions are marked with the label CR
Channel Categories

250 < pVT < 400 GeV pVT > 400 GeV

0 add. b track-jets ≥ 1 add.
b track-jets

0 add. b track-jets ≥ 1 add.
b track-jets

0 add.
small-R jets

≥ 1add.
small-R jets

0 add.
small-R jets

≥ 1add.
small-R jets

0-lepton SR SR CR SR SR CR

1-lepton SR SR CR SR SR CR

2-lepton SR SR

10 In this case, the b-tagged track-jet is considered outside the Higgs candidate jet if it is not ghost-
matched to the Higgs candidate jet.
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Chapter 6
Systematic Uncertainties

This chapter is dedicated to the sources of systematics uncertainties that affect the
V H(bb̄) measurement. A particular emphasis is given to the evaluation of the mod-
elling uncertainties since they are analysis specific.

6.1 Introduction

The uncertainties that affect the measurements can be divided into statistical uncer-
tainties and systematics uncertainties. The full statistical model used in the measure-
ment will be described in Chap.7. While statistical uncertainties are the result of
stochastic fluctuations in the data sample, systematics uncertainties are associated
with the calibration and resolution of the measurement apparatus, and the assump-
tions made to model signal and background events in the measurement. The source
of systematics can be divided in two groups: uncertainties related to the experimental
setup and uncertainties related to the modelling of simulated data. In the following
sections these categories will be described in more details.

6.2 Experimental Uncertainties

Experimental uncertainties are all the systematic uncertainties related to the ability
to simulate detector effects and experimental resolutions. They follow the official
ATLAS recommendations and they are analysis independent. The dominant experi-
mental uncertainties originate from the large-R jets and from b-tagging simulation-
to-data efficiency correction factors. All the experimental uncertainties considered
in the analysis are briefly described in the following and summarised in Table 6.1.
The first column of Table 6.1 shows the name of the systematic uncertainty used in
the fit. The name will be used in Chap.8 to understand fit results.
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Table 6.1 Summary of the experimental systematic uncertainties applied in the V H(bb̄) analysis.
The first column shows the name of the systematic uncertainty used in the fit
Systematic uncertainty name Description

Event

LUMI_2015_2018 Uncertainty on total integrated luminosity

PRW_DATASF Uncertainty on pile-up modelling

Electrons

EL_EFF_Trigger_TOTAL Trigger efficiency uncertainty

EL_EFF_Reco_TOTAL Reconstruction (reco.) efficiency uncertainty

EL_EFF_ID_TOTAL Identification (id.) efficiency uncertainty

EL_EFF_Iso_TOTAL Isolation efficiency uncertainty

EG_SCALE_ALL Energy scale uncertainty

EG_RESOLUTION_ALL Energy resolution uncertainty

Muons

MUON_EFF_RECO_STAT(SYS) Reconstruction and ID efficiency uncertainty
for muons with pT > 15 GeV

MUON_EFF_RECO_STAT(SYS)_LOWPT Reco. and ID efficiency uncertainty for muons
with pT < 15 GeV

MUON_EFF_ISO_STAT(SYS) Isolation efficiency uncertainty

MUON_TTVA_STAT(SYS) Track-to-vertex association efficiency
uncertainty

MUON_SCALE Momentum scale uncertainty

MUON_SAGITTA_RHO(RESBIAS) Momentum scale uncertainty to cover
charge-dependent local misalignment effects

MUON_ID(MS) Momentum resolution uncertainty of the inner
detector (muon spectrometer)

Small-R jets

JET_BJES_Response Energy scale uncertainties for b-quark jets

JET_EffectiveNP_Detector{1-2} Energy scale uncertainties due to in-situ
calibration

JET_EffectiveNP_Mixed{1-3} Energy scale uncertainties due to in-situ
calibration

JET_EffectiveNP_Modelling{1-4} Energy scale uncertainties due to in-situ
calibration

JET_EffectiveNP_Statistical{1-6} Energy scale uncertainties due to in-situ
calibration

JET_EtaIntercalibration_Modelling Energy scale uncertainties to cover
η-intercalibration non-closure

JET_EtaIntercalibration_NonClosure_highE Energy scale uncertainties to cover
η-intercalibration non-closure

JET_EtaIntercalibration_NonClosure_negEta Energy scale uncertainties to cover
η-intercalibration non-closure

JET_EtaIntercalibration_NonClosure_posEta Energy scale uncertainties to cover
η-intercalibration non-closure

JET_EtaIntercalibration_TotalStat Energy scale uncertainties to cover
η-intercalibration non-closure

JET_FlavComp Energy scale uncertainty related to flavour
composition (response)

(continued)
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Table 6.1 (continued)
Systematic uncertainty name Description

Small-R jets

JET_Flavor_Response Energy scale uncertainty related to flavour
response

JET_PU_{OffsetMu(NPV),PtTerm,RhoTopology} Energy scale uncertainties due to pile-up effects

JET_PunchTroughMC16 Energy scale uncertainty for ‘punch-through’

JET_SingleParticle_HighPt Energy scale uncertainty for the behaviour of
high-pT jets

JET_JvtEfficiency JVT efficiency uncertainty

JER_DataVsMC Energy resolution uncertainty

JER_EffectiveNP_{1-6,7restTerm} Energy resolution uncertainties

Large-R jets

FJ_JMSJES_Baseline Energy and mass scale uncertainty due to basic
data-simulation differences

FJ_JMSJES_Modelling Energy and mass scale uncertainty due to
simulation differences

FJ_JMSJES_Tracking Energy and mass scale uncertainty on reference
tracks

FJ_JMSJES_TotalStat Energy and mass scale uncertainty from stat.
unc. on the measurement

FJ_JER Energy resolution uncertainty

FJ_JMR Mass resolution uncertainty

b-tagging: VR track jets

FT_B_{0-4} b-tagging efficiency uncertainties for b jets

FT_C_{0-3} b-tagging efficiency uncertainties for c jets

FT_Light_{0-3} b-tagging efficiency uncertainties for light jets

FT_extrapolation b-tagging efficiency uncertainty for high-pT
b-quark and c-quark jets

FT_extrapolation_from_charm b-tagging efficiency uncertainty on τ -lepton
jets

Emiss
T and Emiss

T,trk

MET_SoftTrk_ResoPara(Perp) ‘soft term’-related longitudinal(transverse)
resolution uncertainty

MET_SoftTrk_Scale ‘soft term’-related scale uncertainty

MET_JetTrk_Scale Emiss
T,trk scale uncertainty

Luminosity Uncertainty
The luminosity is evaluated by combining different luminosity measurements of
several detectors. A precise measurement of the integrated luminosity is a key com-
ponent of the ATLAS physics program for cross-section measurements in particular
because the luminosity measurement is often one of the leading sources of uncer-
tainty. The systematic uncertainty of the luminosity is obtained from the comparison
of measurements from different detectors. Considering the full Run 2 data sample,
the uncertainty on the luminosity is 2% [1].
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Pile-up Uncertainty
In simulated samples only the best-guess of the data pile-up conditions are consid-
ered. Once the data are collected, the simulated pile-up conditions are corrected in
the simulation to match the condition found in the collected data. This procedure
is called pile-up reweighting and it is used to correct the distribution of the average
number of interactions per bunch crossing in the simulated samples. A systematic
uncertainty, as large as the rescaling, is assigned to this procedure and it is of the
order of 3%.

Leptons Uncertainties
Systematic uncertainties of electrons and muons are determined for the reconstruc-
tion, identification and isolation efficiency as well as the energy scale and resolution
(see Sects. 4.2.1 and 4.2.2). In addition, dedicated uncertainties are used to take into
account differences in the single electron trigger efficiency. Due to the differences in
the reconstruction of electrons and muons, their systematic uncertainties are derived
and treated separately. For the muons dedicated systematic uncertainties are also
considered for the track-to-vertex association efficiency and for the identification of
muons with low transverse momenta (pT < 15 GeV). The lepton uncertainties have
a very small impact on the analysis result.

Small-R Jet Uncertainty
The systematic uncertainties affecting the small-R jet energy calibration are the Jet
Energy Scale (JES) and the Jet Energy Resolution (JER) uncertainties. As described
in Sect. 4.3.3 the calibration of the energy scale of the small-R jets involves several
steps, therefore multiple sources of systematic uncertainties are considered. A set
of 27 decorrelated uncertainties is chosen for the JES, accounting for the different
effects such as η-intercalibration, in-situ calibration, high-pT jets, pile-up, flavour
composition and punch-through jets. The total uncertainty on the JES is 4.5% at pT
= 20 GeV and it decreases to 1% at pT = 200 GeV.

The total uncertainty applied to the JER is ranging between 10 and 20% for jets
with pT = 20 GeV, depending on the η value, and less than 5% for jets with pT
> 200 GeV. The JER uncertainties take into account differences between data and
simulated events and experimental uncertainties related to the method adopted to
measure the JER.

Another source of uncertainty connected to the small-R jets is related to the Jet
Vertex Tagger efficiency and it is of the order of a few percent.

Large-R Jet Uncertainty
The uncertainties that mostly affect the analysis described in this thesis are the one
related to the large-R jet which is used to reconstruct the Higgs candidate. The total
uncertainty of the JES and the Jet Mass Scale (JMS) of the large-R jets is of the
order of 5%. Four contributions to the JES and JMS uncertainties are implemented
in the fit: the baseline component accounting for the data-simulation difference,
the modelling component accounting for the difference among alternative samples,
tracking component accounting for the reference tracks used in the calibration and
the statistical component accounting for the statistical uncertainties on the auxiliary
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measurement. These uncertainties are treated correlated between the JES and JMS.
The systematic uncertainties related to the baseline and modelling components are
treated uncorrelated for all the processes. A relative uncertainty of 20% is assumed
for the Jet Mass Resolution (JMR) and the same correlation strategy of the baseline
and modelling components of JMS and JES is adopted.

An additional uncertainties on the JER of the large-R jet of 2% is considered in
the analysis.

b-Tagging Uncertainties
The identification of b-jets is the crucial part of the analysis in order to reconstruct the
Higgs boson decay and to suppress background processes containing light-flavour
jets. The b-tagging uncertainty arises because scaling factors are applied to simulated
events to correct for different tagging efficiencies observed between data and simula-
tions [2]. The uncertainties on these scale factors introduce systematic uncertainties
in the analysis. The scale factors and the corresponding systematic uncertainties are
derived separately for b-, c- and light-flavour jets. Using eigenvector decomposi-
tions, these uncertainties are decomposed into 5, 4, 6 components for b-, c- and
light-flavour jets respectively. There is also an additional extrapolation uncertainty
for high pT b-jets and c-jets, and extrapolation uncertainty for τ -lepton jets. The
approximate size of the uncertainty on the tagging efficiency is 5% for b-jets, 10%
for c-jets and 30% for the light-flavour jets. All the b-tagging uncertainties are treated
as uncorrelated for b-jets, c-jets and light-flavour jets in the final fit.

Emiss
T Uncertainty

The Emiss
T is calculated using physics objects and a soft term. The systematic uncer-

tainties on the calibration and resolution of physics objects are propagated coherently
in the Emiss

T calculation, while for soft term dedicated uncertainties are considered in
the analysis. An additional uncertainty on Emiss

T,trk is considered for tracks in jets cov-
ering data-to-simulation differences. No Emiss

T trigger uncertainties are considered
since the trigger is fully efficient in the analysis phase space.

6.3 Modelling Uncertainties

The signal and background processes considered in the analysis are mainly modelled
usingMCgenerators. The accuracy of theMC samples is a crucial part of the analysis
and the uncertainties on their prediction are carefully considered. The composition
of the background is different in each of the three lepton channels and regions.
All the modelling studies have been done using the Truth Tagging (TT) strategy to
mitigate the low statistics of MC samples due to the high light- and c-jet rejections
of the b-tagging algorithm. A brief description of the TT strategy can be found in
the Sect. 6.3.1.

The modelling uncertainties are derived for all the simulated samples and they
cover three effects: cross-section normalisation, relative acceptance in the various
analysis regions and large-R jet mass shape. The normalisation uncertainties are
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taken from the most accurate theory predictions used for the normalisation of the
samples. The relative acceptance systematics are derived from the comparison of the
nominal sample with the alternative samples, normalized to the same cross-section.
The uncertainty is computed according to the double ratio formula:

YieldsA[alternative]
YieldsB[alternative]

/
YieldsA[nominal]
YieldsB[nominal] − 1 (6.1)

where YieldsA and YieldsB are the number of selected events in the region A and
B, respectively. Using the double ratio formula, in the V H(H → bb̄) analysis the
following uncertainties are considered:

• medium-to-high pVT relative acceptance uncertainties;
• SR-to-CR relative acceptance uncertainties;
• high-to-low purity SR relative acceptance uncertainties;
• flavour composition acceptance1 uncertainties;
• extrapolation among channels uncertainties.

The alternative samples are either alternative MC samples generated with different
MCgenerators or nominalMC sampleswith varied parameters implemented as inter-
nal weights. The presence of the internal weights allows to easily derive the effects
of the systematics variations using the full statistics of the nominal samples. For the
relative acceptance uncertainties, the value used in the statistical model described in
Chap.7 is computed summing in quadrature the effects of all the considered varia-
tions among the alternative samples.

Uncertainties on the large-R jet mass shape are studied in each analysis region
separately comparing the shapes, scaled to have the same normalisation in each
region, of the nominal and the alternative samples. The shapeuncertainties are derived
only for the large-R jet mass mJ variable because it is the discriminating variable
used in the final fit.

The following subsections will be dedicated to the signal and background mod-
elling after the description of the truth tagging method. For each process there will
be a brief description of the nominal samples followed by the explanation of the
systematics uncertainties applied in the fit.

6.3.1 Truth Tagging Strategy

The truth tagging strategy is used to reduce the statistical error of simulated dataset
using b-tagging techniques. Applying the b-tagging requirements, the amount of
selected events is significantly reduced. The approach of applying the b-tagging
algorithm is called Direct Tagging (DT). In the analysis the average b-tagging effi-
ciency is 70%. Requiring two b-tagged jets in simulated events, almost half of the

1 The flavour composition uncertainties is specific for the V + jets samples.
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events with two b-labelled jets2 will be selected. This reduction is even more drastic
for c- and light-jets. The idea of the truth tagging is to reweight all the simulated
events such that the effect of the tagging algorithm is simulated. For each jet, a
weight corresponding to the parametrized efficiency (for b-jets) and the mistag rate
(for light- and c-jets) is assigned. The weight depends on the flavour, the pT and η of
the jet. All the simulated events are considered, the events with two b-labelled jets
have a weight almost equal to 0.49. This algorithm improves the statistic precision of
40% in case of b-jets and even more for light- and c-jets. In this procedure, each jet is
treated independently. In the boosted environment the assumption of independence
may led to mis-modelling since the tagging performance depends on the close-by
hadronic activity. In the V H(bb̄) analysis, the truth tagging is only applied to the
leading and sub-leading VR track-jets ghost-matched to the Higgs candidate jet.

An alternative approach is the Hybrid Tagging (HT) in which the b-tagging algo-
rithm is applied to the b-jets in the event and the truth tagging to c- and light jets.
This approach would remove the potentially dangerous assumption of independence
for events with b-labelled jets (90% of the events selected by the analysis), retaining
the huge gain in the statistical precision for events with c- and light jets.

Figure 6.1a shows the mJ distribution for the direct, hybrid and truth tagging
methods in case of a t t̄ sample and relative to the HP SR, medium pVT region in the
1-lepton channel. A clear bias from the truth tagging is seen in the mJ distribution.
The bias is significantly decreased when applying the hybrid approach, indicating
that a substantial mis-modelling originates from the assumption of independence.

The differences between the direct tagging and the other two tagging strategies
suggest not to use the TT and the HT in the event selection of the analysis. However,
a way to exploit the TT is to use it in the modelling studies when ratios between
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Fig. 6.1 a mJ distributions obtained applying the direct (black line), hybrid (red line) and truth
tagging (blue line) using t t̄ sample in the HP SR, medium pVT region in 1-lepton channel. b Com-
parison between t t̄ nominal (Poweg + Pythia) and alternative (Poweg + Herwig) samples applying
the direct (black line), hybrid (red line) and truth tagging (blue line) in the HP SR, medium pVT
region in 1-lepton channel

2 The jet labelling is done using the truth information of the generator’s event record.
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nominal and alternative MC samples are computed. In these ratios, the effect of the
bias is cancel out and the statistics of the generators is improved. Figure 6.1b shows
the ratio between the nominal and alternative samples for the t t̄ sample in the HP
SR, medium pVT bin in 1-lepton channel. The truth tagging and the hybrid tagging
have the same trend and they both agree with the direct tagging distribution. Since
with the hybrid tagging the statistics is reduced, the truth tagging is applied for all
the modelling studies.

6.3.2 Signal Modelling

The V H signal includes the ZH and WH production modes. The ZH production
mode is furthermore split into two contributions: qq → ZH and gg → ZH . The
nominal qq-induced samples are generated with Powheg MiNLO + Pythia 8,
while the gg-induced samples are generated with Powheg + Pythia 8.

The V H systematics uncertainties considered in the analysis when performing a
signal strength measurement are:

• branching ratio uncertainty of 1.6% and called TheoryBRbb in the fit;
• electroweak correction uncertainties of the order of 1–3% for unaccounted higher-
order corrections. This uncertainty, called SysVHNLOEWK in the fit, is pVT -
dependent and it can change also the mJ shape.

• acceptance parton shower (PS) uncertainties arising from the hadronization model
and parton shower. These uncertainties are evaluated using an alternative sample
that generates the parton shower with Herwig 7 instead of Pythia 8. The
uncertainties have been evaluated comparing the nominal and the alternative sam-
ples only in the SR, splitting the contribution in the HP and LP SR, due to the low
signal contamination in the CR. Table 6.2 summarizes the acceptance uncertain-
ties, called TheoryUEPSAcc in the fit, and extracted in each lepton channel. In
the final fit the uncertainties are correlated among all regions.

• QCDscale uncertainties obtained varying the renormalisationμR and factorization
μF scales by a factor 2 and 0.5 times their original values μnorm

R and μnorm
F . At the

end six scale variations are considered:

Table 6.2 Signal acceptance uncertainties arising from the parton shower model. The quoted
numbers have been extracted comparing the nominal Powheg + Pythia 8 sample with the
alternative Powheg + Herwig 7 sample

0-lepton 1-lepton 2-lepton

HP SR (%) LP SR (%) HP SR (%) LP SR (%) SR (%)

Med. pVT +2.4 +4.4 +0.9 +5.2 +3.7

High pVT +0.0 +7.4 +2.8 +6.5 +4.7
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Table 6.3 QCD scale migration uncertainties arising from the signal split in pVT . The uncertainties
are derived from Ref. [3]

Truth pVT range
(GeV)

�
qq
Y

(%)
�

qq
75

(%)
�

qq
150

(%)
�

qq
250

(%)
�

qq
400

(%)
�

gg
Y

(%)
�

gg
75

(%)
�

gg
150

(%)
�

gg
250

(%)
�

gg
400

(%)

[150, 250[ 0.7% 3.3 1.3 −0.41 – 25 26 13 −2.6 –

[250, 400[ 0.7 3.3 1.3 1.4 −0.38 25 26 13 14 −1.3

[400,∞[ 0.7 3.3 1.3 1.4 1.8 25 26 13 14 15

[
μR

μnorm
R

,
μF

μnorm
F

]
: [0.5, 1][1, 0.5][2, 1][1, 2][0.5, 0.5][2, 2] (6.2)

The QCD scale uncertainties have been rearranged into seven contributions:

– uncertainty on the overall cross-section (�Y );
– uncertainties for the migration between different pVT bins (�75, �150, �250,

�400);
– uncertainties for the jet migration (�1, �2);

All the QCD acceptance uncertainties, called QCDScaleDelta in the fit, are
calculated separately for qq− and gg−initiated signal samples and using the truth
pVT information. Tables 6.3 and 6.4 summarize their values.

• Parton Distribution Function (PDF) + αS uncertainties evaluated varying the PDF
or the QCD coupling constant αS . The PDF dependence is evaluated by com-
paring the nominal sample with 30 alternative samples with varied PDF func-
tions. In addition there is also the αS variation evaluated with respect to the
nominal sample. The uncertainties are calculated separately for WH , qq → ZH
and gg → ZH processes in each analysis region. The PDF uncertainties called

Table 6.4 QCD scale migration uncertainties arising from the signal split in the number of addi-
tional jets. The uncertainties are derived from Ref. [3]

Truth pVT
range (GeV)

�
qq
1 �

qq
2

0 jet (%) 1 jet (%) ≥2 jets (%) 0 jet (%) 1 jet (%) ≥2 jets (%)

[150, 250[ −4.1 5.1% 5.1 – −5.0 8

[250, 400[ −5.4 5.3 5.3 – −5.0 6.7

[400,∞[ −6.8 5.5 5.5 – −5.7 6.7

Truth pVT
range (GeV)

�
gg
1 �

gg
2

0 jet (%) 1 jet (%) ≥2 jets (%) 0 jet (%) 1 jet (%) ≥2 jets (%)

[150, 250[ −50 26 26 – −20 26

[250, 400[ −100 28 28 – −38 28

[400,∞[ −100 30 30 – −66 30
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Fig. 6.2 mJ variation due to the change of PS generator from Pythia 8 to Herwig 7. The
contributions in the 0- and 1-lepton channels are summed. The variation Herwig 7w.r.t. Pythia
8 is depicted using points whereas the final fit template is shown as a solid blue line

TheoryPDF_{1-30} are of the order of 1–2 and 2–5% for the qqV H and
ggZH processes, respectively. The αS uncertainties called Theoryalphas are
of the order of 1–2 and 1–3% for qqV H and ggZH , respectively.

In addition to the PS acceptance uncertainties, a PS shape uncertainties is consid-
ered. The shape uncertainties from the PDF variations andQCD scales are negligible.
The PS shape uncertainty is evaluated comparing the nominal sample with the alter-
native sample in which PS is simulated using the Herwig 7 generator instead of
Pythia 8. The mJ shape uncertainty, called TheoryUEPSShape in the fit, has
been derived individually in themediumand high pVT regions and in each lepton chan-
nels. Due to similar shape variation in the HP SR of the 0- and 1-lepton channels, the
two contributions are assumed identical. As for the acceptance PS uncertainties, in
the final fit the shape uncertainties are kept correlated between all regions. Figure6.2
shows the mJ shape variation implemented in the final fit.

Table 6.5 shows a summary of the signal uncertainties applied in the analysis
when performing a signal strength measurement.

Performing a cross-section measurement, the overall uncertainties on the cross-
section are removed because they are moved to the theory predictions. Nevertheless
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Table 6.5 Systematic uncertainties estimated for the signal simulation. The first column states the
name of the uncertainty used in the fit, followed by a brief description in the second column. The
third column lists the analysis region in which the uncertainty is applied, the fourth the value of the
uncertainty and the last column states the effect of the uncertainty
Name Description Samples/categories Value Effect

TheoryBRbb BR variation V Hbb, all regions 1.6% Normalisation

QCDScaleDeltaY QCD scales
variation (σ )

qqV H , ggZH ,
all regions

0.7% (qqV H ),
25% (ggZH )

Normalisation

QCDScaleDelta75,150,250,400 QCD scales
variation (pVT )

qqV H , ggZH ,
all regions

1–3% (qqV H ),
10–20% (ggZH )

Normalisation

QCDScaleDelta1,2 QCD scales
variation (njet)

qqV H , ggZH ,
all regions

4–7% (qqV H ),
20–100% (ggZH )

Normalisation

TheoryUEPSAcc PS variation V Hbb, all regions 1–7% Normalisation

TheoryUEPSShape PS variation V Hbb, all regions – Shape

TheoryPDF_{1-30} PDF variations qqV H , ggZH ,
all regions

1–2% (qqV H ),
2–5% (ggZH )

Normalisation

Theoryalphas αS variation qqV H , ggZH ,
all regions

1–2% (qqV H ),
1–3% (ggZH )

Normalisation

VHNLOEWK NLO EW mJ var. V Hbb, all regions – Shape +
normalisation

residual uncertainties need to be considered. They have been evaluated using the
maximum splitting categorization and merged to the binning scheme chosen for the
measurement. The V H(bb̄) boosted analysis performs cross-section measurements
in four bins:

• WH , pt, VT ∈ [250, 400[ GeV;
• WH , pt, VT ∈ [400,∞[ GeV;
• ZH , pt, VT ∈ [250, 400[ GeV;
• ZH , pt, VT ∈ [400,∞[GeV;
Calling δt the systematic uncertainty on the STXS bin t of the maximum splitting,
if the cross-section is performed on a coarser bin g that contains a set of bins t , the
residual uncertainty δt,residual is evaluated subtracting the overall uncertainty δg on
bin g from δt :

δt,residual = δt − δg (6.3)

The overall uncertainty δg on the coarser bin g is given by:

δg =
∑

t∈group
δtσt

∑
t∈group

σt
(6.4)

where σt is the cross-section of the bin t .
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In the analysis, residual uncertainties for the PDF + αS and QCD scales replace
the PDF + αS and QCD scale uncertainties, respectively. The residual uncertainties
are evaluated for each component of the PDF, αS and QCD scale uncertainties.

6.3.3 Top Pair Production Modelling

The top quark pair production is one of the main backgrounds in 0- and 1-lepton
channels. To better constrain and study this process, top enriched CRs are defined
by requiring additional b-tagged track-jets outside the Higgs candidate jet. The
t t̄ nominal sample is generated with Powheg + Pythia 8.

In 0- and 1-lepton channels the leading decay mode of the t t̄ pair is the semi-
leptonic one in which one W boson decays hadronically and the other one decays
leptonically. Figure 6.3 shows the large-R jet mass distributionmJ in 0- and 1-lepton
channels in the SR3 and in theCR. In each analysis region, the shapes obtained in each
lepton channel are consistent in both SR and CR. The large-R jet mass of t t̄ events
is smaller than the top quark mass due to a non-complete containment of the top
decay inside the large-R jet. In fact, the hadronic decay of the W boson together
with one b-quark can be partially or fully reconstructed within the large-R jet. These
topologies can be recognised in Fig. 6.3 where the shapes show a peaking structure
due to events with two VR track-jets or events with three or more VR track-jets
inside the large-R jet. The ratio of the two components strongly depends on pVT . In
the medium pVT region, in both SR and CR almost half of the events have two VR
track-jets inside the large-R jet, while in the high pVT region up to 70% of the events
have three or more VR track-jets inside the large-R jet. The large-R jet mass mJ

distribution of events with two VR track-jets in the large-R peaks at ∼120 GeV (the
top quark is partially reconstructed in the large-R jet) while the distribution of events
with at least three VR track-jets inside the large-R peaks at ∼175 GeV (the top is
fully reconstructed in the large-R jet). The difference between the events with two
and three or more VR track-jets inside the large-R jet causes the introduction of a
systematic uncertainty, as described later.

Furthermore, the flavour composition of the large-R jet is studied. In both 0- and
1-lepton channels, the two leading track-jets are b-labelled and a c-labelled jets in
75% of the t t̄ events.

Several alternative t t̄ samples have been introduced with the goal of assessing
modelling systematics uncertainties for this process. The sources of systematics
uncertainties are:

• Parton Showers (PS) uncertainties evaluated with the alternative sample in which
the parton shower is simulated using Herwig 7 instead of Pythia 8 MC
generator.

3 In the following “SR” indicates the inclusive SR which is the result of the merging of the HP SR
and LP SR.
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Fig. 6.3 Normalised large-R jet mass mJ distribution from t t̄ process in the SR (top row) and CR
(bottom row) in medium pVT (left side) and high pVT (right side) region in 0-lepton (blue line) and
1-lepton (red line) channels

• Matrix Element (ME) uncertainties evaluated with the alternative sample in
which the matrix element calculation is simulated using MadGraph 5 instead of
PowhegMC generator.

• Initial State Radiation (ISR) uncertainties evaluated using internal weight varia-
tions in the nominal sample.

• Final State Radiation (FSR) uncertainties evaluated using internal weight varia-
tions in the nominal sample.

The t t̄ process is one of the main background in the analysis so its normalisation is
a free floating parameter in the fit. Consequently no normalisation uncertainties are
extracted for the t t̄ process in 0- and 1-lepton channels. Two separate normalisation
factors, called norm_ttbar_L0 and norm_ttbar_L1, are used for t t̄ events in
0- and 1-lepton channels because separate dedicated control regions are available.
The t t̄ background in the 2-lepton channel is negligible so an overall normalisation
uncertainty, called ttbarNorm_L2, of 20% is applied in the 2-lepton channel.

The most significant source of acceptance uncertainty is from the matrix element
calculation, followed by the parton shower uncertainties. FSR and ISR uncertainties
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are sub-dominant in the evaluation of the acceptance uncertainties. In the analysis
the following acceptance uncertainties are considered in the fit with no correlation
between 0- and 1-lepton channels:

• HP-to-LP relative acceptance uncertainties, calledR_HPLP_SR_L0_J0_Ttbar
and R_HPLP_SR_L1_J0_Ttbar in 0- and 1-lepton channels, of 18% applied
in the HP SR;

• SR-to-CR relative acceptance uncertainties, called R_SRCR_SR_L0_Ttbar and
R_SRCR_SR_L1_Ttbar in 0- and 1-lepton channels, of 6% applied in the SR;

• medium-to-high pVT relative acceptance uncertainties, called
R_Ptv_400_L0_Ttbar and R_Ptv_400_L1_Ttbar in 0- and 1-lepton
channels, of 20% applied in the high pVT region4;

In addition an acceptance uncertainty, called R_ttbarVRjets_ttbar2VR, for
the modelling of the containment of the top decay inside the large-R jet of 20% is
applied only on eventswith twoVR track-jets inside the large-R jet. The uncertainties
for the 0- and 1-lepton channels are correlated.

The mJ shapes uncertainties are derived by summing the shapes in the CR and in
the SR due to the consistency between the two region. Two shapes uncertainties are
considered in the fit:

• A mJ shape uncertainty, called TTbarMJISR, is derived considering the ISR
variation where a tail effect of the order of 20% in both 0- and 1-lepton channels is
observed (Fig. 6.4). The ratio between the nominal and the ISR alternative samples
is fitted in 1-lepton channel through a second order polynomial function (yellow
line in Fig. 6.4) and then propagated to the global fit in 0- and 1-lepton channels.
One shape uncertainty is derived in the medium pVT region and another in the high
pVT region.

• An othermJ shape uncertainty, called TTbarMJPS, is given by the parton shower
uncertainties. The comparison between the nominal and the parton shower alter-
native samples shows an oscillating behaviour around the top quark mass in both
0- and 1-lepton channel. In this case the ratio of the nominal over the alternative
samples (bottom panel of Fig. 6.5) is propagated to the global fit without any fit on
the ratio itself. The shape propagated to the fit corresponds to the sum of 0- and
1-lepton channels histograms, inclusively in both pVT regions and, SRs and CRs.

Table 6.6 shows a summary of all the t t̄modelling systematics uncertainties.

6.3.4 Single-Top Production Modelling

The single-top production is a background in 0- and 1-lepton channels. This back-
ground is sub-dominant with respect to the t t̄ pair production but in some of the SRs,

4 Comparing nominal and alternative samples the difference is less than 20% but an higher value is
set due to a mis-modelling measured in the mass distribution around the top peak.
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Fig. 6.4 Normalized large-R jet mass mJ distributions for ISR uncertainties for t t̄ events in the
1-lepton channel in the 250 GeV ≤ pVT < 400 GeV (a) and the pVT ≥ 400 GeV (b) regions. The
distribution is obtained summing the contribution in the SR and in the CR. The second order
polynomial used as fitting function is drawn as a dashed yellow line
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Fig. 6.5 Normalized large-R jet mass mJ distributions for nominal (Powheg + Pythia 8)
and alternative (Herwig 7) samples for t t̄ events summing the contribution of 0- and 1-lepton
channels, SR and CR, and medium and high pVT regions
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Table 6.6 Systematic uncertainties estimated for the t t̄ simulation. The first column states the
name of the uncertainty used in the fit, followed by a brief description in the second column. The
third column lists the analysis region in which the uncertainty is applied, the fourth the value of
the uncertainty and the last column states the effect of the uncertainty. The 0-lepton and 1-lepton
channels have separate floating normalisations for t t̄ as they both have a dedicated CR
Name Description Samples/categories Value Effect

norm_ttbar_L0 t t̄ norm. 0-lepton channel,
all regions

Floating Normalisation

norm_ttbar_L1 t t̄ norm. 1-lepton channel,
all regions

Floating Normalisation

ttbarNorm_L2 t t̄ norm. 2-lepton channel,
all regions

20% Normalisation

R_ttbarVRjets_ttbar2VR 2VR/3pVR ratio t t̄ (2VR), applied
to 0-lepton and
1-lepton

20% Normalisation

R_Ptv_400_L0_Ttbar Med. to high pVT
ratio

t t̄ , applied to
0-lepton, high pVT

20% Normalisation

R_Ptv_400_L1_Ttbar Med. to high pVT
ratio

t t̄ , applied to
1-lepton, high pVT

20% Normalisation

R_HPLP_SR_L0_J0_Ttbar HP to LP ratio t t̄ , applied to
0-lepton, HP
region

18% Normalisation

R_HPLP_SR_L1_J0_Ttbar HP to LP ratio t t̄ , applied to
1-lepton, HP
region

18% Normalisation

R_SRCR_SR_L0_Ttbar SR to CR ratio t t̄ , applied to
0-lepton, SR

6% Normalisation

R_SRCR_SR_L0_Ttbar SR to CR ratio t t̄ , applied to
1-lepton, SR

6% Normalisation

TTbarMJISR ISR mJ shape var. t t̄ , all regions – Shape

TTbarMJPS PS mJ shape var. t t̄ , all regions – Shape

it has a shape with a peak around 120–140 GeV, potentially dangerous for a measure-
ment of the Higgs boson events. The single-top events are generated separately for
the different channels (s-channel, t-channel and Wt-channel). Mostly all the single-
top events (95%) are from theWt-channel, so most of the single-top uncertainties are
evaluated only for the Wt component. The single-top nominal samples are generated
with Powheg + Pythia 8.

In both 0- and 1-lepton channels, a high percentage of the single-top events (80%)
is in the SR showing that the CR is not suited for single-top events studies. The
shape of the single-top Wt is consistent in 0- and 1-lepton channels in all the anal-
ysis regions, giving confidence that the modelling uncertainties can be treated in a
correlated way between the two lepton channels.

In the single-top Wt events the hadronic decay of the W boson, together with the
b-quark from the top decay is fully or partially reconstructed within the large-R jet as
in the case of the t t̄ events. The dominant decay mode of the single-top Wt channel
is the semi-leptonic decay in which one W boson decays leptonically and the other



6.3 Modelling Uncertainties 131

Fig. 6.6 Flavour
composition of the large-R
jet in 1-lepton channel for
nominal (DR scheme) and
alternative (DS scheme)
sample. The plot is done by
summing the contribution of
the SR and CR, and the two
pVT regions. In the plot the
b-quark from the top is
indicated as btop, while the
spectator b as bext
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W boson decays hadronically. One of these two W boson is produced from the top
decay.

The flavour composition of the large-R jet for single-top events in theWt channel
shows that 60–65% of the events in the SR have two b-labelled jets inside the large-R
jet, while in the CR 50–60% of the events have a b-labelled and a c-labelled jet, that
originate from the W boson and top quark decays. The 0- and 1-lepton channels
have the same flavour composition. Due to the same flavour composition and similar
shape in 0- and 1- lepton channels, all the uncertainties of the single-top samples are
studied in 1-lepton channel and then propagated to the 0-lepton channel. Therefore
correlated uncertainties are applied in the two lepton channels.

Alternative single-top Wt samples are used to study the modelling systematics
uncertainties for this process. The sources of systematics uncertainties are the same
as the one of the t t̄ process (PS, ME, ISR, FSR) with an additional contribution that
takes into account the single-top -t t̄ interference. The nominal single-top Wt sample
uses the so-called “diagram removal” (DR) scheme to keep the interference between
the two samples while the alternative sample uses the “diagram subtraction” (DS)
scheme in which the interface is removed [4]. The difference between the nominal
sample and the alternative sample with the DS scheme is called DS-DR variation.

The alternative sample which uses the DS scheme has been investigated in a more
detailed way because it gives large differences with respect to the nominal sample.
The main difference between the two samples comes from cases where the large-R
jet contains the spectator b-quark5 (Fig. 6.6). In the nominal sample, most of the
events have a large-R jet which contains the b-quark from the top decay and the
spectator b, while in the alternative sample the large-R jet mainly contains the b- and
the c-quark from the top decay.

The theoretical uncertainties affecting the global normalisation are derived for
each single-top process. The uncertainties account for the renormalisation and fac-
torisation scales, the αS uncertainty and the error on the parton density function. The

5 The “spectator b” is the b-quark not coming from the top decay.
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sum in quadrature of these uncertainties gives the total uncertainties of 4.4, 4.6 and
6.2% for the t- (stoptNorm), s- (stopsNorm) and Wt channel respectively. In
case of the single-top Wt, this uncertainties is negligible compared to the normali-
sation uncertainty extracted from the comparison of the nominal and the alternative
yields.

Due to the big discrepancy between the nominal sample and the alternative sample
with the DS scheme, all the acceptance uncertainties are evaluated comparing the
nominal and the alternative samples, excluding the contribution from the DS scheme.
The acceptance uncertainties propagated in the analysis are:

• normalisation uncertainties for the single-top Wt sample, called stopWtNorm,
of 20% evaluated by comparing the yield difference between the nominal and the
alternative samples. Since the uncertainty on the theoretical cross-section is much
smaller than this normalisation uncertainty, its contribution is neglected.

• HP-to-LP relative acceptance uncertainty, called R_HPLP_SR_J0_Stop, of
25% applied in the HP SR.

• SR-to-CR relative acceptance uncertainty, called R_SRCR_CR_Stop, of 30%
applied in the CR;

• medium-to-high pVT relative acceptance uncertainty, called R_Ptv_400_Stop,
of 20% applied in the high pVT region

Additionally a 0-lepton-to-1-lepton acceptance uncertainty, called StopNorm_L0,
of 20% is applied in the 0-lepton channel because all the uncertainties are extrapolated
in 1-lepton channel. This uncertainty is evaluated considering also the DS variation
which gives the main contribution.

The shape uncertainties are estimated via comparisons of the shape distributions
between the nominal and all the alternative samples. The major contribution is from
the alternative sample with the DS scheme and all the other contributions can be
neglected. The comparison of the nominal sample and the alternative sample with
the DS scheme (Fig.6.7) is used to extract the shape uncertainty by summing the
contribution of the SR and CR in each pVT region. Since all the acceptance uncer-
tainties do not take into account the DS-DR variation, each shape is multiplied by a
normalisation factor given by the yield ratio of the nominal sample and the alterna-
tive sample with the DS scheme, evaluated separately in 0- and 1-lepton channel. In
the fit the DS-DR systematic uncertainty, called StopWtDSDR, is implemented as
shape and normalisation systematics.

Table 6.7 shows a summary of all the single-top modelling systematics uncertain-
ties.

6.3.5 Vector Boson + Jets Production Modelling

The production of a single vector boson V in association with jets is one of the
main backgrounds in all the lepton channels considered in the analysis. The V+jets
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Fig. 6.7 Normalised mJ distributions of the nominal sample and the alternative sample with the
DS scheme for the single-top Wt events in the medium (a) and high (b) pVT regions in 1-lepton
channel summing the contribution of the SRs and CRs

Table 6.7 Systematic uncertainties estimated for the single-top simulation. The first column states
the name of the uncertainty used in the fit, followed by a brief description in the second column.
The third column lists the analysis region in which the uncertainty is applied, the fourth the value
of the uncertainty and the last column states the effect of the uncertainty
Name Description Categories Value (%) Effect

stopWtNorm Single-top
(Wt-chan.) norm.

All channels, all
regions

20.0 Normalisation

stopsNorm Single-top (s-chan.)
norm.

All channels, all
regions

4.6 Normalisation

stoptNorm Single-top (t-chan.)
norm.

All channels, all
regions

4.4 Normalisation

StopNorm_L0 0-lepton to 1-lepton
ratio (from DS/DR)

All channels,
applied in 0-lepton

20 Normalisation

R_Ptv_400_Stop Med. to high pVT
ratio

Single-top, 0-lepton
and 1-lepton chan.,
high pVT

20 Normalisation

R_HPLP_SR_J0_Stop HP to LP ratio Single-top, 0-lepton
and 1-lepton chan.,
HP region

25 Normalisation

R_SRCR_CR_Stop SR to CR ratio Single-top, applied
to 0-lepton and
1-lepton, CR

30 Normalisation

StopWtDSDR DS/DR mJ var. Wt-chan., all
regions

– Shape +
normalisation
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nominal samples are generated with Sherpa 2. The Z(Z → νν̄) + jets events con-
tributes mainly in the 0-lepton channel, the W (W → lν) + jets events represent the
main background in 1-lepton channel while the Z(Z → ll) + jets events dominate
the 2-lepton channel. In addition in the 0-lepton channel there is a subleading con-
tribution from the W+jets process in which the W boson decays into a τ -lepton and
a neutrino.

The V+jets simulated events are classified according to the true flavour of the
two jets used to reconstruct the Higgs boson decay as V + bb, V + bc, V + bl.
V + cc, V + cl and V + ll, where l = light parton which can be light quarks as u,
d, s or gluons g. The algorithm to deduce the assignment of the true flavour of a jet is
described in Sect. 4.3.7. V+jets events in which at least one of the two jets is a b-jet
or both are c-jets (i.e. V + bb, V + bc, V + bl. V + cc) are classified as V+ heavy
flavour (V+HF) events. Almost all the V+jets events (95%) are V+heavy flavour
(V+HF) events. The remaining V + cl/ ll components are considered negligible so
the modelling uncertainties are studied only for the V+HF events.

The large-R jet mass distribution of Z+HF events has a similar shape in the SRs
and in CRs in all the lepton channels. Also theW+HF events have a similar shape in
the SRs and CRs. The shape of the mass distributions of Z+HF events is consistent
between the 0- and 2-lepton channels (Fig. 6.8a). Figure6.8b shows that the shapes
of the mass distributions of W+HF events are also consistent between the 0- and
1-lepton channels. For this reason the uncertainties of W+HF (Z+HF) events are
determined in 1-lepton (2-lepton) channel, and then extrapolated to the 0-lepton
channel.

The main sources of systematic uncertainties for V+jets events come from the
accurancy of theME predictions and from the parton shower modelling. Two actions
are taken to estimate such uncertainties:

• variation of the renormalisation scale μR by a factor 2 or 0.5 with respect to
its original value μnorm

R in the ME calculation. Such variation is implemented as
internal weight in the nominal sample.

50 100 150 200 250 3000

0.02

0.04

0.06

0.08

0.1

0.12

a.
u.

 / 
10

.0
0 

[G
eV

]

0L

2L

50 100 150 200 250 300

 [GeV]Jm

0.5

1

1.5

2

0L
/2

L

Z+HF events (Sherpa 2)
SR, 250 GeV < pTV < 400 GeV

(a)

50 100 150 200 250 3000

0.02

0.04

0.06

0.08

0.1

0.12

0.14

a.
u.

 / 
10

.0
0 

[G
eV

]

0L

1L

50 100 150 200 250 300

 [GeV]Jm

0.5

1

1.5

2

0L
/1

L

W+HF events (Sherpa 2)
SR, 250 GeV < pTV < 400 GeV

(b)

Fig. 6.8 Normalised large-R jet massmJ distribution of Z+HF (a) andW+HF (b) in the SR in the
different lepton channels
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• alternative sample generated using MadGraph for the ME calculation and
Pythia for the PS description instead of Sherpa. The comparison between
the nominal sample and the alternative sample allows for analysing several effects
of mis-modelling in the generation at the same time.

Since the V+HF is one of the main background, floating normalisations, called
norm_Zbb and norm_Wbb, are adopted for the Z+HF and W+HF processes. The
normalisation factors are correlated across all the analysis regions. For Z + cl/ ll
andW + cl/ ll events the normalisation uncertainties, called WclNorm, WllNorm,
ZclNorm and ZllNorm, of 30% are applied in all the regions.

The relative acceptance uncertainties propagated in the analysis are:

• HP-to-LP relative acceptance uncertainty, called R_HPLP_SR_J0_Whf, of 18%
for W+HF events applied in the HP SR in both 0- and 1-lepton channels.

• HP-to-LP relative acceptance uncertainty, called R_HPLP_SR_J0_L0_Zhf of
18% for Z+HF events applied in the HP SR in 0-lepton channel.

• medium-to-high pVT relative acceptance uncertainty of 30% for W+HF events in
0-lepton channel, called R_Ptv0L_400_Whf, and of 10% in 1-lepton channel.
In the 1-lepton channel the pVT uncertainties are decorrelated in HP and LP SR
because the comparison between the nominal and the alternative samples shows
an opposite trend in the two regions. The uncertainties in 1-lepton channel are
called R_Ptv1L_400_J0_Whf and R_Ptv1L_400_J1_Whf for the HP and
LP SR, respectively.

• medium-to-high pVT relative acceptance uncertainty, called R_Ptv_400_Zhf, of
10% for Z+HF events in 0- and 2-lepton channels.

• SR-to-CR relative acceptance uncertainty, called R_SRCR_CR_Whf, of 90% for
W+HF events applied in the CR in 0-lepton channel and of 40% in 1-lepton
channel. In the 0-lepton channel the big uncertainty is due to the large difference
between the nominal and the alternative samples generated with MadGraph+
Pythia. The SR-to-CR uncertainties are treated correlated in the two lepton
channels.

• SR-to-CR relative acceptance uncertainty, called R_SRCR_CR_Zhf, of 40% for
Z+HF events applied in the CR in 0-lepton channel.

• channel extrapolation uncertainty, called WbbNorm_L0, of 20% forW+HF events
applied in 0-lepton channel because modelling studies are performed in 1-lepton
channel and then propagated to 0-lepton channel.

• channel extrapolation uncertainty, called ZbbNorm_L0, of 16% for Z+HF events
in 0-lepton channel because modelling studies are performed in 2-lepton channel
and then propagated to 0-lepton channel.

• flavour composition acceptance uncertainty for the different component (bb, bc,
bl, cc) of the V+HF background. An uncertainty of 30% is applied on the bc
(ZbcZbbRatio, WbcWbbRatio) and bl (ZblZbbRatio, WblWbbRatio)
components, while an uncertainty of 20% is applied on the cc component
(ZccZbbRatio, WccWbbRatio).

Shape uncertainties for Z+HF and W+HF events are extracted comparing the
nominal sample and the alternative sample with the varied μR (Fig. 6.9). The ratio
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Fig. 6.9 Normalised large-R jet mass distribution of nominal sample and alternative sample with
variedμR forW+HF (a) and Z + HF (b) processes in the HP SR, medium pVT region of the 0-lepton
channel. The renormalisation scale μR has been varied giving an up and down variation

between the nominal and the variation is fitted with an exponential function and a
constant, ep0+p1x + p2. The parameters of the function are extracted in each analysis
regions. The shape uncertainties for W+HF, called WmJShape, and Z+HF, called
ZmJShape events are fully correlated in all the analysis regions in the fit.

A summary of the aforementioned W+jets and Z+jets uncertainties is presented
in Tables6.8 and 6.9, respectively.

6.3.6 Diboson Production Modelling

The diboson background consists of final states arising from WZ , Z Z and WW
events. The diboson process is an important background in all the lepton channels
because the large-R jet mass distribution has a peaking structure near the Higgs
boson mass. When the Z boson decays into two b-quarks, the final state of the V Z
process is similar to the signal process. Even if the diboson process is a subdominant
contribution, it provides an important reference for the validation. For this reason the
V Z process is measured simultaneously with the V H signal in the final fit.

The diboson nominal samples are generated with Sherpa 2. The main contri-
bution from the diboson sample is coming fromWZ and Z Z events, the contribution
of WW events is very small (1–2%). Due to the low yields, modelling uncertainties
for WW events are not derived.

Figure6.10 shows the mJ distribution of WZ and Z Z events in the SR with
pVT > 250 GeV in 0- and 1-lepton channels. The shapes are consistent between the
lepton channels. Moreover, in each lepton channel a similar shape has been found
in the different analysis regions (HP SR, LP SR and CR). To reduce the statistical
fluctuations, the shape uncertainties are extracted summing the contribution of the
different channels and regions.
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Table 6.8 Systematic uncertainties applied to the W + jets simulation. The first column states the
name of the uncertainty followed by a brief description in the second column. The third column
lists the samples the uncertainty is applied to and in which analysis regions, the fourth the value of
uncertainty and the last column states the effect of the uncertainty
Name Description Samples/categories Value Effect

norm_Wbb Whf norm. Whf, applied to all
channels, all
regions

Floating Normalisation

WbbNorm_L0 Whf norm. ratio Whf, 0-lepton to
1-lepton ratio,
applied to 0-lepton,
all regions

20% Normalisation

WclNorm Wcl norm. Wcl, all regions 30% Normalisation

WlNorm Wl norm. Wl, all regions 30% normalisation

WbcWbbRatio Wbc/Wbb ratio Wbc, applied to
0-lepton and
1-lepton

30% Normalisation

WblWbbRatio Wbl/Wbb ratio Wbl, applied to
0-lepton and
1-lepton

30% Normalisation

WccWbbRatio Wcc/Wbb ratio Wcc, applied to
0-lepton and
1-lepton

20% Normalisation

R_Ptv0L_400_J0_Whf med. to high pVT
ratio

Whf, applied to
0-lepton, high pVT

30% Normalisation

R_Ptv1L_400_J0_Whf med. to high pVT
ratio

Whf, applied to
1-lepton, high pVT ,
HP SR

10% Normalisation

R_Ptv1L_400_J1_Whf med. to high pVT
ratio

Whf, applied to
1-lepton, high pVT ,
LP SR

10% Normalisation

R_HPLP_SR_J0_Whf HP to LP ratio Whf, applied to
0-lepton and
1-lepton in HP
region

18% Normalisation

R_SRCR_CR_Whf SR to CR ratio Whf, applied
correlated to
0-lepton and
1-lepton, CR

90% (0L) 40% (1L) Normalisation

WmJShape μR var W+jets, all regions – Shape

To study modelling systematic uncertainties for the diboson process, alternative
samples are used. Themain sources of systematics are the uncertainties on the param-
eters of theME calculations and of the PS description. These uncertainties are treated
by:

• variation of the renomalisation scale μR by a factor 2 or 0.5 with respect to the
original value μnorm

R in the ME calculation. The variations are implemented as
internal weight in the nominal sample.
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Table 6.9 Systematic uncertainties estimated for the Z+jets simulation. The first column states the
name of the uncertainty used in the fit, followed by a brief description in the second column. The
third column lists the samples the uncertainty is applied to and in which analysis regions, the fourth
the value of the uncertainty and the last column states the effect of the uncertainty
Name Description Samples/categories Value Effect

norm_Zbb Zhf norm. Zhf, applied to all
the channels, all
regions

floating Normalisation

ZbbNorm_L0 Zhf norm. ratio Zhf, 0-lepton to
2-lepton ratio,
applied to 0-lepton,
all regions

16% Normalisation

ZclNorm Zcl norm. Zcl, all regions 30% Normalisation

ZlNorm Zl norm. Zl, all regions 30% Normalisation

ZbcZbbRatio Zbc/Zbb ratio Zbc, applied to
0-lepton and
2-lepton

30% Normalisation

ZblZbbRatio Zbl/Zbb ratio Zbl, applied to
0-lepton and
2-lepton

30% Normalisation

ZccZbbRatio Zcc/Zbb ratio Zcc, applied to
0-lepton and
2-lepton

20% Normalisation

R_Ptv_400_Zhf med. to high pVT
ratio

Zhf, applied to
0-lepton and
2-lepton, high pVT

10% Normalisation

R_HPLP_SR_J0_L0_Zhf HP to LP ratio Zhf, applied to
0-lepton in HP
region

18% Normalisation

R_SRCR_CR_Zhf SR to CR ratio Zhf, applied to
0-lepton, CR

40% Normalisation

ZmJShape μR var Z+jets, all regions – Shape
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Fig. 6.10 Normalised large-R jet mass distribution of WZ (a) and Z Z (b) events in the SR with
pVT > 250 GeV in 0- and 1-lepton channels
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• variation of the factorization scale μF by a factor 2 or 0.5 with respect to the
original value μnorm

F in the ME calculation. The variations are implemented as
internal weight in the nominal sample.

• alternative sample generated using Powheg for the ME calculation and Pythia
for the PS description instead of Sherpa generator. As in the V+ jets case, large
differences between the nominal and the alternative samples are expected from the
comparison of the nominal and alternative samples because several parameters of
the generator are changed.

For each diboson process a normalisation uncertainty is applied. A normalisa-
tion uncertainty, called VZNorm, of 16 and 10% is considered for WZ and Z Z
events, while for WW events a normalisation uncertainty, called WWNorm, of 25%
is considered.

For the WZ process, in general, the acceptance uncertainties are derived in 1-
lepton channel and then applied to all the lepton channels. On the contrary, different
approaches are used for the Z Z process. The acceptance uncertainties propagated in
the analysis for the V Z process are:

• HP-to-LP relative acceptance uncertainty, called R_HPLP_VZ_SR_J0, of 18%
for the WZ and Z Z events applied to the HP SR.

• medium-to-high pVT relative acceptance uncertainty, called
R_Ptv_VZ_BMin400, of 10% forWZ events. For the Z Z events themedium-to-
high acceptance uncertainties of 6 and 18% are considered in the 0-lepton channel
and in the other two lepton channels, respectively. The uncertainty is applied in
the high pVT region.

• channel extrapolation uncertainty of 9% for the WZ events in 0-lepton channel,
called WZNorm_L0, of 30% and 18% for Z Z events in 0-lepton and 1-lepton
channels respectively. The extrapolation uncertainties for Z Z events are called
ZZNorm_L0 and ZZNorm_L1 in 0- and 1-lepton channels, respectively.

For the diboson process no SR-to-CR acceptance uncertainties are considered
because the number of diboson events in the CR is low.

The shape uncertainties are derived by adding the contribution of theV Z processes
in all the analysis regions. Two shape uncertainties are applied in the analysis:

• a shape uncertainty on mJ , called VVMURMJBoosted, extracted from the com-
parison of the nominal sample and the alternative sample with varied μR . The
comparison is done by considering the contribution of all the analysis regions of
the three lepton channels. The ratio of the nominal and the alternative samples is
fitted with a hyperbolic tangent function (red line in the bottom panel of Fig. 6.11)
and then propagated in the final fit.

• a shape uncertainty on mJ , called VVPP8MJBoosted, extracted from the com-
parison of the nominal Sherpa 2 and alternative Powheg + Pythia 8 sam-
ples. The contribution of the 0- and 1-lepton channels aremerged. The contribution
in the 2-lepton channel is not considered because no significant shape differences
are observed between the nominal and the alternative samples due to large statis-
tical fluctuations. The comparison between the two samples in the 0- and 1-lepton
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Fig. 6.11 Normalised large-R jet mass distribution of the nominal sample and alternative sample
with varied μR for WZ and Z Z processes, including the contributions of all the analysis regions.
The renormalisation scale μR has been varied giving an up and down variation. The red line in the
bottom panel shows the fitting results of the hyperbolic tangent function

channels shows an opposite effect in the LP and HP SR so each region is fit-
ted separately with a third order polynomial function (Fig. 6.12). A protection is
applied to the high mass region where a constant function replaces the polynomial
function. The blue line in Fig. 6.12 shows the shape uncertainty implemented in
the final fit for the HP and LP SR.

Table 6.10 shows a summary of all the modelling systematic uncertainties of the
diboson background.

6.3.7 QCD Multi-jet Modelling

The QCD multi-jet background represents a subleading reducible background. Due
to the large rejection factor of the analysis selection, a description based on MC
sample of this background is impossible due to the limited number of events passing
the event selection. Data-driven techniques are used to estimate the contribution
of mutijet events in the 0- and 1-lepton channels. In the next sub-sections a brief
description of the procedures used to extract the QCD multi-jet contribution in 0-
and 1-lepton channels.
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Fig. 6.12 Normalised large-R jet mass distribution of the nominal Sherpa (black dots) and
alternative Powheg+Pythia (red dots) samples for WZ and Z Z processes in the HP (a) and LP
(b) SRs and summing the contribution of all the other analysis regions of 0- and 1-lepton channels.
The renormalisation scale μR has been varied giving an up and down variation. The green dashed
line in the bottom panel shows the fitted third order polynomial functions while the blue line shows
the function after applying the high mass region protection

Table 6.10 Systematic uncertainties estimated for the diboson simulation. The first column states
the name of the uncertainty used in the fit, followed by a brief description in the second column.
The third column lists the analysis region in which the uncertainty is applied, the fourth the value
of the uncertainty and the last column states the effect of the uncertainty
Name Description Samples/Categories Value Effect

WWNorm WW norm. WW , all channels,
all regions

25% Normalisation

VZNorm V Z norm. WZ and Z Z , all
channels, all regions

10% for Z Z , 16%
for WZ

Normalisation

ZZNorm_L0 Z Z 0L/2L accept. Z Z , all regions,
applied in 0L

30% Normalisation

ZZNorm_L1 Z Z 1L/2L accept. Z Z , all regions,
applied in 1L

18% Normalisation

WZNorm_L0 WZ 0L/1L accept. WZ , all regions,
applied in 0L

9% Normalisation

R_Ptv_VZ_BMin400 med. to high pVT
ratio

WZ and Z Z , high
pVT

10% (WZ 0L and
1L), 6% (ZZ 0L),
18% (ZZ 1L and 2L)

Normalisation

R_HPLP_VZ_SR_J0 HP to LP ratio WZ and Z Z , applied
to 0L and 1L in HP
signal region

18% Normalisation

VVMURMJBoosted μR mJ var. WZ and Z Z , all
channels, all regions

- Shape

VVPP8MJBoosted PwPy8/Sherpa mJ
var.

WZ and Z Z , all
channels, all regions

- Shape
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Fig. 6.13 Pre-fit min[�φ(Emiss
T , small-R jets)] distributions in 250 GeV ≤ pVT < 400 GeV (a) and

pVT ≥ 400 GeV (b) regions in the SR excluding the selection cut on this variable

QCDMulti-jet in 0-Lepton Channel

Angular cuts between the Emiss
T , Emiss

T,trk, Hcand. and selected small-R jets (see Sect.
5.2.2) are applied in the 0-lepton channels to suppress the multi-jet and non-
collisional background. The data-driven technique used for the MJ estimation is
described in the following.

To estimate the MJ contribution, the min[�φ(Emiss
T , small-R jets)] distribution

is studied before applying any cut on it. Figure6.13 shows the min[�φ(Emiss
T ,

small-R jets)] distribution in the SR in the two pVT bins. In the last bin of the distribu-
tion there are all the events with 175◦ ≤ min[�φ(Emiss

T , small-R jets)] < 180◦ and
all the events with no small-R jets, with pT > 70 GeV, outside the Higgs candidate
jet.6

At low min[�φ(Emiss
T , small-R jets)] values, the disagreement between data and

the simulated events is assumed to be caused by the MJ background not simulated
in the MC samples. To extract the MJ yields, a fit is performed using an exponential
decay as functional form to model the MJ background. The exponential model has
been tested considering MC di-jets events passing coarser selection criteria than the
ones used in the event selection of the analysis.7 In the fit used to extract the MJ

6 The decision of this high jet pT threshold has been taken in order to not discard signal events
with low min[�φ(Emiss

T , small-R jets)] values. Almost 20–30% of signal events in the 0-lepton
channel are from the qq → WH process where the W boson decays in τ + ν and the τ lepton
decays hadronically. In the qq → WH process, the jet selected in themin[�φ(Emiss

T , small-R jets)]
calculation is the one from the τ lepton decay, it is very soft and it has almost the same direction
of the Emiss

T vector. Consequently, applying a low jet pT threshold, i.e. pT > 20 GeV, most of the
qq → WH events in the 0-lepton channel have low angle values. Rising the jet pT cut, the small-R
jet arising from the τ lepton decay is not selected in the min[�φ(Emiss

T , small-R jets)] calculation
and 10% of the signal events are not reconstructed in the low min[�φ(Emiss

T , small-R jets)] value
region.
7 In this loose event selection, there are no requirements on the number of b-tagged track-jets
matched to the Higgs candidate. This means that the 0-tag, 1-tag and 2-tag categories are all
considered together.
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Fig. 6.14 Post-fit min[�φ(Emiss
T , small-R jets)] distributions in 250 GeV ≤ pVT < 400 GeV (a)

and pVT ≥ 400 GeV (b) regions in the SR excluding the selection cut on this variable. The MJ is
modeled using an exponential shape

contribution, the normalisations of the major backgrounds ( the Z+jets, W+jets
and t t̄ ) are left floating while the normalisation of the minor backgrounds (diboson
and the single top) are fixed to the MC prediction. Figure 6.14 shows the post-fit
distributions of min[�φ(Emiss

T , small-R jets)] in the SR in the two pVT bins.
From the fit, the MJ yields and distribution are extracted. Table 6.11 shows the

estimate of MJ yields, together with the signal yields, as a function of the cut applied
to min[�φ(Emiss

T , small-R jets)] in the SR of the two pVT regions. A cut at 30◦ on
min[�φ(Emiss

T , small-R jets)] is chosen to have only 1% of remaining MJ contami-
nation with respect to the signal. The same cut is applied for both pVT regions. The
remaining MJ contribution can be absorbed in the final global fit because the mJ

shape of the MJ events is similar to the shape of the other background events.

QCDMulti-jet in 1-Lepton Channel

Also in 1-lepton channel the MJ background is studied using a data-driven method.
To evaluate the MJ contribution, a multi-jet enriched control region is defined using
inverted lepton isolation cuts. The assumption in the procedure is that the shape of
the MJ in the SR is the same as the one in the MJ enriched control region.

The variable chosen to extract the MJ shape is the transverse mass of the W
boson mW

T . To reduce the statistical uncertainties all the studies are performed in the
SR without any split in pVT (pVT ≥ 250 GeV). Separate MJ templates are extracted
depending on the lepton flavour (electron or muon). In the muon sub-channel the
statistics in the MJ control region is very low so events in the 0-tag region are
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Table 6.11 Comparison of the multi-jet and signal yields for the 0-lepton in the SR determined
from a fit to min[�φ(Emiss

T , small-R jets)] distribution. The first column represents the cut applied
on min[�φ(Emiss

T , small-R jets)]. The second and the fifth columns show the signal yields for the
given selection, while the third and sixth columns show the MJ yields for the given selection. The
fourth and seventh columns gives the ratio between MJ and signal yields

250 GeV < pVT < 400 GeV pVT > 400 GeV

Cut Signal Multi-jet Multi-
jet/signal

Signal Multi-jet Multi-
jet/signal

0◦ 65.80 879.66 13.47 19.74 77.20 3.91

5◦ 64.69 244.47 4.21 19.36 14.73 0.76

10◦ 63.66 67.94 1.31 19.02 2.81 0.15

15◦ 62.73 18.88 0.41 18.88 0.54 0.03

20◦ 61.98 5.25 0.13 18.66 0.10 0.01

25◦ 61.43 1.46 0.04 18.56 0.02 0.00

30◦ 61.02 0.41 0.01 18.48 0.00 0.00

35◦ 60.65 0.11 0.00 18.40 0.00 0.00

40◦ 60.30 0.07 0.00 18.32 0.00 0.00

Fig. 6.15 Pre-fit mW
T distribution in the MJ control region in the 2-tag region in the electron

sub-channel (a) and in the 0-tag region in the muon sub-channel (b)

considered for the study. Instead in the electron sub-channel events in the 2-tag
region are considered for the construction of theMJ control region. Figure6.15 shows
the mW

T distribution in MJ control region for the two sub-channels. The difference
between data and simulated sample is due to the multi-jet contribution.

The shape of theMJ events in the enriched control region is obtained by subtracting
the electroweak and top backgrounds (t t̄ , V + jets, diboson, single top) to the data.
A template fit is performed in the SR to extract the MJ yields considering the MJ
shape extrapolated in the MJ control region. In the fit the normalisation factors of
the top and W+jets backgrounds are extracted simultaneously with the MJ yields.
In the electron sub-channel, the MJ fraction in the SR is 2.3% with respect to the
total background after applying a cut at Emiss

T > 50 GeV, while in the muon sub-
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Table 6.12 Systematic uncertainties estimated for the MJ estimate. The first column states the
name of the uncertainty used in the fit, followed by a brief description in the second column. The
third column lists the analysis region in which the uncertainty is applied, the fourth the value of the
uncertainty and the last column states the effect of the uncertainty. The MJ systematic uncertainty
is uncorrelated in all the analysis regions of the 1-lepton channel

Name Description Samples/categories Value Effect

QCDMJEl_L1 MJ norm. MJ electron,
1-lepton,
decorrelated in all
regions

55% Normalisation

channels the fraction of MJ is less than 0.5% without any cut on Emiss
T . For this

reason no uncertainties are considered in the muon sub-channel, while in the electron
sub-channel, a normalisation uncertainty of 55%, called QCDMJEl_L1, has been
applied in the fit. The MJ systematic uncertainty is treated uncorrelated in all the
analysis regions of the 1-lepton channel. Table 6.12 shows the systematic model for
the MJ background.
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Chapter 7
Statistical Treatment

This chapter contains a detailed description of the statistical procedures implemented
in the analysis to extract the final results. The likelihood function and the statistical
procedures used to test the fit results are described. In addition this chapter illustrates
the tools used to scrutinize and validate the fit results.

7.1 General Statistical Treatment

7.1.1 The Likelihood Function

To measure the signal yield, a binned maximum likelihood fit is performed. The
observable used in the fit as final discriminant is the large-R jet mass mJ . The fit
is done simultaneously to all the analysis regions and the three lepton channels
extracting the V H and V Z contributions. The likelihood is defined as the product
over all bins of the Poisson probability to observe ni events when mi events are
expected in a certain bin i :

LPois(μμμ,ααα,γγγ ,τττ ) =
∏

i∈bins
Pois(ni |mi (μμμ,ααα,γγγ ,τττ ))

=
∏

i∈bins
Pois(ni |μV Hsi (ααα) + μV Zb

V Z
i (ααα,γγγ ,τττ ) + bothi (ααα,γγγ ,τττ ))

=
∏

i∈bins

(μV Hsi + μV ZbV Z
i + bothi )ni

ni ! e−(μV H si+μV Z bV Z
i +bothi )

(7.1)
where μμμ = (μV H , μV Z ) and the number of expected events mi in bin i is obtained
summing the expected signal si and background events bi . The contribution of the
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expected background is split in contribution of the V Z background bV Z
i and con-

tribution of the remaining backgrounds bothi (bi = μV ZbV Z
i + bothi ). The expected

signal si and V Z background bV Z
i events are multiplied by the parameters μV H and

μV Z , respectively. The parameter μV H (μV Z ) is referred to as signal strength and it
is defined as the ratio of the measured cross-section time branching ratios σ×BR for
the V H (V Z ) process divided by its SM expectation. The signal strength parameters
are also called Parameter of Interests (PoIs). In the analysis presented in this thesis,
a multi-PoIs fit is performed since the values of μV H and μV Z signal strengths are
extracted simultaneously. In particular this convention is used: the (x+y) PoIs fit
indicates a simultaneous fit in which x is the number of V H PoIs and y the number
of V Z PoIs. This means that the multi-PoIs fit described in the following is a (1+1)
PoIs fit.

In addition to the parameters μV H and μV Z , the likelihood depends on other
parameters ααα,γγγ ,τττ called Nuisance Parameters (NPs). The NPs encode the depen-
dence of the prediction on the systematic uncertainties into continuous parameter
in the likelihood. The NPs can be categorized into three classes: ααα = (α1, α2, ..),
γγγ = (γ1, γ2, ..) and τττ = (τ1, τ2, ..). The τττ NPs are unconstrained parameters con-
trolling the normalisation of the backgrounds and they are called free-floatingbecause
they are free to float in the fit. Theγγγ NPs represent the statistical uncertainties caused
by the limited size of simulated background samples. The signal process is usually
chosen to not be affected by theγγγ NPs as the statistical uncertainties on the predicted
signal simulation are small with respect to the backgrounds. A γ NP is applied in
each bin of the analysis on the sum of all the backgrounds. The modelling and the
experimental uncertainties enter in the fit through the ααα NPs and they affect both
signal and background events.

Theααα NPs are estimated from data or auxiliary measurements which provide both
central values and uncertainties. For each ααα NP, the likelihood function is multiplied
by an auxiliary term that constrains the value of the systematic uncertainty around its
estimate, within the uncertainty on such estimate. The auxiliary terms are Gaussian
functions with mean equal to zero and variance equal to one:

Laux (ααα) =
∏

α∈ααα

Gauss(ααα|0, 1) =
∏

α∈ααα

1√
2π

e−α2/2 (7.2)

where the product is extended over all the systematic uncertainties considered in
the analysis. The NPs are defined such that for α j = 0 the nominal predictions are
obtained and for α j = ±1 two modified templates, called up/down template, for the
±1σ variation are obtained. The NPs are expressed in unit of their uncertainties σα .1

The uncertainties on the background predictions due to the limited number of
simulated events are also accounted in the likelihood function considering Poisson
terms:

1 This means, for example, that moving the parameter α of the jet energy scale by 1 corresponds in
shifting the energy calibration of the jet by 1σ .
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LStat (γγγ ) =
∏

i∈bins

(γi bi )
bi e−(γi bi )

�(bi + i)
(7.3)

where

�(x) =
∫

dt t x−1e−t (7.4)

For each bin i of the histograms a γi NP is considered and it represents the uncertainty
on the sum of all the background processes in that bin. Dedicated studies have shown
that, while the statistical uncertainty of the V H sample is small, the one of V Z is
much more in-line with the other backgrounds. Consequently, in the multi-PoIs fit
the V Z is treated like all the other backgrounds for the γ parameters.

The full likelihood used in the final fit can be schematically written as:

L(μ,ααα,γγγ ,τττ ) = LPois(μ,ααα,γγγ ,τττ ) · Laux (ααα) · LStat (γγγ ) (7.5)

A binned likelihood fit is performed to determine the PoIs and their uncertain-
ties. The measured signal strengths and the NPs are obtained as the values of the
parameters thatmaximize the likelihood functionL(μ,ααα,γγγ ,τττ ) = L(μ,θθθ) or, equiv-
alently, minimize − lnL(μ,θθθ), where θθθ represents the set of NPs introduced pre-
viously, θθθ = (ααα,γγγ ,τττ ). The likelihood maximization without fixing the values of
signal strengths is called unconditional fit. Instead, the conditional fit is performed
maximising the likelihood for particular values of the signal strengths.

The uncertainties on the signal strengths is determined evaluating μ+/− = μ̂
+σ+

μ

−σ−
μ

as the value that satisfies this equation:

− 2 ln
L(μ+/−,

ˆ̂
θθθ)

L(μ̂, θ̂θθ)
= 1 (7.6)

where μ̂ and θ̂θθ are the parameters that maximise the overall likelihood and ˆ̂
θθθ are the

NP values that maximise the likelihood for a particular value of μ.

7.1.2 Profile Likelihood Ratio and Test Statistic

The Profile Likelihood Ratio (PLR) λ(μ) is defined as the ratio of two Likelihood
functions:

λ(μ) = L(μ,
ˆ̂
θθθ(μ))

L(μ̂, θ̂θθ)
(7.7)

where μ̂ and θ̂θθ are the parameters that maximise the overall likelihood and ˆ̂
θθθ(μ)

are the NP values that maximise the likelihood for a particular value of μ as men-
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tioned previously. The PLR is used to construct the test statistic qμ = −2 ln λ(μ),
which differentiates the background-only hypothesis with μ = 0 from the alterna-
tive hypothesis withμ > 0. The PLR takes values 0 ≤ λ(μ) ≤ 1, where large values
close to unity imply good agreement between the hypothesised signal strengths μ

and the observed data.
A test statistic used in the V H(bb̄) analysis is the one for the discovery of a

positive signal in which the background-only hypothesis with μ = 0 is tested. The
compatibility of the data with the background-only hypothesis is evaluated from the

test statistic q0 = −2 ln λ(μ = 0) = −2 ln L(μ=0, ˆ̂θθθ(μ=0))
L(μ̂,θ̂θθ)

. If the data are compatible

with the background-only hypothesis, the nominator and the denominator of the
test statistic are similar and q0 is close to 0. Differently, if the event yield is larger
than the expectation, the test statistics q0 assumes larger values indicating higher
incompatibility between the data and the tested hypothesis. The incompatibility can
be expressed with the p-value, in this case named p0, defined as:

p0 =
∫ ∞

qo,obs

f (q0|0)dq0 (7.8)

where qo,obs is the value of the test statistic measured from the observed data and
f (q0|0) is the probability density function of the test statistic q0 under the μ = 0
assumption. The hypothesis of a test can be considered excluded if its p-value is
observed below a specific threshold. The p-value can be expressed in terms of the
significance Z which is defined such that a Gaussian distributed variable found Z
standard deviations above its mean has an upper-tail probability equal to p0 (Fig.
7.1). In a more formal way, the significance is the quantile (inverse of the cumulative
distribution) of the standard Gaussian, computed for (1 − p0):

Z = 
−1(1 − p0) (7.9)

The rejection of the background hypothesis with a significance of at least Z = 5
(which correspond to p0 = 2.87 × 10−7) is considered as an appropriate level to
quote a discovery.

Fig. 7.1 Relationship
between a p-value and a
significance of Z sigma [3]
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To compute the p-value, the distribution of f (q0|0) is required. This can be
achieved by sampling the distribution exploiting the Monte Carlo method [1]. How-
ever, the procedure is computationally expensive and approximate solutions are
adopted. Assuming the null hypothesis to be true, the Wilk’s theorem [2] ensures
that q0 is asymptotically distributed as a χ2 with one degree of freedom. This means
that the value of q0 can be easily compared to the χ2 value. With few steps it can be
shown that the significance can be Z = √

q0. In the following, all the statistical tests
are done using the asymptotic approximation ensured by the Wilk’s theorem.

7.2 Fit Input

The signal and control regions used in the fit have been summarised in Table 5.5.
The following processes are considered in the fit, either as signal or backgrounds:

• signal V H, H → bb̄ (summed over all the production modes);
• Z+jets and W+jets. The V+jets backgrounds are split into three different com-
ponents depending the flavour composition of the two jets used to reconstruct the
Higgs boson decay, V+HF, V + cl, V + ll;

• t t̄ ;
• single-top: s-, t- and Wt-channels. The s- and t-channels are treated as one com-
ponent, while the Wt-channel is treated independently;

• diboson:WW , Z Z ,WZ . TheWZ and Z Z processes are treated as one component
and they have an associated PoI in the fit;

• multi-jet in 1-lepton channel. The multi-jet contribution in 0- and 2-lepton channel
is negligible.

Signal and background mJ templates are determined from the MC simulation in
all the cases except fot the multi-jet background in the 1-lepton channel, whose
contribution is extracted from the data.

The likelihood is built from the mJ histograms for each process listed above. The
choice of using different binnings and ranges for the mJ distribution has been made
to maximise the resolution taking into account the following aspects:

• avoid empty bins in the templates;
• minimise empty bins in the data distributions;
• have a statistical uncertainty in each bins lower than 20% to avoid potential biases
on μ.

7.3 Nuisance Parameters

The impact of all the experimental and modelling uncertainties affecting the mJ

templates is quantified using histograms that correspond to ±1σ variation of each
specific NP. The up (+1σ ) and down (−1σ ) variations are calculated relative to the
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Fig. 7.2 Effect of the smoothing procedure on the mJ distribution for the signal sample in LP SR,
pVT ≥ 400 GeV in 1-lepton channel

nominal template. There are few cases where the systematic variation lead only to
+(−)1σ effect. The jet resolution uncertainty, for example, is a one-sided uncertainty
and consequently its effect is symmetrised with respect to the nominal histogram in
order to have also the variation in the other direction. In all these cases the effect of
the systematic is symmetrized with respect to the nominal histogram to obtained the
variation also in the other direction.

Smoothing and Pruning of the Systematic Uncertainties
Certain systematic uncertainties such as the large-R jet energy scale uncertainties
can cause binmigrations of events in themJ distribution. Thismigration of the events
causes large statistical fluctuations which are not physical. To prevent these effects,
the smoothing procedure is adopted to all the systematic variation across all regions.
In the first step, bins are merged until there is one maximum in the varied distribution
relative to the nominal distribution. In the second step, bins are furthermore grouped
until the statistical uncertainty in each bin is below 5%. Figure 7.2 shows the effect of
the smoothing on a Emiss

T systematic for the signal V H sample. The red and blue lines
show the shifts of the variation of the systematic with respect to the nominal (referred
to the left y-label). The dotted lines represents the variations of the systematic before
the smoothing while the continuous lines the variations of the systematic after the
smoothing procedure. The points with the error bars show the mJ distribution of the
signal sample, referring to the right y-label.

From the total list of NPs, only some of them have a sizeable impact on the fit
templates. To reduce the number of NPs in order to obtain a more solid fit model, a
pruning procedure is applied. The procedure removes systematics uncertainties that
have a negligible impact on the final result. Normalisation and shape uncertainties are
dropped if the variation of the corresponding template is below 0.5% in all the bins.
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Additional pruning criteria are applied in all the analysis regions where the signal
contribution is less than 2% of the total background and the systematic variation
impact of the total background is less than 0.5%.

7.4 Tool for the Validation of the Fit Results

All the tools described in the following are used to understand the statistical analysis
and to identify potential problems and errors in the fit.

7.4.1 Pull Plots

The information of the fit results can be visualised using plots. The pull plots shows
the pull of the nuisance parameters which is the comparison of the central value and
uncertainty of the nuisance parameters before and after the fit [3]. The pull of the NP
θ , with an expectation value θ0 and standard deviation σθ , is defined as:

pull(θ) = θ̂ − θ0

σθ

(7.10)

where θ̂ is theNPvalue obtained from themaximum likelihood fit. The pull quantifies
how far from its expected value the NP is “pulled” by the fit in number of σθ . A
healthy situation is when the pull is zero, if this is not the case, further investigation
is required. If the pull is not zero, the NP value extracted from the fit is different from
the expected NP value.

In the pull plots the parameters corresponding to the floating normalisations are
also shown but following a different convention. The value shown in the plot is not
the pull since the floating normalisations do not have any prior, but it is the absolute
value of the normalisation with its uncertainty.

A possible estimate of the error of the NP can be performed studying the PLR
as function of the parameter θ around θ̂ . The estimate is done applying the same
method used to evaluate the μ uncertainty. For the NPs with a Gaussian constraint in
the likelihood, the expected interval of the pull is [−1,+1]. If the interval is smaller
than the expected one, the performed measurement is more accurate with respect to
the auxiliary measurement. In this case, the systematic uncertainty is “constrained”
by the data and it needs to be understood.

Once all the systematics are considered inside the fit, the first fit is performed using
the Asimov dataset. The Asimov dataset [2] has as data the expected yields predicted
from the simulation and they are used in replacement of the real data to test the fit
performance and to quantify the expected sensitivity. By definition, the value of the
pull from the fit to the Asimov dataset will not change, it can be only constrained.
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Fig. 7.3 Example of pull plot obtained from an unconditional fit to Asimov (red dots) and real
dataset (black dots)

The pulls of NPs with a Gaussian constraints are set to zero, while the values of the
floating normalisations are equal to 1. The use of the Asimov dataset is important
to spot suspicious behaviours and to predict the expected precision of the floating
normalisation factors. Figure 7.3 shows an example of pull plot in which there is a
comparison of the pulls obtained from the unconditional fit applied to Asimov (red
dots) and to real dataset (black dots).

Another way to study the stability of the fit without using the information of the
PoIs is to perform a conditional fit with μ = 1. With this fit the value of the PoIs is
fixed but it is possible to extract information on the pulled NPs.

7.4.2 Correlation Matrix

Another tool used for the validation of the fit model is the correlation matrix. The
correlation between θi and θ j NPs or PoIs is obtained from the covariance matrix
of the estimator of all the parameters, Vi j = cov[θ̂i , θ̂ j ]. In the large sample limit,
the covariance matrix is defined as the inverse of the second derivative of the log-
likelihood function evaluated at μ̂ and θ̂ [2]:

cov[θi , θ j ] =
[
−∂2 lnL(θ)

∂θi∂θ j

]−1

(7.11)



7.4 Tool for the Validation of the Fit Results 155

-0.12-0.07-0.13 0.07 -0.36-0.42 0.07 -0.180.03 -0.12-0.020.01 0.26 -0.03-0.010.02 -0.12-0.010.09 0.01 -0.080.06 0.03 -0.160.02 -0.03 0.00-0.02-0.01 0.01 0.02 -0.03 0.24-0.00 1.00
-0.06-0.08-0.22-0.10-0.15-0.25-0.52 0.01-0.03 0.01 -0.01-0.00-0.03 0.03 -0.01-0.02-0.01-0.020.02 0.04 -0.120.05 -0.02-0.040.06 -0.06-0.01-0.07 0.05 0.00 0.00 -0.10-0.011.00 -0.00
-0.01-0.000.10 0.11 0.09 0.06 0.04 0.07 0.19 0.01 0.00-0.00 0.18 -0.10-0.04-0.02 0.02 -0.01-0.25-0.16-0.12-0.06 0.11 -0.05-0.01-0.08 0.06 0.04 0.01 0.01-0.00-0.07 1.00-0.01 0.24
-0.05-0.01-0.06 0.03 0.05 0.03 0.03 0.05-0.01 0.02 -0.00-0.01-0.06 0.03 0.03-0.01-0.03-0.28-0.03-0.12-0.14-0.01-0.03-0.00-0.03 0.19 -0.02-0.01-0.02-0.00-0.01 1.00 -0.07-0.10-0.03
0.00 -0.430.08 0.11 -0.01-0.01-0.01 0.00-0.00-0.01-0.030.01 0.01 -0.00-0.00-0.01-0.01-0.01-0.01-0.02 0.01 0.04 -0.02-0.01-0.10-0.09-0.00-0.01-0.15 0.02 1.00 -0.01-0.000.00 0.02
-0.00-0.37-0.03 0.02 0.00 0.00 0.00 0.00-0.00 0.00 -0.00-0.00-0.00-0.00-0.000.00 -0.00 0.00 0.00 0.00 0.00-0.01 0.00 0.01 0.00 0.00 -0.000.00 -0.00 1.00 0.02 -0.00 0.01 0.00 0.01
0.01 0.05-0.13-0.28-0.04-0.01-0.04 0.00 0.01 0.01 -0.010.02 0.02 -0.02 0.03 0.00 -0.01-0.01-0.01-0.02 0.02 0.04 -0.12-0.01-0.43-0.26 0.01-0.02 1.00 -0.00-0.15-0.02 0.01 0.05 -0.01
0.02 0.00 0.03 0.01 -0.050.08 0.03 0.01 0.07 0.01 -0.000.01 0.02 -0.03-0.000.02 -0.01 0.00 0.01 0.00 -0.000.00 0.02 -0.360.02 0.02 0.00 1.00 -0.02 0.00-0.01-0.01 0.04-0.07-0.02
-0.00 0.01-0.01-0.22 0.04 0.04 -0.01 0.02 0.08 -0.00 0.01-0.00-0.01-0.03 0.11 0.05 -0.00-0.010.01 -0.01-0.00-0.05-0.27 0.01 0.08 -0.01 1.00 0.00 0.01 -0.00-0.00-0.02 0.06-0.01 0.00
-0.03-0.020.03 -0.08-0.01-0.04-0.01-0.03-0.01-0.01-0.04-0.00-0.00-0.00 0.02 0.02 0.01 0.06-0.04 0.03 -0.020.03 -0.05 0.03 0.00 1.00 -0.010.02 -0.26 0.00-0.09 0.19 -0.08-0.06-0.03
0.07 0.05-0.16-0.21-0.04-0.03-0.02-0.00-0.03-0.01 0.02 0.02 -0.00-0.01 0.00 0.01 -0.01-0.030.01 -0.01 0.01 0.05 -0.01-0.001.00 0.00 0.08 0.02 -0.43 0.00-0.10-0.03-0.010.06 0.02
0.03 0.04 0.09 0.01 -0.060.03 0.06 -0.050.09 -0.07 0.01-0.00 0.05 -0.01 0.00 0.01 0.15 0.00-0.00-0.01-0.00-0.02 0.00 1.00-0.00 0.03 0.01-0.36-0.01 0.01-0.01-0.00-0.05-0.04-0.16
-0.00 0.03 0.00 -0.03 0.06 0.04 0.01 0.01 0.08 0.01 0.01 0.00 -0.01-0.04 0.07 0.05 -0.01-0.01-0.00 0.01 0.00-0.08 1.00 0.00-0.01-0.05-0.270.02 -0.12 0.00-0.02-0.03 0.11-0.02 0.03
-0.08-0.04-0.47 0.11 0.03 0.04 0.03 0.03 0.05 0.02 -0.02-0.02 0.03 0.01 -0.07-0.04-0.07-0.07-0.07-0.11 0.06 1.00 -0.08-0.020.05 0.03 -0.050.00 0.04 -0.010.04 -0.01-0.060.05 0.06
-0.06-0.01-0.14-0.01-0.08-0.09-0.17 0.02 0.02 -0.04 0.00-0.01-0.02 0.05 -0.01-0.01 0.02 -0.11-0.13 0.45 1.00 0.06 0.00 -0.000.01 -0.02-0.00-0.00 0.02 0.00 0.01 -0.14-0.12-0.12-0.08
-0.03 0.02 0.12 -0.09-0.07-0.08-0.07 0.01-0.10 0.01 0.00-0.02-0.04 0.03 -0.010.07 0.09 0.02 0.39 1.00 0.45-0.11 0.01 -0.01-0.01 0.03 -0.010.00 -0.02 0.00-0.02-0.12-0.160.04 0.01
0.00 0.04 0.10 -0.00 0.08 0.11 0.05 0.04 0.09 0.00 0.02-0.01 0.01 0.01 0.02 0.03 0.04 -0.041.00 0.39 -0.13-0.07-0.00-0.000.01 -0.04 0.01 0.01 -0.01 0.00-0.01-0.03-0.250.02 0.09
-0.03 0.03-0.02-0.00 0.04 0.04 0.03 0.04-0.01-0.00 0.02-0.01-0.02 0.00 0.03 0.01 0.01 1.00-0.04 0.02 -0.11-0.07-0.01 0.00-0.03 0.06 -0.010.00 -0.01 0.00-0.01-0.28-0.01-0.02-0.01
-0.08 0.04 0.15 0.02 0.02 0.05 0.01 0.12-0.03-0.41-0.00-0.03 0.02 0.31 0.01-0.07 1.00 0.01 0.04 0.09 0.02-0.07-0.01 0.15-0.01 0.01 -0.00-0.01-0.01-0.00-0.01-0.03 0.02-0.01-0.12
-0.03 0.03-0.05-0.14-0.06-0.05-0.06 0.02-0.03 0.04 0.04-0.01-0.11-0.62-0.131.00 -0.07 0.01 0.03 0.07 -0.01-0.04 0.05 0.01 0.01 0.02 0.05 0.02 0.00 0.00-0.01-0.01-0.02-0.02 0.02
0.19 0.08-0.31-0.35 0.00-0.01 0.02 -0.01-0.01-0.01 0.02 0.06 0.00 0.08 1.00-0.13 0.01 0.03 0.02 -0.01-0.01-0.07 0.07 0.00 0.00 0.02 0.11-0.00 0.03 -0.00-0.00 0.03 -0.04-0.01-0.01
0.01 -0.010.06 0.08 0.06 0.05 0.06 -0.020.00 -0.34-0.030.01 -0.50 1.00 0.08-0.62 0.31 0.00 0.01 0.03 0.05 0.01 -0.04-0.01-0.01-0.00-0.03-0.03-0.02-0.00-0.00 0.03 -0.100.03 -0.03
0.00 -0.03-0.02 0.01 -0.22-0.20-0.07 0.03-0.01 0.04 -0.010.01 1.00 -0.50 0.00-0.11 0.02 -0.020.01 -0.04-0.020.03 -0.01 0.05-0.00-0.00-0.010.02 0.02 -0.000.01 -0.06 0.18-0.03 0.26
0.32 -0.04-0.04-0.07-0.02-0.02-0.02-0.00-0.01-0.01-0.011.00 0.01 0.01 0.06-0.01-0.03-0.01-0.01-0.02-0.01-0.02 0.00 -0.000.02 -0.00-0.000.01 0.02 -0.000.01 -0.01-0.00-0.00 0.01
-0.07 0.35-0.08-0.15 0.03 0.02 0.01 -0.000.03 0.01 1.00-0.01-0.01-0.03 0.02 0.04 -0.00 0.02 0.02 0.00 0.00-0.02 0.01 0.01 0.02 -0.04 0.01-0.00-0.01-0.00-0.03-0.00 0.00-0.01-0.02
0.00 0.02-0.04 0.01 0.10 0.08 0.05 -0.070.02 1.00 0.01-0.01 0.04 -0.34-0.010.04 -0.41-0.000.00 0.01 -0.040.02 0.01 -0.07-0.01-0.01-0.000.01 0.01 0.00-0.01 0.02 0.01 0.01 -0.12
-0.01-0.010.13 0.22 0.24 0.31 -0.05-0.031.00 0.02 0.03-0.01-0.01 0.00 -0.01-0.03-0.03-0.010.09 -0.10 0.02 0.05 0.08 0.09-0.03-0.01 0.08 0.07 0.01 -0.00-0.00-0.01 0.19-0.03 0.03
0.03 -0.010.07 0.09 0.65 0.68 0.02 1.00-0.03-0.07-0.00-0.00 0.03 -0.02-0.010.02 0.12 0.04 0.04 0.01 0.02 0.03 0.01 -0.05-0.00-0.03 0.02 0.01 0.00 0.00 0.00 0.05 0.07 0.01 -0.18
0.05 0.14 0.23 0.25 0.30 0.33 1.00 0.02-0.05 0.05 0.01-0.02-0.07 0.06 0.02-0.06 0.01 0.03 0.05 -0.07-0.170.03 0.01 0.06-0.02-0.01-0.010.03 -0.04 0.00-0.01 0.03 0.04-0.52 0.07
0.07 0.06 0.23 0.24 0.85 1.00 0.33 0.68 0.31 0.08 0.02-0.02-0.20 0.05 -0.01-0.05 0.05 0.04 0.11 -0.08-0.090.04 0.04 0.03-0.03-0.04 0.04 0.08 -0.01 0.00-0.01 0.03 0.06-0.25-0.42
0.07 0.07 0.19 0.19 1.00 0.85 0.30 0.65 0.24 0.10 0.03-0.02-0.22 0.06 0.00-0.06 0.02 0.04 0.08 -0.07-0.080.03 0.06 -0.06-0.04-0.01 0.04-0.05-0.04 0.00-0.01 0.05 0.09-0.15-0.36
-0.24-0.310.31 1.00 0.19 0.24 0.25 0.09 0.22 0.01 -0.15-0.07 0.01 0.08 -0.35-0.14 0.02 -0.00-0.00-0.09-0.010.11 -0.03 0.01-0.21-0.08-0.220.01 -0.28 0.02 0.11 0.03 0.11-0.10 0.07
-0.05-0.161.00 0.31 0.19 0.23 0.23 0.07 0.13 -0.04-0.08-0.04-0.02 0.06 -0.31-0.05 0.15 -0.020.10 0.12 -0.14-0.47 0.00 0.09-0.16 0.03 -0.010.03 -0.13-0.030.08 -0.06 0.10-0.22-0.13
0.09 1.00-0.16-0.31 0.07 0.06 0.14 -0.01-0.01 0.02 0.35-0.04-0.03-0.01 0.08 0.03 0.04 0.03 0.04 0.02 -0.01-0.04 0.03 0.04 0.05 -0.02 0.01 0.00 0.05 -0.37-0.43-0.01-0.00-0.08-0.07
1.00 0.09-0.05-0.24 0.07 0.07 0.05 0.03-0.01 0.00 -0.070.32 0.00 0.01 0.19-0.03-0.08-0.030.00 -0.03-0.06-0.08-0.00 0.03 0.07 -0.03-0.000.02 0.01 -0.000.00 -0.05-0.01-0.06-0.12

no
rm

_W
bb

no
rm

_Z
bb

no
rm

_t
tb

ar
_L

0
no

rm
_t

tb
ar

_L
1

FT
_B

_0
FT

_C
_1

FT
_L

ig
ht

_0
FJ

_J
M

R
_T

tb
ar

FJ
_J

M
R

_D
ib

os
on

FJ
_J

M
R

_H
ig

gs
FJ

_J
M

SJ
ES

_B
as

el
in

e_
Tt

ba
r

FJ
_J

M
SJ

ES
_M

od
el

lin
g_

Tt
ba

r
FJ

_J
M

SJ
ES

_M
od

el
lin

g_
Vj

et
s

FJ
_J

M
SJ

ES
_T

ra
ck

in
g

TT
ba

rM
JP

S
R

_H
PL

P_
SR

_J
0_

St
op

R
_P

tv
_4

00
_S

to
p

St
op

W
tD

SD
R

st
op

W
tN

or
m

R
_H

PL
P_

SR
_J

0_
W

hf
R

_P
tv

0L
_4

00
_W

hf
R

_S
R

C
R

_C
R

_W
hf

W
bb

N
or

m
_L

0
R

_H
PL

P_
SR

_J
0_

L0
_Z

hf
R

_P
tv

_4
00

_Z
hf

R
_S

R
C

R
_C

R
_Z

hf
Zb

bN
or

m
_L

0
VZ

N
or

m
ZZ

N
or

m
_L

0
R

_H
PL

P_
SR

_L
1_

J0
_T

tb
ar

R
_P

tv
_4

00
_L

1_
Tt

ba
r

R
_S

R
C

R
_S

R
_L

1_
Tt

ba
r

R
_t

tb
ar

VR
je

ts
_t

tb
ar

2V
R

R_ttbarVRjets_ttbar2VR
R_SRCR_SR_L1_Ttbar

R_Ptv_400_L1_Ttbar
R_HPLP_SR_L1_J0_Ttbar

ZZNorm_L0
VZNorm

ZbbNorm_L0
R_SRCR_CR_Zhf

R_Ptv_400_Zhf
R_HPLP_SR_J0_L0_Zhf

WbbNorm_L0
R_SRCR_CR_Whf
R_Ptv0L_400_Whf

R_HPLP_SR_J0_Whf
stopWtNorm

StopWtDSDR
R_Ptv_400_Stop

R_HPLP_SR_J0_Stop
TTbarMJPS

FJ_JMSJES_Tracking
FJ_JMSJES_Modelling_Vjets
FJ_JMSJES_Modelling_Ttbar
FJ_JMSJES_Baseline_Ttbar

FJ_JMR_Higgs
FJ_JMR_Diboson

FJ_JMR_Ttbar
FT_Light_0

FT_C_1
FT_B_0

norm_ttbar_L1
norm_ttbar_L0

norm_Zbb
norm_Wbb

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

Si
gX

se
cO

ve
rS

M
_V

Zw
ith

VH
Si

gX
se

cO
ve

rS
M

SigXsecOverSM
SigXsecOverSM_VZwithVH

Fig. 7.4 Correlation matrix obtained from a fit to the Asimov dataset

The value of the correlation coefficients can vary from −1 to +1. If two variables
are not related, their correlation is zero. Figure 7.4 shows an example of correlation
matrix obtained from a fit to the Asimov dataset. The correlation matrix contains
also the correlation coefficients between the PoIs (highlighted in magenta) and the
NPs. Since some NPs are correlated, the correlation matrix helps to understand why
some NPs are constrained or pulled. To simplify a bit the plot, only NPs that have
the absolute value of the correlation of magnitude 0.25 or higher with an other NP
are shown. In general the NPs have a small correlation with the exception of few
cases as the correlation among the normalisation factors and the correlation among
the large-R jet systematics (see Fig. 7.4).

7.4.3 Ranking Plot

An important information of the fit is how much the PoI value varies when changing
the value of an NP. The impact of a NP θ on the fitted PoI is defined as [3]:

impact = μ± = ˆ̂μθ0±σθ
− μ̂ (7.12)

where μ̂ is the value maximising the likelihood and ˆ̂μθ0±σθ
is the value of the PoI

extracted from a fit where all the NPs are allowed to vary except for θ which is
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fixed to the values at the edge of the intervals of the pulls, θ0 ± σθ . Each NP has
its impact and not all the NPs are equally important. The ranking plot is used to
sort the NPs with the largest impact. Figure 7.5 shows an example of ranking plot
obtained from a fit to the Asimov dataset, in which all the uncertainties are listed
in a decreasing order of their impact. The plot shows only 15 NPs with the highest
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0- to 1-lepton W+HF ratio

qq
75ΔQCD Scale 

W+HF HP/LP ratio

R
μ shape 

J
W+jets m

 shape PSJ mtt

qq
1ΔQCD Scale 

 shape PP8JVV m

VZ
μSignal strength 

large-R JMS/JES Baseline VV

R
μ shape 

J
Z+jets m

 2/3+ assoc. VR-jet ratiott

large-R JMS/JES Baseline V+jets

large-R JMS/JES Modelling V+jets

Z+HF normalisation

large-R jet JMR VH

0.15− 0.1− 0.05− 0 0.05 0.1 0.15
μΔ

1− 0.5− 0 0.5 1

θΔ)/0θ - θPull: (
Normalisation

μ Postfit Impact on σ+1
μ Postfit Impact on σ-1

 = 13 TeVs

-1139.0 fb

=125 GeVHm

Fig. 7.5 Impact of the uncertainties on the VH signal strength μV H parameter obtained from a
fit to the Asimov dataset. The uncertainties are sorted in a decreasing order. The boxes show the
variation of μ̂V H , referring to the top x-axis, when fixing the corresponding NP. The impact of
the up- and down-variations can be distinguished via the dashed and plane box fillings. The yellow
boxes show the pre-fit impact, referring to the top x-axis, by varying each NP by ±1σ . The filled
black points with the corresponding error bars show the pull of each NP, referring to the bottom
x-axis. The open red circles with the error bars show the fitted values and the uncertainties of the
normalisation factors which are freely floating in the fit. The dotted vertical are placed at ±1 and
are referred to the bottom x-axis
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impact. The boxes show the impact of the NP on μ̂V H , referring to the top x-axis.
The hatched and plane boxes represent the up- and down-variation, respectively. The
yellow band shows the pre-fit impact, referring to the top x-axis, by varying each
nuisance parameter by ±1σ . The filled black circles with the error bars show the
pulls of the NPs and their uncertainties, referring to the bottom x-axis. The open
red circles with the error bars show the fitted values and uncertainties of the floating
normalisations. By definition of fit to Asimov dataset, all the black points are set to
zero and all the red points are set to one. The dotted vertical lines are referred to the
bottom x-axis and placed at ±1. In the ranking plot shown in Fig. 7.5 the highest
ranked parameters are the parameters that shows the largest correlation to the signal
strength.

7.4.4 Breakdown of the Uncertainties

The uncertainties with similar origin can be grouped together to study the uncertainty
impact of the group on the fitted signal strength. In this way it is possible to find
which systematics have a big impact on the measurement precision. The uncertainty
impact of a group of uncertainties is the result of the comparison of the uncertainties
on the signal strengths:

uncertainty impact =
√

σ 2
μ̂

− σ 2
μ̂′ (7.13)

where σ 2
μ̂
is the uncertainty on the signal strength obtained from the nominal fit2 and

σ 2
μ̂′ is the uncertainty on the signal strength running a fit with all the NPs belonging to

a group fixed to their best fit values.When testing the impact of the systematic on one
PoI, the understudy PoI is fixed to the value extracted from the nominal fit while the
other PoI is left floating in the fit. The “total statical” impact is evaluated comparing
the result of the nominal fit with the result of the fit with all the NPs fixed to their
best fit values except for the floating normalisations. The “data stat only” impact is
defined as the comparison between the nominal fit and the fit with all the NPs fixed
to their nominal expectation values. The “floating normalisation” contribution is the
quadratic difference between the total error and the error from the fit with only the
normalisation factors fixed to the best fit values. The “total systematic” impact is the
quadratic difference between the total error and the “total statistical” error. The sum
in quadrature of the individual contributions of the systematic uncertainties differs
from the total systematic contribution due to correlations between the NPs.

2 The nominal fit indicates themaximum likelihood fit in which all the NPs and PoIs are left floating.
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Chapter 8
Results of the VH(bb̄) Boosted Analysis

This chapter shows the results obtained with the V H(bb̄) boosted analysis using the
full Run 2 dataset considering the large-R jet mass as final discriminant. The first part
describes the results obtained extracting the signal strength as parameter of interest
of the fit, while the second part presents the V H(bb̄) cross-section measurements
together with the constraints on anomalous couplings in the framework of Standard
Model effective field theory.

8.1 Results of the Simultaneous Fit to VH and V Z

8.1.1 Signal Strengths and Significances

A binned maximum-profile likelihood fit is performed to data collected during the
Run 2, corresponding to an integrated luminosity of 139 fb−1, in all the ten SRs and
four CRs. The final discriminant is the large-R jet mass mJ . From the fit, two signal
strengths are extracted simultaneouslyμV H andμV Z . The measured signal strengths
for the V H and V Z processes are:

μV H = 0.72+0.39
−0.36 = 0.72+0.29

−0.28(stat.)
+0.26
−0.22(syst.)

μV Z = 0.91+0.29
−0.23 = 0.91 ± 0.15(stat.)+0.25

−0.17(syst.)
(8.1)

The results are well compatible with the predictions of the SM. In the V H result
the systematic uncertainties are almost equal to the total statistical error, while in the
V Z result the largest uncertainties have a systematic source. A detailed description
of the major contributions to the uncertainties on the signal strength is reported in
Sect. 8.1.5. The correlation between μV H and μV Z is approximately 11%.
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Table 8.1 Expected and observed significance values for the V H and V Z processes

Expected significance (σ ) Observed significance (σ )

V H process 2.7 2.1

V Z process 5.7 5.4

Table 8.2 Normalisation factors for t t̄ ,W+HFand Z+HFbackgrounds obtained from the nominal
fit. The errors include the statistical and systematic uncertainties

Process Normalisation factor

t t̄ in 0-lepton 0.88 ± 0.10

t t̄ in 1-lepton 0.83 ± 0.09

W+HF 1.12 ± 0.14

Z+HF 1.32 ± 0.16

The expected and observed significances obtained from the simultaneous fit are
presented in Table8.1. The expected significance is extracted from a conditional
fit to data fixing μV Z = μV H = 1. For a Higgs boson mass of mH = 125 GeV, the
observed excess with respect to the background-only hypothesis has a significance of
2.1 standard deviations. Differently, for the V Z process a significance of 5.2 standard
deviations is observed providing a direct observation of the V Z(bb̄) production
mode.

The normalisation factors of the largest backgrounds (t t̄ , W+HF, Z+HF) are
summarized in Table 8.2. Two normalisation factors are extracted for the t t̄
background, one in 0-lepton channel and the other in 1-lepton channel, because
in the analysis there are two separate top-CRs. The fit tends to reduce the estimated
contribution of t t̄ events and to increase the contribution of V+HF events. All the
normalisation factors agree with the SM predictions within their uncertainties.

8.1.2 Post-fit mJ Distribution

The post-fit large-R jet mass mJ distributions with signal strengths, background
normalisations and all the NPs set to their best-fit values, are shown in Figs. 8.1,
8.2 and 8.3 for the three lepton channels. A good agreement between data and the
predictions is observed in all the SRs and CRs.

To better visualize the Z and Higgs boson peak, all the backgrounds except for
the V Z diboson process have been subtracted from the data. Figure 8.4 shows the
large-R jet massmJ distribution summed over all the three lepton channels and SRs.
The three channels are weighted by their respective values of the ratio of the fitted
Higgs boson signal to backgrounds yields, after subtraction of all the backgrounds
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Fig. 8.1 The large-R jet mass post-fit distribution in 1-lepton channel in the HP SRs (top row),
LP SRs (middle row) and CRs (bottom row) for 250 GeV≤ pVT < 400GeV (left) and pVT ≥ 400
GeV (right) regions. The data are shown as black dots. The background contributions are shown
as filled histograms. The Higgs boson signal with mH = 125GeV is shown as a filled histogram
on the top of the fitted background multiplied by the signal strength μV H , and unstacked as an
unfilled histogram, multiplied by a factor 2. The size of the combined statistical and systematic
uncertainty for the sum of the signal and background is indicated by the hatched band. The highest
bin in the distributions contains the overflow. The ratio of the data to the sum of the fitted signal
and background is shown in the lower panel [1]
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Fig. 8.2 The large-R jet mass post-fit distribution in 1-lepton channel in the HP SRs (top row),
LP SRs (middle row) and CRs (bottom row) for 250 GeV≤ pVT < 400 GeV (left) and pVT ≥ 400
GeV (right) regions. The data are shown as black dots. The background contributions are shown
as filled histograms. The Higgs boson signal with mH = 125GeV is shown as a filled histogram
on the top of the fitted background multiplied by the signal strength μV H , and unstacked as an
unfilled histogram, multiplied by a factor 2. The size of the combined statistical and systematic
uncertainty for the sum of the signal and background is indicated by the hatched band. The highest
bin in the distributions contains the overflow. The ratio of the data to the sum of the fitted signal
and background is shown in the lower panel [1]
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Fig. 8.3 The large-R jet mass post-fit distribution in 2-lepton channel in the SR for 250 GeV≤ pVT
< 400 GeV (a) and pVT ≥ 400 GeV (b) regions. The data are shown as black dots. The background
contributions are shown as filled histograms. The Higgs boson signal withmH = 125GeV is shown
as a filled histogram on the top of the fitted background multiplied by the signal strength μV H , and
unstacked as an unfilled histogram, multiplied by a factor 2. The size of the combined statistical
and systematic uncertainty for the sum of the signal and background is indicated by the hatched
band. The highest bin in the distributions contains the overflow. The ratio of the data to the sum of
the fitted signal and background is shown in the lower panel [1]
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except for the V Z diboson processes. The plot shows the well pronounced peak
around the Z boson mass from the diboson process and the contribution of the Higgs
boson.

8.1.3 Nuisance Parameter and Constraints

The pull plots have been scrutinized to point out features or potential issues than
need further investigation. The NPs related to systematic uncertainties are grouped
by type to help the analyser finding possible issues. This section reports just the pull
plots showing the most important aspects. For completeness the other pull plots are
shown in Appendix D. In general, pulls without constraints could be just due to small
adjustments of the fit and they will be considered of low importance if they are not
showing up in the ranking plots. Figure 8.5 shows the pull plots of the NPs obtained
from unconditional fit to the Asimov dataset (red points) and to the real dataset (black
points). The plots show that the constraints derived from the Asimov dataset match
the ones obtained from the real dataset.

Figure8.5a shows the pull plot of the NPs related large-R uncertainties. As
described in Sect. 6.2, the large-R uncertainties can be grouped into resolution uncer-
tainties and scale uncertainties. The resolution uncertainties are further split into jet
energy resolution uncertainties, called FJ_JER in the plot, and jet mass resolution
uncertainties, called FJ_JMR. The latter type of uncertainties are treated uncor-
related for all the processes. The jet mass and energy scales are indicated in the
plot as FJ_JMSJES and they are made up of four components: baseline,modelling,
tracking and statistical. The systematic uncertainties related to the baseline andmod-
elling components are treated uncorrelated for all processes. The NPs related to the
jet mass resolution and to the jet mass scale (modelling component) of the t t̄ process
are particularly constrained due to the presence of a characteristic top peak in the
mJ distribution which allows to pin down the uncertainties related to the mJ shape.
These NPs are also pulled to correct the pre-fit mismodelling of the top peak due to
the missing in-situ JMS calibration. The NP related to the jet mass resolution of the
diboson process is pulled down because of the disagreement between data and MC
simulation near the Z peak in the 0-lepton channel.

Figure8.5b shows the pull distribution of the NPs associated to the b-tagging
uncertainties. The b-tagging uncertainties are derived separately for b-, c-, and light
flavour jets and they are labelled in the plot as FT_B, FT_C and FT_Light, respec-
tively. The FT_B_0 NP is constrained to 65% of its prefit size and pulled down. To
understand the NP, an additional fit has been performed decorrelating the NP among
samples and analysis regions. The tests show that the pull and the constraint of the
NP is originating from the t t̄ sample in the CR.

Figure8.5c shows the pull distribution of the NPs associated to the modelling
uncertainties of the t t̄ background. The NP related to the t t̄ ISR and PS shape
uncertainties are indicated in the plot as TTbarMJISR and TTbarMJPS. The
PS NP is constrained for the same reason of the t t̄ JMR and JMS NPs. The
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(a) large-R jet
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(b) b-tagging
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(c) tt̄ modelling
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(d) single-top modelling

Fig. 8.5 Detector-related (top row) and MC modelling-related (bottom row) nuisance parameter
pulls, constraints and post-fit normalisation scale factors for the freely floating parameters. All the
results are obtained from the unconditional fit in all three lepton channels to the Asimov- (red) and
the actual dataset (black)

R_Ptv_400_L0_Ttbar and R_Ptv_400_L1_Ttbar NPs control the accep-
tance between the medium- and high-pVT region in 0- and 1-lepton channels, respec-
tively. The former NP is pulled down because of the under-fluctuation of the data
in the high-pVT CR in 0-lepton (Fig. 5.16d). The latter NP is constrained because of
the top mismodelling. The R_ttbarVRjets_ttbar2VR NP describes the con-
tainment of the top decay inside the large-R jet accounting for the ratio between
events with two VR track-jets inside the large-R jet and events with three or more
VR track-jets inside the large-R jet. The NP is pulled and constrained, and decor-
relation tests show that the pull and the constraint are originating from the medium
pVT region, as expected. The pull and the constraint are originated from this region
because 50% of the events have two VR track-jets inside the large-R jet and the 50%
of the events have three or more VR track-jets inside the large-R jet. This means that
the two contributions are more distinguishable in the medium pVT region.

Figure 8.5d shows the pull distribution of the NPs associated to the modelling
uncertainties of the single-top background. The StopWtDSDR NP, which describes
the DS-DR variation, is pulled and constrained. The NP is pulled because the fit
tends to prefer the prediction of the alternative sample with respect to the nominal
sample. This trend is already visible at pre-fit level where there is a better data/MC
agreement in the mJ distribution using the alternative single-top Wt sample instead
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of the nominal sample. The effect of this pull is the reduction of the single-top events.
The constraint of the StopWtDSDRNP is expected because the NP describes the big
difference between the nominal and the alternative samples. Most of the NPs of the
single-top and t t̄ processes are pulled and constraints. The increase of statistics can
help in the future to improve the performance and the modelling of the systematics.

8.1.4 Correlation Matrix

The correlation matrix is another important tool useful to understand the fit and spot
possible issues in the statistical analysis. Figure8.6 shows the correlation matrix
obtained from the unconditional fit to the actual dataset. The correlation matrix
contains also the correlation coefficients between the PoIs and the NPs. In the matrix
only NPs that have at least the absolute value of the correlation of magnitude 0.25
or higher with an other NP are shown. The correlation matrix looks rather diagonal
with several sub-blocks of correlated nuisance parameter. The sub-blocks will be
discussed in the following.

The first block is related to the b-tagging NPs and to the floating normalization
factors. The FT_C_1 NP is related to the b-tagging uncertainty of c-jets and it is
highly correlatedwith the t t̄ floating normalizationsnorm_ttbar in 0- and 1-lepton
channels. The correlation is expected because 75% of t t̄ events have the large-R jet
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Fig. 8.6 Correlation matrix obtained from the unconditional fit to the actual dataset
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composed of one b-labelled jet and one c-labelled jet which is mis-tagged as a b-jet.
The FT_B_0 NP related to the b-tagging uncertainty of b-jets shows correlations
with the t t̄ ,W+HF (norm_Wbb) and Z+HF (norm_Zbb) floating normalisations.
Moreover, theFT_B_0NP is anti-correlatedwith theR_SRCR_SR_L1_TtbarNP
related to the extrapolation uncertainty between the SR and CR. The relationship is
expected because the extrapolation between the SR and CR depends on the presence
of a b-tagged track-jets outside the large-R jet.

The second group of correlated NPs is among the normalisation factors them-
selves. They are highly correlated and the correlation can be introduced indirectly
through the correlation with the b-tagging NPs.

The third blockof correlation ismadeupofNPs related to the large-R uncertainties
for the t t̄ sample. The FJ_JMR_Ttbar, FJ_JMSJES_Baseline_Ttbar and
FJ_JMSJES_Modelling_Ttbar NPs, related to the jet mass resolution and jet
mass scale uncertainties, show a high anti-correlation which reflects the fact that all
the NPs have the same effect on the top mass peak. These NPs tend to correct the
discrepancy between the data and MC events.

The correlation matrix shows also anti-correlation behaviour between
WbbNorm_L0 NP, the uncertainty on channel extrapolation for W+HF events in
0-lepton channel, and ZbbNorm_L0, the uncertainty on channel extrapolation for
Z+HF events in 0-lepton channel. Anti-correlations between W+ HF and Z+HF
events arise from the similarity of the shapes of these two processes in the 0-lepton
channel.

Finally, theR_ttbarVRjets_ttbar2VR andR_Ptv_400_L1_TtbarNPs
are correlated. The former NP quantifies to the acceptance uncertainty of the con-
tainment of the top decay inside the large-R jet, while the latter NP is related to the
extrapolation uncertainty between the medium and high pVT region of the t t̄ events.
The correlation between the two NPs is expected because the containment of the top
decay inside the large-R jet varies with pVT .

The correlations obtained from the unconditional fit to the data are similar to the
ones from the unconditional fit to the Asimov dataset (see Fig. 7.4).

8.1.5 Breakdown of Uncertainties

The effects of the statistical and systematic uncertainties on the measurement of the
V H and V Z signal strengths are displayed in Table8.3. For both signal strength
measurements, the uncertainty coming from the statistical component is dominated
by the limited size of the dataset, its contribution is two times bigger than the float-
ing normalisation contribution. The systematic contribution can be further split into
experimental sources and theoretical and modelling uncertainties. For the V H sig-
nal strength, the large-R jets uncertainties have the biggest contribution which is
driven by the JMR of the signal process which is the second highest ranked NP (see
Fig. 8.7b). Another important contribution to μV H is from the limited size of the
simulated samples followed by the modelling of the signal and of the major back-
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Table 8.3 Breakdown of the contribution to the uncertainty on the signal strength μV Z (second
column) and μV H (third column) obtained from the (1 + 1) PoIs fit to the actual data set. The sum
in quadrature of the individual contributions differs from the total uncertainty due to correlations
between the nuisance parameters

Source of uncertainty V Z V H

Total 0.26 0.37

Statistical 0.15 0.28

↪→ Data stat only 0.12 0.25

↪→ Floating normalisations 0.06 0.09

Systematic 0.21 0.24

Experimental uncertainties

Small-R jets 0.02 0.04

Large-R jets 0.09 0.13

Emiss
T 0.01 0.01

Leptons 0.01 0.01

b-tagging b-jets 0.04 0.02

c-jets 0.01 0.01

Light-flavour jets 0.01 0.01

Extrapolation < 0.01 < 0.01

Pile-up < 0.01 < 0.01

Luminosity < 0.01 < 0.01

Theoretical and modelling uncertainties

Signal < 0.01 0.04

Backgrounds 0.16 0.10

↪→ Z + jets 0.01 0.05

↪→ W + jets 0.02 0.06

↪→ t t̄ 0.01 0.04

↪→ Single top quark 0.01 0.03

↪→ Diboson 0.18 0.03

↪→ Multijet < 0.01 0.01

↪→ MC statistical 0.04 0.09

grounds. For the V Z signal strength the major source of uncertainties is from the
modelling of the diboson process, followed by the large-R jet contribution.

8.1.6 Nuisance Parameter Ranking

The rankings of the impact of the fifteen most important NPs on the signal strengths
are shown in Fig. 8.7. Figure8.7a shows the impact of the uncertainties on the V Z
signal strength. The leading uncertainties for μV Z are related to the V Z predictions,
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Fig. 8.7 Impact of systematic uncertainties on the fitted V Z (a) and V H (b) signal-strength param-
eters μ̂ sorted in decreasing order. The boxes show the variations of μ̂, referring to the top x-axis,
when fixing the corresponding individual nuisance parameter to its post-fit value modified upwards
or downwards by its post-fit uncertainty, i.e. θ̂ ± σ

θ̂
, and repeating the fit. The impact of up- and

down-variations can be distinguished via the dashed and plane box fillings. The yellow boxes show
the pre-fit impact (top x-axis) by varying each nuisance parameter by ±1σ . The filled circles show
the deviation of the fitted value for each nuisance parameter, θ̂ , from their nominal input value θ0
expressed in standard deviations with respect to their nominal uncertainties �θ (bottom x-axis).
The error bars show the post-fit uncertainties on θ̂ with respect to their nominal uncertainties. The
open circles show the fitted values and uncertainties of the normalization parameters that are freely
floating in the fit

overall acceptance uncertainties and extrapolation uncertainties among additional jet
multiplicities. The other highly ranked NP is the large-R jet mass resolution on the
diboson. TheseNPs are highly ranked because they have a high correlationwithμV Z .
The highly ranked NPs related to the V Z uncertainties will affect the error on μV Z

and not on the V Z significance because these NPs implement an overall acceptance
uncertainty which is degenerate with the μV Z . The total statistical uncertainty on
μV Z is 0.15 and it is still larger than any other contribution shown in the ranking.

Figure 8.7b shows the impact of the uncertainties on V H signal strength. The
leading contribution to the uncertainty is represented by the resolution uncertainty
on the large-R jet mass for the V H signal. As before, the contribution of such
uncertainty mainly affects the measured μV H . Other source of uncertainties are the
normalisations of the leading Z+jets and diboson backgrounds, the large-R jet mass
scale of such processes and acceptance uncertainty for the containment of the top
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decay inside the large-R jet. As the V Z case, the total statistical uncertainty on the
V H signal strength is +0.29

−0.28 and it is still larger than any other contribution shown in
the ranking.

8.2 Results Within the STXS Framework

The V H(bb̄) analysis has been extended to provide a measurement of the cross-
section as a function of the gauge boson transverse momentum, using the STXS
framework. The fit strategy for the STXS measurement is similar to the one already
described. The main difference is that the cross-section values in the different STXS
bins are the output of the fit to the V H process instead of the signal strength μV H .
The cross-section values returned by the fit are multiplied by the H → bb̄ and V →
leptons branching ratios. In the fit theV Z contribution is floating andmultiplied to the
V Z signal strength μV Z as before. The systematic uncertainties are identical to the
ones already shown except for the V H systematic uncertainties. The V H theoretical
cross-section uncertainties are now not included in the cross-section measurement.
Furthermore the split of the STXS bins mitigates the effect of the remaining V H
systematics as described in Sect. 1.5.

The STXS bins are defined categorizing the events according to the production
mode (WH and ZH ) and to the transverse momentum of the vector boson pVT at
generator level. There is a cut in pVT at 250 GeV and another one at 400 GeV, in
order to be aligned with the ones used at reconstructed level. The adopted splitting
is denoted as main splitting. As in the resolved analysis (see Sect. 1.5), events in the
forward Higgs region (|yH | > 2.5) are not included in the measurement. With this
categorization scheme, instead of the (1+1) PoIs fit, a (4+1) PoIs fit is performed and
five PoIs are extracted: σ ZH

250−400, σ
ZH
400 , σ

WH
250−400, σ

WH
400 and μV Z . Figure 8.8 shows the

evolution from the standard signal strength measurement for the V H process to the
cross-section measurements performed using the STXS framework. The expected
results for the STXS measurements are shown in the following.

Fig. 8.8 Signal strength measurement of the V H process (left) compared to the cross-section
measurement (right). pVT is the transverse momentum of the V boson at generator level
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8.2.1 Comparison Between Truth and Reconstructed
Categories

A study of the comparison between the reconstructed signal regions and STXS bins
is presented in this section to evaluate the level of matching. The study is done con-
sidering the MC signal samples. Figure 8.9a shows the fraction of signal (in percent)
for each STXS bin (x-axis) in every reconstructed event category (y-axis), where the
HP and LP SRs are merged. The signal fraction in the CRs is not shown in the plot
due to the negligible contributions. In the 0-lepton SR, about 20% of the events are
from the WH STXS bins. As in the resolved analysis, these events reconstructed in
the 0-lepton channel are events where theW boson decays leptonically in τ + ν and
the τ -lepton decays hadronically. The highest level of matching between the truth
and the reconstructed categories is achieved in the 2-lepton channel and a quite good
matching is obtained in the 1-lepton channel.

Furthermore, the acceptance times efficiency for signal events is studied. The
acceptance times efficiency is evaluated as the ratio between the signal events that
pass the event selection and the initial number of signal events considering all the Z
boson and W boson leptonic decays. Figure 8.9b shows the acceptance times effi-
ciency, in percent, for each STXS bin (x-axis) in every reconstructed event category
(y-axis). As before, the HP and LP SRs are merged and the values in the CRs are
not reported due to the low contributions. In the 0- and 1-lepton channels the values
of the acceptance times efficiency are of the order of 5% in the medium pVT region
and of the order of 10% in the high pVT region. In the 2-lepton channel, the values
are smaller and of the order 2–4%.

8.2.2 Cross-Section Measurements

A maximum binned likelihood fit is performed using data collected during the Run
2 at

√
s = 13 TeV, corresponding to an integrated luminosity of 139 fb−1. Table8.4

shows the measured and expected cross-sections of associated production of a Higgs
boson, decaying into a bottom quark pairs, with an electroweak boson decaying
into leptons. The cross-sections are multiplied by the H → bb̄ and V → leptons
branching ratios. Table8.4 also reports the statistical and systematic uncertainties
on the measured cross-sections in the four STXS bins. All the measurements are in
agreement with the SM predictions.

For the V Z process the fitted signal strength μV Z is:

μV Z = 0.89+0.29
−0.23 = 0.89 ± 0.15(stat.)+0.24

−0.17(syst.) (8.2)

in agreement with the result obtained from the (1+1) PoIs fit.
Figure 8.10a shows the measured cross-sections times branching ratios (σ × B)

normalised to the SM prediction in the four STXS bins. The theoretical uncertainty
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Fig. 8.9 a Fraction of signal events and b acceptance times efficiency from each STXS bin (x-axis)
in every reconstructed event category (y-axis). The values are in percent. The HP and LP SRs in
0- and 1-lepton channels have been merged. The signal contribution in the CRs is negligible and
therefore not reported in the plots. Entries with acceptance times efficiency below 0.01% or signal
fractions below 0.1% are not shown [1]

on the normalised cross-section times branching ratios is shown as a grey area.
The main contribution to the uncertainty is statistical, which becomes larger in the
high pVT region. The ZH measurements have a bigger theoretical uncertainty on
the cross-sections than the WH measurements because of the limited precision of
the gg → ZH samples. The results extend those obtained by the resolved analysis
[2], which provides a more precise measurement of the cross-section because of the
sophisticated multivariate analysis techniques adopted and because of the possibility
to use better calibrated physics objects. However, the resolved analysis does not
provide cross-section measurements for pVT ≥ 400 GeV.
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Table 8.4 Measured and predicted cross-sections times BRs with corresponding uncertainties in
the four STXS bins [1]

Measurement region
(|yH | < 2.5, H → bb̄)

SM
prediction
[fb]

Result [fb] Stat. unc. [fb] Syst. unc. [fb]

H(→ bb̄)W (→ �ν); pWT ∈
[250, 400[GeV

5.83 ± 0.26 3.33+4.78
−4.56

+3.56
−3.44

+3.19
−2.99

H(→ bb̄)W (→ �ν); pWT ∈
[400,∞[GeV

1.25 ± 0.06 2.10+1.18
−1.07

+1.02
−0.95

+0.59
−0.49

H(→ bb̄)Z(→
��, νν); pZT ∈ [250, 400[GeV

4.12 ± 0.45 1.40+3.12
−2.89

+2.44
−2.35

+1.94
−1.68

H(→ bb̄)Z(→
��, νν); pZT ∈ [400,∞GeV

0.72 ± 0.05 0.17+0.67
−0.63

+0.58
−0.53

+0.33
−0.34
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Fig. 8.10 a Measured cross-section times BRs normalised to the SM predictions. The grey error
bands correspond to the theoretical uncertainty on the normalised σ×BR. b Observed correlations
among the cross-sections in the STXS bins. The colour indicates the size of the correlation [1]

In each STXS bin, the principal sources of systematic uncertainties are similar
to those affecting the V H signal strength. The leading source is from the large-R
uncertainties, followed by the background modelling uncertainties. Another impor-
tant contribution is from the limited size of the simulated samples.

The expected and measured significances for the measurements in the four STXS
bins are reported in Table8.5. Table 8.5 also shows the expected and observed sig-
nificance for the V Z process. The V H observed significance varies between 0.3σ
and 2σ . Small anti-correlations of the order of 5–10% are observed among the cross-
sections in different STXS bins (Fig. 8.10b).
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Table 8.5 Expected and observed significance for the measured cross-sections in the four STXS
bins and for the V Z process [1]

Measurement Expected sig. Observed sig.

WH [250, 400[ GeV 1.26 0.73

WH [400,∞[GeV 1.27 2.02

ZH [250, 400[GeV 1.38 0.49

ZH [400,∞[GeV 1.12 0.26

V Z 5.56 5.20

8.2.3 Effective Field Theory Interpretations

One of the main goals of the boosted analysis is the search of BSM physics. For
this reason the STXS results presented in the previous section are further interpreted
using an Effective Field Theory approach. In the EFT approach, the SM Lagrangian
is extended with dimension D=6 operators multiplied by the Wilson coefficients.
TheWilson coefficients, which should be zero in the SM, are used to parametrise the
STXS measurements in order to extract information on possible BSM physics. The
procedure for fitting the Wilson coefficients of the effective Lagrangian operators to
the STXSmeasurement has been developed by the LHC community and documented
in Ref. [3]. Due to the limited number of STXS bins, not all the Wilson coefficients
can be measured simultaneously. The study is carried out on a reduced set of five
Wilson coefficients, which is the same set of the resolved analysis as documented
in Sect. 1.6.1. The set is composed of four Wilson coefficients, cHWB , cHW , cHu ,
cHq3, to which the analysis is most sensitive, and the |cdH | coefficient which directly
affects the H → bb̄ decay width.

As reported in Sect. 1.6, the parametrisation of the STXS takes into account linear
terms, originating from the interference between the SM and the non-SM amplitudes,
and a quadratic terms, originating from the squared non-SM amplitudes. The con-
straints on the five coefficients are extracted from the one-dimensional fit where only
a single parameter is varied while the remaining four are set to zero. Figure8.11
shows the negative log-likelihood profile as a function of the single Wilson coeffi-
cient. The fits are performed using a linear parametrisation (blue lines) and using
a parametrisation that includes both linear and quadratic terms (orange lines). The
analysis has the best sensitivity to cHq3 Wilson coefficient which is constrained at
68% CL to be no more than few percent. Differently the constraints on the cHW

and cHu coefficients vary from 15–40%, and cHWB and |cdH | coefficients have much
weaker constraints. At 95%CL considering the linear and quadratic parametrisation,
the observed limits on cHq3 are more stringent in the boosted analysis with respect
to the resolved analysis. This means that the boosted analysis provides a tighter
constraint on the EFT parameter. An opposite trend is observed for the other Wilson
coefficients. The results of the fit are shown in Fig. 8.12 and summarized in Table8.6.
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Fig. 8.11 Observed (solid lines) and expected (dotted lines) profiled negative log-likelihood func-
tions for one-dimensional fits to constrain a single coefficient of an effective Lagrangian when the
other coefficients are assumed to vanish. The coefficients cHW B , cHW , cHu , cHq3 and |cdH | are
shown for the case where only linear (blue lines) or linear and quadratic (orange lines) terms are
considered [1]

Two-dimensional fits have been performed for all the combinations of the four
Wilson coefficients to which the analysis has the greatest sensitivity. In the fit, only
the scanned Wilson coefficients are considered, the remaining two are fixed to zero.
Figure 8.13 shows the observed confidence interval at 68% (dashed lines) and 95%
CLs on the pair of cHq3 and cHu Wilson coefficients. The limits are obtained consider-
ing the linear parametrisation (blue lines) and including the quadratic terms (orange
lines) of the V H cross-section times and branching ratios. The limits extracted con-
sidering the linear only and linear plus quadratic parametrisations are different, under-
lying the importance of the quadratic terms.

The main goal of the boosted analysis is to explore the high-pVT phase space
region in the V H production extending the STXS scheme with a cut on pVT at 400
GeV. To quantify the benefits arising from this improved granularity, the limits on
the Wilson coefficients obtained from the default analysis scheme with 4 STXS bins
have been compared with the limits obtained considering only 2 STXS bins without
the cut at pVT = 400 GeV. The cut at pVT = 400 GeV brings 70% improvement on the
confidence intervals extracted from the one-dimensional and two dimensional fits.

The effects of the BSM physics have been studied using also the eigenvector
method as in the resolved analysis (see Appendix A). The idea of the method is to
change operator basis with new eigenvectors whose eigenvalues are linear combina-
tions of the four Wilson coefficients mostly affecting the analysis. The main differ-
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Fig. 8.12 Summary of the observed best-fit values and one-dimensional confidence intervals for
theWilson coefficients to which the analysis has the greatest sensitivity and for the |cdH | coefficient
which directly affects the H → bb̄ decay width. Limits are shown for the case where only linear
(blue) and linear and quadratic (orange) terms are considered. Confidence intervals are shown at
both 68% CL (solid line) and 95% CL (dashed line) [1]

Table 8.6 Observed one-dimensional confidence intervals for theWilson coefficients to which this
analysis has the greatest sensitivity and the |cdH | coefficient which directly affects the H → bb̄
decay width. Confidence intervals are shown at both 68% CL and 95% CL. Numbers are shown for
the linear-only and linear+quadratic parametrisations [1]

Coefficient Linear Linear +
quadratic

Linear Liner + quadratic

68% CL 95%

cHq3 [−0.031, 0.024] [−0.14, −0.084]
∪ [−0.020,
0.006]

[−0.055, 0.055] [−0.16, 0.038]

cHu [−0.34, 0.0094] [−0.1, 0.043] [−0.51, 0.21] [−0.15, 0.097]

cHW [−0.56, 0.22] [−0.68, 0.12] [−0.92, 0.64] [−0.92, 0.64]

cHW B [−3.1, −0.17] [−2, 0.41] [−4.2, 2] [−7.1, 3.3]

|cdH | [−8.9, 7] [−7.2, 10] ∪ [23,
40]

[−∞, 8.2] ∪ [34,
∞]

[−∞, 16] ∪ [18,
∞]
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Fig. 8.13 Observed confidence interval at 68% (dashed lines) and 95% (solid lines) CLs on the
pair of cHq3 and cHu Wilson coefficients. The limits are shown for the case where only linear (blue
lines) and linear and quadratic (orange lines) terms are considered. The best-fit points are marked
by a cross. The SM prediction is marked by a star [1]

Table 8.7 Linear combinationof theWilson coefficients used to define the eigenvectors. TheWilson
coefficients with eigenvalues less than 0.10 have been omitted in the table for better readability. All
the modifications that alter the branching ratio are absorbed into an additional independent term
IBR [1]

Eigenvector name Eigenvector definition

cE0 0.99 · cHq3 + 0.11 · cHu

cE1 0.82 · cHu − 0.49 · cHq1 − 0.24 · cHd − 0.13 · cHq3

cE2 0.67 · IBR + 0.66 · cHW + 0.18 · cHq1 − 0.16 · cHl3 + 0.14 · cHW B +
0.12 · cll1

cE3 0.70 · cHq1 + 0.52 · cHW B + 0.27 · cHu − 0.27 · cHW − 0.24 · cHd +
0.13 · cHB

ence between this approach and the previous one is that in the former a simultaneous
fit to all the four eigenvectors is performed, while in the latter the fit is performed
assuming that all the coefficients except one or two are zero. The definition of the new
fourWilson coefficients is reported in Table8.7, considering a linear parametrisation
and an additional independent parameter IBR for the branching ratio H → bb̄. In
Table8.7 the eigenvectors are ordered in term of experimental sensitivity, the cE0
eigenvector has the greatest sensitivity and cE3 eigenvector has the least sensitivity.
The leading cE0 eigenvector is dominated by cHq3 Wilson coefficient which is the
most constrained coefficient by the analysis. The cE1 eigenvector is dominated by cHu

Wilson coefficient with a sizeable contribution of cHq1 and cHd Wilson coefficients.
The cE2 eigenvector is a combination of the branching ratio parameter IBR and cHW ,
while the cE3 eigenvector is a combination of cHq1 and cHWB Wilson coefficients.
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Table 8.8 Expected and observed best-fit values and associated uncertainties (68% CL) from a
simultaneous fit of the four eigenvectors [1]

Eigenvector Expected Observed

cE0 0.000+0.030
−0.027 −0.010+0.027

−0.025

cE1 0.00+0.20
−0.19 −0.21+0.19

−0.20

cE2 0.00+0.71
−0.67 −0.62+0.70

−0.66

cE3 0.0+2.8
−2.7 0.4+2.8
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Fig. 8.14 Impact of the four eigenvectors on the STXS cross-section measurements. The change of
the cross-section is indicated at +1σ (solid line) and −1σ (dashed line) limits of the corresponding
coefficient. The value of the coefficients are extracted from a simultaneous fit of all four eigenvectors
[1]

A simultaneous binned likelihood fit to the four eigenvectors is performed.
Table8.8 shows the results of the fit, together with the expected values. All the
eigenvectors are compatible with zero. The best-fit values are used to evaluate the
impact of the variations of the four eigenvectors to the expected cross-sections as
shown in Fig. 8.14. The cE0 and cE1 coefficients have a large impact on the high-pVT
bins, while the cE2 and cE3 coefficients have a large impact in the medium-pVT bins.
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8.3 What’s Next?

Using the full Run 2 dataset, both V H(bb̄) resolved and boosted analyses provided
V H cross-section measurements and limits on possible BSM effects. The next nat-
ural step will be to combine the information of the two analyses. The phase space
of the two analyses significantly overlaps and the combination is not straightfor-
ward. A first step to draft a combination strategy is to study the fraction of signal
events reconstructed by both analyses. These events represent the overlap events.
Figure8.15 shows the fractions of simulated V H signal events, as a function of the
pVT , reconstructed only by the resolved or boosted analysis together with the overlap
events in the 0-lepton channel. The sum of the three curves is equal to the unity. The
fraction of events reconstructed only by the resolved analysis starts to decrease at
high energy. This trend is expected because the reconstruction of the Higgs boson
decay products based on the physics objects used in the resolved analysis becomes
inefficient at high pVT . The crossing point between the resolved and boosted curves
is at pVT = 300 GeV meaning that above this point the fraction of the events recon-
structed by the boosted analysis is larger than the fraction of events selected only by
the resolved analysis. In addition, for what concerns the signal, 60% of the selected
events in the boosted analysis are also selected by the corresponding resolved anal-
ysis. In the 250 GeV ≤ pVT < 400 GeV region, the boosted analysis is able to select

Fig. 8.15 Fraction of the simulated signal V H events reconstructed only by the resolved (blue
squares) and boosted (red dots) analysis, together with the fraction of overlap events (green trian-
gles) as a function of the pVT in the 0-lepton channel
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35%more events with respect to the resolved analysis, while in the high-pVT region (
pVT ≥ 400 GeV) the boosted analysis reconstructs 75%more events than the resolved
analysis. For a complete study of the phase space overlap, the same plot should be
done considering also the background events.

A huge effort will be on the study of the different strategies to combine the two
analysis because there are several possibilities. The easiest solution is to reconstruct
the events with pVT < 400 GeV using the resolved analysis and reconstruct events
with pVT ≥ 400 GeV using the boosted analysis. This solution has the disadvantage to
loose 20% signal events in the high-pVT region selected only by the resolved analysis.
To avoid signal loss, all the events selected by any of the two analyses could be used,
by, for instance, giving priority to the resolved selection, and testing the remaining
events with the boosted selection. This implementation is more complex with respect
to the first one but it gives the possibility to avoid signal loss.
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Chapter 9
Cross-Section Measurements of the V Z
Production

The chapter describes a spin-off of the V H(bb̄) boosted analysis which performs
cross-section measurements of the V Z process. The analysis is new and not com-
pleted but preliminary results are shown in the section. For the first time, Z Z(bb̄)
and W Z(bb̄) cross-sections at

√
s = 13 TeV are measured in two pVT regions.

9.1 Motivation and V Z Composition

In the V H(bb̄) boosted analysis the default fit is (1+1) PoIs fit where the V H and the
V Z contributions are extracted simultaneously. The V H and V Z processes have a
similar topologies and the simultaneous fit allows to test the analysis on an irreducible
background. For this reason the V Z results is used a cross-check of the V H analysis.

Some tests have been performed to evaluate the sensitivity of the analysis on the
V H and V Z processes. The tests show that the analysis has a better sensitivity to the
diboson process than to the Higgs production mode, in particular the precision on
the Z Z process is twice better with respect to the precision on the ZH process. The
idea of this spin-off analysis is to re-use the V H(bb̄) boosted analysis to perform
cross-section measurements of the V Z process.

The study of the WZ and Z Z production modes in p-p collisions provides an
important test of the gauge boson sector of the SM. The CMS Collaboration already
presented a measurement of the V Z cross-section in the V Z → Vbb̄ decay modes
where the V boson decays leptonically re-using the V H(bb̄) analysis [1]. In this anal-
ysis the cross-sections are measured simultaneously for theWZ and Z Z production
with pVT > 100 GeV using a dataset corresponding to an integrated luminosity of
18.9 fb−1 with

√
s = 8 TeV.

The analysis presented here is an unprecedented attempt to measure V Z(bb̄)
cross-sections at

√
s = 13 TeV, in the high pVT regime. As already mentioned in

Sect. 3.4.4, the V Z process includes theWZ and Z Z processes. The Z Z production
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Table 9.1 Monte Carlo V Z fraction in the analysis summing the contributions of the three lepton
channels and all the analysis regions. The asterisk * indicates the events in which the hadronic decay
of Z boson is not b-quarks

Z(νν̄/ ll̄)Z(bb̄) W (lν)Z(bb̄) Z(νν̄/ ll̄)Z(qq̄)[*] W (lν)Z(qq̄)[*] W (qq ′)Z(νν̄/ ll̄)

47.7% 43.8% 1.9% 3.3% 3.3%

mode is split into two contributions: qq → Z Z and gg → Z Z . The Z Z events that
contribute to the analysis are events in which one Z boson decays leptonically and
the other Z boson decay hadronically. For the WZ events the main contribution in
the analysis is from events in which theW boson decays leptonically and the Z boson
decays hadronically. Themajor input is from events in which the Z boson decays into
a bb̄ pair. There is also a small contribution from events in which theW boson decays
hadronically and the Z boson decays leptonically. Table 9.1 briefly summarizes the
different fractions of the MC V Z contributions in the V H(bb̄) analysis. About 90%
of the V Z events in the analysis are V Z(bb̄) events in which the Z boson decays into
a pair of b-quarks and the V boson decays leptonically. Almost 3.3% of the events
are W (qq ′)Z(νν/ ll) events, in which the vector boson that decays hadronically is a
W boson instead of the Z boson. The remaining 5.2% of the V Z events are V Z(qq̄)

events in which the Z boson decays hadronically but not into a bb̄ pair.

9.2 VZ Simplified Template Cross-Section Bins

A STXS-like framework is used to perform the cross-section measurement for the
V Z process. The use of the STXS framework for the V Z mass was never use before
and it per se a challenge. The definition of the V Z STXS bins replicates the one
already discussed for the V H process. Each bin is defined using the generator val-
ues of the measured quantities. Only the V Z events in which the Z boson decays
hadronically and the V boson decays leptonically are considered as signal events.
The W (qq ′)Z(νν̄/ ll̄) events are considered as background events of the analysis.
The V Z events are categorized according to the production and decay modes
in order to have five categories: gg → Z(qq̄)Z(νν̄), qq → Z(qq̄)Z(νν̄), qq →
Z(qq̄)W (lν), gg → Z(qq̄)Z(ll̄) and qq → Z(qq̄)Z(ll̄). Each category is divided
according to the transverse momentum of the vector boson which decays leptoni-
cally. The events are split applying four cuts at pVT = 75 GeV, 150 GeV, 250 GeV
and 400 GeV. This configuration with 25 bins is called maximum splitting and it is
shown in Fig. 9.1a. The measurement presented in this thesis uses a coarser splitting
referred asmain splitting. The different Z Z productions and Z leptonic decay modes
are all merged together. All the V Z events with pVT < 250 GeV are fixed to their SM
values in the fit. Figure 9.1b shows the V Z STXS categorization in themain splitting
scheme and the four STXS bins where the cross-section measurements have been
performed.
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Fig. 9.1 aMaximum splitting and bmain splitting of the V Z events in STXS bins. The boundaries
of the truth pVT regions are expressed in GeV. In themain splitting the measurements are performed
only in the bin shown in red, the bins shown in white are fixed to their SM values

Fig. 9.2 Pictorial representation of the PoIs for the signal strength measurement of the V Z process
(left) compared to the cross-section measurements (right)

The goal of this new analysis is achieved by replacing the V Z signal strengthμV Z

with the cross-section measurements in the four STXS bins (see Fig. 9.2) performing
a (4+4) PoIs fit. The eight PoIs extracted from the fit are: σ ZH

250−400, σ
ZH
400 , σ

WH
250−400,

σWH
400 , σ Z Z

250−400, σ
Z Z
400 , σ

WZ
250−400, σ

WZ
400 .

Some modifications to the framework used for the V H analysis are required.
The measurement of the cross-sections needs to split the V Z simulated events and to
update the V Z systematics uncertainties. The overall theoretical uncertainties should
be removed and residual uncertainties need to be considered while performing a
cross-section measurement. The V Z analysis is at the early stage and the systematic
uncertainties have been not yet changed, meaning that the V Z uncertainties are over-
conservative. Only the pVT acceptance uncertainty on the V Z events is neglected
since the cross-section measurements have been performed in the two pVT regions
independently. The theoretical uncertainties on the predicted cross-sections have
been specifically derived for the V Z measurement following the recommendations
available in literature and they are presented in Sect. 9.3. To validate the split of the
V Z inputs, a merging procedure of the V Z events has been applied and the (1+1)
PoIs fit has been performed as a cross check.

The expected cross-sections times the branching ratios of the V Z(bb̄) events in
each bin of the maximum splitting scheme were not available in literature and they
have been evaluated for this analysis. Figure9.3 shows the obtained cross-sections
times branching ratios of the V Z(bb̄) events in the maximum splitting scheme. The
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Fig. 9.3 SM V Z(bb̄) cross-sections times branching ratios in each bin of the maximum splitting
scheme at

√
s = 13 TeV

considered branching ratios are the branching ratio of the leptonic decay of the V
boson and the branching ratio of the decay of the Z boson into bb̄ pair since more
than 90% of the V Z events selected in the analysis have a Z boson which decays
into b-quarks. The cross-sections times branching ratios are obtained by computing
from simulated V Z samples the fractions of events in each bin, and multiplying
such fractions by the theoretical predictions of the inclusive cross-section. The the-
oretical prediction of the inclusive cross-section are calculated at NLO in QCD (see
Sect. 3.4.4). The qq-initiated MC samples have been generated at LO and NLO in
QCD depending on the parton multiplicity, while the gg-initiated MC samples have
been generated at LO in QCD.

The expected V Z(bb̄) cross-sections times the branching ratios in each bin of the
main splitting are shown in Fig. 9.4.

9.2.1 Comparison to Reconstructed Categories

The expected V Z event yield in each reconstructed event category (y-label) originat-
ing from the STXS bin (x-label) is shown in Fig. 9.5a. The number of reconstructed
events with a truth pVT < 250 GeV is low because the analysis selects only events
with pVT ≥ 250 GeV. The events in these regions are fixed in the fit to their SM values
because the statistics is not enough to perform a meaningful measurement.
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Fig. 9.4 SM V Z(bb̄) cross-sections times branching ratios in each bin of themain splitting scheme
at

√
s = 13 TeV

The fraction of V Z events in each reconstructed event category (y-label) origi-
nating from the STXS bins (x-label) is shown Fig. 9.5b. The 2-lepton channel shows
a very good correspondence between the truth and the reconstructed categories with
a matching of 95%, followed by the 1-lepton channel with a matching of 80–90%.
Differently in the 0-lepton channel there is a 20% contribution from the WZ events.
The same trend has been observed considering V H signal process in which 20% of
the events reconstructed in the 0-lepton channel are coming from the WH process.
TheWZ events reconstructed in the 0-lepton channel are events where theW boson
decays in τ + ν and then the τ lepton decays hadronically.

9.3 Theoretical Cross-Sections Uncertainties

The theoretical uncertainties on the cross-sections, as the theoretical predictions on
the cross-sections, were not available in literature and they have been derived for this
thesis. These uncertainties take into account the missing higher-order terms in the
QCD expansion and uncertainties induced by the choices of the parton distribution
functions (PDFs) and αS . The uncertainties have been derived specifically for each
source of uncertainties and then summed in quadrature to obtain the total uncertainty
on the theoretical prediction. A brief description of the different components of the
theoretical cross-sections uncertainties is reported in the following sub-sections.
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Fig. 9.5 a V Z events and b V Z fraction from each STXS bin (x-axis) in every reconstructed
event category (y-axis). The HP and LP SRs in 0- and 1-lepton channels have been merged and the
contribution in the CRs is not shown because it is negligible

9.3.1 QCD Scale Uncertainties

The QCD scale uncertainties account for the impact of the higher order terms in
the expansion of the cross-section that have been neglected. The scale variations
are evaluated in the inclusive pVT bins because,due to cancellations, in the exclusive
pVT bins the variations could underestimate the uncertainties. The scale variations
in the inclusive pVT bins are then propagated to the exclusive pVT bins using the
Stewart-Tackmann method [2].
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Fig. 9.6 Relative QCD scale variations in inclusive pVT bins for a gg → Z Z , b qq → Z Z and
c qq → WZ production modes. The black line represents the absolute value of the maximum
variation and it coincides with one of the six variations

The QCD scale uncertainties are computed by varying the renormalisation scale
μR and factorisation scale μF independently between 1/2 and 2 times their original
values μnorm

R and μnorm
F . The six scale variations considered are:

[
μR

μnorm
R

,
μF

μnorm
F

]
: [0.5, 1][1, 0.5][2, 1][1, 2][0.5, 0.5][2, 2] (9.1)

The computed variations are relative variations with respect to the nominal values[
μR

μnorm
R

,
μF

μnorm
F

]
= [1, 1] and they are evaluated in each inclusive pVT region (pVT > 0

GeV, pVT > 75 GeV, pVT > 150 GeV, pVT > 250 GeV, pVT > 400 GeV) for gg → Z Z ,
qq → Z Z and qq → WZ production modes. The absolute value of the maximum
of the six variations represents the relative QCD uncertainties in each inclusive pVT
bin. Figure 9.6 shows the relative QCD variations of each process together with
the absolute value of the maximum variation which coincides with one of the six
variations. The absolute value of the maximum variation is of the order of 40–50%
for the gg → Z Z process, and 10–20% for the qq → Z Z and qq → WZ processes.
Using the Stewart-Tackmann method the absolute values of the maximum variation
are calculated in the exclusive pVT bins and they represent the QCD scale variation.
The QCD scale variations on the measured STXS bins for the gg → Z Z , qq → Z Z
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Table 9.2 QCDscale uncertainties on the gg → Z Z , qq → Z Z and qq → WZ productionmodes
in the STXS bins where the cross-sections measurements have been performed

Process δQCD [%]

gg → Z Z , 250 GeV ≤ pVT < 400 GeV 50

gg → Z Z , pVT ≥ 400 GeV 47

qq → Z Z , 250 GeV ≤ pVT < 400 GeV 17

qq → Z Z , pVT ≥ 400 GeV 15

qq → WZ , 250 GeV ≤ pVT < 400 GeV 25

qq → WZ , pVT ≥ 400 GeV 20

and qq → WZ processes are summarised in Table 9.2. TheQCDuncertainties on the
gg → Z Z process are largerwith respect to theQCDuncertainties of the qq-initiated
processes due to the limited precision of the MC sample.

9.3.2 PDF Uncertainties

The parton distribution function (PDF) uncertainties have been evaluated using the
variations of the NNPDF3.0 set [3]. This PDF set includes a nominal PDF and
100 PDF variations. The PDF uncertainties are computed in each STXS bin for
gg → Z Z , qq → Z Z and qq → WZ production modes using the sample standard
deviation:

δ j =
√√√√ 1

100

100∑
i=1

(yPDFi − yPDF0)2 (9.2)

where yPDF0 and yPDFi are the cross-sections in each STXS bin for the nominal PDF
(PDF0) and the alternative PDF (PDFi). The variation of each alternative PDF is less
than 1% in each STXS bin and the overall uncertainty is of the order of 3–4% for the
gg → Z Z process and 1–2% for the qq-initiated processes. Table 9.3 summarises
the PDF predictions for the three processes in the pVT regions where the cross-section
measurements have been performed.

9.3.3 αS Uncertainties

The αS uncertainty have been computed using the variations of the NNPDF3.0 set. In
addition to the 100 PDF variations with the same nominal value of αS(m2

Z ) = 0.118,
the set contains also 2 PDF sets obtained for two alternative values of αS(m2

Z ):
αS(m2

Z ) = 0.117 and αS(m2
Z ) = 0.119. The αS uncertainty is computed in each

STXS bin for the three production modes (gg → Z Z , qq → Z Z , qq → WZ ) start-
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Table 9.3 PDF uncertainties on the gg → Z Z , qq → Z Z and qq → WZ production modes in
the STXS bins where the cross-sections measurements have been performed

Process δPDF [%]

gg → Z Z , 250 GeV ≤ pVT < 400 GeV 2.7

gg → Z Z , pVT ≥ 400 GeV 4.1

qq → Z Z , 250 GeV ≤ pVT < 400 GeV 1.4

qq → Z Z , pVT ≥ 400 GeV 1.8

qq → WZ , 250 GeV ≤ pVT < 400 GeV 1.1

qq → WZ , pVT ≥ 400 GeV 1.8

ing from the relative variations. The relative variations VarαS=0.117 andVarαS=0.119 are
evaluated using the samples with αS(m2

Z ) = 0.117 and αS(m2
Z ) = 0.119with respect

to the nominal sample. The relative αS uncertainty is the average of the absolute value
of the relative variations VarαS=0.117 and VarαS=0.119:

VarαS = |VarαS=0.119| + |VarαS=0.117|
2

(9.3)

Figure 9.7 shows the relative αS variations and the average of the variations, which
is the relative αS uncertainty, for the three production modes in the STXS bins. The
relative αS uncertainty is of the order of 1–2%. Table 9.4 summarises the relative αS

uncertainties in the STXS regions where the measurements have been performed.

9.3.4 Summary

Thanks to the procedure previously described, the theoretical uncertainties on the
theoretical cross-section predictions have been evaluated for the Z Z and WZ pro-
cesses. Beyond the scope of this thesis, a similar procedure will be applied to evaluate
the residual uncertainties necessary to improve the STXS measurements. The total
theoretical uncertainty is estimated from the sum in quadrature of the QCD, PFD
and αS uncertainties. The total uncertainties have been evaluated for the gg → Z Z ,
qq → Z Z and qq → WZ processes and then used into each region of the main
splitting. Table 9.5 shows the total cross-section predictions in the bins of the main
splitting together with the full set of uncertainties.
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Table 9.4 α uncertainties on the gg → Z Z , qq → Z Z and qq → WZ production modes in the
STXS bins where the cross-sections measurements have been performed

Process δαS [%]

gg → Z Z , 250 GeV ≤ pVT < 400 GeV 1.8

gg → Z Z , pVT ≥ 400 GeV 1.7

qq → Z Z , 250 GeV ≤ pVT < 400 GeV 1.7

qq → Z Z , pVT ≥ 400 GeV 1.8

qq → WZ , 250 GeV ≤ pVT < 400 GeV 1.9

qq → WZ , pVT ≥ 400 GeV 2.2

Table 9.5 Cross-section predictions and theoretical uncertainties for the V Z process at
√
s = 13

TeV in each region of the main splitting

STXS bin σ [fb] δtheotot [fb] δQCD [fb] δPDF [fb] δαS [fb]

gg → Z Z , 250 GeV≤ pVT <

400GeV
1.2 0.7 0.6 0.3 0.02

gg → Z Z , pVT ≥ 400 GeV 0.2 0.1 0.1 <0.01 <0.01

qq → Z Z , 250 GeV≤ pVT <

400GeV
14.2 2.4 2.4 0.2 0.2

qq → Z Z , pVT ≥ 400 GeV 2.9 0.4 0.4 0.1 0.1

qq → WZ , 250 GeV≤ pVT <

400GeV
32.7 8.2 8.2 0.4 0.6

qq → WZ , pVT ≥ 400 GeV 7.5 1.5 1.5 0.1 0.2

9.4 Results of the Multi-PoIs Fit

The results of the (4+4) PoIs fit are obtained from a binned maximum profile likeli-
hood fit to the data of the mJ distribution. Considering the data collected during the
full Run 2 at a center-of-mass energy of

√
s = 13 TeV, corresponding to an integrated

luminosity of 139 fb−1, the significances of the V H and V Z processes in each bin
are summarised in Table9.6. The significances of the V H processes are compatible
with the ones obtained from the (4+1) PoIs fit (see Table8.5). The observed V Z sig-
nificances vary between 1.5 and 2.5σ . Figure9.8 shows the correlations of the eight
parameters of interest which are of the order of 10–20%. The correlations between
the V H bins are the same obtained from the (4+1) PoIs fit.

Figure 9.9 shows the comparison of themeasured V H and V Z cross-sectionswith
respect to the expectedSMvalues. The theoretical uncertainties on theSMpredictions
of the cross-sections times branching ratios (σ × BR) are shown as grey area. The
V Z theoretical uncertainties are bigger than the V H theoretical uncertainties. The
large V Z uncertainties are due to the limited precision of some V Z MC samples
which are simulated at LO in QCD. All the V H and V Z measurements are in
agreement with the SM predictions. The WH and WZ bins have almost the same
precision while the Z Z bins has a twice better precision with respect to the ZH bins.
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Fig. 9.8 Observed correlations among the cross-sections in the different regions. The colour indi-
cates the size of the correlation
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Fig. 9.9 Measured V H and V Z cross-sections times branching ratios divided by the SM predic-
tions. The grey area shows the theoretical uncertainty on the SM prediction
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Table 9.6 Expected and observed significance for the measured cross-sections in the eight bins

Measurement Expected sig. Observed sig.

WH [250, 400[ GeV 1.26 0.80

WH [400,∞[GeV 1.28 2.07

ZH [250, 400[GeV 1.35 0.36

ZH [400,∞[GeV 1.12 0.22

WZ [250, 400[ GeV 2.03 2.44

WZ [400,∞[GeV 1.34 1.25

Z Z [250, 400[GeV 2.85 2.03

Z Z [400,∞[GeV 2.39 2.32

Table 9.7 Measured and predicted V Z cross-sections times BRs with corresponding uncertainties
in the four STXS bins of the main splitting at

√
s = 13 TeV

Measurement region SM prediction
[fb]

Result [fb] Stat. unc. [fb] Syst. unc.
[fb]

Z(→ bb̄)Z(→ ��, νν); pZT ∈
[250, 400[GeV

15.4 ± 2.5 10.3+5.8
−5.1

+4.5
−4.3

+3.7
−2.6

Z(→ bb̄)Z(→ ��, νν); pZT ∈
[400,∞GeV

3.1 ± 0.4 3.0+1.7
−1.4

+1.2
−1.1

+1.1
−0.7

Z(→ bb̄)W (→ �ν); pWT ∈
[250, 400[GeV

32.7 ± 8.2 48+29
−22

+16
−16

+24
−15

Z(→ bb̄)W (→ �ν); pWT ∈
[400,∞[GeV

7.5 ± 1.5 6.8+6.4
−5.5

+5.0
−4.8

+4.0
−2.7

The measured V Z cross-sections times Z → bb̄ and V → leptons branching
ratios, together with the SM predictions, are summarized in Table9.7 and illustrated
in Fig. 9.10. The V Z cross-sections are measured with relative uncertainties vary-
ing between 60 and 95% with almost the equal contribution of the statistical and
systematic uncertainties. The analysis has large V Z systematic uncertainties which
are over-conservative and highly ranked in the V Z bins. The next natural step of
the analysis is to improve the V Z uncertainty computation considering only residual
uncertainties while performing the cross-section measurements. The V Z contribu-
tion on the systematic uncertainties will likely go down.

In this new measurement, the NPs of all the systematics have been fully scruti-
nized. The obtained NPs have been compared to the ones of the (4+1) PoIs fit. The
pulls and the constraints of all the NPs do not change. In some cases some NPs show
up in the pull plot because they are not pruned any more. In these particular cases
the NP is neither pulled nor constrained. Furthermore the normalization factors of
the major backgrounds (V+jets and t t̄ ) are the same.
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Fig. 9.10 Measured V Z cross-sections times branching ratios in the four STXS bins at
√
s = 13

TeV

9.4.1 What’s Next?

As shown in this chapter, it is possible to performed a V Z cross-sectionmeasurement
starting from the V H(bb̄) boosted analysis. Nevertheless a more reliable study of
the V Z systematic uncertainties is needed since now they are over-conservative.
The new V Z uncertainty scheme will be based on the same methods applied for
the theoretical V Z uncertainties and it will give a more reliable estimation of the
systematic uncertainties specifically needed for the cross-section measurements.

The next natural step is the EFT interpretation of the results. The V Z cross-
section can be parametrized as a function of Wilson coefficients while performing
the (4+4) PoIs fit. Preliminary results shows that parametrizing the V H and V Z
cross-sectionswith theWilson coefficients, there is an improvements of 5–10%of the
expected Wilson coefficient limit. The preliminary tests have been done performing
a one-dimensional fit and considering the linear and quadratic parametrisation of the
cross-section. The results looks promising and can help to improve limits for some
operators.
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Chapter 10
Conclusions

The discovery of the Higgs boson represents an outstanding achievement of particle
physics. In the last decade, precise measurements have probed the predictions of the
Standard Model and its possible extensions. Using the data collected by LHC, all
the measurements are compatible with the Standard Model predictions and no hint
of new physics has been found.

This thesis is focused on the search for the StandardModel H → bb̄ decay which
is an important Higgs boson decay channel to establish the Yukawa nature of the
Higgs boson to fermions couplings. The observation of this decay at LHC has been
obtained only after seven years from the Higgs boson discovery because this channel
is affected by large backgrounds arising from multi-jet production in the domi-
nant gluon-gluon fusion production mode. The most sensitive production modes for
detecting the H → bb̄ decay are the associated production of the Higgs boson with
a Z or a W boson. The suppression of the multi-jet background is achieved by the
leptonic decay of the vector boson.

The search of the V H(bb̄) production has been developed by two complementary
analysis strategies, the V H(bb̄) resolved analysis and the V H(bb̄) boosted analysis.
In the V H(bb̄) resolved analysis the Higgs boson decay products are reconstructed
as two separate b-jets, while in the boosted analysis the Higgs boson decay products
tends to merge in a large-R since the analysis is designed for the high energy phase
space. Using the full Run 2 dataset, the V H(bb̄) resolved analysis has observed the
Higgs boson production in association with a Z boson and has measured a strong
evidence of the Higgs boson associated production with a W boson. Furthermore,
using the Simplified Template Cross-Section framework the ZH and WH cross-
sections have been measured as a function of the gauge boson transverse momentum
in kinematic fiducial volumes.

The analysis presented in this thesis is theV H(bb̄) boosted analysis, a newversion
of the analysis designed to probe theHiggs bosonwhen it is producedwith a very large
transverse momenta. To enhance the sensitivity, the Higgs boson is reconstructed
using the large-R jet technique. The analysis results are based on the Run 2 dataset
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of p-p collision data collected at
√
s = 13TeVby theATLASdetector, corresponding

to an integrated luminosity of 139 fb−1. For a Higgs boson mass mH = 125 GeV, an
excess over the expected StandardModel background is observed with a significance
of 2.1 standard deviations (2.7 standard deviations expected). The result is the most
precise measurement currently available in the high transverse momentum regime
for this process. Given that the analysis is limited by the statistical uncertainties,
the next round of data collection (Run 3) will be important to improve the analysis
sensitivity.

The V H(bb̄) boosted analysis performs a simultaneous fit to test the analysis on
the V Z irreducible background which has a similar topology to the V H signal. For
the V Z process, a significance of 5.4 standard deviations is observed, compared to an
expectation of 5.7 standard deviations. The V Z result provides a direct observation
of the V Z(bb̄) production mode.

The encouraging results favour performing cross-section measurements in the
Simplified Template Cross-Section framework. The cross-sections aremeasured sep-
arately for the ZH andWH productions in the two pVT regions, 250GeV≤ pVT < 400
GeV and pVT ≥ GeV. All the measurements are in agreement with the SM expecta-
tions. Searches for possible deviations from Beyond the Standard Model physics are
performed using an effective field theory approach. Limits are set on the coefficients
of the effective Lagrangian operators which affect the V H production and H → bb̄
decay. Extending the STXS schemewith a cut on pVT = 400GeV, a 70% improvement
on the confidence intervals is extracted from one-dimensional and two-dimensional
fits.

An alternative approach, based on the V H(bb̄) boosted analysis, is presented.
This analysis performs cross-section measurements of the diboson Z Z and WZ
processes. For the first time the Z Z(bb̄) andWZ(bb̄) cross-sections are measured at√
s = 13 TeV, with relative uncertainties varying between 60% and 95%. The results

are consistent with the Standard Model predictions. Further studies on the modelling
of the V Z process are the key ingredients to improve the analysis sensitivity. The
obtained results can be reinterpreted using an effective field theory approach.

The final step of the V H(bb̄) boosted analysis will be the combination with the
V H(bb̄) resolved analysis. The phase space of the two analyses significantly overlaps
and the combination is not straightforward. About 60% of the V H signal events
are reconstructed by both analyses. Several possibilities are available to implement
such a combination and the choice will depend on the expected performance. More
detailed studies on the events reconstructed by both analyses are needed to decide
the combination strategy.

Another important future developments is the investigation using machine learn-
ing techniques as an alternative to the cut-based procedure adopted in the V H(bb̄)
boosted analysis. A possibilitywill be to introduce a boosted decision tree as it is done
at the moment in the resolved analysis. Another chance is to exploit new machine
learning techniques to use in the combination to enhance the analysis sensitivity.

Last but not least, an important aspect to explore in the combined analysis is
the possibility to extend the STXS scheme. Combining the two analyses there is an
increase of statistics and the STXS bins can be split according to the number extra
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jets in the events. The new STXS scheme can be used to investigate on possible
effects from Beyond the Standard Model physics.

The current picture of the Standard Model is far from being complete. Precision
measurements of the V H production and H → bb̄ decay provide an effective way
to search for Beyond the Standard Model physics.



Appendix A
EFT Eigenvector Results in the VH(bb̄)
Resolved Analysis

Another method to extract information on possible BSM physics, tested by the
V H(bb̄) resolved analysis, is based on the use of eigenvectors. The eigenvectors
contain information about the sensitivity of the analysis to various deformation of
the Standard Model. Since there are five STXS bins in the resolved analysis, five
eigenvectors are defined. The definition of the eigenvectors is shown in Table A.1
where they are ordered in terms of experimental sensitivity, the highest for cE0 and
the lowest for cE4. The leading eigenvector cE0 consists almost exclusively of cHq3

which is mostly constrained by the 1D fit. The second eigenvectors cE1 is domi-
nated by cHu but has sizeable contributions from cHd and cHq1. The eigenvector cE2
demonstrates sensitivity to a combination of the branching ratio independent param-
eter IBR and cHW , while cE3 has a limited sensitivity to a combination of cHWB and
cHq1. The analysis has a negligible sensitivity to the fifth eigenvector cE4. The result
of simultaneous fit to the five leading eigenvectors is shown in Table A.2. Using the
fit results the impact of the four leading eigenvectors on the cross-section measure-
ments in each STXS bins has been studied (Fig.A.1). The cE0 and cE1 coefficients
induce bigger deviations from the SM in the higher pVT STXS bins, while cE2 and
cE3 have opposite effects.

Table A.1 Linear combination of the Wilson coefficients used to define the eigenvectors. All the
modifications that alter the branching ratio are observed into an additional independent term (IBR)
which linearly change the branching ratio. All the contributions with a coefficient below 0.2 are
omitted [1]

Eigenvector name Eigenvector definition

cE0 0.98 · cHq3

cE1 0.85 · cHu − 0.39 · cHq1 − 0.27 · cHd

cE2 0.70 · IBR + 0.62 · cHW

cE3 0.74 · cHW B + 0.53 · cHq1 − 0.32 · cHW

cE4 0.65 · cHW − 0.60 · IBR + 0.35 · cHq1
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Table A.2 Expected and observed best-fit values and associated 1σ uncertainties from a simulta-
neous fit of the five leading eigenvectors

Eigenvector Expected Observed

cE0 0.0+0.024
−0.022 0.005+0.023

−0.022

cE1 0.0+0.164
−0.162 0.058+0.163

−0.161

cE2 0.0+0.346
−0.336 −0.10+0.35

−0.34

cE3 0.0+2.07
−2.06 0.696+2.08

−2.05

cE4 0.0+11.3
−11.5 2.3+12.5

−12.6
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Fig. A.1 Impact of the leading four eigenvectors on the STXS cross-section measurements. The
change of the cross-section is indicated at +1σ (solid line) and −1σ (dashed line) limits of the
corresponding coefficient. The value of the coefficients are extracted from a simultaneous fit of all
five eigenvectors [1]
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Appendix B
The Tile Calorimeter Design, Calibration
Methods and the Photomultiplier Stability

This appendix briefly describes the Tile Calorimeter structure, together with the
calibration methods used to monitor the stability and the performance of each part
of the read-out chain. The second part of the appendix is focused on the response
stability of the photomultiplier reading out the Tile Calorimeter.

B.1 The Tile Calorimeter Layout

The Tile Calorimeter is the central section (|η| < 1.7) of the hadronic calorimeter
made up of steel plates, as absorbers, and plastic scintillating tiles, as activematerials.
The calorimeter is subdivided in three regions along the z-axis: a central section
called Long Barrel, and two external sections called Extended Barrel (EB). The
LB covers the region |η| < 1, while the EB covers two regions of 0.8 < |η| < 1.7.
Full azimuthal coverage around the beam axis is achieved with 64 wedge-shaped
modules, each covering �φ = 0.1 radians.

As shown in Fig.B.1, the tiles are perpendicular to the beam axis and the light
produced by the scintillating tiles at particle crossing is collected by wave-length
shiftingfibres. Thefibres deliver the light to the twophotomultipliers (PMTs)1 located
in the outer radius iron structure that also houses the front-end electronics. The PMT
outputs are amplified, shaped and finally digitized by ADCs, and then stored in the
front-end pipeline memory.

TileCal is subdivided in three separate longitudinal sampling layers, called respec-
tively A, BC (just B in the EB) and D. TileCal cells, shown in Fig.B.2, are defined
by grouping the wave-leght shifting fibres from individual tiles on the correspond-
ing PMT. The granularity of each cell is �η × �φ = 0.1 × 0.1 for the A and

1 The photomultiplier is a device which converts light pulses into electron current pulses through a
photo-electron emission and charge amplification.
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Fig. B.1 Illustration of the mechanical assembly and optical read-out of a single TileCal modules
[1]

BC (or B) innermost layers, while the cells of the D layer have a granularity of
�η × �φ = 0.2 × 0.1. Between the LB and the EB there are the E cells which are
only composed of scintillator and exceptionally read out by only one PMT.

B.2 Calibration Methods

To monitor the TileCal response stability a continuous multi-stage calibration pro-
cedure is used. Three calibration systems are used to monitor the stability of each
channel of the read-out chain and to provide the correct calibration. The reconstructed
energy of each channel of TileCal, E [GeV], is expressed in term of the ADC raw
response, A[ADC], as it follows:

E[GeV] = A[ADC] · CADC→pC · CpC→GeV · CCesium · CLaser (B.1)
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Fig. B.3 The signal paths for each of the three calibration systems used by TileCal. The physics
signal is denoted by the solid line, while the path taken by each calibration system is shown with
dashed lines [1]

The conversion factor from pC to GeV, CpC→GeV, was fixed during the test beam
campaigns using particles with known energy that cross the calorimeter. The remain-
ing calibration constants are provided by the three calibration systems, as shown in
Fig.B.3:

• Cesium calibration system: this calibration system is based on a movable radioac-
tive sources which is moving through the calorimeter using a hydraulic system.
The response of all TileCal cells is equalized with a Cesium system by monitoring
the cell and the PMT response to the source emission. This calibration system
provides the CCesium constant.

• Laser calibration system: this calibration system consists of a laser source that
sends light pulses to all the PMTs through an optical system. The laser light pulses
are similar to those produced by ionizing particles. The systems is used to monitor
and to correct the PMT response variations between two Cesium scans. Laser
calibrations are performed twice per week when particles are not colliding in the
LHC. The Laser system provides the laser calibration constant CLaser which is
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calculated for each channel and with respect to a reference run taken just after the
last Cesium scan.

• Charge Injection system (CIS): this system simulates a physical signal in the
channels by injecting a known charge into the ADCs and measuring the electronic
readout response. The system provides a relationship between the injected analog
signal in pC and the electronic response of the read-out channels. A calibration
constant CADC→pC is determined for each TileCal channel. The CIS calibrations
are performed during each machine filling between two consequent physics runs
of LHC.

Additionally, the use of the signal integrators in Minimum Bias (MB) events is
another diagnostic tool developed to cross-check the previous calibration systems.
The minimum bias integration is based on measuring the detector activity induced
by p-p collisions at small transferred momentum. The rate of the MB events is
proportional to the instantaneous luminosity and these particular events can be used
to monitor the calorimeter response variation.

The absolute calibration of the TileCal energy scale is obtained using the Cesium
system. However, since the Cesium scans need a pause in the p-p collisions of at
least six hours, this calibration procedure cannot be performed very often. Therefore,
the Laser system is regularly used between two scans to calibrate the response of
the PMTs and of the electronic readout. Unfortunately, during 2016 a water leakage
was discovered and the Cesium scans were suspended. In absence of the Cesium
calibration, the Laser calibration procedure acquires a leading role in the TileCal
calibration. A description of the Laser calibration system is reported in the following.

To maintain the calorimeter high performance, a continuous calibration of each
cell is required. The stability of the calorimeter response, within 1%, is important for
the jet and missing transverse momentum reconstruction. TileCal reconstructs up to
40% of the energy of the jets with pT > 3 TeV. The mean fraction of the contained
jet energy increases with increasing jet pT from approximately 20–40% between
100 and 3 TeV. To obtain a precise and stable measurement of the energy deposited
in the calorimeter, it is mandatory to precisely monitor any variation of the TileCal
response. If there is a response variation, a correction is applied to restore the correct
value and maintain the stability.

B.2.1 Laser Calibration System

The Laser system is used to monitor and to calibrate the PMT response. The system
was upgraded during the shutdown before the beginning of the Run 2 to improve the
system calibration reliability and to maintain the signal calibration at sub-percent
level accuracy.

A sketch of the Laser II system is shown in Fig.B.4. The path of the laser light
starts in the optics box. The light emitted by laser head is split into two beams by a
beam splitter. A few percent of the reflected light is sent to three photodiodes, while
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Fig. B.4 Sketch of the Laser II System

the main beam is transmitted into a filter wheel. The filter wheel houses different
optical density filters which are used to vary the intensity of the transmitted light.
After the filter wheel another beam splitter is placed. A fraction of the light is sent
to other three photodiodes, while the remaining fraction enters into a light mixer in
order to mix light and to expand the beam. The light at the light mixer exit is then
collected by a bundle of fibres. Four of these fibres are connected to four photodiodes,
while the other fibres, 100 m long, transmit the light to 384 light mixers located in
each TileCal module. The light from each light mixer is then sent to all the PMTs
reading out a TileCal module.

In the Laser calibration system the photodiodes are used to probe the laser beam
stability at different steps of the light transmissions. The stability of the photodiodes
is monitored with a LED whose stability is controlled by a reference photodiode.
The reference photodiode is equiped with a radioactive source that allows to check
independently its own stability.

The laser pulses have a time profile similar to those of light signals generated by
particle crossing in the calorimeter cells. However, the optical path is different in the
two cases and the light transmission stability of the optical path for the laser beam
has to be controlled. A specific algorithm measures the drifts due to the transmission
system only. A detailed description of the algorithm can be found in Ref. [2]. The
algorithm is used to evaluate the Laser calibration constant CLaser which is applied to
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correct for non-uniformities in the response of the PMTs of TileCal. In the following
the PMT response variation measured during the Run 2 and the expected response
variation during the HL-LHC era are presented.

B.3 PMT Response Stability

TileCal is readout by about 10,000 PMTs. The PMTs selected for TileCal are a special
version of the Hamamatsu model R5900. The TileCal PMT version is R7877 char-
acterized by response linearity in a huge interval of incident light intensity and fast
rise time. The Laser system is used to study the PMT response evolution. FigureB.5a
shows the average PMT response variation of themost exposed TileCal cells (A-cells
and E-cells) during the Run 2. The average is evaluated considering all the PMTs
reading out the same cell type. The response is normalised to the calibration run
taken on July 17th 2015, at the beginning of Run 2. The PMT response evolution
is characterized by down-drifts and up-drifts. The down-drifts coincide with the p-p
collision periods while the response recovery occurs during the technical stops of
the LHC machine.

Moreover, the average PMT response can be studied as a function of the integrated
anode charge, as shown in Fig.B.5b. The response is normalised to the calibration
run taken before the beginning of Run 2 (July 17th 2015). The points corresponds
to the average response of the PMTs reading the most exposed cells. The behaviour
of the PMT response changes when large currents are integrated. The average PMT
response is fitted with a double exponential function R(Q), defined as:

R(Q) = p0 · exp(p1 · Q) + p2 · exp(p3 · Q) (B.2)

where Q is the integrated anode charge. The double exponential function R(Q)

describes fairly well both the initial part of the response evolution and the high
value region of the integrated charge. The double exponential function can be used
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to make projections about the expected PMT response loss in the HL-LHC. The
expected integrated luminosity at the end of theHL-LHC is 4000 fb−1, corresponding
to 600C of integrated anode charge for the PMTs looking to the light output of the
most exposed cells. The expected response loss of thePMTs reading themost exposed
cells is more than 25%. These PMTs represent 8% of total 10,000 TileCal PMTs and
they will be replaced by a newer version but with same geometry. The new PMT
version is model R11187 which have been tested in the Pisa-INFN laboratory.

B.3.1 PMT Ageing

A local test bench to evaluate the effect of the charge integration of the PMTs is
operating at Pisa-INFN laboratory. Theoptical systemused in the laboratory is similar
to the one used in TileCal for the Laser calibration. In the laboratory, the anode charge
integration is done with a pulsing green LED, while the PMT response is measured
with the laser. The current (R7877) and the new (R11187) PMTmodel were tested in
the laboratory. The tested R7877 PMTs were dismounted from the TileCal detector
in February 2017 and were reading different cell types having integrated 1 to 5C
since the beginning of the LHC operating period. Figure B.6 shows the average PMT
response as a function of the integrated anode charge for the two PMT models. The
blue points represent the average response of 7 PMTs model R7877, while the red
triangular points represent the average response of 4 PMTsmodel R11187. The PMT
response is normalised to the first day of observation. The average PMT response
of the two PMT groups is fitted with the double exponential function (Eq.B.2). The
new PMT model has a smaller down-drift with respect to the old PMT version.
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In conclusion, calibration data and test bench data provide consistent results show-
ing that the PMTs are affected by a degradation of their response. The response
degradation depends on the amount of integrated anode charge. Moreover the cal-
ibration data provide useful information to predict the PMT behaviours during the
HL-LHC period. To prevent large response losses of PMTs reading the most exposed
cells, 8% of the total TileCal PMTs will be replaced with a new generation PMTs
with improved performance.
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Appendix C
Efficiency Studies in the Event Selection

In this appendix, all the efficiency studies in the 0-lepton channel are described in
more details. The impact of each cut applied in the event selection is shown.

C.1 Efficiency Studies in 0-Lepton Channel

The impact of a single cut applied in the event selection is studied calculating the
efficiency defined as the number of events that pass that specific cut to the number
of events that pass the previous cut. Figure C.1 shows the efficiency of all the cuts,
except for the b-tagging requests, applied in event selection in the 0-lepton channel
as a function of the truth pVT . The efficiency of the b-tagging algorithm is already
described in Sect. 5.2.2.

Figure C.1a shows the efficiency of the Emiss
T cut evaluated as the ratio of the

number of events passing the trigger and Emiss
T cut over the number of events passing

the trigger cut. The trend of Emiss
T cut is characterized by a sharp turn on at around

truth pVT ∼ 250 GeV and then at pVT ∼ 400 GeV the Emiss
T cut reaches a plateau and

it is fully efficient.
Figure C.1b shows the efficiency of the large-R jet cut calculated as the ratio of

the number of events passing the trigger, Emiss
T and large-R jet cuts over the number

of events passing only the trigger and Emiss
T cuts. The plots as a minimum at truth

pVT ∼ 250 GeVwhich is probably connected to the cut on the pT of the large-R jet.
Figure C.1c shows the efficiency of the anti-QCD cut evaluated as the ratio of the

number of the events passing the trigger, Emiss
T , large-R jet and anti-QCD cuts over

the number of events passing the trigger, Emiss
T and large-R jet cuts. The anti-QCD

cut has a flat trend and it discards about 8% of the events.
Figure C.1d shows the efficiency of the VR track-jets cut evaluated as the ratio

of the number of events passing the trigger, Emiss
T , large-R jet, anti-QCD and VR

track-jets cuts over the number of events passing the trigger, Emiss
T , large-R jet and
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Fig. C.1 Efficiency breakdown in 0-lepton channel. a Events that pass the Emiss
T cut (Emiss

T > 250
GeV) divided by the events that pass the trigger cut. b Events have at least one large-R jet, that pass
the Emiss

T and trigger cuts divided by the events that pass the trigger and Emiss
T cuts. c Events that

pass the trigger, Emiss
T , large-R jet and anti-QCD cuts divided by the events that pass trigger, Emiss

T
and large-R jet cuts. d Events that pass the trigger, Emiss

T , large-R jet, anti-QCD and VR track-jets
cuts divided by the events that pass trigger, Emiss

T , large-R jet and anti-QCD cuts. e Events that
pass the trigger, Emiss

T , large-R jet, anti-QCD, VR track-jets and VR overlap removal cuts divided
by the events that pass the trigger, Emiss

T , large-R jet, anti-QCD and VR track-jets cuts. f Events
that pass the trigger, Emiss

T , large-R jet, anti-QCD, VR track-jets, VR overlap removal and mJ cuts
divided by events that pass the trigger, Emiss

T , large-R jet, anti-QCD, VR track-jets and VR overlap
removal cuts

anti-QCD cuts. As expected the efficiency of the number of VR track-jets tends to
increase in the high energy region from 70 to 90% since at high energy more jets are
produced.

Figure C.1e shows the efficiency of the VR overlap removal cut calculated as the
number of events passing the trigger, Emiss

T , large-R jet anti-QCD, VR track-jets and
VR overlap removal cuts over the number of events passing the trigger, Emiss

T , large-
R jet anti-QCD and VR track-jets cuts. The efficiency of the VR overlap removal
procedure decreases at high energy because the VR track-jets start to merge so more
events are discarded.

Figure C.1f shows the efficiency of themJ cut calculated as the number of events
passing the trigger, Emiss

T , large-R jet, anti-QCD, VR track-jets, VR overlap removal
and mJ cuts over the number of events passing the trigger, Emiss

T , large-R jet, anti-
QCD, VR track-jets and VR overlap removal cuts. The plot has a flat trend in full
range and the efficiency is 90%.
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Pull Plots

The pull plots shown in this appendix are obtained from the unconditional fit of the
three lepton channels to Asimov dataset (red dots) and to actual dataset (black dots).
Figure D.1 shows the pull plots of the NPs associated to the modelling uncertainties
of background (Z+ jets, W+ jets, diboson, QCD) processes and signal process.

Figure D.1a and b show the pull plots for the Z+ jets and W+ modelling uncer-
tainties. The norm_Zbb and norm_Wbb NPs are the floating normalisation fac-
tors for Z+HF and W+HP events, respectively. The best-fit floating normalization
factor for Z+HF (W+HF) events is 1.32 (1.12), as reported in Table 8.2. The fit
tends to increase the number of Z+HF (W+HF) events. The R_HPLP, R_Ptv,
R_SRCR NPs describe the acceptance uncertainties between the HP and LP SR,
between the medium and high pVT region and, between the SR and CR, respec-
tively. The R_SRCR_CR_Zhf and R_SRCR_CR_Whf NPs are pulled up, while the
R_HPLP_SR_J0_Whf, R_Ptv0L_400_Whf and R_Ptv1L_400_Whf NP are
pulled down. The pulls of the NP without any constraints can occur because the fit
tends to adjust the MC prediction to the observed data. The remaining NPs in the
plots describes the shape uncertainties (ZmJShape, WmJShape), the normalisation
uncertainty of the Z → bb̄ and W → bb̄ events and minor background processes
(i.e.ZbbNorm_L0,ZclNorm,ZlNorm), and the flavour composition uncertainties
(i.e. ZbcZbbRatio, ZblZbbRatio, ZccZbbRatio).

Figure D.1c, d and e show the pull plots of the diboson, QCD and signal V H
modelling uncertainties. The plots do not show any suspicious behaviour.

Figure D.2 shows the pull plots of the detector-related nuisance parameters
obtained from the unconditional fit in all the three lepton channels to the Asimov
dataset and actual dataset. Figure D.2a shows the NPs related to the small-R jets
uncertainties which are expected to have a small impact because the small-R jets are
used only in the categorization of the events in the HP and LP SRs, to evaluate the
Emiss
T and for the MJ estimate.
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Fig. D.1 Monte Carlo modelling-related and QCD multi-jet nuisance parameter pulls, constraints
and post-fit normalisation scale factors for the freely floating parameters, obtained from the uncon-
ditional fit in all three lepton channels to the Asimov- (red) and the actual dataset (black)

Figure D.2b shows the NPs associated to the lepton uncertainties. The
EG_RESOLUTION_ALL and EG_SCALE_ALLNPs are related the electron energy
resolution and scale uncertainties, while the EL_ and MUON_ NPs include the
electron and muon uncertainties on the identification, reconstruction and isolation
efficiency, respectively. Figure D.2c and d show the NPs related to the Emiss

T and
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Fig. D.2 Detector-related nuisance parameter pulls and constraints, obtained from the uncondi-
tional fit in all three lepton channels to the Asimov- (red) and the actual dataset (black)

luminosity uncertainties, respectively. There is no unexpected behaviour for these
uncertainties.
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