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Abstract. In [1], Adams et al. chart a roadmap toward the grand AI vision, with
human-level (or greater) intelligence as destination. To that end, in this and a
companion paper [2], I take one of the next steps they outline, to “refine the list
of specific competency areas” in human cognition. It is argued that we should
move toward a comprehensive list of all required abilities to make clearer what
is known, unknown, and what the next steps should be, such as resolving how
abilities piece together into the larger-scale puzzle of general intelligence. This
paper concentrates roughly on the first half of cognitive processing, from initial
input to knowledge construction and memory storage (including, for example,
emotion, perception, attention, memory, and knowledge construction processes,
such as reasoning, imagination, and simulation); with the second paper on the
action-based second half that uses the knowledge for constructive outcomes.
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1 Introduction

Even with the ultimate goal of understanding general intelligence in its purest form, that
is, even beyond what humans achieve and how they achieve it, the human mind/brain
cannot be avoided, as it is the best example of – and in fact the only existence proof for –
our level of ability. It is undeniably state of the art. Any field interested in intelligence,
therefore, shouldwish to characterize it (a) to obtain insight into how general intelligence
can be achieved, whether as a sufficient solution (how can be) or as a necessary one
(how must be – at least, potentially, in some aspects); and, minimally, (b) to compare
alternative developments to it, to assess their distance. Thus, it makes sense to have
detailed, comprehensive information about human general intelligence as a roadmap
toward artificial general intelligence (AGI) [1, 3].

Following the AGI narrow versus general distinction, with narrow enabling domain-
specific capacity, general ability in psychology is typically captured in the concepts
of intelligence overall or in higher-level cognition. But regardless, even highest-level
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cognition requires and builds from basic cognitive abilities that span from perception
to action (especially given the tight coupling of processes and systems throughout the
human mind/brain). Therefore, as realized in [1, 3], the AGI path forward requires
consideration of the entire core set of abilities for human cognition in general (with
an eye toward its necessity for higher cognition and general intelligence). To this end,
then, the AGI RoadmapWorkshop provided an initial list of human cognitive abilities or
‘competencies’ [1, 3]. Although the list provided is excellent, which I build from here,
as they said, it was nonetheless considered intuitive and necessarily lacking, given their
sense that a complete list may be “beyond the scope of current science”.

Contrary to this view, however, I believe there is enough evidence from psychology,
neuroscience, and related fields (e.g., AI, machine learning) to attempt to move toward
a comprehensive list. And even as [3] rightly points out that different people may all
generate different lists, I yet believe it serves the community best to share such attempts
at comprehensive lists, to provide a richer set of possibilities for AGI researchers to
consider, as well as help lead to a convergent one [4]. Moreover, once listed explicitly,
it becomes easier to identify larger patterns or expose omissions, leading either way to
more efficient advancement. In fact, included in [1]’s list of next steps is to “refine the
list of specific competency areas”, which I attempt here.

I do so in a set of eight tables: four in the current paper, from initial input and system
activation to knowledge construction; and then in the companion paper [2], four more,
covering knowledge using. The papers may also be seen as roughly divided with respect
to human neocortex: i.e., sensory-perceptual processing to knowledge construction and
maintenance in posterior cortex, and more active thinking and action regions of frontal
cortex (with areas like posterior parietal cortex transitional).

Together, the eight tables form a comprehensive list of human cognitive abilities (or
competencies), and thereby general intelligence. It results from numerous references
that cannot all be cited, with special emphasis on collating the most well-established
processes from leading textbooks in the relevant fields: especially psychology (multiple
subfields), cognitive neuroscience, AI, and machine learning (e.g., [5–13]).

Finally, we might ask whether such a compendium already exists. Textbooks in par-
ticular generally do this, yet they typically take some specialized perspective, remaining
therefore incomplete. As well, psychology and neuroscience have generally been loath
to consider a comprehensive, more global perspective (as being potentially too daunting
and premature), leaving the task to those requiring it, such as metacognitive researchers
(who must ask, e.g., what systems in the brain are being monitored and controlled),
roboticists, and those ambitious enough to accept the grand AI (now AGI) challenge.

2 Necessary Abilities for Human Cognition

The topics across the two papers are organized following a rough input-to-output struc-
ture, with higher level descriptors for general orientation (I-XII), and numbering of main
abilities (1–29). Under each ability I list key specifics, such as types, component pro-
cesses, and other characteristics. Obvious and apparent cases of overlap indeed exist and
are inevitable since I err on the side of explicitness, especially in cases where researchers
have carved out an active niche, including the study of comparable topics under different
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more general ones (e.g., generalization and discrimination, required most everywhere).
Listed together they should help clarify where further work is especially needed, to
help establish the most fundamental abilities, better resolve their edges, and determine
how best to assemble them. Finally, only brief comments can be made, with the hope
that most items in the tables are self-evident enough, and/or can otherwise be readily
found in multiple sources like the ones cited. We begin then with perhaps a first set of
counterintuitive necessary processes, listed in Table 1.

This first table may appear an odd start, but it is becoming clearer how fundamentally
integrated the humanmind/brain is and how even the highest levels of cognitive process-
ing are affected by the lowest (e.g., arousal functions) [14–21] – quite simply, we need
to care, and we seem to need to feel it, to truly understand something, discussed more
below [10, 22]. We should note that predominantly, though not always, neurochemistry
(as neurotransmitters, neuromodulators, or hormones: e.g., acetylcholine, dopamine,
endorphins, androgens) plays a fundamental role (in items 1–4) [18]. For arousal, more
than just trivially (e.g., must turn on power to use), its subfunctions infuse neural systems
with ease of processing and effort, influencing capacity, processing speed, thinking delib-
erativeness, motivation, valuation, etc. Consider, for example, how caffeine influences
thinking ability (blocking adenosine receptors, thereby enhancing dopamine’s arousal
and concentration effects) [23]. For ‘4. EMFF’, specific definitions change with author,
but all concepts are fundamental and require some operational definition, with these
common [10, 22]. Together they arise from an intricately coupled set of stacked sys-
tems, gradient like, distinguished significantly by the brain subregions (e.g., brainstem,
midbrain, hypothalamus, limbic, and higher cortical regions) and neurochemistry, aris-
ing from typically lower regions (e.g., midbrain, hypothalamus & pituitary) and infused
into mid and higher ones (especially limbic regions, such as the ventral striatum of basal
ganglia and deeper prefrontal areas) or as hormones directly into the bloodstream [10,
18]. These details provide a sense of the rich relationships of lowest to highest level pro-
cesses, becoming more appreciated, though not fully yet. Only then, when the system
has cause to, once it cares, it perceives and attends (Table 2).

Perception is often divided into early, middle, and late processes or stages, and in
any case, from low to high, with the latter seamlessly transitioning to more centralized
cognitive or thinking processes. Indeed, perception itself involves integrated attentional
andmore centralized processes (such as memory access), with machine learning, neural-
networkmodeling, and cognitive neuroscience helping to better appreciate this and flesh-
out details (e.g., [10]). For internal modalities, body signals lead to perception of state,
sensations, emotion, feeling (thus overlapping with caring processes). For attention, two
general systems are recognized as listed [10, 24–26]. From perception and attention,
then, we come to knowing: memory and knowledge (Table 3).

For memory, I have listed the well-established types as in [1, 3], as well as main
general processes [5, 10, 27]; then for stored knowledge, detailed descriptions of its
key concepts, characteristics, and processes. Under General 1 are popular general mod-
els in psychology, most clearly for categories, but also beyond this [5, 6, 10, 28, 29];
General 2 lists basic organizational structures [6, 30]; and General 3 the main types
of content elements actively recognized and studied [6, 31–33]. Content domains have
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Table 1. Necessary abilities for human cognition: the need to care.

(continued)
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Table 1. (continued)

received considerable attention in multiple fields, including comparative and develop-
mental psychology, with substantial evidence for them as actual organizing ontologies
for knowledge and memory – even potentially as innate priors [7, 21, 34–37].Manage-
ment processes are a representative list of necessary and important data management
processes in the human mind/brain (also being a good example of the current and per-
haps necessary overlap with other main processes listed in the tables). Table 4, then,
addresses how this knowledge is constructed.

Knowledge creation includes main processes actively studied both with respect to
mind and brain, but also in machine learning (where work highlights the significance of
the specific processes, and provides more critical details) [5–7, 11–13]. Generalization
and discrimination are separated from abstraction and reduction, with the former two as
potentially more lower-level and generic, and the latter two focusedmore on hierarchical
relationships and levels of analysis [6, 21, 38]. Symbolic processing is widely recognized
as a hallmark of human cognition – aswe continue to appreciate its power beyond specific
domains such as language. Of course, symbolic-level models have appreciated it; but
as subsymbolic approaches accelerate, their interface to the symbolic becomes even
more critical (with layered architectures and techniques such as vector quantization –
essentially labeling vectors – promising approaches [13, 39]).Reasoning highly depends
on one’s operational definition of it, since if broad enough, could subsume most all
the more central information processes. However, in psychology, for instance, it has
come to represent more obvious cases of (typically) sequential logical construction and
inference (e.g., transitivity: if A= B, B= C, A= ?). Even then, there are many types of
reasoning, as shown [6]. Modeling is listed separately, with ‘mental models’ a defined
area of psychological research, as well as more directly contacting related work such
as in machine learning (e.g., system identification) and social processing (e.g., mind
reading) [6, 9, 12, 13].
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Table 2. Necessary abilities for human cognition: perceiving and attending.

Although potentially overlapping with others, and in any case necessary for many,
as in [1, 2], generative construction is emphasized to catalog the mechanisms for active
knowledge creation – with the most quintessentially human being recursion [1, 3, 6,
12, 13, 38, 40]. Imagination and creative thinking are also listed, with active research
areas such as creative cognition, and the greater appreciation of being fundamentally
critical for such things as building problem representations in the first place, and not only
discovering but creating novel problem solutions [5, 14, 15, 31, 32, 41]. And simulation
is highlighted as a fundamental means by which humans think about, plan, and imagine
the world [6, 10].

Finally, knowledge construction is a dynamic and highly interactive set of processes
also influenced by the act of using the knowledge – processes taken up in Part 2 [2].
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Table 3. Necessary abilities for human cognition: memory and knowledge.
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Table 4. Necessary abilities for human cognition: knowledge construction.

(continued)
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Table 4. (continued)

3 Are All Necessary for Intelligence and More Than Obviously so?

For humans the answer appears a resounding, ‘yes’. Not that all are necessary in all
or most cases; but it is proposed that in some form, full human capability requires
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them, with broader and tighter integration than typically expected. For example, ‘why’
and ‘how’ human cognition is carried out is continuously influenced by the “I. Care”
processes: e.g., mood and arousal state influencing which level and type of processing
conducted, such as heuristic versus more deliberative reasoning and problem-solving
processes [10, 14, 22, 29]. One way to imagine this are days (such as weekends) when
one’s own work looks ‘Greek’ and difficult to decipher; when a regular trip (such as
to office) feels particularly far or near; the ambition of mornings versus late evenings;
or after a strong cup of coffee. Moreover, perception requires memory and knowledge
interpretation, in turn influenced by the problems to solve, actions to take, and so on;
thus, naturally spanning all main components of intelligence. One may, nonetheless,
question the necessity of some for artificial systems – e.g., why do they need to care if
their algorithms reflect our interests? [2] returns to this once the entire list is complete.

4 Conclusion

The current set of cognitive abilities – caring, perceiving, attending, knowledge, and
knowledge creation – already shines light on remarkable abilities of humans, including
and perhaps especially to recognize and identify where meaning actually lies: beneath
the apparent, perceptual surface. And not only to envision this otherwise hidden world
in the mind’s eye, but, together with the abilities in Part 2, create our own versions in the
shared, external world – thereby testing out and ultimately thriving by our knowledge,
inferences, flights of imagination.
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