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Introduction

As General and Program Chairs we would like to welcome you to the proceedings of
ISoLA 2022, the 11th International Symposium on Leveraging Applications of Formal
Methods, Verification and Validation held in Rhodes (Greece) during October 22–30,
2022, and endorsed by EASST, the European Association of Software Science and
Technology.

Returning to the traditional in-person event, ISoLA 2022 provided a forum for
developers, users, and researchers to discuss issues related to the adoption and use of
rigorous tools and methods for the specification, analysis, verification, certification,
construction, testing, and maintenance of systems from the point of view of their
different application domains. Thus, since 2004 the ISoLA series of events has served
the purpose of bridging the gap between designers and developers of rigorous tools
on one side, and users in engineering and in other disciplines on the other side.
It fosters and exploits synergetic relationships among scientists, engineers, software
developers, decision makers, and other critical thinkers in companies and organizations.
By providing a specific, dialogue-oriented venue for the discussion of common
problems, requirements, algorithms, methodologies, and practices, ISoLA aims in
particular at supporting researchers in their quest to improve the practicality, reliability,
flexibility, and efficiency of tools for building systems, and users in their search for
adequate solutions to their problems.

The program of ISoLA 2022 consisted of a collection of special tracks devoted to
the following hot and emerging topics:

1. Rigorous Engineering of Collective Adaptive Systems
(Organizers: Rocco De Nicola, Stefan Jähnichen, Martin Wirsing)

2. Programming: What is Next?
(Organizers: Klaus Havelund, Bernhard Steffen)

3. X-by-Construction meets Runtime Verification
(Organizers: Maurice H. ter Beek, Loek Cleophas, Martin Leucker, Ina Schaefer)

4. Automated Software Re-Engineering
(Organizers: Serge Demeyer, Reiner Hähnle, Heiko Mantel)

5. Digital Twin Engineering
(Organizers: John Fitzgerald, Peter Gorm Larsen, Tiziana Margaria, Jim
Woodcock, Claudio Gomes)

6. SpecifyThis - Bridging gaps between program specification paradigms
(Organizers: Wolfgang Ahrendt, Marieke Huisman, Mattias Ulbrich, Paula
Herber)

7. Verification and Validation of Concurrent and Distributed Heterogeneous Systems
(Organizers: Marieke Huisman, Cristina Seceleanu)

8. Formal Methods Meet Machine Learning
(Organizers: Kim Larsen, Axel Legay, Bernhard Steffen, Marielle Stoelinga)

9. Formal methods for DIStributed COmputing in future RAILway systems
(Organizers: Alessandro Fantechi, Stefania Gnesi, Anne Haxthausen)
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10. Automated Verification of Embedded Control Software
(Organizers: Dilian Gurov, Paula Herber, Ina Schaefer)

11. Digital Thread in Smart Manufacturing
(Organizers: Tiziana Margaria, Dirk Pesch, Alan McGibney)

It also included the following the embedded or co-located events:

• Doctoral Symposium and Poster Session (Sven Jörges, Salim Saay, Steven Smyth)
• Industrial Day (Axel Hessenkämper, Falk Howar, Hardi Hungar, Andreas Rausch)
• DIME Days 2022 (Tiziana Margaria, Bernhard Steffen)

Altogether, the proceedings of ISoLA 2022 comprises contributions collected in four
volumes:

• Part 1: Verification Principles
• Part 2: Software Engineering
• Part 3: Adaptation and Learning
• Part 4: Practice

We thank the track organizers, the members of the program committee, and their
reviewers for their effort in selecting the papers to be presented, the local Organization
Chair, Petros Stratis, and the EasyConferences team for their continuous precious
support during the entire period preceding the events, and the Springer for being, as
usual, a very reliable partner for the proceedings production. Finally, we are grateful to
Christos Therapontos for his continuous support for the Web site and the program, and
to Steve Bosselmann for his help with the editorial system EquinOCS.

Special thanks are due to the following organizations for their endorsement: EASST
(European Association of Software Science and Technology) and Lero - The Irish
Software Research Centre, along with our own institutions - TU Dortmund and the
University of Limerick.

We wish you, as an ISoLA participant, lively scientific discussions at this edition,
and also later, when reading the proceedings, valuable new insights that contribute to
your research and its uptake.

October 2022 Bernhard Steffen
Tiziana Margaria
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Engineering of Digital Twins
for Cyber-Physical Systems

John Fitzgerald1, Peter Gorm Larsen2(B), Tiziana Margaria3,
Jim Woodcock2,4, and Cláudio Gomes2

1 School of Computing, Newcastle University, Newcastle upon Tyne, UK
John.Fitzgerald@ncl.ac.uk

2 DIGIT, Department of Electrical and Computer Engineering,
Aarhus University, Aarhus, Denmark
{pgl,claudio.gomes}@ece.au.dk

3 University of Limerick and Confirm, Limerick, Ireland
Tiziana.Margaria@ul.ie

4 Department of Computer Science, University of York, York, UK
jim.woodcock@york.ac.uk

Abstract. Technologicaladvances in sensing, communications, and data
analytics make it possible to construct virtual replicas of Cyber-Physical
Systems (CPSs). Such replicas are known as digital twins. They can
either make decisions on system updates during operation or provide
input to decision-makers for system evolution. This short paper intro-
duces the ISoLA 2022 series of papers on the technology and practice in
engineering dependable digital twins for CPSs. The focus is on the rela-
tionship between model-based design, machine learning, digital twins and
CPSs from different application domains.

1 Introduction

Ensuring the dependability of Cyber-Physical Systems (CPSs) poses challenges
for model-based engineering. These stem from the semantic heterogeneity of
the models of computational, physical, and human processes, and the range of
stakeholders involved. Delivering such dependability requires the coordinated use
of multi-disciplinary models. These include models developed during design and
models derived from data gathered during system operation. These models form
the basis of a learning digital twin, able to inform or conduct decision-making
both in redesign and in operation.

There is extensive and diverse literature on digital twins and it is growing
fast [7]. In 2018 digital twin technology was at the top of the hype cycle from the
Gartner group1 and in 2019 it was identified as one of the 10 strategically most
important technologies, because of the many potential benefits of establishing
digital twins2. In 2022 the Gartner group estimate that the market for digital
twins is growing significantly3:
1 See https://tinyurl.com/yc86c53v.
2 See https://tinyurl.com/y5wkfewe.
3 See www.gartner.com/en/documents/4011590.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 3–8, 2022.
https://doi.org/10.1007/978-3-031-19762-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-19762-8_1&domain=pdf
https://tinyurl.com/yc86c53v
https://tinyurl.com/y5wkfewe
www.gartner.com/en/documents/4011590
https://doi.org/10.1007/978-3-031-19762-8_1
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The digital twin market will cross the chasm in 2026 to reach $183 billion
in revenue by 2031, with composite digital twins presenting the largest
opportunity. Product leaders must build ecosystems and libraries of pre-
built function and vertical market templates to drive competitiveness.

The benefits claimed for digital twins include the ability to:

1. Reduce time to market;
2. Establish preventive maintenance possibilities;
3. Enable additional services for the users;
4. Visualise the physical twin;
5. Enable fault detection and possibly fault diagnosis;
6. Increase autonomy; and
7. Provide decision support capabilities.

Although there is great potential in digital twins, the technology poses many
open research questions for both researchers and practitioners. For example, the
inclusion of humans in the loop and the need for dependability so that decisions
based on twins are sound. The foundations, processes, techniques, and tools for
engineering digital twins have not so far been the subject of large-scale and
systematic study. Important research questions for such a study must include:

– What foundations are needed for a dependable digital twin of a CPS?
– What are the key concepts to be captured in understanding the requirements

for a digital twin?
– Where are the limits for a digital twin? When is it ‘good enough’?
– What value can be expected from a digital twin and when it is worthwhile

constructing one?

Although much research has been focussed on digital twins for mainly phys-
ical systems, the increasingly cyber-physical character of systems on which peo-
ple, businesses and societies rely comes into play here also. The dependable
operation of a CPS requires the ability to address the consequences of evolving
system components. It also requires the ability to explore and identify optimal
changes that do not unduly compromise overall dependability. This combination
of prediction and response, alongside support for informed decision-making and
redesign by humans, requires both the data derived from operations and the
models developed in design. Tackling the challenges of CPS design thus requires
a marriage of both descriptive multi-models developed in a design process and
inductive models derived from data acquired during operation. This combina-
tion of models, cutting across formalisms as well as across design and operation,
has the potential to form a learning digital twin for a CPS, enabling off-line and
online decision-making. However, it also makes it imperative that a discipline of
Digital Twin Engineering for dependable CPSs should be encouraged to emerge.

The goal of the track on the Engineering of Digital Twins for CPSs at ISoLA
2022 is to discuss the well-founded engineering of digital twins for dependability
with autonomy. To make the benefits listed above a reality, there are important
challenges to overcome. These include:
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– The creation of a common basis for discourse in this multidisciplinary field;
– The creation of a design methodology to cope with the uncertainties that

arise when computational process interact with the physical environment;
– Patterns for CPS architecture;
– Multi-model and operational verification and validation.

The papers selected for this track address some of these issues from the
perspective of formal and model-based approaches. They exploit advances in
modelling and verification to address the dependability of digital twins for CPSs.
The 11 papers in this track fall into two broad categories. The first is where the
focus is on different technological solutions and approaches for elements of the
engineering of digital twins in a generic setting (typically, simple use-cases). The
second category is where the focus is on the application domain. In all cases,
there are safety-critical and/or security-critical aspects.

2 Contributions

The handling of requirements for digital twins is crucial for the success of the
value they bring to the system operators. Yue et al. provide a comprehensive
discussion of the context and realities of digital twin engineering [13]. Their paper
focuses on how requirements engineering affects digital twins. They outline the
subject, identify research questions, and provide many pointers to the patchy
literature. They consider the evolution and uncertainties of digital twins from a
requirements perspective.

Dai et al. [3] suggest using a digital twin for improving the timing analysis of
complex real-time embedded systems compared with the traditional worst-case
execution time approach. That is a novel use of digital twins but their framework
may be more widely applicable. Their target is to improve the performance and
resilience of multi-core embedded systems. They describe a method for analysing
the temporal properties of digital twins. It is a challenge to construct models
with suitable fidelity and abstraction that captures the properties of a real-time
embedded system. Dai et al. address the challenge with their approach that
decides if the model should be manually updated or not.

When a CPS is deployed it may have an initial plan for its optimal behaviour.
More often, a new plan must be created for the initial operational conditions.
Eisenberg et al. [4] introduce a reactive planning framework in a digital twin
context applied to a simple case of a stack load-balancing system. As the cal-
culation of re-planning takes time, the main issue here is how the system reacts
with the re-planning time. Eisenberg et al. propose two re-planning strategies:
idle-mode and on-the-fly-mode. Idle mode stops the system immediately and
uses the current state of the runtime model to do the planning. On-the-fly-mode
does not stop the system but runs a simulation. This requires the simulation to
be fast enough. The simulation is used to predict the future states of the system,
which are then used for planning.

Kamburjan et al. [8] consider how to support reconfiguration of a CPS in a
digital twin context. They illustrate this with a language called SMOL (Semantic
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Micro Object Language) focusing on structural changes. It does not currently
work on real digital twins. Instead, it uses an abstraction based on asset models
that are queried to detect allowed structural changes. It uses detected discrep-
ancies to reconfigure the digital twin using an event handler. Kamburjan et
al. propose a technology based on a simple motivating example of temperature
control in a building.

Bogomolov et al. [1] present a novel simulation-based reachability method for
black-box systems in the context of digital twins and FMI (Functional Markup
Interface) models. Their approach uses robust convex optimisation and a method
based on an extreme value theorem to approximate Lipschitz constants. They
use these to compute the set of reachable states. They apply results on robust
complex optimisation to determine the number of samples required to guarantee
a given probabilistic confidence for the computed set. They evaluate randomly
sampled linear systems to assess the accuracy of the approximate Lipschitz con-
stants. They compare the computed sets to those from an existing model-based
reachability tool. They also evaluate the computed sets for an example non-linear
system.

If one dares to take the human operator out of the loop, then digital twins
can help enable autonomy. Wright et al. [12] consider how to formally verify
interesting properties of a digital twin in a safety-critical setting. Their case
study is a simple incubator where the variation of the environment is limited [5].
Wright et al. propose a new method for the evaluation of discrepancies between
digital and physical twins for continuous systems. They explore self-adaptation
based on simulation runs to find new configuration parameters that fit the phys-
ical twin. Their techniques are based on STL (Signal Temporal Logic) property
verification. They compute the envelope of potential behaviours for the system
and check that the property is always satisfied.

As well as safety, security aspects are important for digital twins. Commu-
nication channels between a physical and a digital twin open up new attack
vectors. Kulik et al. [9] systematically analyse different attacks and mitigations
that counter them. A novel contribution here is a supporting notation for describ-
ing security properties of digital twins. This paper also using the incubator as a
case study.

Four of the contributed papers examine the potential and the challenges of
machine learning, model-based, and formal techniques in realising the poten-
tial of digital twins in specific industry sectors: healthcare, rail transportation,
autonomous ships, and energy grids.

Buhagiar et al.’s contribution is from the healthcare sector [2]. Their work
concerns transplanting organs between humans. The organ donor and its recip-
ient may not be co-located, so it may be necessary to transport the organ from
one place to another. Buhagiar et al. present a vision of how a digital twin can
improve the current approach of ensuring the preservation and healthiness of
the organs during transport. The heterogeneous models used in their approach
are interdisciplinary. The uncertainties in the behaviour of organs from different
people may make it impossible to use digital twins.
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Transportation using ships has some extra challenges from the environment
because of the uncertainties at sea with different weather conditions. Wang et al.
[11] propose an adaptive, data-driven predictor for ship movements. Their app-
roach copes with the ocean environment: wind, waves, and currents. They vali-
date their approach using co-simulation and a Gaussian process predictor. This
adaptive predictor provides future velocity forecasts with confidence intervals
using an anomaly detector. Ship operations are co-simulated under dynamic
environments to supply credible manoeuvring data. Some experimental results
attest to the effectiveness of the proposed predictor.

Finally, Liu et al. [10] consider the use of digital twins in relation to energy
grids, where uncertainties come from consumers. They present a new app-
roach: Robust Adaptive Back-stepping Control, which secures vulnerable power-
electronic equipment. The major advantage of the controller is a smooth tran-
sient response and accurate tracking abilities, which is superior to classical con-
trol methods. They demonstrate their approach on a power-system digital twin
using a real-time digital simulator.

3 Concluding Remarks

The contributions in this track show that realising the considerable potential
benefits of digital twins for CPSs presents many challenges and opportunities for
research and innovation. It is not a matter of using heterogeneous design models
and streaming data from a physical twin to identify discrepancies. The papers
presented in this track tackle safety and security aspects. But many other factors
have a significant impact on the interaction between the physical and digital
twins. These must be considered before a digital twin’s predictive functionality
is sufficiently dependable. We look forward to the results of interdisciplinary
research over the next decade, as digital twin technology delivers its promise in
different application domains. We will learn lessons to include in a book about
engineering digital twins currently in production [6].
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Abstract. Digital twins (DTs) are promising to revolutionize the way
future Cyber-Physical Systems (CPSs) – which are becoming increas-
ingly complex every day– will be developed and operated. To deal with
such increasing complexity and to enable CPSs to handle uncertain and
unknown situations, DTs provide a viable solution, although they are
themselves complicated to build. Thus, a fundamental question is how to
engineer DTs for CPSs that are secure and trustworthy. When developing
a DT, the first step is the engineering of its requirements to ensure that
we are building a correct DT. In this paper, we present our ideas and a
research agenda on how requirements engineering of various types of DTs
for CPSs should be performed. We present research challenges that need
to be addressed, open research questions, and discuss possible solutions.

Keywords: Cyber-physical systems · Digital twins · Requirements
engineering

1 Introduction

Digital twins (DT) aim to transform, in a cost-effective and trustworthy manner,
the way we currently develop and operate Cyber-Physical Systems (CPS) [4,18].
Many challenges exist to develop functionally correct DT that also ensure extra-
functional requirements such as security. The challenges include: how to support
the entire lifecycle of its corresponding long-lived CPS, how to interact with the
CPS without disturbing its normal operation, and how to be secure at all time.

When developing a DT for a CPS, the first stage is to systematically collect,
specify, and validate and verify (V&V) requirements of the DT, as both systems
are complex. Given that the DT for a CPS can be built at any stage of the CPS

T. Yue and S. Ali are supported by the Co-tester (No. 314544) and WTT4Oslo (No.
309175) projects funded by the Research Council of Norway. P. Arcaini and F. Ishikawa
are supported by MIRAI Engineerable AI Project (No. JPMJMI20B8), JST; and
ERATO HASUO Metamathematics for Systems Design Project (No. JPMJER1603),
JST, Funding Reference number: 10.13039/501100009024.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 9–21, 2022.
https://doi.org/10.1007/978-3-031-19762-8_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-19762-8_2&domain=pdf
http://orcid.org/0000-0003-3262-5577
http://orcid.org/0000-0002-9979-3519
http://orcid.org/0000-0002-6253-4062
http://orcid.org/0000-0001-7725-2618
https://doi.org/10.1007/978-3-031-19762-8_2


10 T. Yue et al.

Fig. 1. Digital Twin for CPS.

lifecycle (e.g., development, operation), requirements engineering (RE) method-
ologies for the DT might vary. For example, when the CPS already exists, elic-
iting DT requirements can take CPS development artifacts (e.g., requirements,
design models) into account. But this is impossible if the DT is developed before
the CPS exists. Thus, it is needed to devise RE methodologies for DTs appearing
at various stages of the CPS lifecycle.

This paper presents challenges, research questions, and our vision on devel-
oping RE methodologies for DTs at different stages of the DT and CPS dual
lifecycle: developing the DT before the CPS exists, during its development, or
after it exists. The outline of the paper is as follows: Sect. 2 provides the context
of the work, Sect. 3 discusses RE for DTs, and Sect. 4 discusses common DT
requirements. We present related work in Sect. 5, and conclusions in Sect. 6.

2 Context

In [7], a DT is defined as “a digital replica of a living or non-living physical
entity”. As shown in Fig. 1, a DT is connected to its counterpart CPS, and
receives continuous data from the CPS during its operation to synchronize the
DT model with the latest state of the CPS. Besides, the DT can intervene with
the operation of the CPS.

In our context, a DT consists of DT Model and DT Functionality. DT Model
is a digital and live representation of various parts of the CPS, i.e., hardware,
environment, software, and networks. By ”live”, we mean that the DT’s state
in the DT model is continuously synchronized with the state of its underlying
CPS. Such synchronization can happen instantly when the state of the CPS
changes, or it may take a while. Moreover, depending on the purpose of the DT,
the abstraction level of the DT model varies. DT Functionality performs various
activities on the DT model, and has two main features: 1) Analysis: it consists
in performing, e.g., simulations and predictions about the CPS evolution; 2)
Management : it consists in managing the CPS and recommending actions that
vary from manual human actions to fully autonomous actions. Examples include
performing acute maintenance of the CPS, or taking security measures.

A DT is expected to support the full lifecycle of a CPS, starting from its devel-
opment to its decommissioning. This is also observed in [15], where the authors
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identified three stages: begin-of-life, mid-of-life, and end-of-life. Sometimes, the
DT needs to exist even after the life of its counterpart CPS, to support the devel-
opment and operation of similar CPSs or to provide new insights to design and
operate novel CPSs. To support the CPS development and operation through a
DT, a fundamental research question is: how to coordinate the lifecycle of the
DT with the lifecycle of its counterpart CPS? Below, we list five such DT and
CPS dual lifecycle options:

– Option 1: CPS and DT do not exist. This is the typical case when a
very complex and safety-critical CPS (e.g., an entirely new smart hospital)
needs to be built, and the usage of a DT is chosen to strengthen the safety
and the performance of the CPS. Option 1 has three sub-options:
• Option 1.1: Building a CPS and its DT together right from scratch;
• Option 1.2: Starting with building a CPS, and, at a later point in time,

starting the development of the DT and aligning its development with its
CPS;

• Option 1.3: Starting with building a DT for a CPS, and later introduc-
ing the development of the CPS, with the DT that has been (partially)
developed as the basis.

– Option 2: DT first. It starts developing a CPS from an existing DT. This
case could be considered as a typical design approach in which DT serves as
a model from which a CPS is built. This case can also occur in product lines,
i.e., a DT DT 1 has been developed in the past for a product p1, and the DT
DT 2 for another new product p2 is derived by extending DT 1 (reasoning on
the similarities and differences between p1 and p2).

– Option 3: CPS first. It builds a DT for an operational CPS to better
support its operation and maintenance. This case happens when the CPS has
been developed in the past, but further requirements on its operation have
emerged. If its re-engineering is not feasible, the development of a DT can be
a cost-effective solution. A specific application context of this case is when
data from the operation is already available and shall be used to perform
advanced analyses by learning from the past data such as anomaly detection
in CPS through its digital twin [17].

Thus, the fundamental question to investigate is: how to perform RE for
DTs in each of the previous lifecycle options, and what are the challenges of RE
in these lifecycle options? This paper will discuss these research questions, and
provide research directions and associated challenges.

3 Requirements Engineering for Digital Twins

We discuss RE for DTs by focusing on these three RE stages: requirements
elicitation, requirements specification/modeling, and requirements verification
and validation (V&V) for the five options (Sect. 2).
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3.1 Requirements Elicitation

To systematically elicit DT requirements, well-established requirements elicita-
tion methodologies (e.g., interviews, questionnaires, and brainstorming) can be
applied. However, we need to at least take care of the following three aspects
that are specific to the DT and CPS dual lifecycle development. First, if pos-
sible, activities of eliciting DT and CPS requirements should be coordinated,
especially when developing the DT and the CPS together. Second, special effort
is required to ensure the consistency between DT requirements with CPS require-
ments. Third, a special set of requirements are needed for capturing interactions
between the CPS and its DT. For example, CPS requirements need to include
one requirement on providing interfaces for the DT to get access to the CPS run-
time status (Sect. 4.1). Below, we discuss requirements elicitation in the context
of each of the five DT and CPS dual lifecycle options (Sect. 2).

CPS and DT Do Not Exist. For Option 1, there are three possible sub-
options (see Sect. 2). For Option 1.1, naturally, activities of the DT and CPS
requirements elicitation are inter-weaved and dedicated activities (e.g., brain-
storming and requirements reviewing workshops) need to be carefully scheduled
to ensure the consistency of their requirements.

It is highly possible that in Option 1.2, a CPS has completed its RE stages, it
might or might not have completed its design and implementation, and has not
yet been deployed. Hence, the input for eliciting DT requirements will include, at
least, the CPS requirements. Depending on the progress of the CPS development,
the input might include other artifacts such as CPS design models. Dedicated
methods (with tool support) can be hence be applied to (semi-)automatically
and partially derive DT model requirements (e.g., “the DT shall monitor and
visualize (with 2D and 3D graphics) the vessel speed and the ocean current
conditions”) from existing CPS development artifacts (e.g., a SysML parame-
ter diagram where parameters of vessel and ocean current speed and direction,
and constraints among them and their values are specified, as part of the CPS
design model). Traditional requirements elicitation methods (e.g., interviews)
can still be applied to obtain requirements on DT functionality. To the best of
our knowledge, there is no such a method in the literature.

For Option 1.3, DT requirements are elicited before CPS requirements and
other CPS artifacts. Hence, traditional requirements elicitation methods can
be applied. However, the elicitation process is most probably highly iterative
and DT requirements need to be refined when knowing more about the CPS
requirements and its development.

For all these three options, it is important to ensure the consistency of both
the DT and CPS requirements, via dedicated requirements elicitation activities.
Traditional requirements elicitation methods might also need to be specialized to
accommodate the specialties mentioned earlier (e.g., interaction requirements).
For instance, when designing a questionnaire for eliciting DT requirements, ques-
tions such as interactions with the CPS should be included in the questionnaire.
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DT Exists. For Option 2, a DT for a CPS already exists and a new CPS (possi-
bly a new version of the existing CPS, or a similar product of the same product
line) must be implemented. Therefore, while doing requirements elicitation for
the CPS, also the requirements for the DT need to be evolved/refined. After
the requirements elicitation for the CPS has been performed, new requirements
elicitation must be performed for the existing DT as well, to check whether the
existing DT requirements conform with the CPS requirements and, if not, how
they must be modified. Moreover, it could be that the CPS introduced new
requirements that need to be considered also in the DT.

CPS Exists. Option 3 is the most common among the five options, because a
lot of CPSs have been developed in the past and now practitioners have started
looking for cost-effective solutions of using DT to support the operation of CPSs.
There are two scenarios for this option. First, the development team of the DT
has no access to CPS development artifacts (e.g., requirements specifications and
design models) and it has only access to either historical or live operational data
of the CPS. Second, the DT development team has access to both the artifacts
and the data.

For the first scenario, the DT model requirements can be partially extracted
from operational data of the CPS, e.g., by analyzing the data to extract concep-
tual elements, which form the starting point to construct the DT model. One
such approach has been proposed by Mazon and Trujillo [10]. Dedicated infor-
mation extraction methods (e.g., using data analytic methods, AI methods) are
needed. For the second scenario, in addition to deriving DT model requirements
from operational data of the CPS, one might refer to CPS requirements to ratio-
nalize the elicitation of the DT requirements and ensure the consistency of the
DT and CPS requirements.

For both scenarios, requirements for the DT functionality can still be elicited
with traditional requirements elicitation methods. Considering that the CPS has
already been built, a lot of design decisions have been made and the freedom
of changing the CPS is very limited. Therefore, the DT requirements should
explicitly take into account constraints that are enforced by the existing design,
implementation, and even application contexts of the CPS. For example, if the
CPS does not provide a convenient way to communicate with the DT, the DT
functionality is rather limited, as it can only observe the external behavior of
the CPS.

3.2 Requirements Specification and Modeling

Rigorous requirements specification and modeling are very necessary, because 1)
a DT itself is a complex system and its interaction with the CPS is nontrivial, 2)
rigorous DT requirements specifications/models (e.g., UML behavioral models)
can be used to better facilitate requirements V&V (Sect. 3.3), and 3) formalized
DT requirements (specifications and models) can be used to support other down-
stream activities of the DT development such as design and implementation.
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As for a traditional system development lifecycle, DT requirements should be
used as the input to develop requirements specifications and models. There exist
a large number of requirements specification and modeling methods such as for-
mal logic specifications, UML behavioral models, and/or modeling requirements
with SysML, which can be applied for specifying and modeling DT require-
ments. However, when selecting such a methodology, one might want to con-
sider using the same methodologies (including tool support) used for developing
CPS requirements specifications and models. Doing so potentially eliminates the
effort required to perform analyses across DT and CPS requirements specifica-
tions and models because, being these defined using the same notations/theories,
their conformance can be checked more easily. To formalize requirements about
interactions between the CPS and the DT, one might also need to tailor or
specialize standard-based methods such as developing an extension to UML use
cases for explicitly specifying interactions between the DT and the CPS, along
with their properties such as the correctness of the synchronization. Early veri-
fication of such interactions is important for automated requirements V&V.

Depending on the option, specifying and modeling DT model requirements
might also take CPS development artifacts –such as CPS requirements specifi-
cations and models, or CPS design models– as the input for DT requirements
V&V (Sect. 3.3). This might lead to refining DT requirements (as discussed in
Sect. 3.1) and, consequently, DT requirements specifications and models should
be refined as well.

3.3 Requirements Verification and Validation

Requirements V&V are about ensuring that a right DT is being built in terms
of satisfying stakeholders’ goals and requirements (validation), and that the DT
is being built right (verification) by checking that downstream artifacts (e.g.,
design and tests) are consistent to the DT requirements.

More specifically, requirements on DT functionality need to be validated to
ensure that they satisfy what stakeholders want. Traditional requirements V&V
methods such as reviews, inspections, prototyping, and model-based (formal)
V&V methods can be used for this purpose.

As discussed in Sect. 3.1, DT requirements can be partially derived from CPS
development artifacts (CPS requirement specifications and models) if available.
If the derivation is done manually, traditional requirement V&V methods (e.g.,
checklist-based requirements inspection) should be applied to verify the cor-
rectness of the manually derived DT requirements. Otherwise, if the derivation
was done with an automated solution, systematic methods (e.g., testing, formal
verification methods) are recommended to ensure that the automated deriva-
tion solution produces correct DT requirements from existing CPS development
artifacts.

As discussed in Sect. 3.1, AI can be used to extract information for DT model
requirements. So, it is important to check the AI solutions from at least these
aspects: 1) training data correspond to real data, 2) sufficient data is available for
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these solutions, and 2) used data is of high quality (in terms of, e.g., complete-
ness, consistency). Other aspects such as freeing AI solutions from discrimination
might also need to be checked when relevant. More discussions on this topic are
provided in Vogelsang and Borg’s work [16], which nicely discussed RE for ML
from the perspective of data scientists.

Regarding Option 1, we recommend to coordinate requirements V&V activi-
ties of the DT and CPS so that consistent DT and CPS requirements are devel-
oped. Dedicated methods are needed to cost-effectively conduct and align the
two activities.

4 Common DT Requirements

We discuss common requirements across different CPS domains that shall be
considered when developing DTs.

4.1 Data Synchronization Between DT and CPS

One of the main DT functionalities is to maintain an up-to-date representation of
the CPS (i.e., the DT model), over which to perform various kinds of analyses [5].
Hence, a connection must be established between the DT and the CPS. In this
way, the CPS state can be observed and reflected in the DT state.

So, specific requirements should be specified for describing this connection.
Depending on the option, different types of connection (with different strengths)
are possible. Each type allows to obtain different views of the CPS, from very
detailed ones to more coarse-grained ones. If the CPS and the DT have been
developed together (Option 1.1 ), ideally requirements can be specified (without
many constraints) to observe the CPS at various levels of detail. Specifically, if
a DT functionality is only related to the CPS environment (e.g., temperature),
simple IoT sensors can be deployed to sufficiently fit the purpose. On the other
hand, if a DT functionality requires to observe the CPS internal state, the CPS
will then need to have suitable interfaces allowing the DT to read the state.
Note that this is possible because the CPS and the DT are developed together.
Similarly, when a DT is developed before the CPS (Option 1.3 ), DT require-
ments can specify connections having various types of detail, and when the CPS
is developed, the type of interface required by the “connection” requirements
can then be implemented. On the other hand, if the DT is developed after the
CPS exists (Option 3 ), the DT requirements that can be specified regarding the
connection are limited, which is dependent on how the CPS has been developed.
Specifically, if the CPS did not originally provide suitable interfaces to observe its
internal state, the only type of connection is based on external sensors, because
these are usually easy to install even for black-box CPSs.

4.2 Modeling Paradigms and Model Fidelity of DT Models

As described in Sect. 2, the DT model is a live representation of the CPS and it
is the basis to perform various DT functionalities. So, requirements on DT mod-
els should include: how to enable the DT functionalities, being at the right level
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abstraction (i.e., suitable fidelity), requiring realistic modeling effort, conforming
to modeling standards, and having good tool support. With these requirements
in mind, we are convinced that Model-Based System Engineering (MBSE) can
provide a viable solution to develop DT models [9]. Examples of such mod-
els include creating system models with Modelica (https://www.modelica.org/),
and physical environment models as mathematical models (e.g., differential
equations).

Consequently, the models created with MBSE can be used for supporting
DT functionalities. An important requirement to be considered is the abstraction
level of a DT model. If it is too detailed, there is the risk that it becomes a replica
of the real CPS, and it becomes unusable for any real-time prediction activity,
as the simulation is too slow to be timely [8]. Moreover, in certain contexts, it is
impossible to create high fidelity models due to, for instance, the complexity of
the CPS itself, unavailability of qualified modelers, unrealistic modeling efforts
required, and/or insufficient knowledge about the CPS, especially for the options
that the CPS is still under development (i.e., Option 1 and Option 2 ).

Note that creating DT models can easily end up introducing unexpected
accidental complexity. On the other hand, if a DT model is too abstract, it will
not serve as a backbone of DT functionalities. Thus, models at different levels
of abstraction could be used for different purposes. More abstract models can
be used for a coarse-grained (and fast) analysis, while more concrete models can
be used, on request, for performing more detailed (and slower) analyses. As also
reported in [5], the fidelity of a DT model is one of the highly considered DT
requirements. We believe that carefully designed guidelines (e.g., telling which
DT functionality requires modeling which part of the CPS to which level of
details) are needed to effectively determine the fidelity of a DT model. If a CPS
design model is available when developing the DT model, the CPS design model
may be reused as the starting point.

4.3 Extra-functional Requirements

Security and trustworthiness. As described in Sect. 4.1, at runtime, the DT must
read data from the CPS to get a faithful representation to be used for different
analyses. Sometimes, information read from the CPS may be sensitive and hence
particular care should be taken to guarantee its protection. For example, if the
DT is modeling a human body (or part of it), a breach in the security of the
DT may reveal sensitive information about the patient. As another example, the
DT of a building may have access to logs of accesses to apartments, which could
be used by attackers to know occupants’ habits. Hence, security requirements
should be imposed on the DT on the basis of the sensitivity of the managed
information.

Regarding the adopted dual lifecycle model, there should be no difference in
security requirements. However, more attention to security requirements should
be taken when the DT has access to internal states of the CPS (typical of Option
1.1, but possibly of also other options).

https://www.modelica.org/
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Note that, while here we have considered the cases that the DT may weaken
the security of the CPS, there are some specific application scenarios [6] in which
the DT is used to actually increase the security of the CPS (e.g., see discussion
of [6] in Sect. 5).

DT performance. DT can provide different functionalities, ranging from run-
time monitoring of the CPS to performing predictions. In order to perform such
activities, specific non-functional requirements must be imposed on the perfor-
mance of the DT. For example, if the DT is used for runtime monitoring, it must
be fast enough to check at runtime if the CPS is reaching some dangerous state
and, eventually, take suitable action. This imposes some requirements on the
hardware running the DT, and on the speed of connection between the DT and
the CPS. Even if the DT is used for prediction, the complexity of the DT may
require particular requirements of the computational power provided by the DT.
Consider, for example, the DT for a vessel. The physical models required to rep-
resent the environment in which the vessel is operating could be very complex,
and so require substantial computational power [14].

4.4 DT Evolution

DTs are expected to live for a long time since their underlying CPSs often stay
operational for long time. A DT may even live after its CPS’s decommission-
ing to serve as the DT for other CPSs. Thus, managing the evolution of DTs
over time is important. Situations of triggering the evolution of a DT of a CPS
include: 1) the CPS evolves as a result of a software update or replacement
of a hardware component, etc.; 2) the DT needs to be evolved to accommo-
date a new requirement (e.g., a new functionality) or refine the DT model when
more data from the CPS becomes available. Such requirements need to be sys-
tematically elicited, specified/modeled, validated, and verified before they are
implemented as part of the evolved DT. Methodologies are therefore expected
to facilitate DT evolution by, e.g., clearly telling when it is an appropriate time
to trigger the elicitation of new requirements with data. Automatically elicit-
ing and implementing a new DT functionality is very hard (if possible at all) to
achieve. But eliciting requirements with operational data of the CPS can be done
automatically, as discussed in Sect. 3.1. Therefore, as the initial step, we classify
DT evolution into two categories: static, e.g., requiring manual update of the
DT, and dynamic, e.g., autonomous update of DT model with live operational
data. Specific methodologies for handling dynamic DT evolution are one of the
challenges of the field.

4.5 RE for Dealing with Uncertainty

Uncertainty is gaining notice because of the increasing complexity (in terms of
scales, network communications, and/or deployed AI algorithms, etc.) of soft-
ware systems (e.g., CPSs) and their ever-changing operating environment. DT
functionalities are hence needed to elegantly deal with inherent uncertainties of
the DT itself, the CPS, and its environment. Consequently, the DT model needs
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to explicitly specify known uncertainties such that a DT functionality can be
implemented to discover unknowns with data from the CPS, through simula-
tions or model execution. Therefore, RE methodologies for handling uncertainty
upfront are needed.

There are RE approaches proposed in the context of dynamically adaptive
systems in the presence of environmental uncertainty (e.g., [3]) for specifying
and analyzing uncertainty in requirements models (e.g., [19]). These approaches
are the starting point for specifying and analyzing DT requirements with uncer-
tainty. However, it still lacks RE methodologies that can systematically elicit
uncertainty information in requirements, and specify/model such information,
based on which discover and analyze unknowns. Moreover, existing requirements
V&V methods need to be extended for covering uncertainty information con-
tained in RE artifacts of DTs.

4.6 Requirements Engineering for AI for DT

AI techniques allow for dealing with non-structural data such as images, and
predicting future states from time-series data. Such AI advances can enhance
both the features of analysis and management in DT. However, the use of AI
introduces additional challenges (e.g., ensuring data quality) on RE as discussed
in [16], for instance. These challenges are also valid for RE activities of developing
AI-supported DTs.

Therefore, requirements of DTs that employ AI should include AI-specific
requirements. One of such requirements is about the quality of training data
and input data used by AI for realizing DT functionalities. Vogelsang and Borg
discussed in [16] that data quality requirements should include data complete-
ness (e.g., about ranges of data), correctness (e.g., on data collections), and
consistency (e.g., regarding data formats). Such data requirements should be
systematically elicited, specified, modeled, verified and validated as for other
DT requirements with proper RE methodologies. The literature, however, does
not have dedicated RE solutions for AI applications. Especially for DTs, we also
need to consider the performance requirements of employed AI techniques as part
of the overall performance of the DT functionalities (Sect. 4.3). The performance
of AI is sensitive to several factors, such as the changes in statistical properties
of input data over time, i.e., concept drift that needs to be explicitly considered.
Requirements should also be carefully aligned for continuous monitoring and
performance evaluation. Training with runtime data allows the inference model
to follow the up-to-date data trend. However, since re-training can change the
AI behavior in an unpredictable way, the requirements for automated validation
of the updated model become very challenging. Moreover, security requirements
should be enhanced to defend against unique attacks such as data poisoning that
changes the data trend and thus the AI behavior.
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4.7 AI for RE for DT

In some options of the DT and CPS dual lifecycle (Sect. 2) and to support DT
evolution (Sect. 4.4), DT requirements can be elicited from the CPS operational
data. In such cases, AI techniques (e.g., reinforcement learning, neural networks)
can be used for automatically eliciting, verifying, and evolving DT requirements.
If they are specified in natural language, Natural Language Processing (NLP)
techniques can be used for (semi-)automatically evolving them or generating
executable test cases to validate them. Evolutionary computation methods (e.g.,
search algorithms) can also be applied to prioritize DT requirements, so to facil-
itate cost-effective requirements review. We hence see a lot of opportunities to
enhance RE activities for DT with AI.

Using AI to support RE is not new. It has been recognized decades ago [13]
and technologies (e.g., NLP, ML, Neural Networks, Game Theory, and Evolu-
tionary Computation) have been applied to support various RE activities (e.g.,
[1] and [11]). Especially NLP has been applied to help exploit information in
natural language and facilitate various automation (e.g., [12]), and check consis-
tency and completeness of NL artifacts (e.g., [2]). Though there exist a number of
AI applications in RE which can be borrowed to support RE activities for DTs,
we are not aware of any systematic applications of AI techniques for supporting
the full-fledged RE activities for developing DTs. We therefore call for defining a
very first road map on this topic. Challenges include how to use AI techniques to
improve the cost-effectiveness of (automatically) aligning DT requirements with
CPS requirements to ensure their consistency during the long lifecycles of the
DT and CPS, and how to wisely use historical and live data of the DT and CPS
to refine existing requirements artifacts (e.g., specifications, models, traceability
links).

5 State of the Art

A literature review and industry interview on DT requirements in Industry 4.0
is reported in [5]. Motivated by the fact that DT definition and requirements
are not well-established, the authors tried to synthesize DT requirements from
the literature with industry’s understanding of DTs. Results of the review show
that DT requirements that most frequently appear in the literature are real-time
data, integration, and fidelity. Results of the interview with 7 interviewees show
that most of them consider DTs as simulation models, and their main challenge
is how to robustly equip DTs with real-time data for enabling actual real-time
control of a manufacturing system.

In [6], the authors discuss developing DT requirements as possible use cases
across three CPS lifecycle stages (i.e., engineering, operation, and end-of-life),
such as security design of a CPS at the engineering stage, detecting hardware
and software misconfigurations of the CPS at the engineering and operation
stages, secure decommissioning at the end-of-life stage, and intrusion detection
during the operation of the CPS. A DT implementing such use cases can be
used to potentially enhance the security of a CPS throughout its entire lifecycle.



20 T. Yue et al.

The paper also presents a list of research directions, and particularly mentions
three practical aspects that are generic (i.e., not specific to information security)
and across all the three stages of the CPS lifecycle: 1) limited understanding
of the required fidelity for use cases, 2) unknown accuracy and performance
requirements for use cases, and 3) requiring evaluation in a real-world setting.

To the best of our knowledge, apart from the works discussed above, there
is no other work on RE for DT, or discussing DT requirements. This clearly
indicates that it is definitely the time to set up a research agenda on RE for DT.

6 Conclusion

Digital Twins (DTs) are recognized as an effective solution to improve the
safety, performance, and security of Cyber-Physical Systems (CPSs). A DT
monitors at runtime the corresponding CPS, performs analyses (e.g., simula-
tions/predictions) about the CPS evolution, and eventually interacts with the
CPS to suggest or perform recovery actions. A DT is a software system whose
development can start at different phases of the CPS lifecycle (i.e., options): the
CPS and the DT are developed together, the DT is developed before the CPS,
or the DT is developed for an operational CPS. In this paper, we discussed
how to perform requirements engineering (elicitation, specification and model-
ing, and verification and validation) for the different options and the common
requirements (e.g., data synchronization between DT and CPS, extra-functional
requirements) that need to be consider for DTs. Moreover, we provided research
challenges.
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Abstract. Digital Twins (DTs) are a promising technology for inte-
grating device monitoring and data consumption to improve perfor-
mance. This technology has seen utilisation in various industries that
use cyber-physical systems. An unexpected area is medical devices. In
this paper, we explore DTs use for an organ preservation device, which,
helps improve transplantation outcomes by actively managing the organ
during transport to prevent biological degradation.

Whilst reducing the burden on specialists. Digital twinning offers an
exciting direction of development for medical devices to improve trans-
plantation outcomes.

Keywords: Digital twins · Medical device · Organ preservation

1 Introduction

Physical processes can be integrated with a digital aspect to improve their per-
formance. These cyber-physical systems are experiencing widespread adoption,
as they generate data to iteratively improve them [39]. In safety-critical cyber-
physical systems failure is considered disastrous, as it can be financially costly
or lead to severe injury or death.

In safety-critical systems it is often difficult to have access to physical sce-
narios to gather data. This is more so in medical devices, as clinical trials can be
difficult, costly and time-sensitive (as running trials requires additional hospital
and clinician time). Moreover, changes to the device may lead to the designation
that it is a “new” device hence restarting the certification process.

These issues necessitate strict pre-clinical testing requirements from regu-
latory bodies prior to reaching trials. Any issues detected during clinical-trials
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halts the process and requires it to restart after being resolved, which can become
very costly in terms of time, money and reputation. Trials are also limited in size
and scope, making exposing all relevant scenarios unlikely. We argue that, having
the ability to digitally emulate the physical system to better test and improve
devices before going to trials, can be greatly beneficial. Some organ preservation
devices provide a unique challenge: they operate not only during organ retrieval,
but also during organ transport. This necessitates that they are accompanied
by specialists to set up, monitor and, operate them during transit by adjusting
internal parameters and catering for changes in the operating environment. Fur-
thermore, this enables the simulation of a greater number of scenarios than what
would be physically possible (due to research-organ availability), hence possibly
minimizing failure points before the device reaches the market.

Moreover, currently up to 75% of expert clinician time is spent on ordi-
nary diagnostic and therapeutic tasks [35]. This is the result of numerous
time-sensitive complex data that has to be interrogated by trainee doctors
and reported to senior consultants thus increasing delay and introducing more
chances for human error. Improved monitoring and Visualization technology
will help automate this process thus reducing reliance on human interaction
that simultaneously decreases delays and incidences of human error. However,
in aberrant cases, direct human intervention may still be necessary.

Digital twins (DTs) offer an exciting avenue for dealing with these issues.
Through the use of mathematical models, DTs present the possibility of repro-
ducing the physical system digitally. This facilitates the possibility of asking
questions about such physical systems without requiring actual physical access.
Moreover, DTs can operate in a closed loop system (i.e. no external interaction)
with the physical device to further improve performance, enabling advanced
monitoring and control options during runtime.

In this paper, we explore the use of DTs within medical devices and processes,
specifically within organ preservation. First, a brief background about DTs is
given in Sect. 2. Next, Sect. 3 provides an overview of medical devices and organ
preservation. We use the ScubaTxTM device as a case study in Sect. 4, where we
discuss the specifics of what is involved in creating a DT, such as the underlying
models and communications required, whilst also looking into the challenges that
it presents. We go further by looking into how such a technology might be viewed
from the regulatory processes’ perspectives. Finally, we discuss the possibility of
using DTs for other medical devices and processes, both for organ preservation
and beyond in Sect. 5.

2 Digital Twins

A DT is a digital replica of physical assets, processes, people, places, systems or
devices, created and maintained in order to answer questions about its physical
counterpart [16]. We will denote the latter as the Physical Twin (PT). Coupled
with new sensor technology, such replicas can provide a new layer of engineering
insight, which will be valuable in optimising product performance, and providing
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a seed for the next generation of products. The conceptual idea of using a “twin”
in an engineering setting dates back to NASAs Apollo program in the 1970s s
and it was taken up in a manufacturing setting in 2002 [19].

The concept of Model-Based Design (MBD) covers different types of digital
models based on different kinds of mathematics. With the definition given above,
one can also potentially see models without connection to physical devices. How-
ever, in order to be a DT, the communication between the PT and the DT has
to be automated in both directions. An important simplified DT, where there is
only automated communication from the PT, but not the other way around, is
called a Digital Shadow (DS).

2.1 Aims and Benefits

DTs aim to enhance the value and dependability of the corresponding PTs in
different ways. The potential benefits of DTs can be categorized in different
areas:

Visualization: when 3D models of the PT exists and data is continuously fed
to the DT, PT performance visualization is enabled.

Safety Monitoring: when the PT can cause damage to its surroundings it
may be worthwhile letting the DT monitor if there are any potential risks for
hazardous situations, such that interventions can be instigated in order to ensure
safety for the PT and its surroundings.

Predictive Maintenance: as an alternative to periodic maintenance, it may
be possible to use data from the PT to determine when maintenance is required.

Fault Diagnosis: in case a fault of a PT has been detected, it is possible for
the DT to be able to diagnose the root cause of the fault and report that to the
human operators or to a supervisory control system.

Support for Decision-making: DTs may be able to support human operators
for optimal decisions to be taken. For example, be by enabling what-if analy-
sis, such that the operator can try to investigate the potential consequences of
different inputs before actually giving the input to the PT.

Re-configuration, Robustness, and Optimisation: DTs may have the
capability to re-configure the PT, in order to optimize its performance, increasing
robustness. However, before moving to this stage, one needs to have a significant
amount of trust in the state of the DT and the ability to handle the situation
autonomously in a dependable manner (e.g. through formal modelling).

2.2 Challenges

The main DT challenge is that its models will never be 100% aligned with the
state of the PT. Thus, it is necessary to define for any given case when the
difference is tolerable. When it is no longer tolerable, it may be necessary to
re-calibrate the DT to achieve autonomy [15]. Another challenge that always
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requires attention is that the state of the PT is never a 100% identical to the
DT state because there will always be a time delay in the communication. The
DT model(s) can either be based on first principles or models that are based on
data using different kinds of machine learning techniques [26].

Functional Mockup Interfaces (FMI), are the de-facto industry standard that
enable various important simulations [5] Generally they act as black-boxes to the
users so Intellectual Property (IP) can be protected [34].

2.3 Medical Applications

DTs have seen some usage in healthcare. Whilst not specifically used for medical
devices or organ preservation, there are some studies on personal and precision
healthcare [6,25,38].

Through data aggregation, DTs are used to enable a public data-driven preci-
sion environment to gain new knowledge through experiments “in silico” [6]. This
further enables the possibility of developing personalized medicine. Similarly,
public health data can be used with DTs for other applications, such as mod-
elling viral infections or improving individualized disease management [25,38].

3 Medical Devices

Medical devices provide significant benefit in monitoring, diagnostics, prevention
and treatment [24]. The utilisation of software within these devices has increased
as a means to improve the quality of therapy provided [2]. This is proving to be
more costly and difficult to regulate due to its complex and opaque nature [24].

As medical devices evolve to address more challenging and complex scenarios,
certain tasks and decision making can be delegated to the devices. Due to the
increase in responsibility, ensuring that these devices and their software follow
proper medical procedure and regulations becomes a priority, to minimise errors
that may occur and ensure that no harm is caused.

The development of medical devices, and their software, is heavily regulated
by multiple agencies around the globe. Each regulatory body uses different stan-
dards for certification, however, they all share a similar approach to regulate the
software development life-cycle and the trail of documents required [13,22].

Due to the strict review process needed for certification and their safety-
critical nature, medical device failures are costly during clinical trials. Early fail-
ures may cause retesting, increasing timelines; while later failures may cost lives
and could put an entire programme or even company’s existence at jeopardy [2].

3.1 Challenges

Innovation in the medical device software space is challenging because of trials
and regulatory processes. It is common in most industries for software to be
released and updated, as it evolves; improving performance over time. Existing
medical device regulations make this process difficult [21]. Updating software
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can often be a costly process, as new versions must go through the regulatory
process once again before they are certified for release. This creates a situation
where, updates might not be rolled out due to how costly and time-consuming
undergoing regulation might become [4].

Emerging technologies in the software space are outpacing the regulatory
bodies’ standards for certification in our experience. This creates an issue with
applying for certification for software that uses new, innovative techniques that
have not been considered beforehand [18]. One example of this is the use of
Artificial Intelligence (AI), where the US Food and Drug Administration (FDA)
restricts regulation to “locked” algorithms; software that do not evolve over time
and do not adapt based on new data [12]. This can negate the effects of using
techniques, such as AI, where the core benefit of the technology is to learn,
adapt, and evolve over time based on improved datasets.

Certification for medical devices is clinical trial-based versus dependability-
based approaches applied in avionics and other safety-critical fields. Software
dependability is not easily determined through trials, as it is within hard-
ware [17]. However, existing techniques standard to other safety-critical domains
are not typically applied in medicine. This is a shortcoming that regulators and
guidelines have yet to properly address.

Designing medical devices intended for use in high-pressure situations is a
challenging task. It is important to ensure that the device can convey crucial
information and alert the users when needed without contributing to additional
stresses. One example is “alarm fatigue” (i.e., where the user might unsafely
ignore important alarms due to their overly frequent recurrence).

These issues disincentivise innovation in medical software and create update-
averse atmospheres. This, prevents innovation and the benefits they provide.
We see DSs and DTs as a technological mechanism to unlock such legal and
innovation limitations.

3.2 Organ Preservation

One sector that has seen an increase in medical device development is organ
preservation. The current standard of human organ preservation is “Static Cold
Storage” (SCS), which is a simple and cost-effective method (due to its pas-
sive nature), however, it provides preservation for a short period of time and is
unsuitable to use on organs of lower quality [28]. This often leads to additional
time constraints that necessitate transplantations to be done out of hours, and
requiring the usage of costly private planes to get the organ transported in time.

To deal with ever-expanding demand for transplantation, the boundaries of
the criteria for organ donation is constantly being pushed to allow for usage
of extended criteria donor organs (i.e. organs that would have previously been
rejected due to poor quality) [1,29]. Worst, some legal frameworks impose limits
on geographical basis [11].

Unlike passive techniques like SCS, where the therapy delivered to the organ
is through a static process, active techniques adjust function according to the
circumstances. These present their own challenges, as these devices often require
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the need to be accompanied by experienced operators; adding significant costs
and logistical issues. This necessitates hospitals to employ specialised staff to
operate the device 24/7. Beyond this, the cost of these devices is substantial
and often requires the purchase of consumables per use (e.g., 35–40K£). Known
Organ preservation techniques are classified as:

Static Cold Storage (SCS): a passive technique that works by cooling down
organs to hypothermic temperatures (i.e., 4–8 ◦C) to reduce the metabolic rate
of the cells and the oxygen required to keep them alive [23]. The lack of active
oxygenation increases the risks with extended preservation periods. Additionally,
when this method is used on organs of lower quality, such as those donated after
cardiac death, the organs have to be discarded, as usage is considered too high
risk. Commercially, there are many available solutions that rely on insulation to
keep the organ at the desired temperature, with some products offering more
advanced features, such as real-time monitoring.

Hypothermic Machine Perfusion (HMP): a popular active preservation
technique, clinically and commercially. This method uses a device to cool down
the organ to hypothermic temperatures and perfuse it with an preservation fluid
to extend its preservation capability [10]. In some cases, the preservation solution
may be oxygenated; however, being an aqueous medium, the oxygen payload is
only a fraction of the blood [31]. Commercially, the method has seen use for
kidney and liver preservation.

Persufflation (PSF): uses humidified oxygen as the perfusate, instead of a
preservation solution. One issue with these preservation solutions is that they can
only provide a fraction of the oxygen needed to maintain proper whole organ oxy-
genation. Humidified oxygen is a mixture oxygen and other inert gases that can
aptly deliver the necessary oxygenation payload without drying the vasculature
of the organ. The organ is maintained at hypothermic temperatures similar to
HMP. This technique caters for multiple organs including the kidney, liver, heart,
pancreas and composite tissues [8]. This is the technology used by ScubaTxTM,
particularly as the only available device for pancreas preservation [33].

Normothermic Machine Perfusion (NMP): perfuses a liquid into the
organ at ∼37 ◦C temperatures. Keeping the organ close to normal physiolog-
ical temperatures allows for real-time functional monitoring, which neither of
the three previous methods provide. It also enables the use of more advanced
perfusates that better emulate blood [20]. This technique has seen some use
commercially for liver, heart and kidney preservation.

4 Case Study: ScubaTxTM Organ Preservation Device

In order to investigate the usage of DTs for medical devices, specifically ones
used for organ preservation, a case study on such a device from ScubaTxTM is
presented (www.scubatx.com) as the PT. This case study highlights what the
deployment of DTs will look like as a medical device, with accompanying descrip-
tion of models needed, expected benefits, and identified technological challenges.

www.scubatx.com
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This case study is based on an active ongoing commercial project owned
by ScubaTxTM Given the commercial sensitivity of the device and its software,
details not relevant to this case study and the resultant models were intentionally
obfuscated. As part of separate project, an overview of the device software in
question exists publicly as part of the HUBCAP project on applying MBD in
novel industry applications [36,37].

4.1 The Device

The ScubaTxTM device (see Fig. 1) is a closed-loop automated control system
used to preserve multiple organ types (kidney, pancreas, heart, liver and com-
posite tissue) by actively providing oxygen using PSF. This is to both extend
organ preservation times and to improve the quality of preservation provided. It
consists of a software controller that automatically maintaining target parame-
ters for a given organ preservation and also auditing all events that occur in the
device for later reporting to the transplant surgeons. This automation process is
what will be analysed and optimized by the use of DT technology.

Fig. 1. ScubaTxTM organ preservation device

The “active” part of the device is the method of oxygen supply. The device
uses a flow rate target as the means of achieving its goal of maintaining organ
function. The onboard controller measures the flow rate of the gas through the
organ and adjusts the oxygen pressure to increase or decrease flow. The control
of the pressure is carefully maintained to ensure that accidental overshoots of
key target parameters do not occur, as it could damage the organs’ vasculature
thus compromising their status.

Apart from recording the temperature, flow, and pressure, the onboard con-
troller also logs events of interest, which occur once the device is turned on. These
events include when PSF begins and ends, as well as error states and other key
events which are hard to acquire given the nature and expense of clinical trials.
Due to the device’s portable nature, other information may be logged, such as
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tracking and movement data. Alarms are triggered when certain events occur to
alert the user of key changes or aspects that could be addressed.

The onboard controller directly deals with flow/pressure regulation; how-
ever, it also communicates to an external software (mobile app) to produce data
Visualization. This app reads the device’s data and offers monitoring function-
ality [7].

The device is currently in prototype phase. It has successfully undergone
human organ testing (Aug 2019), where a live human organ was preserved for
over 26 hours. A number of prototype bench devices have been produced (Mar
2022) and are being placed at different clinical research centre partners around
the world. Due to commercial sensitivity, we cannot give further details.

4.2 The Software

This controller collects and stores data in memory. Through a security protocol,
it can transfer this data in real-time, wirelessly to a mobile application called
Smart Audits [3,27]. The architecture and communications described here can
be seen in Fig. 2.

This mobile app serves as the DT in this case. The application handles the
data processing and visualization capabilities. The models created of the PT are
at the centre of this app’s algorithm [7].

Given the complex nature of the preservation process, multiple models are
used to model as many aspects of the PT as possible. Whilst some of these models
are used to provide feedback back to the controller to optimise performance,
other models are used solely for visualization. The nature of the model depends
on the related controller’s function and its ability to effect the particular aspect
that the model is describing.

Fig. 2. Overview of the DT schematic for the ScubaTxTM device
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Data Communication is an integral part of a DT system: the enabling of com-
munication channels between the PT and DT models through the data being
transmitted. The PT sends the logged data to DT for processing, whilst the DT
responds by sending information back to the PT based on the results the DT’s
models have obtained. This represents the backbone of the reconfigura-
bility offered by a DT system, as the PT can adapt and improve based
on the DT’s response.

For the ScubaTxTM device, this response includes data to update the con-
troller’s operating parameters to improve performance or optimise battery usage.
Other responses include the activation of alarms based on predicted outcomes.

Furthermore, we consider a medical device not only a safety-critical system,
but a system where security concerns have to be taken into account. Otherwise,
patient data or medical conditions could be vulnerable to attack or misuse [9,27].
Thus, we use security protocols for data exchange at every step, where data
is transferred between the physical plant, controller and twin through crypto-
graphic primitives. This ensures that communication is kept secret, and only
authenticated parties can participate. Yet, if the protocol is incomplete (i.e.
unforeseen attacks take place), this creates an opportunity for another twinning
functionality: if data security or authenticity is breached in any way, the twin
can alarm the user (and log the the interference for future reference/audit), akin
to the well known two-factor authentication mechanisms.

Models are key aspect associated with digital twinning is the identification
of models that can replicate the relevant behaviours, as well as the interaction
modes involved. That is, a DT is expected to influence the control and physical
device, whereas a DS is expected to monitor its processes. Nevertheless, this
could create certification challenges.

The primary model the device is concerned with is the flow-pressure model.
This corresponds to a PID-controller operating over different channels delivering
oxygen-rich gas to an organ. It is a DT, given that the controller will have to
modulate pressure to achieve oxygen flow over time. Currently, flow-pressure
control is the only active part of the device that can directly impact the organ.
Modelling and calibrating this aspect through the usage of real-world data is
integral for the Optimization of PSF. Ultimately the aim is to have the ability to
provide improved therapy for each individual organ, by having the flow/pressure
adapt to each organ’s unique characteristics, another DT challenge for the future.

Other models, that act as models for a DS, will represent environmen-
tal monitoring (e.g., temperature, humidity, etc.) and maintenance prediction
(e.g., battery, gas depletion). These models can be split into two sections.

The first is related to providing feedback to the users to take actions. Whilst
they cannot reconfigure the device themselves, they can influence the decision
making of operators. An example of this is the battery model, which can be used
to predict how long the device has to operate before it runs out of power. In
this case, the operators may be prompted to provide external power. Battery
depletion is dependent on the flow-pressure model, as gas manifolds actuation,
which is used to regulate the flow, uses power. Similarly, the temperature model
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can be used to predict when the device’s temperature is going beyond desired
hypothermic conditions. Using temperature formulae and multiple readings from
inside and outside the device (as evidenced in other DS applications [14]) , it is
possible to detect when the cooling packs need to be changed, for example.

Other models are used specifically for maintenance and diagnostics as DSs.
Information gathered from these cannot be used in real-time during the device’s
operation. The reason being is that it might compromise the integrity of the
preservation process by breaking the sterile field or interrupting the PSF (e.g.
leaky channel that cannot be reattached to the organ). However, they may pro-
vide valuable maintenance and diagnostic data. Gas supply sensors are an exam-
ple of this. Whilst these cannot be hot-swapped during device operation, it is
important to be aware when the gas bottle needs to be replaced, to ensure that
there is enough supply for a full preservation period.

Moreover, we are considering models for organ’s behaviours, whilst under
preservation. To accurately replicate the PT digitally, understanding and mod-
elling the organ is key and challenging. Using the models mentioned above, we
envisage an organ model can be created based on their physiological resistance
to flow. This would provide insight into the physiology of the specific organ being
preserved. This resistance model would help establish pressure thresholds that
help guide (and refine) practice in an iterative manner. Given the nature of PSF
and the regulation of flow/pressure, establishing a “relaxation time” constant1

would greatly improve the monitoring and visualization by sanitising the data
shown. Nevertheless, such models will be hard to calibrate in general, given the
human physiology has many unknown-unknowns. Yet, we predict that it will be
possible to represent organs’ behaviours relevant to the twinning process.

If that experiment works, this will entail considerable change in how organ
preservation technologies and DT research can work together, given research will
not be completely dependent on research-organ availability, a crucial and limited
resource. Presuming that DTs would produce sufficient evidence, this might
positively impact future care decisions, given fewer organs would be necessary
to reach improved care outcomes.

Visualization and Outcomes can be enhanced by using DTs. Beyond the
desired aim of tailoring the preservation process to each organ, DTs also provide
the possibility for improved visualisations. This may contain predictive visual-
ization for device component wear or data directly pertaining to the process.

Medical device regulations complicates the usage of DTs due to its adap-
tive qualities. We still see potential applications of twinning that would not
compromise certification. As mentioned in a battery-powered system, where the
twinning process predicts that battery will run out before the end of treatment,
an alarm may be triggered on the device. Even though such alarming for pre-
dictive scenarios will interact with the medical device, it will not interfere with
the actual treatment (or regulatory process), for example.

1 This is a time constant that describes how long it would take for the oxygen flow to
stabilise.
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4.3 Challenges

Known-unknown and unknown-unknown conditions create a key challenge when
designing organ preservation models for DTs. The efficacy of these models hinges
on the accuracy of their design and the unknown conditions present an obstacle
that must be overcome to properly cater for all possible scenarios specifically
relevant for organ preservation (i.e. not all aspects of the organs need to be pre-
cisely characterized, only those important for improved preservation through the
DT process). This is particularly problematic for the organ-under-preservation
models. The physiology of the organs can vary and the effects of this variance
can often have an unknown effect on how the organ may react to PSF.

External forces that are out of the control of the device, such as the environ-
ment during transportation (e.g. airplane or ambulance turbulence), will have
an effect. These are difficult to model as the device is designed to be transported
using a variety of methods and under varying conditions. Some external factors
impact the efficacy of the PSF and should be considered by the DT, to better
replicate their effects in our device. Given the myriad of environmental factor
combinations possible, accurately conveying them in the DT is a challenge.

The models used require careful calibration based on existing data. Gathering
this data prior to deployment is difficult in the case of organ preservation devices,
as this requires the usage of real organs. Given the wide range of organs available
and the matching of donors and recipients plus additional data like cancer status,
it is difficult to define the quality of an organ a prior. In general, research organs
will be less optimal when compared to clinical ones. Obtaining clinical data to
calibrate ScubaTx’s device presents a large number of challenges including issues
of consent, logistics, and assurance that this will not negatively impact on care.
Without careful calibration, the DTs will be unable to properly emulate the PT.

Given the different medical certification processes [12,22], digital twinning
influencing the device during runtime might create room for the argument that
this is a novel device (different from the one being certified). This creates a
technical (and regulatory) challenge for the digital twins community!

Currently, these medical device regulations stipulate that there is a design
freeze when the device is submitted for approval. This enforces that the soft-
ware deployed with the device is static and final, as changes would require the
certification process to restart, which is time-consuming and costly. Given the
nature of DTs, it would be classified as an “adaptive” software, since it can effect
the operating parameters during runtime. Current regulation frameworks [12,22]
frown upon the usage of such software, as it is no longer static and can prove hard
to certify or show safety during clinical trials, yet another pressing challenge.

5 Discussion

DTs present a new approach to software engineering for cyber-physical systems.
Through closed-loop automated data communication, DTs can replicate a PT
and allow for advanced visualisations and optimisation of data and processes. We
envisage this technology as being greatly beneficial in the medical device space.
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Owing to the key benefits provided by DTs, several challenges faced by med-
ical devices can be alleviated. Improved visualization helps declutter the infor-
mation received by the operators allowing them to better understand the data
and reduce misinterpretations [16]. Improved safety monitoring and diagnostics
helps maintain the device in operational conditions and reduce faults, which
in medical devices, can be disastrous. Furthermore, DTs can lead to improved
quality of care by providing the necessary tools to support the decisions taken
by the devices’ operators through the use of simulated scenarios, before ever
reaching patients. Treatment provided by the device is further improved by the
automated ability to optimise its function during treatment time.

These benefits can be seen in our case-study, where the visualisations and
annotated output of the devices software is supported by the DT’s models. These
models, further assist in notifying the users when action needs to be taken to
resolve issues, such as low gas supply or low battery. Detailed models of how the
different organ behave under preservation helps provide useful feedback to the
controller of how to best regulate the oxygen for optimal organ quality.

As previously discussed, medical devices can be very complex in their design
and operations, which makes finding the right models to replicate the PT, a chal-
lenge. Taking for example the ScubaTxTM device discussed in Sect. 4, it requires
several models, describing a wide variety of aspects to accurately emulate the
system. Beyond this, many of the models involved will not be trivial.

Furthermore, medical regulatory pathways can make the introduction of DT
technology difficult [12,22]. The certification process’ nature limits the use of
adaptive/dynamic software in favour of static code. Thus, it is expected that
once submitted for certification, the device and its software do not change. This
goes contrary to DTs, as reconfigurability and optimisations are a key benefit of
the technology. So, DS presents an easier route for certification, as it does not
directly affect the operating parameters of the device.

Additionally, DT technology can be coupled with other techniques, such as
formal methods [30]. The certification process prefers static software due to the
ease of testing in clinical trials. Given the dynamic nature of DTs, using formal
methodologies to help prove correctness might alleviate some of the concerns
from the regulatory bodies [17]. Whilst not required, there are examples of formal
methods in medicine showing a beneficial impact on the final product [17]. DT
and formal methods complement each other well, with one providing improved
efficacy and the other ensuring correctness. This ultimately helps build trust in
DT technologies for use in healthcare.

The benefits and challenges extend beyond the organ preservation device
case studied in Sect. 4. We believe that DT can greatly increase the efficacy
of certain medical devices and medical manufacturing equipment by enabling
more automated approaches to healthcare, whilst also providing the operators
and device manufacturers improved diagnostics and visualization tools as well
as assurances to certifiers.

The systems’ ability to automatically reconfigure cannot be understated in
its potential to lead to better outcomes. This however comes at the cost of
going against the grain of current regulatory standards, which might complicate
certification processes.
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5.1 Beyond Organ Preservation

Whilst the discussed case study deals solely with an organ preservation device,
these ideas can be applied at large to a whole eco-system. For example, in islet
manufacturing (Fig. 3)2, pancreas preservation is only a single step of the process.
Applying DT technology to the whole process can yield additional benefits by
utilising the synergistic effects of the DT used at each step.

Fig. 3. Islet manufacturing process and yield loss

DTs have shown to be beneficial for manufacturing processes [32]. This can
apply to medicine. For islet manufacturing, the current yield is very low, requir-
ing several organs per patient to achieve a desired result. Beyond this, the current
process is only semi automated. This presents an opportunity for DTs to be used
to holistically improve the process, by optimising each step and providing better
automation possibilities. This process is a very delicate balancing act between
ensuring proper islet yield and function. Negative effects at any point can cas-
cade downwards through the process, leading to very poor islet transplantation
outcomes, a known limiting factor on why pancreas preservation is so challeng-
ing. As such, DTs can be used to improve the efficacy of the whole system by
optimising each step, hence negating issues that might compromise islet quality.

Furthermore, by understanding an individual care journey, a bespoke app-
roach may be possible improving case by case efficiency, due to treating the
individual rather than the population. The benefits of twinning this process as a
whole is that calibration done to models in one step can inform others down the
line, ensuring synchronization. We believe this methodology can be transferred
to other medical processes, such as cell-therapies manufacturing and regenerative
medicine, which we predict will yield similar benefits.

Acknowledgements. We are grateful to the Poul Due Jensen Foundation, which has
supported the establishment of a new Centre for Digital Twin Technology at Aarhus
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2 The post process of a preserved pancreata to make its islets viable for transplanta-
tion.
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Abstract. Modelling execution times in complex real-time embed-
ded systems is vital for understanding and predicting tasks’ temporal
behaviour, and to improve the system scheduling performance. Previous
research mainly relied on worst-case execution time estimations based
on formal static analyses that are often pessimistic. The models that
resulted are hard to maintain and even harder to validate. In this work,
the novel use of Digital Twins provides opportunities to improve this
issue and beyond for dependable real-time systems. We aim to establish
and contribute to three questions: (i) how to easily model execution times
with an adequate level of abstraction, and how to evaluate the quality of
that model; (ii) how to identify errors in the models and how to evaluate
the impact of errors; and (iii) how to make decisions as to when and how
to improve the models. In this paper, we proposed a Digital Twin-based
adaptation framework, and demonstrated its use for modelling and refin-
ing execution time profiles. Key decisions concerning the quality of the
model and its impact on performance are evaluated. Finally, some chal-
lenges and key research questions for the formal method community are
proposed.

Keywords: Digital twin · Real-time embedded systems · Execution
time model · Error modelling · Error refinement · System adaptation

1 Introduction

For complex real-time embedded systems (RTES), modelling of the execution
times is essential as it helps to understand and predict a system’s temporal
behaviour, validating the timing requirements, and to improve the system per-
formance. In RTES, the execution times can be largely affected by a number of
factors, to name a few: the program execution path, which is based on the current
inputs; the interference and blocking from other sources, e.g., co-running tasks,
and contentions due to accessing shared resources; the underlying hardware and
architectural features on which the program is executed; and the current system
mode, and in some contexts is subjected to operational scenarios, etc..

In the real-time systems community, the widely applied practice is to
derive the worst-case execution time (WCET) of a program to understand its
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 37–53, 2022.
https://doi.org/10.1007/978-3-031-19762-8_4
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worst-case performance, with static analyses applied based on the control flow
graph and the hardware and memory model [19]. However, this formal approach
is pessimistic and lacks the ability to adapt to changes and to mitigate faults
when there exists model inaccuracy due to partial information or change of sys-
tem, etc.. The models that resulted are hard to maintain and even harder to
validate. As the WCET fits in with a larger, more complex problems including
worst-case response time and task scheduling and allocation, consequently the
methods based on the WCET model can be both too pessimistic that produce
low resource utilisation, and being fragile to uncertainties or violation of any
assumptions that are used to derive the model.

In recent years, there is an increasing trend to apply Digital Twins (DT) in
automotive, aerospace, manufacturing, transportation and healthcare systems.
The idea of a DT is to establish a digital representative of the target system
that is largely based on models and simulations. We recognise the potential of
DTs in the design and development of real-time embedded systems.

In this paper, we apply Digital Twin as a first step towards improving the
adaptiveness, accuracy and dependability in RTES. We are interested in applying
it to both critical systems, e.g., avionics (HiClass1), and more conventional sys-
tems, e.g., telecoms (MOCHA2). Our DT work continues the success of model-
based design for embedded systems where previously it was largely based on
off-line simulations and verification, while lacking the ability of on-line adap-
tation. In our case, the Digital Twin is running in parallel with the physical
entity at the same time while the target system is in operation. Data carry-
ing the information of the target system and decision from the Digital Twin
exchanges between the physical system and the digital counterpart in real-time.
The novel use of Digital Twin in this work provides opportunities to be adapted
to multi-core real-time systems from the following aspects:

– to correct timing models in which inaccuracies exist that could reduce per-
formance or invalidate dependability;

– to suggest improvements to scheduling policies based on evidence obtained
through observation;

– to make on-line decisions relevant to scheduling (e.g., admit new tasks to
schedule or allow more events to be processed);

– to support off-line assurance decisions through large-scale simulations.

Without losing generality, we focus on the timing aspects as it is recognised as
the most critical factor in RTES. Specifically, we started from an execution time
model based on task-level cache reuse, the cache recency profile (CRP), as an
alternative to the WCET. The CRP describes the benefit in terms of execution
time speedup a task can have based on a warmed cache from previous executed
job instances. It is a sensitivity model of execution times in terms of how many
cache lines have been accessed since the task of interest was last executed.

However, like other models, the CRP is sensitive to the current workload and
operational context. Thus, it can be inaccurate if the context is shifted from the
1 https://www.cs.york.ac.uk/news-events/news/2020/hi-class/.
2 https://www.cs.york.ac.uk/rts/mocha/.

https://www.cs.york.ac.uk/news-events/news/2020/hi-class/
https://www.cs.york.ac.uk/rts/mocha/
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Fig. 1. The DTiL-RTES framework for complex real-time embedded systems

context in which the model was originally produced. The task scheduling and
allocation algorithm is then based on this CRP. Associated with the CRP is an
error model which represents the differences between the real system and the
simulated part of the Digital Twin. The error model indicates the misalignment
of models and supports analysis to understand robustness or resilience of the
task scheduling and allocation of the system.

In this paper two key challenges are exploited: what should the components
and models in the Digital Twin feature (e.g., level of abstraction and key features
that exist) and how the key models (e.g., the parameters associated with the
model and the model itself) are refined based on decisions made with them.
In this paper, this modelling paradigm with Digital Twin and key decisions
concerning the modelling accuracy and its impact are evaluated.

Contributions: In this work, we formulate a model-based Digital Twin frame-
work for multi-core embedded systems to improve the system performance and
resilience. We aim to establish and contribute to the following key research ques-
tions (RQs):

– RQ. 1. How to easily model execution times with an adequate level of abstrac-
tion, and how to evaluate the quality of that model against observations.

– RQ. 2. How to identify errors in the models and how to evaluate the impact
of errors on key performance indices.

– RQ. 3. How to make decisions as to when and how to improve the models,
supported by evidence collected from the real system and/or a simulator.

We propose the concept of Digital Twin in-the-Loop design for real-time
embedded systems (DTiL-RTES), as shown in Fig. 1. The idea is to extend the use
of Digital Twin for real-time and embedded systems beyond the design process,
and exploit its usage at operational time by formulating an observation-decision
loop. The DTiL-RTES performs both static and dynamic profiling, while making
predictions from simulation and based on models of the system. Although there
are many potentials of applying Digital Twin in multi-core systems, we focus
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on timing perspective for scheduling and allocation particularly for this paper.
The DTiL-RTES approach is designed to mitigate model inaccuracy given extra
information and/or derivation is observed while the system is in operation. It
improves modelling accuracy by examining the results of the actual system with
predictions based on the models. The DTiL-RTES can also be easily extended
with a run-time monitor and an anomaly detector.

Organisation: the proposed DTiL-RTES framework is introduced in Sect. 2,
which is followed by modelling and refining execution time models in Sect. 3.
The evaluation is then given in Sect. 4, with discussions on limitations and
challenges for the formal methods community. The related work on execution
time modelling is introduced in Sect. 5, with concluding remarks in Sect. 6.

2 The DTiL-RTES Framework

In this section, we introduce the proposed DTiL-RTES framework, including its
design intuition and components. We will then give more details in Sect. 3 on
the execution time model and error refinement.

2.1 Design Philosophy

A Digital Twin is defined as a digital replica of a target physical system (i.e., the
system of interest) [5]. It can run independently and/or in parallel with the tar-
get system to facilitate making predictions and/or decisions. From a modelling
perspective, the Digital Twin combines models, and methods based on the mod-
els to simulate, predict, analyse, and evaluate. The Digital Twin is normally
running on a more capable machine (i.e., the host) other than the target sys-
tem. It is normally built based on existing services that are already established
between the system and the host.

Efforts of using a DT in real-time systems for run-time WCET modelling
and parameter adaptation were early discussed in [3,4]. The requirements and
open challenges of adapting DT to the context of multi-core real-time systems
have been discussed in [5]. Different to a cycle-accurate simulator, a Digital
Twin often focuses on a higher level of abstraction where the key characteris-
tics are identified. In general, the proposed DT is designed to meet the following
required purposes: (1) answering what-ifs (decision making and optimisation) [7];
(2) support continuous modelling [3]; (3) understanding outliers and detecting
anomalies. In addition, abnormal behaviours can be observed, which provides
useful information to, for example, studying online and offline scheduling and
allocation policy in embedded real-time systems. It is recognised that these con-
cepts in Digital Twin provide a foundation and form a general background of
this work, as well as the design and modelling philosophy.

2.2 DTiL-RTES Overview and Components

An overview of the DTiL-RTES framework proposed in this work is shown in
Fig. 2. Key functions of the DT are: (a) decision support at both design-time and
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Fig. 2. An overview of the Digital Twin in-the-loop design conceptAn overview of the
Digital Twin in-the-loop design concept

run-time; (b) anomaly detection to indicate inadequacy of the model; (c) tuning
models based on new/novel observations. The DTiL-RTES consists a number of
components. We introduce the key components of the proposed DT as follows.

Specification, System and Task Models: the specification and models are
provided as database files to be used by the DT. Specifications include: (i)
system-level requirements, e.g., deadline miss rate requirement; and (ii) task-
level requirements, e.g., response time and jitter requirements. The models
include: (i) system model, i.e., processor and memory model, including pro-
cessor grouping, frequencies, memory hierarchy, etc.; (ii) task model, provide
properties of the task set, including inter-task dependencies, period, deadline
and the worst-case execution time of the tasks; (iii) Execution Time Models:
models to predict the execution times of tasks given system input states. There
is also an associated error model to include factors that are not included in the
execution time model.

Scheduling and Allocation Simulator: simulates the behaviour of the sched-
uler, by interpreting the processor, task and execution time models into a high-
level simulator. The key is to understand what is the impact that a change in
the model has on the scheduling decisions and performance.

Analysis Tools: accesses data from the system, streaming data to a local or
remote database, and then applies statistical analysis upon the observations.
For strictly hard real-time tasks, a formal schedulability test has to be checked
against deadline constraints, for example, using response time analysis. As part of
the DTiL-RTES, if it is established that a change is needed to a task’s execution
time model then the impact of this change is also checked.

Predictions and Decision Making: the decision making process applies
changes to the model based on results from the scheduling simulator and, option-
ally, schedulability analysis. The decision process can either be offline or online.
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Examples of decisions include make changes to models, use a more advanced
classifier, track more objects and accepts more incoming data streams, etc..

Communication Brokers: the module to connect the Digital Twin host with
the Digital Twin client(s). The module maintains communication for data pass-
ing between the host and the client(s), and with defined Quality-of-Service
(QoS), e.g., bandwidth limitation.

Note that the complete DTiL-RTES framework has other components for
other (non-timing-related) purposes, for example, safety argument, diagnosis
and fault identification. Due to the limitation of pages and scope, we will not
give an exclusive list but ignore modules irrelevant to this work.

2.3 Intended Use and Overhead

The position of the DT in this work focuses on building and refining a predictive
timing model, named as Execution Time Model (ETM). To be more specific, an
ETM is used to produce predictions of the execution time of a program, given
inputs including the system states, data inputs, system modes, etc.

The ETM advances the WCET model in the way that it produce run-time
predictions in addition to the worst-case single estimation of the execution time,
thus the scheduler can make better use of the CPU resources without being too
pessimistic from the overly assumed worst-case scenario. The ETM model can
be built offline with data from running the system in a test environment. How-
ever, it is notable that there are many factors that will make the original ETM
(i.e., the model built offline) imprecise. Examples of these factors include insuffi-
cient information of the system, dynamically changing environment, contentions
from dynamic workload, self-adaptation of system software and hardware. The
idea of DTiL-RTES is to overcome these by collecting evidence from observa-
tions of the system, change the model where it deems it necessary. The decision
of whether changing the model is based on outcomes from an internal simulator
that evaluates the impact of errors.

In terms of the overhead of this approach, DTiL-RTES has profiling, commu-
nication, and memory (for data buffering) overhead. However, most of the heavy
computation is offloaded on the Digital Twin host, thus has limited impact on
the performance of the client.

3 ETM Modelling and Refinement

We motivated that the ETM is subjected to changes and the DT has the capabil-
ity to accommodate the issue. However, a number of research questions remain:
(1) when it is necessary to change the model; (2) how to change the model; (3)
how to evaluate the change to the model is safe. Based on the introduced frame-
work, we aim to provide solutions to (1) and (2), and provides some insights on
the third question in this work.

To refine the model at run-time, we introduce a process for ETM error mod-
elling. With a statistical learning process, the error is decomposed and analysed



Using Digital Twins in the Development of Complex 43

Fig. 3. Workflow of DTiL-RTES for model refinement (bold lines: feedback loop)

to understand the sufficiency of the relevant model and if the model can be
further improved. For troublesome cases, the system would then take a snap-
shot, record it into a database, before it is further analysed with statistical
or machine learning based techniques, for example, with Principal Component
Analysis (PCA).

The workflow of the approach is shown in Fig. 3. From the figure, the general
structure and the flow of the DTiL-RTES approach can be seen in more detail.
The basic idea of this approach is to compare the results from simulation using
models based on predictions against the models using real observation with an
impact analysis.

3.1 Execution Time Model

The Execution Time Model (ETM) is a predictive model that produces execution
time estimations based on given inputs. In this work, we apply a model known
as cache recency profile (CRP) as it represents a good abstraction of the system.
The CRP is a sensitivity model that represents the reduction in WCET against
a stress metric, the recency distance, which is the distance measured by cache
line accesses between the current job execution and its last instance. This is
based on the understanding that execution time is largely dependent on cache
reuse. We note that the choice of this model as ETM is just an example use case
and we envisage our Digital Twin framework is adaptable to similar predictive
timing models, for example, using recurrent neural networks. A full ETM can
consist of a combination of models, but in this work we focus on the CRP to
illustrate the idea, and use the term ETM and CRP interchangeably.

To clarify, there is a few assumptions of applying this model: (i) application
tasks are modelled as functions with a single entry point; (ii) level of task abstrac-
tion: each task represents the minimal schedulable entity. Within a node there
is no multi-threading. However, the level of abstraction in itself is a research
question; (iii) the system has turned off dynamic voltage and frequency scaling
(DVFS). DVFS adds significant interference to timing and adds unnecessary
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Fig. 4. The offline CRP profiling process

dynamics that is not favoured against predictability; and (iv) the system uses
non-preemptive scheduling, for example, standard Linux OS without RT-patch
or any other commercial off-the-shelf (COTS) OS. These assumptions form a
very common setup of industrial real-time embedded systems.

The CRP is a simple yet effective abstraction of the temporal behaviour of a
task. For the current implementation of CRP, the following factors are consid-
ered implicitly even if not being directly modelled: (i) prior-condition of tasks
execution, (ii) data dependency between tasks, and (iii) instruction dependency
through shared libraries.

3.2 Offline Profiling of CRP Model

The initial CRP model is produced offline with the support of a cache analysis
tool (Valgrind3). Alternatively, it can be generated with static program analy-
sis with control flow graph. The offline profiling tool stretches the independent
variable (i.e., the recency distance; defined in Sect. 3.1), and estimates the cor-
responding dependent variable (i.e., the ET w.r.t. the percentage of WCET).
The process is shown in Fig. 4.

However, the model produced in this way is limited by the prior-assumptions
of the system, and the capability of the tool used. For example, the tool has
limited support of multi-core, thus is not able to capture multi-core effects.
The model will hardly be right, as we motivated earlier. The lack of run-time
information, the exact impact factors to the execution time, cannot be fully
known until the system is in an operating state. The initial model has to be either
pessimistic or optimistic, or partially pessimistic for some parts but optimistic
for the others.

3 https://valgrind.org/.

https://valgrind.org/
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3.3 Prediction Error

It is expected that the offline profiled model is not capable of fully capturing
all the features related to task timing, and thus prediction errors are inevitable.
A prediction error in this context is defined as the difference between the pre-
diction and the real observation, i.e., ei = ŷi − yi. Errors are inevitable in the
modelling process and it is important to identify the existence of errors and
its impact to the performance. The prediction error can be evaluated using
either squared error, e2

i = (ŷi − yi)
2, or root mean squared error (RMSE),

RMSE =
√∑

(ŷi − yi)
2
/n.

Generally, there are common sources of errors in the context of a multi-core
real-time embedded systems. To list a few:

– Data and instruction dependency across the tasks.
– New tasks arriving and old tasks finishes execution/terminates.
– Change of system modes due to switch of environment.
– Bus interference due to, e.g., memory and I/O access.
– Operating system interference (e.g., Linux services).

These are known unknowns, i.e., we know their existence but do not know
when and how they will have impact. Note these interferences will not be con-
sidered explicitly but implicitly in the error modelling. While the rest that is
not categorised here would be considered as unknown unknowns, i.e., we do not
know their existence and do not know when and how they will have impact, and
be considered as contributions to the errors.

3.4 Continuous Refinement Through Naive Feedback

The model can be improved incrementally through a feedback-based process.
In this naive approach, the CRP model is improved through a feedback loop,
and we introduce a parameter (L) as the feedback gain. Assuming the current
active CRP model to be CRP = {c0, c1, ..., cn} where ci is a model parameter
and n is the total number of model parameters (i.e., degree of freedom, or
DoF), and the candidate model to be CRP c = {cc0, c

c
1, ..., c

c
n}. We define a new

operator, ⊗, as element-wise adaptation. We also define a function, g(X1,X2),
to extract modelling errors between models represented by parameters X1 and
X2, respectively. The feedback model update process is defined as:

⎡
⎢⎢⎣

c′
0

c′
1

· · ·
c′
n
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where L ∈ [0, 1] is the gain, which can be understood as a ‘learning rate’ and
it controls the speed of the adaptation process. The new parameters are the
result of the original parameters plus an error matrix that is extracted from
the candidate model against the original model. This adaptation method does
enable timely changes – depending on the adaptation frequency, a change in the
model can take place every few hours or even a few minutes. However, we note
this naive approach lacks guarantee on stability. The continuous change could
invalid the safety properties if applied without any constraints, and may lead to
unnecessary changes and may also be too frequent.

3.5 Model Refinement Through Condition-Based Model Rebuilding

To overcome the drawbacks of the naive approach, an alternative way of refining
the model is through a more controlled process that rebuilds the model based on
significance of observations. The idea is that the action needs to pass through
an impact identification phase, before the new model can be applied to the
system. The intuition behind this strategy is that an error is relevant only when
it has an impact on system performance. Any decision that is made to refine
the model should come with the expectation that the refinement would lead to
improvement of the system.

The whole process is shown in Fig. 5. The input data is firstly collected and
cleaned with anomalies being removed. The challenge to do so is to distinguish
anomalies from outliers, as outliers may contain information that is important
to the modelling process, but anomalies will negatively impact the accuracy
thus lead to a unusable model. As an example, we remove anomalies based on
statistics of every 200 samples, where any data point that is outside the range
of μ ± 3 × σ is removed. The anomaly removal can be much more complicated.

The candidate models are then built after a resampling and classification
process. The identification of the error impact is through a statistical test against
simulated result based on the new and the original timing models. The scenario
database (SCN DB) is the database to save identified representative/difficult
scenarios which helps to train the model in the future. When testing, the process
will also go through the test cases in the scenario database. This overcomes the
problem of limited sampling window and avoid considering all historical data.

To fit the CRP model, a piece-wise linear regression (PWLR) model is applied
for each task:

y(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

η1 + β1 (x − b1) , b1 < x � b2

η2 + β2 (x − b2) , b2 < x � b3

· · ·
ηn + βn (x − bn−1) , bn−1 < x � bn

(2)
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Fig. 5. Flow chart of ETM error modelling

where the parameters of the model (ηx, βx, bx) are found using least square
estimation that minimised the RMSE. When building the PWLR model, the
resampling processing can choose to favour the rare cases more, or average cases
more. This is depending on the requirement of the scheduling algorithm. After
the CRP model is obtained, there is an associated error evaluation process, in
which it can indicate the model is not adequate and thus it needs to be changed
(for example, by using a different level of abstraction). This is supported by an
internal simulator that simulates scheduling and allocation where it utilises the
ETM to estimate the system timing performance.

In DTiL-RTES, there are two levels of assessments, and consequent actions.
One level is tuning the parameters of the model (this paper) and the other is to
redesign the model (future work). When tuning the parameters, an automatic
process is introduced that can adjust the model parameters to fit the observa-
tions and thus reduce the error. However in some cases, the tuning would be
inadequate and the model may need to be re-designed. We thus compensate this
by making humans in the loop, and introduce a testing phase which indicates
the existence of such scenarios. Finally, a decision on rebuilding the model is
made based on the impact analysis, where statistical test is performed based on
the performance evaluated in the high-level simulator.

4 Evaluation

In this section, we evaluate the proposed method with respect to modelling accu-
racy and improvement in system performance with respect to scheduling results.
The evaluation has two main objectives: the first objective is to demonstrate the
modelling and error modelling process (in Sect. 4.2); the second objective is to
show the impact on the system and how the decision can be made based on the
observations (in Sect. 4.3).
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Table 1. Taskset and key parameters used (RD: recency distance; MA: memory access)

# Benchmark Task RD MA # Benchmark Task RD MA

1 tacle/adpcm dec 151 306K 8 tacle/ndes 194 127K

2 tacle/adpcm enc 148 307K 9 tacle/ammunition 970 261G

3 tacle/gsm dec 536 3.7M 10 tacle/g723 enc 182 1.0G

4 tacle/gsm enc 916 9.9M 11 tacle/anagram 1215 7.1G

5 tacle/h264 dec 648 402K 12 tacle/audiobeam 1056 1.5G

6 tacle/mpeg2 4105 568M 13 tacle/huff dec 477 368K

7 tacle/statemate 97 60.6K 14 tacle/huff enc 840 1.6G

4.1 Evaluation Setup

The testbed environment uses an Intel Core i5 quad-core processor running at
800 MHz with 16 GB of RAM. Three of the four cores (core 1–3) are used as
worker cores to run application tasks, and one core (core 0) is used to run the
global scheduler and the Digital Twin client. The dynamic voltage and frequency
scaling (DVFS) is disabled. The data was profiled on the client then transferred
in chunks to a desktop PC that serves as the Digital Twin host. The client
schedules jobs with a global non-preemptive task scheduler, i.e., a job will not
be preempted by another job on the same core once it is executed.

The taskset we used is from a well-established benchmark in real-time embed-
ded systems, the TACLe Benchmarks [6]. We modelled the taskset with an off-
line modelling tool. The main parameters of the tasks are shown in Table 1. The
tasks were released randomly, and the system scheduler randomly chose one
task to run. The execution time of each task (the dependent variable) and the
accumulated recency distance since its last run (the independent variable) was
recorded into a light-weight SQL database (SQLite4).

4.2 Modelling and Residual Error Evaluation

First, we evaluated the effectiveness of the modelling method and the mod-
elling accuracy. The observation is organised into a (Recency Distance, Execution
Time) pair. We select one of the tasks, tacle/ndes, for further analysis. There
are overall 24868 valid data points after removal of anomalies, of which 80% is
used for training and 20% is used for testing. A piece-wise regression model was
then fitted onto the data using least square estimation as described earlier.

The residual error is then evaluated with the prediction from the testing data
against the number of model parameters n (shown in Fig. 6) to understand the
trade-off between model complexity and sum of squared error. By scaling n from
2 to 12, the error drops significantly for the first iterations but then stops after
n = 7. This indicates that a more complex model would not always produce a

4 https://www.sqlite.org.

https://www.sqlite.org
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Fig. 6. ETM model DoF against associated error

better result, and thus there is clearly an optimal model complexity in the sense
that it produces accurate results but at a reasonable low computational and
memory cost. The other observation is that from the histograms on the top of
the diagram, it can be seen that the error does not follow a normal distribution.
There are two modals of the distribution, one at 0 and another at 1. The message
it deliveries is that the error pattern indicates the model has accurately captured
the main characteristics, however there could be another factor that is missed
from the model.

To further investigate, by making n = 10, we evaluated the sum of squared
residual error,

∑
(yi − ŷi)2 where yi is from the observation and ŷi is the

estimation based on the predictive model. The error is plotted out against the
recency distance. The result is shown in Fig. 7. From the figure, it can be seen
that the model fits well with the data in general. However, as can be seen, there
is a large number of outliers that lie in the range of 5 - 10 × 104. For depend-
able systems, these outliers can be more important than the normal data that
is successfully captured by the model and should be recorded into the scenario
database for further analysis.

4.3 Evaluation of Model Refinement and Performance Improvement

To see how our Digital Twin can be used in decision making and model refine-
ment, we compared the system performance using old (based on offline synthetic
model) and new CRPs (based on observations from the real system). The eval-
uation metric of performance is the total execution time of 100 randomised job
instances. The result is shown in Fig. 8. Two pairs of statistical tests were done
with a non-parametric test (Kolmogorov-Smirnov test, or K-S test [11]) applied,
with the null hypothesis H0 being the two datasets are from the same distri-
bution. The system made a decision to apply the new model based on the first
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Fig. 7. Model fitting and residual error

test as there exists statistically difference. The decision is further evaluated by
applying the new model to the system and re-measured the performance.

The second test between the sim and the real data gave a more positive result,
with null hypothesis not being rejected and p-value = 0.307. This shows the
predictions from the Digital Twin are broadly similar to the real data. However,
this is not a strong accept, and by cross-comparing the data distribution, there
are still significant differences and some could affect dependability.

4.4 Discussion on Safety Challenges

As demonstrated in the evaluation, although benefits can be gained, we note
safety is important to construct a dependable system. Systems such as com-
munication base stations can be more open for adaptation while the other sys-
tems such as those in avionics are less adaptable and more sensitive to risks.
The involvement of decision making in mission-critical or safety-critical systems
makes it vital to argue the system integrity. The current statistical test lacks
richness with respect to safety guarantees, and it requires formal methods and
formal verification during the decision making process [18], where model check-
ing tools including UPPAAL5 and PRISM 6 can be applied. Concepts such as
Models@runtime [16] can also be utilised, as well as converting the current safety
case from Goal Structuring Notation (GSN) [9] to a model-based safety argu-
ment, e.g., using Structured Assurance Case Metamodel (SACM) [17]. However,
as revealed in the evaluation, the outliers and misaligned data distribution, which

5 https://uppaal.org/.
6 https://www.prismmodelchecker.org/.

https://uppaal.org/
https://www.prismmodelchecker.org/
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are keys to safety, could make formal methods much more challenging. Again,
this is related to how the model is built and what level of abstraction is sufficient.

Fig. 8. Comparison of estimation from DTiL-RTES v.s. real observation

A further challenge is also motivated. That is, when it is safe to change the
model being used and how to make transition between models. For this challenge,
it will be key that rely-guarantee style contracts [2,15] are specified and proven
to uphold the essential safety properties of the system. The proof that these are
met will be needed both offline for the mechanisms and online for the specific
changes applied.

5 Related Work

In this section, we introduce related work from two facets: timing prediction in
multi-cores, and execution time modelling for real-time and embedded systems.

5.1 Timing Prediction for Multi-core Real-Time Embedded
Systems

Traditionally, when modelling multi-core systems, the integrated timing
behaviour is represented by the composition of a number of independent mod-
elled factors including bus interconnection, cache reuse, memory contention, con-
text switches, operating system (OS) interference and so on. However, for COTS
systems, it is hard to consider some individual factors – in terms of hardware,
some processor specifications are vague, inaccurate and even incorrect; and with
respect to software, some binary code and dynamics libraries are closed-source,
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and even worse when the application is running on an operating systems that is
not initially designed for real-time, e.g., Linux, where the characteristics of the
timing due to OS is difficult if not impossible to model accurately [12].

Challenges for modelling real-time multi-core systems also lie in the expres-
siveness of timing. Temporal logical models [14] were used to model the timing
behaviour of dynamic systems, however as computer systems exhibit more non-
linear characteristics, it is beyond the expressiveness of current modelling capa-
bility. The other attempt is to formally model the multi-core system as a group
of state machines where each core (or thread) has an independent state dia-
gram with another for synchronisation. This formal analysis is often associated
with functional safety, e.g., checking the system is deadlock-free from sharing
resources.

5.2 Execution Time Modelling

In the context of modelling of multi-core timing, cache is recognised as one
of the most impactful factors. Static probabilistic timing analysis (SPTA) and
measurement-based probabilistic timing analysis (MBPTA) are the two methods
for modelling cache for deriving the bound of worst-case execution times [1]
[10]. While some of these works consider cache, their purpose is still mainly for
deriving the worst-case execution times offline, where these information is not
further utilised.

Recent work including analytical cache model with data-driven learning
methods provides another direction for execution time modelling, which includ-
ing Deep Neural Network (DNN) and Recurrent Neural Network (RNN) includ-
ing Long Short-Term Memory (LSTM). A survey of using some of those models
for computer architecture design is given in [13]. There is also work that focuses
on inter-core cache effects, e.g., cache interference prediction in multi-cores [8].
Also with high prediction accuracy, those models either does not support run-
time use, or has significant overheads for online scheduling and model re-training.

6 Conclusion

In this work, we introduced the DTiL-RTES approach that aims to improve the
timing models at run-time to enhance adaptiveness, resilience and robustness
of the system. DTiL-RTES makes decisions based on data observed from the
system in operation. We first introduced the DTiL-RTES framework, including
its key functions and components. We then demonstrated the performance and
introduce further challenges. Future work includes how to use this framework
to improve scheduling and allocation, apply formal analysis on this framework,
and extend the framework with a run-time monitor and anomaly detector.

References

1. Bernat, G., Colin, A., Petters, S.: pWCET: a tool for probabilistic worst-case
execution time analysis of real-time systems. University of York (2003)



Using Digital Twins in the Development of Complex 53

2. Burns, A., Jones, C.: An approach to formally specifying the behaviour of mixed-
criticality systems. In: Euromicro Conference on Real-Time Systems. ACM (2022)

3. Dai, X., Burns, A.: Predicting worst-case execution time trends in long-lived real-
time systems. In: Ada-Europe International Conference on Reliable Software Tech-
nologies, pp. 87–101. Springer (2017)

4. Dai, X., Burns, A.: Period adaptation of real-time control tasks with fixed-priority
scheduling in cyber-physical systems. J. Syst. Archit. 103, 101691 (2020)

5. Dai, X., Zhao, S., Bate, I.J., Burns, A., Guo, X., Chang, W.: Brief industry paper:
digital twin for dependable multi-core real-time systems–requirements and open
challenges. In: Real-Time and Embedded Technology and Applications Sympo-
sium. IEEE (2021)

6. Falk, H., et al.: Taclebench: a benchmark collection to support worst-case execution
time research. In: 16th International Workshop on Worst-Case Execution Time
Analysis (2016)

7. Feng, H., Gomes, C., Thule, C., Lausdahl, K., Iosifidis, A., Larsen, P.G.: Intro-
duction to digital twin engineering. In: 2021 Annual Modeling and Simulation
Conference (ANNSIM), pp. 1–12. IEEE (2021)

8. Griffin, D., Lesage, B., Bate, I., Soboczenski, F., Davis, R.I.: Forecast-based inter-
ference: modelling multicore interference from observable factors. In: Proceedings
of International Conference on Real-Time Networks and Systems (2017)

9. Kelly, T., Weaver, R.: The goal structuring notation-a safety argument notation.
In: Proceedings of the Dependable Systems and Networks 2004 Workshop on Assur-
ance Cases, p. 6 (2004)

10. Lesage, B., Griffin, D., Soboczenski, F., Bate, I., Davis, R.I.: A framework for the
evaluation of measurement-based timing analyses. In: Proceedings of International
Conference on Real Time and Networks Systems (2015)

11. Massey, F.J., Jr.: The kolmogorov-smirnov test for goodness of fit. J. Am. Stat.
Assoc. 253, 68–78 (1951)

12. de Oliveira, D.B., Casini, D., de Oliveira, R.S., Cucinotta, T.: Demystifying the
real-time linux scheduling latency. In: 32nd Euromicro Conference on Real-Time
Systems (ECRTS 2020). Schloss Dagstuhl-Leibniz-Zentrum für Informatik (2020)

13. Penney, D.D., Chen, L.: A survey of machine learning applied to computer archi-
tecture design. arXiv preprint (2019)

14. Pnueli, A., Harel, E.: Applications of temporal logic to the specification of real time
systems. In: Joseph, M. (ed.) FTRTFT 1988. LNCS, vol. 331, pp. 84–98. Springer,
Heidelberg (1988). https://doi.org/10.1007/3-540-50302-1 4

15. Sangiovanni-Vincentelli, A., Damm, W., Passerone, R.: Taming Dr. Frankenstein:
contract-based design for cyber-physical systems. Euro. J. Control 18(3), 217–238
(2012)

16. Szvetits, M., Zdun, U.: Systematic literature review of the objectives, techniques,
kinds, and architectures of models at runtime. Softw. Syst. Model. 15(1), 31–69
(2016)

17. Wei, R., Kelly, T.P., Dai, X., Zhao, S., Hawkins, R.: Model based system assurance
using the structured assurance case metamodel. J. Syst. Softw. 154, 211–233 (2019)

18. Weyns, D., Iftikhar, M.U., De La Iglesia, D.G., Ahmad, T.: A survey of formal
methods in self-adaptive systems. In: Proceedings of the Fifth International C*
Conference on Computer Science and Software Engineering, pp. 67–79 (2012)

19. Yan, J., Zhang, W.: WCET analysis for multi-core processors with shared L2
instruction caches. In: Real-Time and Embedded Technology and Applications
Symposium, pp. 80–89. IEEE (2008)

https://doi.org/10.1007/3-540-50302-1_4


Towards Reactive Planning with Digital Twins
and Model-Driven Optimization

Martin Eisenberg(B), Daniel Lehner, Radek Sindelar, and Manuel Wimmer

CDL-MINT Institute of Business Informatics - Software Engineering,
Johannes Kepler University Linz, Linz, Austria

{martin.eisenberg,daniel.lehner,radek.sindelar,
manuel.wimmer}@jku.at

Abstract. Digital Twins are emerging in several domains. They allow to con-
nect various models with running systems based on bi-directional data exchange.
Thus, design models can be extended with runtime views which also opens
the door for many additional techniques such as identifying unexpected sys-
tem changes during runtime. However, dedicated reactions to these unexpected
changes, such as adapting an existing plan which has been computed in advance
and may no longer be seen beneficial, are still often neglected in Digital Twins.

To tackle this shortcoming, we propose so-called reactive planning that inte-
grates Digital Twins with planning approaches to react to unforeseen changes
during plan execution. In particular, we introduce an extended Digital Twin archi-
tecture which allows to integrate existing model-driven optimization frameworks.
Based on this integration, we present different strategies how the replanning can
be performed by utilizing the information and services available in Digital Twins.
We evaluate our approach for a stack allocation case study. This evaluation yields
promising results on how to effectively improve existing plans during runtime,
but also allows to identify future lines of research in this area.

Keywords: Digital twin · Planning ·Models@Runtime · Optimization

1 Introduction

According to Kritzinger et al. [24], a Digital Twin (DT) is a digital object representing a
physical object, with an automated data flow from the physical to the digital object, and
vice versa. This bi-directional data flow can be used to gain insights into the running
system and foster decision-making through visualization and prediction, or eventually
achieve autonomous decision-making through self-adaptation [15].

Automated planning can be used to achieve such self-adaptation [18]. Automated
planning approaches [17] calculate a set of actions, i.e., a plan, that can be executed
to shift a system from an initial state to a desired goal state. Usually, such approaches
separate the planning which happens offline and the execution of a plan which happens
online while the system is running. This however neglects the online uncertainty of
changes that might happen in the system in parallel to the realization of the plan [14].
As a result of these changes, (i) parts of the plan may not be executable any more, or

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 54–70, 2022.
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(ii) realizing the initial plan leads to an inferior quality in the goal state of the system.
In both cases, the old plan does not leverage its initial potential in the running system.

The reactive planning framework proposed in this paper accounts for these unex-
pected changes during plan execution by providing capabilities for DTs (i) to identify
deviations in the running system, and (ii) to enable online replanning to react to these
deviations. In particular, we make use of an existing model-driven optimization (MDO)
framework [8]. The MDO framework can be leveraged to reason about the runtime
states, and take into account the continuous evaluation of the quality of a plan, consid-
ering unforeseen changes in the system. To achieve this technical integration of MDO
with DTs, we propose the infrastructure for this integration, i.e., the actual runtime
model and the expected runtime model of the system at a specific point in time, a con-
formance checker component that identifies unexpected system changes by comparing
the expected runtime model with the actual runtime model, and a decision maker com-
ponent that decides how to react to these changes. This infrastructure supports three dif-
ferent reactive planning strategies: (i) repairing the old plan by skipping non-executable
actions, (ii) stopping the system to calculate a new plan using its current state, with the
option to use the old plan as a starting point, and (iii) calculating a new plan in parallel
to executing the repaired plan on the system. We investigate the efficiency of these reac-
tive planning strategies using a stack allocation case study. To sum up, the contribution
of this work is (i) a reactive planning framework that integrates DTs with MDO, and
(ii) an experimental investigation of the three strategies to react to unforeseen changes.

The remainder of the paper is structured as follows. Section 2 introduces a run-
ning example and outlines the necessary background. Section 3 presents the proposed
reactive planning framework by investigating its architecture and realization. In Sect. 4,
we describe the experimental evaluation of this framework. Section 5 discusses related
work, while Sect. 6 concludes by giving an outlook to future work.

2 Background and Running Example

To make our work more tangible, we use a Stack Load Balancing use case which
has been used in previous work on MDO [8] as the running example for this paper.
The involved domain concepts are captured in a domain meta-model that is depicted
in Fig. 1a. In this use case, a cyber-physical system encompasses several Stacks of
items. In the context of a production system, these stacks can be thought of as circu-
larly connected machines, each containing a specific quantity of goods, the load, to
be processed. To simplify this example, we assume that each machine in the system
can be treated equally, independently, and processes the same kind of item. The overall
productivity depends on the distribution of workload amongst these machines. There-
fore, one goal should be to distribute the items as equally as possible between available
stacks, i.e., the standard deviation of the item load per stack should be minimized. To
achieve this goal, items can be relocated between stacks by shifting them from its orig-
inal stack to the left or right neighbour stack. As the transfer can take some time,
shorter relocation plans are generally preferred.

To provide an abstract system representation, the design-time and runtime aspects of
such a system are represented using models expressed in a domain-specific modeling
language [10]. In a domain metamodel (cf. Fig. 1a), the available static concepts
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Fig. 1. Artefacts of the running example.

(i.e., stacks), their attributes (id, initial load) and relationships (left and right neigh-
bours) are described. Specific operations (e.g., shiftLeft and shiftRight) of a stack can
be specified using graph transformation rules [21] (cf. Fig. 1b). These graph transforma-
tions use the graph-based structure of domain models (cf. Fig. 1c) to define rules on this
graph structure (based on the GT rule metamodel (cf. Fig. 1a)). These rules can be
executed to change the model accordingly. Henshin [5] is one prominent graph-based
transformation framework that supports their specification and execution. In particular,
the rules specify pre- and postconditions for their application and effects, respectively,
as well as allow for parameters to be bound for a particular rule application. For our
running example, Fig. 1b shows the shiftLeft rule with parameters from, to, and
amount to declare source and target stacks as well as the shifted load.

The domain model (cf. Fig. 1c) is an instantiation of the domain metamodel rep-
resenting specific items and their attribute values. This model can be used for offline
planning, but also for online representation of the runtime state of the system [7]. Spe-
cific operations of the system (e.g., shifting stacks) can be simulated on such a domain
model by applying the respective graph transformations that change the model accord-
ingly (e.g., change the loads of stacks to simulate the shifting of items).

2.1 Automated Planning and Model-Driven Optimization

Automated planning [17] creates a Plan (cf. Fig. 1a—plan metamodel) which
consists of an ordered list of Actions. In our setting, actions are represented as exe-
cutions of graph transformation rules. They are executed to transfer a system from
an initial state to a desired goal state (cf. Fig. 1b). For instance, a plan evolves the
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system from the state in Fig. 1c into a balanced state with equal item distribution
between the available stacks by executing a sequential list of actions. These actions
are chosen from the action types (represented as graph transformations rules in our
setting) that are offered by the system which executes the plan (cf. Fig. 1b).

Such a plan can be found, e.g., by optimization techniques, to reach the goal state in
the most efficient way. However, creating such an optimal plan usually requires to eval-
uate a large number of potential action sequences for which exhaustive approaches are
infeasible. Domain-specific knowledge can facilitate efficient navigation in the solution
space, although beneficial heuristics may not be available for the task at hand, or their
development poses a challenging endeavour. Accordingly, meta-heuristics such as local
search or Genetic Algorithms (GAs) [31] depict a problem-independent and therefore
widely adopted alternative. The latter are based on natural selection within a population,
i.e., the solution candidates, whose individuals are crossed and mutated while retaining
only the fittest subset. In the case of our running example, each candidate resembles a
plan consisting of a list of actions (i.e., individuals). The fitness of each plan is calcu-
lated based on a predefined fitness function that resembles the optimization goal (e.g.,
minimize standard deviation in the system, and minimize the number of actions of a
plan to reduce its execution time). Presuming a suitable encoding, GAs are known to
produce fit individuals fast. Their performance is influenced by the following parame-
ters: (i) the population size, i.e., the number of individuals maintained over generations,
(ii) the alteration probabilities concerning crossover and mutation, (iii) the selection
operator, and (iv) the number of generations.

In MDO [22], the abstraction capabilities of Model-Driven Engineering [10] are
leveraged to provide problem-agnostic frameworks for optimization tasks, e.g., [1,8,
11]. In the context of automated planning, these frameworks use a model representation
of the initial system state (cf. Fig. 1a for our running example), a list of action types
represented as graph transformation rules, and produce a plan containing an ordered list
of applications of these graph transformation rules (cf. Fig. 1b). This plan is produced
by applying an optimization algorithm such as GA.

One MDO tool is MOMoT [8] which bridges the Eclipse Modeling Framework
(EMF)1 for domain modeling with the MOEA Framework2 as a library for multi-
objective search algorithms such as the Non-Dominated Sorting Genetic Algorithm II
(NSGA-II) [13], and Henshin [5] for specifying and executing graph transformations.
MDO tools such as MOMoT are however intended for offline optimization. The cre-
ated plans are simulated on the initial model using respective graph transformations to
evaluate their effectiveness, but not on the physical systems that are represented by the
model. This execution of the plan requires dedicated components, which decouples the
execution from the actual planning. If a plan proves to not be beneficial any more during
execution on the system level, there is no opportunity to perform online replanning as
this would require runtime models which are derived directly from the systems [7]. DTs
are intended to integrate the design-time and runtime phases of a system [30], thus they
seem promising to solve this challenge of online replanning by reusing MDO tools.

1 https://www.eclipse.org/modeling/emf.
2 http://moeaframework.org.

https://www.eclipse.org/modeling/emf
http://moeaframework.org
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2.2 Digital Twins

As mentioned before, DTs enable a bi-directional data flow between a physical system
and its virtual representation [24], requiring different software components to enable
this communication [33]. DT platforms [25] offer tool support for the creation of DTs,
and their connection to value-adding services that make use of the collected data, e.g.,
for simulation, visualization, or prediction. One aspect of these platforms is the model-
ing language used to represent the digital objects [32,38]. In particular, these languages
consider design-time aspects (cf. Fig. 1a) and runtime aspects (cf. Fig. 1c), a view that
is also supported, e.g., by [30].

Besides connecting the design-time model to the running system to get the runtime
model representing the current system state, simulation [16,19] also enables to create
several alternative versions of the actual system (referred to as Experimentable Digital
Twins (EDTs) [36]). In this work, EDTs can be used to provide an expected runtime
model, simulating how the system would look like at a certain point in time when the
created plan is executed as expected. However, even if the capabilities of such EDTs are
used, the following challenges for achieving reactive planning are still to be tackled:

– Challenge 1: How to identify deviations between expected and actual runtime mod-
els? The different models need to be compared to identify unexpected changes in
the running system which may trigger replanning.

– Challenge 2: How to react to unexpected changes in the running system? If such
changes are detected, the DT should react to these deviations to achieve a high poten-
tial of the system.

– Challenge 3: How to avoid stopping the system while planning during runtime?
Replanning should be performed efficiently, if possible in parallel to running the
system, as stopping the system might be expensive, e.g., just-in-time production.

3 Reactive Planning Framework

In this section, we present an extended DT architecture and strategies for reactive plan-
ning which tackle the three challenges presented in the previous section.

3.1 Reactive Planning Architecture

We propose the reactive planning architecture for DTs as depicted in Fig. 2 which fol-
lows the general idea of MAPE-K [3,41]. In this architecture, the Planner calculates
a Plan Model to achieve the goal specified in the Goal Model starting from the
system state represented in the Initial Model, using the action types available in
the system as functions. This part is the standard MDO processes as it is realized for
instance in MOMoT.

The computed plan model is then sent to the Digital Twin (cf. Fig. 2), where
the Plan Execution Engine extracts the ordered list of Actions from this plan
model. For each Action ai, the plan execution engine passes ai to (i) the Effector
to execute it on the actual system, and (ii) the Simulator, in our case Henshin, to
calculate the Expected Runtime Model after ai is executed on the system.
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Fig. 2. Reactive planning architecture (components in green are newly introduced). (Color figure
online)

The expected runtime model is then passed to the Conformance Checker
(cf. Fig. 2) together with the Actual Runtime Model that is collected from the
Monitor after ai is actually executed on the system. If the conformance checker
cannot identify any deviation between the actual and expected runtime model, the
plan execution engine continues to execute the next action in the plan (i.e., ai+1) in
the system and in the simulator. In the opposite case, i.e., a deviation is found, the
DecisionMaker is invoked to judge the impact of the unforeseen change in the run-
time model on the quality of the overall system. If this impact does not require a new
plan, the old plan is simply repaired by deleting all actions that are not executable on
the new runtime model any more (i.e., the precondition of the respective action type
cannot be satisfied). If replanning is required, the Replan Preparer is invoked to
perform the respective replanning using the planner component. The output of the plan-
ner component is the new plan that is then executed on the system by the plan execution
engine.

3.2 Reactive Planning Strategies

If the repairer & decision maker component from Fig. 2 identifies that a new plan is
necessary, two replanning strategies are provided by our framework (cf. Fig. 3):

– On-the-fly Mode: A predefined number of actions of the initial plan is still executed
on the system in parallel to the replanning. Therefore, the proceed method of the
plan execution engine (cf. Fig. 3) is called with the specified number of executed
actions. Only after these actions are performed, the system is stopped (just in case
that the replan process is not finished by then). The simulator is used to predict the
expected runtime model after the execution of the steps, i.e., after execution of aa+i,
if i steps are executed in parallel to the planning. This runtime model can be injected
into the planner as initial model for the replanning.
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Fig. 3. Replanning options in UML sequence diagram syntax.

– Idle Mode: The execution of the old plan is stopped immediately, and the current
actual runtime model (after ai) is injected into the planner as the initial model.

In both strategies, the remaining actions of the old plan can be used as a seed for the
replan by injecting them into the planner (cf. Fig. 3). This seed can be used as a starting
point for the optimization algorithm as also proposed in previous studies [23,34], e.g.,
as individual of the initial population of the GA, in contrast to using a full random
starting point that does not take the previous plan into account. After this preparation of
the replanning, the planner searches for a new plan, using the injected runtime model,
the injected repaired plan in case that seeding is chosen, the initial goal specification
model, as well as the action types available in the system. After this plan is created, it
is executed on the system using the plan execution engine.

3.3 Prototypical Implementation

To demonstrate our proposed architecture and its capabilities, we provide a prototyp-
ical implementation on Github [12]. In this prototype, the MOMoT framework [8] is
used as planner. The plan execution engine uses the interpreter engine from Henshin as
simulator for the execution of actions and as a stub of the system. To mimic unexpected
changes that occur during the execution on the actual system, the monitor reports the
expected result by using the Henshin interpreter to produce the next model version and
randomly introduces changes in this resulting model. The components that are newly
introduced in this paper are all implemented in Java.
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3.4 Demonstration Using the Stack Example

In the following, our reactive planning framework is demonstrated by using the run-
ning example introduced in Sect. 2. Therefore, we assume Fig. 1c to be the initial model
based on which the initial plan (cf. Fig. 1b) is created. After execution of action a0 how-
ever, unexpected changes in the system may happen, which require one of the replan-
ning strategies under consideration.

One such change may be that stack 2 (s2) breaks down, leading to its exclusion
from the system along with the items residing on it. Following this, intermediate neigh-
bours are rewired to maintain the continuous circular connection intact. Possible causes
could be malfunction, or intentional shutdown for maintenance or safety reasons. Once
this deviation (s2 is not available in the actual runtime any more) is identified by
the conformance checker, the decision maker repairs the remaining plan (i.e., deletes
actions a1 and a2, as they involve the removed s2), and judges whether a replan is nec-
essary. As the standard deviation (2.2) is significantly higher than the value expected
by the original plan (0), a replan is triggered. Since none of the planned actions remain
from repair, execution is stopped, and a new plan is calculated.

In an alternative change, a new empty (load = 0) stack (s6) is added to the system,
and connected to the respective neighbours depending on the inserted location (to the
right of s5). This may occur during reintegration after temporary exclusion to perform
maintenance, or to increase throughput in a production context. In this case, although
not directly affected by this change, the planned actions are no longer optimal. Thus,
replanning would be appropriate. In this case, besides the idle replanning option, also
on-the-fly replanning is possible. In the on-the-fly mode, a1 and a2 are executed during
replanning. The initial model for the parallel replanning is the expected runtime model
resulting from these two actions.

4 Evaluation

4.1 Case Study Setup

To evaluate the effectiveness of the proposed reactive planning approach, we perform a
case study [35]. The aim is to answer the following research questions:

RQ1: What is the potential of a replanning approach to mitigate runtime deviations
compared to naive repair?

RQ2: To which extent does the quality/execution time of replanning solutions change
if parts of the initial plan are used as a seed for the replanning algorithm?

RQ3: What is the difference with respect to execution time between calculating the new
plan in parallel to running the system, or stopping the system during replanning?

Experimental Setting. We perform the case study on two different systems, i.e.,
instances, of the stack example. Both systems comprise 50 stacks initially, which are
more sparsely and extensively loaded, respectively. More precisely, in the first system,
each stack holds between 1 and 10 items with an overall load amount of 250, whereas
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in the second system, each stack holds between 1 and 100 items with a total of 2500
items. In both cases, loads are fairly unequal distributed with a standard deviation of
27.359 and 3.181, respectively. Plans are calculated using NSGA-II (MOMoT encod-
ing) until an improvement of 50% is achieved with respect to our primary planning
objective, i.e., decreasing the standard deviation. We assume actions take time to exe-
cute, hence shorter plans are of interest besides equal distribution. Therefore, we face a
multi-objective planning task which also takes into account the plan size. We initialize
NSGA-II with the population size set to 100 individuals, each reflecting a plan with up
to 200 actions. Descendants of a generation are subject to one-point crossover, effec-
tively exchanging parts of two “parent” plans at the same position, with a probability
p = 0.8. For mutation within plans, three operators are used to remove (p = 0.1) or add
(p = 0.2) actions, or vary (p = 0.2) the actions’ shifting amounts. The value range for
the shift amount is set to 5 and 50, respectively, for the lesser and more loaded instance.
Execution of a plan is disturbed by changes introduced to the running system at partly
random points in time. With this setting, we perform the following three experiments.

Experiment 1. For RQ1 and RQ2, we investigate the objective value reached with (i)
a naive repair treatment, i.e., skipping the now unfeasible steps in our original plan,
to (ii) a replanning treatment in which we execute the GA for 200 generations to plan
with the disturbed runtime model. For this, we distinguish between a traditional replan-
ning (denoted replan) setting in which the initial population consists of randomly syn-
thesized plans, and a replanning with seed (denoted replan10%) approach, in which
10% of the population is initialized with the remaining actions of the initial plan. In
this regard, initial experiments showed that 10% was most beneficial for the seeding
factor, as increasing the proportion further degraded the GAs performance. Excessive
embedding of action sequences appears to lead to an overwhelming preference for them,
putting the GA on a suboptimal path from the start and affecting population diversity.

Experiment 2. To continue with the results of Experiment 1 for achieving a 50%
improvement in the target value, we perform another experiment in which we run
replan against replan10%. This time, however, the GA runs until a plan is found that
matches the improvement threshold, rather than over a fixed number of generations.

Experiment 3. We leverage the DT’s simulation capabilities for on-the-fly replanning,
where the planner is requested to find a plan for the runtime model after projecting it to
a future time step. This makes it possible to execute the original (repaired) plan during
replanning to avoid stopping the system. We examine on-the-fly replanning for 1 up to
10 prediction steps and compare it to idle replanning, where no further execution on
the system during replanning is performed. In all settings, the planner searches until a
solution is found that satisfies the 50% improvement over the initial model.

All three experiments are performed under different conditions, varying in the type
of perturbation and the time of its occurrence. Recall the two types of perturbation intro-
duced in Sect. 3.4. Accordingly, five stacks are either added or removed from the envi-
ronment. The locations are chosen randomly but evenly from parts of the stack config-
uration, i.e., the first stack is inserted/removed somewhere between the first ten consec-
utive stacks, the second between the next ten, and so on. In each case, it is ensured that
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Table 1. Experiment 1: 50 stacks with 1–100 items per stack. First three rows report median
values for deviation of adding 5 stacks. Rows 4–6 report values for removing 5 stacks. Results
are replicable for the system with 1–10 items per stack.

Error occurence Initial plan Naive repair Replan Replan with seed

Median
value

Median
value

Diff to
initial plan

Median
value

Diff to
naive repair

Median
value

Diff to
no seed

First 10% 13.602 22.176 63.0% 13.583 –38.8% 14.971 10.2%

Middle 10% 13.636 20.063 47.1% 12.317 –38.6% 14.544 18.1%

Last 10% 13.603 19.384 42.5% 11.688 –39.7% 17.905 53.1%

First 10% 13.650 17.068 25.0% 11.737 –31.2% 12.536 6.8%

Middle 10% 13.585 15.752 16.0% 10.751 –31.8% 13.038 21.3%

Last 10% 13.574 13.760 1.4% 9.771 –29.0% 13.108 34.2%

the remaining stacks are connected in such a way that the circular connection remains
intact. In terms of timing, the disruption occurs (i) in the first 10%, (ii) in the middle
10%, or (iii) in the last 10% of scheduled actions. That is, for a delegated plan with
200 actions, a deviation for the particular case occurs during one of actions 1–20, 90–
110, or 180–200, in the latter case guaranteed before the scheduled plan is completed.
Each experiment is run 30 times for each setting, except for Experiment 3. On occa-
sion, perturbation in the last 10% of planned actions obstruct forecasting considering
that simulation steps may exceed the remaining planned actions. Therefore, this setting
is excluded from this experiment.

Evaluation Metrics. In Experiment 1, we measure the objective value of the system
(i) after the deviation, (ii) after executing the naive repair approach, (iii) after replan,
and (iv) after replan10%. Also, to gain more insights into the GAs performance over
time, we plot the lowest objective value resulting from the current best available plan
in each generation for both replan and replan10%. In Experiment 2, we measure the
time required to achieve the desired 50% improvement as an indicator of the execution
time of the replanning variants. Note that this is not achievable by merely removing
infeasible actions, thus the naive repair approach is omitted here. In Experiment 3, the
execution time is measured. It corresponds to the sum of (i) the time needed to find the
new plan and (ii) the time needed to execute the tasks of the new plan (assuming an
execution time of 10 s per task).

Regarding results, we report on the median values after recording 30 runs to deal
with the stochastic nature concerning deviation settings and the GA. In addition, we
conduct statistical tests [4] to identify whether our observations are significant. We per-
form a Mann-Whitney U test [29] with a significance level α = 0.01, and opt for a
two-sided test where appropriate. It is a non-parametric test that enables comparison of
two random variables without the premise on having a normally distributed sample. If
the p-value is less than or equal to α, the null hypothesis (H0) is rejected and we assume
a true difference; if the p-value is greater than α, H0 is accepted. All data and scripts
are available in the Github repository [12].
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4.2 Case Study Results

Experiment 1: A first result is the impact of the deviations (i.e., adding and removing
stacks) on the standard deviation in the system. Conducting tests comparing the stan-
dard deviation in the system before and after deviation shows that adding five (empty)
stacks has a significant impact on the objective value of the system (p < .001, in all
settings), whereas removing five does not (.641 < p < .739, in all settings).

Table 1 reports the objective values expected from the initial plan prior deviation,
and those resulting from plans after naive repair/replan/replan10% post deviation for
previously described add/remove scenarios. Albeit removing stacks does not necessar-
ily lead to a more or less balanced item allocation, in the first or middle 10% of planned
execution, continuing with the repaired plan results in a much worse setting than execut-
ing the initial plan on the system would have, provided that no deviation has occurred
(p = 5.07e−10 and p = 1.31e−08). Only when removing stacks after 90% plan execu-
tion, the difference between executing the repaired plan and the expectation from initial
planning turns out insignificant (p = 0.091). For the removing case with 1–100 items
per stack, results indicate that replan performs better than naive repair and replan10%
with a deviation at the beginning (replan vs. naive repair, p < 1.51e−11, and replan
vs. replan10%, p = 3.178e−05), in the middle (replan vs. naive repair, p < 1.509e−11,
and replan vs. replan10%, p = 1.431e−05), and towards the end of execution (replan
vs. naive repair, p < 1.51e−11, and replan vs. replan10%, p = 1.51e−11). These results
can also be replicated for the smaller model with 1–10 items per stack.

Looking at the target evolution over several generations (cf. Fig. 4 for the add case),
replan10% performs better than replan with its random initial population in the first
generations. In fact, the random initialization performs so poorly initially that the plans
produced are also inferior to the naive repair solution. After about 25 generations,
however, replan generally outperforms the naive repair solution, and between 25 and
75 generations, it also outperforms the replan10%. It can also be seen that the more
advanced the execution of the plan, the less advantageous reseeding is and the less dif-
ferent the result is from a naive repair. The remove cases show a similar pattern, as do
these cases in regard to the less loaded system.

Fig. 4. Development of objective value over 200 generations for the add stack deviation.
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Experiment 2: In Experiment 1, we found that the performance of replanning options
varies with the number of generations developed by the GA. Clearly, more generations
are required in general to find a new plan that satisfies higher target requirements. The
progressions in Fig. 4 nevertheless indicate that choosing the right option depends on the
desired target value. Therefore, in Experiment 2, we compare the generations required
to achieve the initial goal value (i.e., 50% reduction of standard deviation in the sys-
tem). Inspection of the median execution times for replan and replan10% reveals both
to be a beneficial choice dependent on the application context: when introducing new
stacks, the bias in the initial population leads to substantially longer execution times
to find a plan conformant with the improvement requirement, compared to its unbiased
counterpart (replan10% vs. replan, 1.505e−11 < p < .002, in all cases). In contrast,
after removing stacks from the environment, the search time is significantly reduced

Fig. 5. Results of Experiment 3.

when considering the outdated plan with
replan10%, given a deviation at the
beginning or towards the end (p =
8.0e−06 and p = 2.93e−04).

Experiment 3: In Fig. 5, the median
over 30 runs is shown for the relative
decrease in execution time when plan-
ning from states the system will enter
during the next 10 actions. A trend
towards lower overall execution times is
observable in all cases although seem-
ingly more substantial for later devia-
tions w.r.t. completion of the initial plan. Hence the further we can anticipate the sys-
tem situation, the more efficient planning seems to become while plans still comply
with the 50% improvement condition, but seemingly facilitate faster system operation
at the same time. Table 2 contains the p-values to establish significance between on-
the-fly planning for up to 10 upcoming plan steps, and disruptive planning where the
system is idle. Following the trend of Fig. 5, planning from states further down the line
leads to increasingly more efficient system operation. Evidently, parallel replanning
outperforms idle replanning from seven anticipated steps onwards, in 3 of 4 cases, with
exception of the system being augmented soon after execution start. Planning 10 steps
in advance turns out superior in any case.

Table 2. Test statistic (p-value) comparing idle replanning vs. replanning on-the-fly. Results are
reported for the system with 1–100 items per stack, but express the same tendency for the system
with 1–10 items per stack. Significant results are highlighted.

Case Forecasted steps

1 2 3 4 5 6 7 8 9 10

Add 0–10% .45 .754 .685 .404 .305 .679 .069 .015 .3 .001

45–55% .255 .163 .562 .228 .058 .015 1.06e−04 7.4e−07 7.4e−07 2.110e−09

Remove 0–10% .929 .178 .573 .63 .26 .031 1.340e−04 2.804e−05 1.127e−04 7.733e−10

45–55% .007 .004 .001 .019 1.0e−06 1.1e−05 1.505e−07 3.56e−09 2.039e−11 4.533e−11
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4.3 Discussion

Answering RQ1: As one would expect, accepting downtime to raise a new plan that
is dedicated to the current state is superior to enforcing a partly obsolete and broken
plan. This holds true for both augmentation and reduction in the system, and regard-
less of the deviation occurring sooner or later in the execution span. Nonetheless, late-
occurring perturbations naturally carry a lower potential for degeneration, where few
actions remain in the plan, which should be taken into account to consider replanning
worthwhile. It is also worth noting that our case may not be affected by disruption to the
extent that would be observed in other cases. Indeed, actions that do not involve added
or removed stacks remain unaffected. Thus, simply omitting infeasible actions is more
detrimental when the actions are causally interdependent, so it is expected that a plan
with the naive repair approach becomes infeasible in many parts.

Answering RQ2: Results show that the prior plan in the GA population provides an
advantage in replanning, while using randomly synthesized plans is more beneficial
in the long run. Obviously, the remaining plan provides a good starting point, with fur-
ther improvements observed over several generations. Therefore replan10% can provide
good results quickly which is particularly useful for urgent scenarios. The noticeable
difference in replan10%’s performance when perturbations tend to occur later could
be due to the reuse of fewer remaining actions, which still provide a small improve-
ment and therefore spread quickly through the rest of the population, but also signifi-
cantly limit further development. In contrast, the exclusive randomness present in the
replan option allows for better solutions overall, with the advantage of replan10% dis-
appearing over time. Moreover, results show that it makes sense to use one or the other
option depending on the situation. If the goal is to reach a certain quality threshold, the
seed option is preferable when stacks are disconnected from the system. In this case,
replan10% provides such a solution much faster. However, if the quality of the plan is
paramount or if additional stacks are introduced, random initialization is recommended.
In this context, the bias associated with the seed variant seems counter-intuitive when
the updated runtime model indicates severe impairments of the system, but works well
to counteract minor impairments of the system. Similar to naive repair, which is highly
dependent on how functional the remaining plan part is, this likely also affects build-
ing on previous planning solutions, as is the case with replan10%, and requires further
investigation.

Answering RQ3: Results of Experiment 3 suggest that execution times can be reduced
by anticipating future system states and coordinating the planning effort with the run-
ning system, assuming things go as planned. To this end, on-the-fly replanning outper-
formed the “stop and replanning” treatment, i.e., idle replanning, in 3/4 of the cases
where execution of at least seven more steps was granted. It should be noted that the
execution times are calculated assuming that an action takes 10 s. Remarkably, on-the-
fly replanning is favored the longer the actions take, leaving more time for the planner
to search for better quality and shorter plans, which in turn leads to faster execution
overall. In addition, more time for planning also increases the likelihood of finding a
plan that meets the requirements with fewer steps executed in parallel, which can reduce
the risk of further disruptions in the meantime.
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4.4 Threats to Validity

The presented study builds on assumptions and decisions regarding their design,
employed tools, and methods used that can affect its validity.

Internal Validity. As elaborated in Sect. 2.1, we use MOMoT as MDO tool for plan-
ning, thereby employing NSGA-II to derive the plan models on request of the DT. For
plan evaluation we consider an objective dedicated to the task we investigated, min-
imizing the plan size. Reproducibility is threatened as the Henshin engine proposes
actions during planning in a non-deterministic way which affects NSGA-II’s initializa-
tion. Moreover, GAs are of stochastic nature and performance relies on several parame-
ter settings whereby we adhere to commonly reported values. We counteract by repeat-
ing experiments for 30 times and conducting statistical tests to establish significance.
Finally, the possibility of obtaining better results with a seeding factor other than 10%
can not be ruled out and is left to further work.

External Validity. MOMoT uses Henshin to execute graph transformations on mod-
els and the MOEA framework to encode rule applications. Therefore action types have
to be defined as graph transformation rules, and the runtime model of the DT has to
be conformant with EMF. To demonstrate our DT integration we used a Stack Load
Balancing case with two different configurations. Although suitable to clarify our con-
tributions in this work, it is unclear whether our observations convey to other, possibly
more complex domains and may be subject to more severe restrictions. For this reason,
applicability needs to be shown also for other use cases, e.g., to envisage further devi-
ation and action types. In this regard, assuming 10 s per action in Experiment 3 poses
a strong limitation for the on-the-fly approach and is essential for our results. More-
over, we deal with several circumstances that may not be present elsewhere, including
(i) enough feasible steps to enable forecasting post disruption, (ii) no system devia-
tions during parallel replanning, and (iii) estimations for action execution times, all of
which can suffer from variations and uncertainties in the environment, making adoption
in other contexts challenging.

5 Related Work

Two threads of related work are discussed: (i)DT architectures and (ii) previous efforts
to leverage prior planning information to tackle unforeseen changes.

DT Architectures. Different architectures have been proposed to exchange and han-
dle data in DT systems in a unified, expandable way (e.g., see [28]). Whereas these
architectures give a conceptual overview on how a DT can be used together with a
CPS and value-adding services, there is also work that discusses specific key elements
of a DT, e.g., Talkhestani et al. [37] mention synchronization with the physical asset,
data acquisition, and simulation as key requirements and emphasize the importance of
intelligence in DTs to enable autonomous CPS, e.g., to enrich them with predictive and
learning capabilities, and also propose an architecture for AI-assisted decision making.
An alternative to this AI-based solution is to employ case-based reasoning [9].
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In comparison, our framework supports targeted adaptation in response to perturba-
tion. Instead of acting on predefined patterns, the planner in our architecture is triggered
by a separate checker component, e.g., when a critical quality threshold is reached. A
new plan is then calculated, possibly reusing the outdated plan, to reach a desired sys-
tem state. Furthermore, we use simulation to investigate the implications of planning in
anticipation of future system states (i.e., on-the-fly replanning). This mitigates down-
time and decreases execution time, and thus, may become a valuable property for DTs.
Such a forecasting module has already been considered, e.g., for iterative plan refine-
ment parallel to execution [40], but without considering uncertainty in plan execution.

Automated Planning and Adaptation. Initialization of GAs was investigated to
improve adaptation in case-based reasoning [20], also using a memory to be leveraged
on similar problems [27]. There is already work on considering reactions to runtime
changes after an initial plan is calculated, e.g., using rule-based rewriting and local
search [2], contemplating negative impacts for upcoming actions during execution to
find a more robust alternative plan [6], an iterative procedure of plan simulation and
adjustment upon detection of error-prone actions [26], and reasoning from past deci-
sions and outcomes [39]. In [34], the authors even use a GA, similar to our work, and in
order to strive for quick adaption to newly emerging tasks in a real-time mission replan-
ning case. Therefore, the GA is initialized with previously computed task assignments
(comparable to the seeding in our work). This improved initialization of a GA is also
investigated by Kinneer et al. [23], but they face substantial evaluation overhead after
embedding previous plans into the population. However, in our approach randomly gen-
erated plans demand more evaluation effort than solutions from prior planning as they
exhaust the maximum solution length, hence we observe speedups after reseeding the
obsolete plan, in contrast to the result from [23]. In general, their work focuses on han-
dling uncertainty in a non-reactive manner whereas the planning layer in our framework
couples disturbance detection with subsequent treatment. The MDO engine integrated
into our architecture potentially also supports adaptation to unforeseen scenarios such
as changing action types, goals, or system developments.

To sum up, our work is the first approach to use an MDO framework for replanning,
also utilizing DT features to realize on-the-fly replanning. Seeding and initializing GA
for replanning has been already used in the past, but our results provide interesting
insights in case time critical replanning is required for CPS.

6 Conclusion and Future Work

In this paper, we have connected MDO with DTs and utilized the resulting overall
framework for reactive planning. As the initial results are promising, the framework is
also considered as a testbed for future experiments on reactive planning as all compo-
nents are published as open source solutions.

For future work, we see the following lines of research. First, additional scenar-
ios have to be explored to further validate the different replanning strategies and inte-
gration with running systems. Moreover, learning-based methods seem beneficial to
be integrated in our framework to reach predictive planning. Finally, dedicated repair
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mechanisms may be a valuable extension as an alternative to replanning, e.g., if replan-
ning is costly or only a few actions need to be repaired.
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Abstract. Digital twins need to adapt to changes in the physical system
they reflect. In this paper, we propose a solution to dynamically recon-
figure simulators in a digital twin that exploits formalized asset models
for this purpose. The proposed solution uses (1) semantic reflection in
the programs orchestrating the simulators of the digital twin, and (2)
semantic web technologies to formalize domain constraints and integrate
asset models into the digital twin, as well as to validate semantically
reflected digital twin configurations against these domain constraints on
the fly. We provide an open-source proof-of-concept implementation of
the proposed solution.

1 Introduction

Digital twins are model-centric applications in which some asset—typically a
physical system—is mirrored in near real-time, or twinned, by a digital artefact in
order to understand, predict or control the behaviour of the asset (e.g., [15,36]).
We envision a digital artefact, the so-called digital twin (DT), that contain com-
ponents that compare the behaviour of the targeted asset, the so-called physical
twin (PT), with expected behaviour based on a model, optimize the behaviour
of the asset and prototype new designs. A typical example of such a component
in the digital twin is a simulation model to explore the expected behaviour of
the physical system.

The digital and physical twins are coupled : Data concerning the physical
twin, such as live sensor data obtained by monitoring the physical system, are
transmitted to the digital twin. Decisions made by the digital twin by analysing
this data in the context of its model of the physical system, are communicated
back. The connection between the digital twin and the physical system, and
the integration of new observations of the physical system (such as live sensor
data) into the digital twin’s model of the physical system, are realized by the
application itself; in this work, we refer to this architectural layer of the digital
twin as the Digital Twin Infrastructure (DTI); The DTI is not only responsible
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for communication between the components of the DT but also of its evolution
through the dynamic reconfiguration of simulation models.

As the physical system evolves over time, we may experience that the digital
twin and the physical twin drift apart. This leads to a precision loss in the
digital twin’s ability to reflect the behaviour of the physical system. For example,
the physical system may change through maintenance operations or unexpected
events (such as failures). The simulation model may also drift due to uncertainty
in parameters or noise in the sensor data it receives from the physical system.

This paper considers how digital twins can be dynamically reconfigured in
response to changes in the physical twin. There are two categories of reconfig-
uration. The first category is behavioural reconfiguration, where the behaviour
of the digital twin must be adapted but the structure of the physical system
remains intact. For example, if simulated behaviour drifts away from the sensor
data from the physical system, the corresponding simulator must be recalibrated
with different parameters to match the real behaviour [8]. The second category
is structural reconfiguration, where the structure of the physical system changes
and the digital twin must perform some adaptation that goes beyond adjusting
a single component. For example, reconstruction work or reorganisation in a fac-
tory may affect its entire production pipeline. The main focus of this paper is
on the structural reconfiguration of digital twins.

To accommodate such reconfigurations, we here consider the use of semantic
web technologies to connect the configuration of the digital twins to formalized
asset models. Semantic web technologies are logic-based techniques to formalize
knowledge and data, as well as to query and reason over the formalized knowledge
represented as a knowledge graph. Semantic web technologies have been recog-
nized as one of the potential pillars in symbolic AI for digital twins. Asset models
are descriptions of the composition and properties of some physical asset, which
is essential to represent the structure of the physical system not only for digital
twins, but also for other engineering and maintenance applications [32,41].

In short, the main contributions of this paper are:

– a solution for structural reconfiguration of digital twins using formalized asset
models, and

– a proof-of-concept realization of a digital twin infrastructure which orches-
trates and configures simulation models, integrated with asset models.

We use the Semantic Micro Object Language (SMOL) [21] for our imple-
mentation. SMOL is a small, experimental and formally defined programming
language with explicit primitives both to integrate simulation units, namely for
the Functional Mock-Up Interface [4], and to integrate semantic web technolo-
gies that operate directly on the program state of the SMOL program itself.
SMOL is open source and available from http://smolang.org.

Related Work. The connection of digital twins and knowledge bases so far is
mostly limited to data integration to handle the numerous heterogeneous data
sources in a digital twin. For example, Yan et al. [43] use knowledge bases to
integrate data in manufacturing equipment and enable the user to query this

http://smolang.org
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Fig. 1. A house (left top), its digital twin (left bottom), an extension of the house (right
top) and the corresponding structural reconfiguration of the digital twin (right bottom).
In the reconfigured digital twin, gray components are new and blue components need
to be adapted. (Color figure online)

information more easily. Banerjee et al. [2] use a similar approach to interact
with data from IoT sensors in industrial production lines, and Oakes et al. [28]
for drivetrains. Going one step further, Wascak et al. [40] aim to use asset mod-
els as part of this integration in their abstract digital twin architecture. More
abstractly, Kharlamov et al. [22] have investigated the use of KBs for data inte-
gration in the context of the energy industry, and used this integrated data
to enable machine learning on data streams [45]. Lietaert et al. [25] use KBs
similarly to integrate data for machine learning approaches. To the best of our
knowledge, the use of KBs to influence the structure of the digital twin after
its initial construction is hitherto unexplored. We discuss related work for asset
models in Sect. 3.

Structure. Section 2 explains the problem of digital twin reconfiguration in terms
of a motivating example and Sect. 3 introduces preliminaries. We use the moti-
vating example to discuss the interplay of asset models, semantic web technolo-
gies, simulation units and programming in Sect. 4 and structural reconfiguration
in Sect. 5. Section 6 concludes the paper.

2 Motivating Example

Let us consider the digital twin of a small house, which should retain some tar-
geted temperature (inspired by an example developed by OSP [34]). The physical
system consists of two rooms, each with an outer wall and a heater, separated
by an inner wall. The physical system is depicted in Fig. 1 (top left). The cor-
responding DT has five simulators modelling the rooms with their heaters, the
inner wall and the outer walls, respectively. In addition, the DT includes a con-
troller that decides how to regulate the heaters of the two adjacent rooms, based
on the input data. The DT is depicted in Fig. 1 (bottom left). In our example,
the controller’s restriction to two adjacent rooms is inherent to the available
controller software.



74 E. Kamburjan et al.

Fig. 2. Example RDF graph with four statements.

A behavioural reconfiguration of the digital twin could be triggered by the
following scenario: One of the heaters breaks down and is replaced with a dif-
ferent model which heats the room faster than the previous heater. The digital
twin needs to reconfigure itself to adjust the parameters of its corresponding
simulation model to reflect that heating in one of the rooms now works faster.

A structural reconfiguration of the digital twin could be triggered by the
following scenario: The house is extended with two new rooms, one to the left
and the other to the right of the existing rooms. The resulting physical system is
depicted in Fig. 1 (top right), where the blue walls depict the former outer walls
of the house, which have now become inner walls. This change in the physical
system would require a complete reconfiguration of the digital twin. A solution,
depicted in Fig. 1 (bottom right), would be to add four new simulators which
capture the new rooms and new outer walls of the physical system (gray color
in the figure), to change two of the existing simulators to reflect the change
from outer walls to inner walls (blue color in the figure), and to replace the old
controller by two new controllers (blue color in the figure). For example, the
old controller could be removed and two new controllers added to reflect the
constraint that only two adjacent rooms can be controlled by one controller.

3 Preliminaries

This section covers technical background for the proposed digital twin infra-
structure: Knowledge bases and semantic web technologies, asset models and
simulation units.

3.1 Knowledge Bases

Knowledge bases are a triple-based data representation of domain knowledge and
other axioms. We here ignore their theoretical properties as description logic
models, and briefly introduce four essential semantic web technologies: RDF,
OWL, SPARQL and SHACL. All these technologies are W3C recommendations.

The Resource Description Framework (RDF) [38] is the framework and data
model on which all other Semantic Technologies are built. RDF is used to
describe entities (called resources) and their relation to other resources and
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Fig. 3. Example OWL ontology.

data values (called literals). Each such relationship can be represented as a link
between a subject and an object via a given predicate. In RDF, triples of the
form (subject, predicate, object) are called statements, and multiple statements
constitute a knowledge graph. Each RDF resource is represented by a Uniform
Resource Identifier (URI), a unique identifier which makes it possible to refer to
the same resource in different RDF graphs.

Figure 2 shows an example RDF graph using Turtle1 syntax. The first three
lines are all prefix declarations (aliases) while each of the lines 5–8 corresponds
to a single triple.The statement in line 5 expresses that an entity asset:wall1
exists and that it is a wall. The statement consists of a subject that is a resource
with the URI https://smolang.org/Asset#wall1, which has been simplified to
asset:wall1 by using the prefix in line 1, a predicate that is a resource with URI
rdf:type that expresses type membership, and an object asset:Wall, which is
an OWL class.2 The next line gives an identifier to the wall (asset:id), in this
case the value "2" of type xsd:string. The last two lines express that the wall
is between the two rooms asset:room1 and asset:room2.

OWL [37] is an extension to RDF that makes it possible to develop complex
models (called ontologies) of any application domain. OWL provides a vocabu-
lary to declare which classes and properties exist, and the rules to which each
such class and property must adhere. Figure 3 shows how OWL can be used to
make a small ontology for the house example from Sect. 2.The statements in
lines 1–4 declare an OWL class asset:Room, that has exactly two things stored
using the asset:next Property. OWL has the open world assumption, at this
point we know there are 2 things next to a room, but we may not have them
explicit in our KB. The property asset:next itself is defined in lines 5–7 and
relates asset:Room instances to asset:Wall instances. In line 9, we increase the
KB and said that one of the things next to a room1 is wall5.

OWL gives precise and formal semantics to RDF, which allows automated
reasoners to detect inconsistencies in RDF graphs and to infer implicit facts.

1 https://www.w3.org/TR/turtle/.
2 OWL classes and individuals are declared when they occur in a triple, not in a

separate construct. We can derive that asset:Wall is a class, because it is a subject
of a triple with predicate rdf:type. One can add a triple asset:Wall a owl:Class
to make this explicit.

https://smolang.org/Asset#wall1
https://www.w3.org/TR/turtle/


76 E. Kamburjan et al.

For example, by considering the range and domain of the property asset:next,
a reasoner can infer that the individual asset:room1 in line 9 is an asset:Room
and the individual asset:wall1 is a asset:Wall. Subproperties can be defined
in OWL; for example, we can declare property asset:left to be a subproperty
of asset:next, in the sense that all Room resources that are left of a Wall
resource are also next to that Wall resource.

SPARQL [30] is the prevailing language for querying and manipulating RDF
graphs. It resembles languages such as SQL, but the way it specifies which data
to return is specially suited for RDF graphs. In SPARQL, a basic SELECT query
contains a WHERE clause with a graph pattern, which is an RDF graph where
parts of the pattern are replaced with variables. The answers to this query are
all subgraphs of the RDF knowledge graph that match this pattern, as given by
the values from the RDF knowledge graph that were assigned to the variables
in the matched pattern. This is demonstrated in the following query, which asks
for all walls and their id.

1 SELECT ?a ?i WHERE {?a rdf:type asset:Wall. ?a asset:id ?i}

Here, ?a and ?i are both variables. When this query is posed over the RDF graph
in Fig. 2 it returns only one result: ?a = asset:wall1, ?i = "2". SPARQL
queries can access derived information by means of a logical consequence relation
(technically, an entailment regime) [11,12,23].

In contrast to SPARQL, SHACL [39] ignores information that is not explicit
in the knowledge base. SHACL is not used to check consistency of the knowledge
base with respect to the ontology, but to ensure basic validity conditions on the
concrete data.

3.2 Asset Modelling

An asset model is an organized description of the composition and properties of
an asset (e.g., [16,32,41]). It is common practice in engineering to build asset
models to support, e.g., maintenance operations on an asset. Asset models are
useful in a digital twin context because they can provide the twin with static
configuration data for the twin’s simulation model [6]. In industrial applications,
the asset model is often spread across several databases such as an asset man-
agement system, a engineering database and computer-aided design systems.
Asset models may be directly formalized as knowledge bases (e.g., READI [9]),
connected to them [26], or treated as such by means of ontology-based data
access [29,33] which enable data integration across multiple databases. We can
conceptually distinguish two kinds of asset models: top-down and bottom-up.3

Top-down asset models start with modelling the desired functionality of the
cyber-physical system as a whole, and then decomposing the system into func-
tional sub-systems. There is a tight coupling between functional sub-systems

3 Standard semantic data for both top-down and bottom-up asset models is the subject
of current research projects (e.g., DEXPI [42], CFIHOS [18] and READI [9]).
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and simulation components in the digital twin setting [27,35]. This approach,
which relates to model-driven engineering [3], is supported by modelling tools
and languages such as SysML (e.g., [27]). A top-down model provides a scal-
able framework for tracking requirements along a system decomposition and
linking requirements to individual components to higher-level system require-
ments [7,10]. However, the semantics of top-down models can be less well defined
than for bottom-up models; for example, the Reference Designation System for
ISO/IEC81346 [17,31] provides a taxonomy of functional systems for engineer-
ing, energy and construction, but is not so far supported by an ontology.

Bottom-up asset models can be given a well-defined semantics since they
are organized around the actual physical components of the asset. Depend-
ing on the domain, the semantics and data models are provided by standards
like ISO15926 [24] for the process industries, ISO10303 for manufacturing and
aerospace [1] and BIM [5,44] for the built environment. The common feature
of these models is their focus on physical artefacts. The functional behaviour
that we want to simulate, is modelled by functional objects that correspond
to the physical object. This tight linkage to the physical artefact means these
models do not scale well for managing information about system behaviour and
requirements, even though they are effective in organizing detailed information
regarding individual components.

For the purposes of this paper, we work with a bottom-up asset model. We
do this because, for this simple example, there is a tight correspondence between
physical artefacts and systems. We do not commit to any specific standard and
instead use an RDF based representation and our own ontology. This corresponds
to the abstraction layer one would typically use after ontology-based data inte-
gration of the different databases that make up a complex asset model. Aspects
typically associated with top-down asset models, such as the connection to the
functionality, are here realized by the digital twin infrastructure.

3.3 Simulation Units

Simulation units are simulator prototypes that can be instantiated as simula-
tion instances to perform some computation. Simulation units have inputs (to
influence the computation) and outputs (to access results) and perform the com-
putation step-wise, where the step size is determined by the driver that uses the
simulation instance.

Formally, simulation units [13] are hextuples (S,U, Y, set, get, doStep),
where S is the internal state space, U the set of input variables, Y the set
of output variables, set : S × U × V → S the function to set the values of the
input variables to some values of domain V, get : S × Y → V the function to
get the results and doStep : S × R

+ → S the function to perform the simulation
for a given amount of time.

We work with a special form of simulation units, namely functional mock-up
units (FMUs) [14], as defined by the functional mock-up interface (FMI) [4]. The
FMI defines additional structures for simulation units, such as types or param-
eter variables, which cannot be reset, and additional information on the correct
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usage, e.g., the order of calls needed to initialize an FMU. Most importantly,
it defines the model description, an XML formatted description of input and
output variables, and further information about the FMU.

4 Semantically Lifted Co-simulation

Semantically lifted programs can interpret their runtime state as a knowledge
base, and access this knowledge base describing their own current state by means
of language primitives at runtime [21]. This semantic reflection operates on a
knowledge base which connects the representation of the runtime state with
further ontologies, most importantly static domain knowledge and, in our case
here, asset models.

Semantic lifting is supported by the Semantic Micro Object Language (SMOL),
a Java-like object-oriented programming language. Semantic reflection in SMOL
is realized through dedicated language primitives, such as an access expression,
which loads the result of a SPARQL query, evaluated over a lifted enriched
ontology under a logical consequence relation (see Sect. 3.1), into a list of objects
in the runtime state.

Beyond semantic lifting, SMOL supports Functional Mock-Up Objects, a trans-
parent layer that tightly integrates FMUs directly into the object model [19].
We here introduce SMOL by presenting a minimal digital twin infrastructure for
the first scenario of Sect. 2 (see Fig. 1 left) and highlight its distinctive features
as we proceed.

Digital Twin. Let us now consider a digital twin of the house from the motivating
example in Sect. 2. The overall structure of the digital twin consists of objects
of the classes Wall and Room that mirror the structure of the physical house, and
objects of the additional classes House, that manages the overall DTI of a single
house, Outside, to provide the context for the house, and class Controller, to
make decisions about the heating behaviour.

Figure 4 shows the classes Dynamic and Wall (the class Room is analogous to
Wall). In the figure, the class Dynamic defines two methods that are used for co-
simulation (propagate and advance) to propagate values and uniformly advance
time throughout the system, and a getter (getHeat) to access the output heat of
a simulator. The class Wall defines a wrapper for the simulation unit of a wall,
it has the following four fields:

– The field fmo contains an FMO, i.e., a wrapped FMU. Its type Cont wraps
descriptions of the ports to the FMU: there are two input variables (T_room1
and T_room2), preceded by the modifier in, and one output variable (h_wall),
preceded by the modified out.

– The fields left and right point to the areas to the left and the right of the
wall (an area is either a room or the outside).

– The field id is the identifier in the asset model for the physical wall that this
object is mirroring (see Fig. 2).
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Fig. 4. SMOL class for the digital twin of a wall.

The methods realize the propagation of values into the FMU, time advance
and the reading of the current temperature of the wall. In SMOL, the FMO is
treated as a standard object with a method for time advance (l. 16) and the
variables of its type are treated as fields (e.g., l. 11).

We next discuss how to instantiate a wall according to an asset model. Before
introducing the asset model for our example in full detail in Sect. 5, we consider
a restricted form here: There are OWL classes asset : Wall and asset : Room
that model physical walls and rooms, with a property asset : id for their id
and two properties asset : left and asset : right that connects a room to the
wall left and right of it. Additionally, there is an OWL subclass asset : Outer
of asset : Wall for the outermost walls.

The code in Fig. 5 shows how Wall instances for the outermost walls are
created by exploiting the semantic reflection. This requires both access to the
semantically lifted program state (to query over the ids of existing objects) and
an external knowledge base with an asset model (to query over the ids of existing
walls). First, a SPARQL query is executed on the knowledge base (l. 3), using
the access statement, to select all the ids of outermost walls from the physical
asset, from this list we retain the ids of outermost walls which are not stored
in the id field of any existing Wall object (l. 4). Then, a new FMO is loaded
for each id, using the simulate statement which takes the filepath to an FMU
file (l. 7). The type of the FMO is then checked against the variable description
given in the model description of the FMU file. Finally, the Wall object itself is
created and stored in the list of all outermost walls.
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Fig. 5. Prettified SMOL code loading walls from the asset model into the digital twin.

Note that the connection of the outerWall.fmu FMU and the asset : Outer
OWL class is established by the digital twin infrastructure, i.e., the code creat-
ing the object instances, as we assume a bottom-up asset model. Furthermore,
communication to the physical system happens through the Room objects, which
encapsulate some interface to push and pull values to (resp. from) the physical
system. The actual control of the actuators for the heaters in the Room objects
is not detailed in this paper.

Behavioural Reconfiguration. Reconfiguration can be either structural or
behavioural. A behavioural reconfiguration does not change the structure of
the DT or DTI, but reacts to changes in the data stream from the PT, such
as detected model/sensor drift. To do so, parameters of the existing twinned
structure must be set again. Similarly, newly created DTs must be configured as
part of their initialization. In the example above, where an outer wall is loaded,
it does not suffice to simply create an FMU, if the FMU is used for simulation
and not only as an interface to the PT.4

Consider an FMU outerSim and the case where the outer wall FMU has
an additional parameter in Double p, which may be set to some value in the
interval [−1, 1], and a starting point in Double init. To estimate this parameter,
one may collect some additional data and perform a model search, for example
by recording the n data points coming from the PT, and then testing which
value for p generates the best fit for these data points. Figure 6 shows a simple
linear search for this case [19].

In case an FMU is replaced, the state of the old FMU, which may not be
fully exposed, may contain additional information required for the simulation.
To handle this, either the FMUs must expose enough information about their
inner state to allow such operations, or the parameters of the new FMU, if there
are any, must be determined.

Behavioural reconfiguration must be part of structural reconfiguration as the
sensor streams, simulators and eventual feedback communication units are all

4 If it is used as an interface, the identifier of connection to the PT must be given to
the FMU (this is elided here).
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Fig. 6. Model search for behavioural reconfiguration.

affected by changes in the asset, but as the mechanisms for it are orthogonal to
asset models, we refrain from discussing it in more detail.

5 Structural Reconfiguration in SMOL

In this section, we consider the structural reconfiguration of the digital twins,
focusing on its simulation component. For the digital twin infrastructure to struc-
turally reconfigure its simulation component, we must (1) detect that the Digital
Twin and Physical Twin have structurally drifted apart, as well as the exact kind
of change that has occurred, (2) amend the relation between DT and PT, and
(3) repair the Digital Twin Infrastructure. We continue with our house example
to illustrate how semantic reflection is used to detect structural drift and monitor
basic properties after repair. In this paper, we consider a domain-specific app-
roach to the problem of structural reconfiguration in which the reconfiguration
of the DT mimics the changes that occur in the PT.

Recall from Sect. 2 that a house must have an even number of rooms to be
twinnable. For the sake of the example, we thus assume that the only structural
changes that can occur to the asset is adding two rooms to the left of the existing
rooms, adding two rooms to the right of the existing rooms, or adding one new
room to the left and one to the right of the existing rooms in the house.

Detecting Structural Drift. Every n simulation steps, the DTI runs a query to
retrieve all IDs of rooms and walls that are in the asset model but not in the
DT. If the number of such IDs is neither 0 (no change) or 2 (valid change),
then the change is rejected – it is expressing an update that is not possible to
twin because it violates our assumptions about the asset model and its changes.
The relevant query is given in Fig. 7. It constructs RoomAssert instances, each
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Fig. 7. Detecting structural drift using semantic reflection.

containing the room id of the room in the asset model, as well as the ids of the
walls to the left and the right of the room. The query itself is analogous to the
example described in Fig. 5. Afterwards, the number of retrieved rooms is used
to detect whether a change has happened and, if so, whether the resulting house
is still twinnable. The new house is twinnable if there are two new rooms that
satisfy our criteria (see above).

Next, the position of the new rooms with respect to the existing structures
needs to be detected. To this aim, we determine whether the two new rooms are
adjacent to each other, their spatial relation to each other, and their relation to
the left-most (resp. right-most) existing room. This is shown in Fig. 8: the first
case is that the first retrieved room (r1) is right of the second room (r2) and left
of the existing structure. The second case is that the first retrieved room (r1)
is left of the second room (r2) and right of the existing structure. The last two
cases are when the two new rooms are not adjacent and the remaining cases are
omitted for readability.

Structural Reconfiguration. Having detected the kind of structural drift, the
structure of the DT can be updated in two steps. First, we create the new simu-
lation elements and insert them into the structure. Second, we update the DTI
and repair possible virtual elements that are not reflecting elements in the asset
(such as the controllers in our example). Figure 9 shows the resulting method
which implements the addition of one new room to each side of the existing
model. First, the rooms are created using addOneLeft and addOneRight, then the
controller structure is rebuilt in rebuildCtrl, before we finally use SHACL to
validate that the structural constraints hold for the new model configuration.
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Fig. 8. Determining the kind of structural drift.

Fig. 9. Adding two rooms and reconstructing the controller structure.

Figure 10 details the addition of a single room. Object creation is straight-
forward, the interesting change is at its end where the old outer wall becomes an
inner wall and the method reloads the FMU. An (omitted) method calibrate
can adjust the behavioural configuration of the newly loaded FMU, if needed. If
the FMU is only an interface that receives data from the PT, then this method
may not perform any action. The method addOneRight has no counterpart in sole
operations on the PT (i.e., addition of a single room is not supported), thus is
does not validate the structure at its end.

Figure 11 details the code to completely rebuild the controller structure. It
is called on the left-most room and creates a new controller, connects it to the
currently considered room and its neighbour, deletes the old controller and con-
tinues with the next room with an old controller. A particular detail of semantic
lifting is that it requires manual memory management: objects are retrievable by
queries even if no pointer to them exists and can, thus, not be garbage collected.

Validation. We can use the knowledge base also to validate consistency con-
straints. This can be done either using the underlying logic, e.g., by checking
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Fig. 10. Adding one room and adjusting the wall simulator.

Fig. 11. Rebuilding the controller structure.

that the knowledge base must is consistent. One can also use queries, by giving
special SPARQL queries or OWL classes that must be empty or return an empty
answer set. The approach sketched above can be seen as a variation of this idea:
the query detecting structural drift formulates the constraint that the DT and
the PT are consistent with each other. Such queries can also be used without a
following repair.

Alternatively, one can perform data validation using SHACL, which is a more
lightweight approach as it does not involve reasoning. For example, to validate
the DTI we can formulate that the room that is stored in the House.firstRoom
field is indeed the first one from the left, as the following SHACL shape.
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1 schema:FirstShape a sh:NodeShape ;
2 sh:targetClass prog:House ;
3 sh:property [
4 sh:path
5 (prog:House_firstRoom prog:Room_wallLeft prog:Wall_areaLeft);
6 sh:class prog:Outside;
7 ].

It expresses that for every node that is of prog:House class, following
the path prog:House_firstRoom prog:Room_wallLeft prog:Wall_areaLeft
ends in an object of type prog:Outside . I.e., the area to the left of the left wall
of the first room must be outside.

Removal of Assets. To remove objects that are no longer part of the asset model,
we run a similar query as before, but must consider that an asset that is removed
from the physical system is not removed from the KB, but instead marked
as removed. An example for such a query, which directly returns all the Room
instances to be removed is the following. We refrain from giving the repair

methods, which are analogous to adding assets.

1 SELECT ?y WHERE { ?x asset:Room_id ?id;
2 a asset:removed.
3 ?y a prog:Room; prog:Room_id ?id. }

6 Conclusion

We have presented an approach to reconfiguring digital twin infrastructure
according to structural changes. The approach integrates a knowledge base with
a digital twin infrastructure. The knowledge base includes an asset model, which
formalises our knowledge of the physical twin, with a similar representation of
the runtime state of the digital twin. We provide a proof of concept implementa-
tion of the approach in SMOL, a programming language which allows the runtime
state of programs to be lifted into a knowledge base and queried from within
the running program (so-called semantic reflection). We implement the DTI as
a SMOL program and view the physical twin through an asset model. Both DTI
and asset models are integrated into a knowledge base, so that the DTI can
perform semantic reflection and perform queries on itself and the asset model
to detect discrepancies and guide the reconfiguration. The very same integrated
knowledge base is also used to validate domain specific constraints on the DTI
and the relation of the DTI to asset model.

Our proof of concept implementation in SMOL has assumed a one-to-one rela-
tion between the components of the asset model and those of the simulation sys-
tem. In future work, we will explore other relations between the structure of the
asset and the structure of the digital twin. Furthermore, we aim to automatically
generate the digital twin infrastructure from a top-down asset model, including
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automatic detection of structural drift and repair, using the more advanced RDF
loading mechanism recently developed for SMOL [20]. Our work so far does not
incorporate data streams from the asset into the knowledge base. We expect
that this integration can be handled similar to the semantic lifting of the run-
time state into the knowledge base’s static structure of the digital twin, but this
remains to be done. Whereas the knowledge base is well suited to store and
query information, solving constraints is not directly supported (e.g., for param-
eter optimisation). We believe that this apparent limitation of the approach can
be naturally overcome by using the knowledge base to collect constraints, to be
solved by an external solver.
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Abstract. The performance and reliability of Cyber-Physical Systems
are increasingly aided through the use of digital twins, which mirror
the static and dynamic behaviour of a Cyber-Physical System (CPS)
in software. Digital twins enable the development of self-adaptive CPSs
which reconfigure their behaviour in response to novel environments. It
is crucial that these self-adaptations are formally verified at runtime, to
avoid expensive re-certification of the reconfigured CPS. In this paper,
we demonstrate formally verified self-adaptation in a digital twinning
system, by constructing a non-deterministic model which captures the
uncertainties in the system behaviour after a self-adaptation. We use
Signal Temporal Logic to specify the safety requirements the system must
satisfy after reconfiguration and employ formal methods based on verified
monitoring over Flow* flowpipes to check these properties at runtime.
This gives us a framework to predictively detect and mitigate unsafe
self-adaptations before they can lead to unsafe states in the physical
system.

Keywords: Digital twin · Self-adaptation · Reachability analysis ·
Signal temporal logic · Optimization · Cyber-physical system

1 Introduction

A Cyber-Physical System (CPS) consists of a digital component controlling
a physical asset within some operating environment. Cyber-Physical Systems
design poses significant engineering challenges, whilst scalably verifying that
CPSs meet their requirements has long been a central problem in formal meth-
ods research [2,5,29,51]. Moreover, a CPS must cope with significant uncertainty
and change during its operations. This motivates the need for self-adaptive cyber-
physical systems which dynamically reconfigure their behaviour in response to
anomalous situations. However, the dynamic nature of these reconfigurations
induces significant additional design and verification challenges, demanding new
methods for engineering safe self-adaptive CPSs.

One approach to the challenges of CPS engineering comes through the use of
digital twins. A digital twin is a computational replica of a CPS, which we refer to
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as the physical twin. The digital twin is constructed from heterogeneous models
of the physical system, including its hardware components, control software, and
physical environment. The digital twin synchronises with the physical twin by
monitoring its behaviour in order to update the state of these models.

Whilst a digital twin for a simple CPS can be implemented directly based
on sensory data, it is difficult to get a comprehensive view of the state of a more
complex CPS. This requires a combination of state estimators, data-fusion algo-
rithms, and numerical simulation, which may still leave discrepancies between
the digital and physical twins. Such discrepancies can also arise due to unex-
pected shifts in the CPS’s operating environment, causing the model parameters
of the digital twin to become out of date. Hence, we must continually monitor
the conformance of the physical twin behaviour to the models in the digital twin
to detect these anomalies and recalibrate the digital twin parameters based on
the data from the physical twin. The digital twin may also be used to alter the
behaviour of the CPS when conformance is violated (see Kritzinger et al. [33]
and Tao et al. [54]).

Because the digital twin changes the behaviour of the physical twin, it is
crucial that these changes are formally verified to be safe. This challenge has
been well discussed in [57] and [28] where the application of formal methods is
surveyed in the context of self-adaptive systems. This is relevant since a digital
twin enables self-adaptation of its physical twin. However, digital twins place
a higher emphasis on physical systems, which means that traditional formal
methods must be adapted. Indeed, in practical systems, self-adaptation cannot
be deployed, since each system reconfiguration requires re-certification of the
equipment, leading to long potential downtimes. Nevertheless, it is our vision
that re-certification can be sped up with the application of formal methods.

We will explore many of these challenges through a model incubator sys-
tem [25] in which a digital controller regulates the temperature inside an incu-
bator box by controlling a heat-bed inside the box. A digital twin of the incu-
bator can measure the temperature within the box through digital temperature
sensors placed at different locations within the box; these temperature readings
can be used to calibrate the parameters of the digital twin models. If effectively
calibrated, these models can be used to predict the future values of the box
temperature or to synthesise optimal control policies for the heat-bed. How-
ever, we must handle discrepancies in these predictions arising from a number
of uncertainties inherent in the calibration process: (i) temperature sensors at
different locations in the box may give inconsistent readings; (ii) the sensor data
represents delayed discrete samples of the system; (iii) sensors have noisy read-
ings and actuators are inaccurate; (iv) the digital twin models only approximate
the physical twin; (v) there are processing delays in the digital twin; (vi) the
incubator’s operating environment is uncertain and changeable.

Contribution. In this paper, we demonstrate formally verified self-adaptation in
the context of an incubator digital twin system. To this end, we construct a second
non-deterministic model that predicts the behaviour of the physical twin after a
self-adaptation whilst we perform uncertainty calibration to measure and account
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for the uncertainties introduced during the self-adaptation process. This enables
us to apply exact formal verification, leveraging Flow* verified integration [13]
to perform verified monitoring [59] of the non-deterministic model against high-
level safety requirements specified in the Signal Temporal Logic (STL) [39]. Ver-
ification is performed inside the self-adaptive loop to predict future violations
after each self-adaptation. This is in contrast with most (offline or online) STL
monitoring approaches that use data from the physical system to detect viola-
tions which have already occurred. Thus we may perform online monitoring of
self-adaptations, which predictively identifies unsafe self-adaptations, or active
enforcement, enabling the system to take evasive action to avert unsafety.

Related Work. Woodcock et al. [58] demonstrated how safety violations of CPSs
in uncertain environments may be detected based on statistical analysis of digital
twin cosimulations. Formally verified self-adaptation can be seen as an alterna-
tive approach to handling environmental uncertainty, with the non-deterministic
model assuring that safety is maintained.

A variety of works have considered formal verification of self-adaptive soft-
ware systems. Of these, our approach is particularly related to [8,9,21] which
develop predictive monitoring of non-functional requirements expressed in the
QCTL [4] temporal logic. It should also be compared to SimCA* [52] which is
able to give formal guarantees for control-theoretic requirements under environ-
mental uncertainties. On the other hand, most of the work on self-adaptive CPSs
has focused on self-adaptation at the architectural or software levels [41]. These
also include applications of concurrency-theoretic formalisms [7,55] to verify self-
adaptations which reconfigure the network topology of a CPS. However, none of
this work has considered formal verification of the controlled continuous dynam-
ics of the system, which is the main focus of this paper. These challenges are
related to Fault Detection, Isolation, and Reconfiguration (FDIR) problems [30],
which have been considered in the control theory community, although the focus
of these works is quite different than our temporal-logic based approach.

Another distinctive feature of our approach is the application of predictive STL
model checking at runtime. Outside of the context of self-adaptive systems, this is
related to the Clairvoyant monitoring approach of Qin and Deshmukh [44] which
fits statistical models to traces in order to predict the probability that a STL prop-
erty will be satisfied by future extension of the trace and to the approach of Ma
et al. [37] which makes predictions based on Bayesian Recurrent Neural Networks
with calibrated uncertainty estimation. In contrast, our approach expands a sys-
tem’s digital twin into an uncertain dynamical system model, which is used to
predict its future behaviour. This is worth comparing to the model-bounded mon-
itoring approaches of Waga, André, and Hasuo [56] and of Ghosh and André [27]
which both use uncertain linear dynamical systems to interpolate between sparsely
sampled time series data. Also relevant is the closely related problem of model pre-
dictive synthesis of controllers satisfying STL specifications [20,22,43,45,46,48–
50] including the recent reachability-based methods [11,16,53].

A number of works [1,15,17,35,60] have also applied reachability analy-
sis to predict future safety violations at runtime. Zhang et al. [62] have also
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demonstrated online repair based on control synthesis. However, the only one of
these methods which moves beyond reach-avoidance properties to a full range
of STL properties is that of Yu et al. [61], which targets discrete rather than
continuous time dynamical systems.

2 Background

In this section we introduce some background material on the incubator system
and on our verified monitoring approach for STL specifications.

2.1 Notation

Firstly, we introduce some mathematical notation which we will use throughout
the paper. We will frequently work with the real numbers R, including the space
of non-negative real numbers R≥0 = [0,∞) and the space of n-dimensional real
vectors R

n. We use boldface to distinguish the names of vectors x from scalars
x, and write a specific n-dimensional vector with real entries x1, . . . , xn ∈ R as
x = (x1, . . . , xn) ∈ R

n. We rely upon interval arithmetic [40], which represents
uncertain quantities as closed real intervals I = [a, b] ∈ IR and defines over-
approximate arithmetic operations based on the endpoints of intervals so that,
for example, [a, b] + [c, d] = [a + c, b + d]. We also work with interval vectors
I = (I1, . . . , In) ∈ IR

n which consist of interval entries I1, . . . , In ∈ IR and
support all of the standard vector operations. We define the interval vector
[x,y] = ([x1, y1] , . . . , [xn, yn]) ranging between two real vectors x = (x1, . . . , xn)
and y = (y1, . . . , yn) (assuming xi ≤ yi for all i). Finally, we define the width
of an interval [a, b], width([a, b]) = b − a, and the distance of a point x from an
interval [a, b],

dist(x, [a, b]) �

⎧
⎪⎨

⎪⎩

x − b if x > b

a − x if x < a

0 otherwise
.

2.2 Incubator

The incubator system, detailed in [25], consists of a styrofoam box and a digital
controller. An overview of the incubator and its control logic is shown in Fig. 1.
It consists of a heat-bed (that radiates heat when turned on) and a fan (that
ensures uniform temperature distribution inside the box). The temperature can
be sensed and sent to the controller from two different spots inside the box, and
a spot outside the box. The duty cycle of the controller regulates the steady
state temperature inside the box. In this paper we will consider an open-loop
controller (shown in Fig. 1b) which operates independently of the temperature
measurements, but is periodically reconfigured based on the temperature mea-
surements and a digital twin of the incubator system.
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Fig. 1. Overview of the incubator system.

As shown in [25, Section 3], we can model the incubator using the following
system of equations which describe the evolution of the temperature of the air
inside the box TA and of the heat-bed TH , in degrees Celsius:

dTH

dt
=

1
CH

(
V I − GH

(
TH − TA

))

dTA

dt
=

1
CA

(
GH

(
TH − TA

) − GB

(
TA − TR

))
(1)

where:

– V and I denote voltage and current, respectively, and the product V I repre-
sents power (rate of energy produced at the heat-bed);

– GH represents the rate of energy transfer between the surface of the heat-bed
and the surrounding air;

– CH encapsulates both the heat capacity of the heat-bed as well as its mass;
– CA encapsulates the heat capacity and mass of the air inside the box;
– GB represents the rate of energy transfer between the air inside the box and

the air outside the box (e.g. the lid being opened is equivalent to increasing
this value by an order of magnitude).
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Equation (1) represents the plant without any control action. We also need
to include the control signal which turns the heat-bed on and off. Therefore the
controlled equations have the form

dTH

dt
=

1
CH

(
c(t)V I − GH

(
TH − TA

))

dTA

dt
=

1
CA

(
GH

(
TH − TA

) − GB

(
TA − TR

))
(2)

where the input signal c : R≥0 → {0, 1} determines the control state of the heater
at a given instant in time. In particular, in the incubator system this control
signal takes the form of a piecewise constant periodic signal c = ck,l which (after
an initialisation period) alternates between heating for k duty cycles (ck,l(t) = 1)
and cooling for l duty cycles (ck,l(t) = 0) in line with Fig. 1b.

2.3 Flow* Verified Integration

The majority of simulation and analysis of mathematical models such as digital
twins is carried out using numerical methods. Whilst the flexibility and per-
formance of these methods makes them invaluable, a major limitation is their
approximate nature, which means they are unable to definitively prove prop-
erties of the system as their results can be unreliable for sensitive or chaotic
systems [10]. An even larger practical limitation is their inability to represent
and account for uncertainties in the system, preventing us from providing veri-
fication results which are robust to noise or mismatches between a digital twin
and a physical system.

Verified integration applies exact formal methods in order to move beyond
the approximate simulation results produced by classical numerical methods, to
computing a verified enclosure of all possible trajectories of a system over time.
One leading such method is the Flow* verified integrator [14] which applies a
variety of Taylor model-based [6] methods to tightly enclose the dynamics of con-
tinuous and hybrid dynamical systems featuring complex non-linear dynamics
and large uncertainties in initial conditions and model parameters.

In particular, Flow* verified integration is able to handle uncertain paramet-
ric continuous systems of form,

dx
dt

= f(x,p, c(t), t) (3)

whose dynamics are specified by a Lipschitz continuous function f : Rn × R
m ×

R
q × R≥0 → R

n (i.e. a vector of n coupled non-linear ODEs) subject to a
vector p of system parameters and a predetermined open-loop control policy
c : R≥0 → R

m which we assume to be a piecewise constant. We are able to
introduce uncertainties in this class of models both through an interval ini-
tial value constraint x(0) ∈ I which states that the system must start inside
the n-dimensional box I ∈ IR

n of initial conditions and the interval param-
eter constraint p ∈ U which constrains the parameters of the system to the
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m-dimensional box U ∈ IR
m. These uncertain parameters are assumed to

be time-invariant (so that they have fixed real values; we just do not know
what they are); whilst such uncertain parameters have been tackled explicitly
by verified-integration methods such that of Lin and Stadtherr [36], we handle
them by implicitly re-encoding them as uncertain initial conditions for additional
derivative-zero variables of the model1. We denote an uncertain parametric sys-
tem of the above form as M(I,U, c) where I and U record the interval initial
condition and parameter constraints of the system and c records the control
policy.

In order to enclose all possible behaviours of the system under uncertainty,
Flow* moves from approximating a single trajectory x : R≥0 → R

n of the
system, to computing a flowpipe enclosing all possible trajectories of the sys-
tem. Whilst internally Flow* uses a complex symbolic flowpipe representation
based on preconditioned Taylor models [38] to give the tightest possible bounds
on system dynamics, we can view these flowpipes as interval vector functions
g : IR → IR

n which map interval regions T ∈ IR of the time domain to n-
dimensional regions g(T ) ∈ IR

n of the system state space. These flowpipes are
then guaranteed to form an interval extension of every possible trajectory of
the underlying system in the sense that, for every trajectory x : R≥0 → R

n,
every time point t ∈ R≥0, and every time interval T ∈ IR such that t ∈ T we
are guaranteed that x(t) ∈ g(T ). This means a Flow* flowpipe computed for
a given uncertain model, which we henceforth denote flowpipe(M(I,U, c)), is
guaranteed to soundly enclose all possible behaviours of a system regardless of
any uncertainties in the initial conditions I or parameters U of the system.

Example 1. We can view the incubator model Eq. (1) as an uncertain model of
form Eq. (3) if we assume uncertain knowledge of the initial state of the system,
given by the interval initial value constraints,

TA(0) ∈ IA =
[
25.0, 25.1

]
, TH(0) ∈ IH =

[
20.59, 21.60

]
,

uncertain knowledge of the system parameters CA, GB given by the interval
constraints,

CA ∈ UA =
[
68.20, 68.71

]
, CH ∈ UH =

[
0.73, 0.79

]
,

and the following fixed values of the remaining system parameters,

V = 12.00, I = 10.45, TR = 21.25, GH = 0.87095429.

Following the notation of the previous section, we denote the overall uncertain
incubator model as M(

(IA, IH), (UA, UH), c
)
.

If we apply a constant control policy coff(t) ≡ 0 in which the heater is always
off, then applying Flow* gives the flowpipes shown in Fig. 2a. This demonstrates
1 Flow* also has native support for time-varying interval uncertain parameters [12,

Section 3.5], which may vary throughout the simulation leading to much greater
uncertainty in the overall behaviour of the system over time.
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Fig. 2. Verified integration and monitoring results for the incubator under uncertainty.

that the system absorbs the uncertainties introduced by the uncertain initial
conditions and hence the long-term behaviour of the system is robust under
these variations, as demonstrated in [26].

We can also apply a periodic open-loop control policy c3,7(t) in which the
heater alternates between switching on for periods of 3 duty cycles and cooling
down for periods of 7 duty cycles. This results in the flowpipes shown in Fig. 2,
which demonstrates that this control policy results in an initial rise of the box
and heater temperature before eventual stabilisation.

2.4 Verified Monitoring

Whilst models and simulation techniques provide a powerful way to analyse the
behaviour of systems, their application typically depends on human insight to
interpret the results and determine whether it is consistent with the expected
safe behaviour of the system. Since self-adaptive systems are designed to operate
without human intervention, we propose the use of specification languages such
as temporal logics to capture the safety requirements of the system, and offline
or online monitoring techniques to check whether a given system behaviour is
consistent with these requirements.

Signal Temporal Logic (STL) [39] has emerged as a popular specification
language for the behaviour of Cyber-Physical Systems [5]. STL formulae are
defined according to the following grammar,

φ, ψ ::= ρ | φ ∧ ψ | φ ∨ ψ | ¬φ | F[a,b] φ | G[a,b] φ | φ U[a,b] ψ ,

and incorporate as atomic propositions inequalities ρ � f(x) ≥ 0 featuring
functions f(x) of the system variables alongside complex propositions with the
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logical operators not ¬φ, and φ ∧ ψ, and or φ ∨ ψ, as well as the temporal
operators F[a,b] φ or eventually φ (which states that the STL property φ should
hold at some time point between a and b time units in the future), G[a,b] φ or
globally φ (which states that the STL property φ should hold at all time points
between a and b time units in the future); as well as the until operator φ U[a,b] ψ
(which states that there is some time point t between a and b time units in the
future such that ψ is true at t and that φ is true at every time point t′ between
now and then).

STL monitoring has traditionally been applied to a single numerical sig-
nal x : K → R

n (with either bounded real-time domain K = [0, T ] or dis-
crete time domain K = {t1, . . . , tN} ⊆ [0, T ] based on time-sampling points
t1 < t2 < . . . < tN ) either from a running system or a numerical simulation of
its behaviour using bottom-up monitoring algorithms [39] that recursively com-
pute Boolean signals s : [0, T ] → {True,False} which record the truth of a STL
given property at each time point t ∈ [0, T ]. In contrast, verified methods such
as Flow* have traditionally focused on reachability analysis to enclose all pos-
sible behaviours of the system without supporting the rich timed specifications
which STL allows. However, recently a number of methods [11,31,34,47,59] have
emerged applying verified reachability analysis as a basis for verified monitoring
of STL properties. In particular we apply the method of Wright and Stark [59]
which implements verified monitoring of STL properties over Flow* flowpipes by
computing three-valued signals s : R≥0 → {True,Unknown,False} which uses a
third truth value, Unknown, to record when the uncertainty in the flowpipe is too
great to either verify or refute a property at a given time point t ∈ R≥0. Thus,
the signal produced by verified monitoring of a STL property over a flowpipe
M(I,U, c) for a given uncertain model gives formal guarantees, with True and
False values guaranteeing the truth or falsehood of the property for all possible
initial conditions x ∈ I and parameters p ∈ U of the model. We are there-
fore able to apply verified STL monitoring in order to capture many interesting
properties of the incubator system.

Example 2. As a simple example, we can monitor properties of system state
variables such as TA ≥ 22.6 which asserts that the air temperature within the
incubator is at least 22.6 ◦C. A three-valued signal for this property when the
heater is off is shown in Fig. 2c illustrating that the property is true at both ends
of the time period of truth at the peak of the temperature graph and periods
of uncertainty in between. Similarly, a three-valued signal for the same property
with a periodic heater control policy c3,7 is shown in Fig. 2d.

We are also able to apply the full monitoring algorithm to verify properties
of the overall timed behaviour of the incubator. For example, under the periodic
control policy c3,7 we are able to verify the STL property

F[0,2000] G[0,100](TA ≥ 33 ∧ TA ≤ 36)
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which states that the air temperature eventually (within 2000 seconds) reaches
and (for at least 100 seconds) remains within the interval range [33, 36]. This cor-
responds to the control-theoretic requirement that the air temperature stabilises
close to 34.5 ◦C, however, the use of STL allows us to strengthen this to require
that the temperature stabilises within a timely manner (within 2000 s).

3 Formally Verified Self-Adaptation

This section lays out our approach for introducing formally verified self-
adaptation into an incubator digital twin system, through the use of a self-
adaptation loop, and formal verification of a non-deterministic model capturing
the behaviour of the incubator after each self-adaptation.

3.1 Incubator Self-Adaptation Loop

The digital twin of the incubator, originally introduced in [24], has been extended
with a self-adaptation loop in [23], that reconfigures the duty cycle of the open
loop controller whenever an external disturbance undermines the predictive
power of the model in Eq. (1). The most common example disturbance is when
the lid of the incubator is opened.

A disturbance is detected by comparing the output from a Kalman filter
(that uses Eq. (1)) with the actual temperature measurements. After some time,
the disturbance is confirmed, and the following steps, based on the MAPE-K
loop [32], are taken:

Gather Data —The system is left to operate normally for some more time
steps, in order to gather sufficient data for the next step.

Recalibrate Model —The data gathered since the time the anomaly was
detected is used to re-estimate a real-valued vector p∗ = (C∗

A, G∗
H) of parame-

ters for the incubator model in Eq. (1) by repeatedly running simulations and
comparing them to the data, while adjusting the parameters to make the simu-
lation match the data (we use a non-linear optimisation package which is part
of SciPy2).

Recompute Control Policy —Use the newly found parameters to inform an
optimisation problem where the new controller parameters are derived to
determine an updated control policy c∗. Repeated simulations of the con-
trolled incubator equations (Eq. (2)) are performed with different control
duty cycles, to find the optimal one.

Update Control Parameter Finally, the new parameters are uploaded to the
controller.

For more details on this self-adaptation loop, we refer the reader to [23].

2 https://docs.scipy.org/doc/scipy/index.html.

https://docs.scipy.org/doc/scipy/index.html
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Figure 3a shows an example of self adaptation of the incubator. Initially the
duty cycle of the controller has been optimised to keep the temperature at 41 ◦C.
After the lid is opened, an anomaly is detected (shown by the discrepancy between
the orange signal and the blue line, at time 500 s). Shortly after, the duty cycle is
changed to maximum power, to try to compensate for the loss of energy in the
system. The same process happens in reverse when the lid is closed.

3.2 Verified Monitoring Architecture for Safe Self-Adaptation

Whilst self-adaptation through the use of a numerical digital twin such as that
described in the previous section provides an effective way of detecting and
responding to anomalies, one can question whether the resulting adaptive control
policies lead to long-term safe behaviour for the overall system. Indeed, the deploy-
ment of such a self-adaptive loop in a safety-critical setting typically requires both
offline verification that a safe configuration exists and that the self-adaptive proce-
dure is able to identify it. This is often not possible in practice given the uncertain
and unpredicatable system contexts which self-adaptation seeks to address.

We propose an alternative approach in which verified monitoring is deployed
online in order to verify the safety of the system after self-adaptation. To this
end, we propose to modify the self-adaptation loop architecture introduced in
the previous section so that after each anomaly we construct a non-deterministic
model of the system denoted as M(I∗,U, c∗) which aims to over-approximate
all possible behaviours of the physical twin after the anomaly, based on the
data collected during the Gather Data phase. We can then apply verified STL
monitoring to M(I∗,U, c∗) in order to verify a set S of STL properties repre-
senting the safety requirements of the system. Thus, whilst we cannot guarentee
that self-adaptation will always succeed, we can use the verified STL monitoring
results to guarentee that any unsafe self-adaptations can be detected, enabling
the safety of the deployed system to be ensured by other means (such as human
intervention or an automated safe-shutdown procedure).

3.3 Uncertainty Calibration

A key stage of the verified monitoring procedure proposed in the previous section
is constructing M(I∗,U, c∗) which attempts to over-approximate the behaviour
of the physical incubator system after the anomaly based on the data gathered
during the Gather Data stage.

To accomplish this we propose to perform an uncertainty calibration process
in which we start off with a model M(x∗,p∗, c) = M((T ∗

A, T ∗
H), (C∗

A, G∗
H), c)

based on the digital twin state x∗ = (T ∗
A, T ∗

H) at the start of the calibration
period, the vector p∗ = (C∗

A, G∗
H) of real-valued parameters determined in the

Recalibrate Model stage, and the old control policy c. We then expand these
real parameters into interval parameters achieving a minimal enclosure of the
plant data signal y : {t1, . . . , tN} → R

n over the calibration period. To this end
we first define the inflated model

Mε
δ

(
x∗,p∗, c

)
� M

(
x∗ + [−ε, ε] ,p∗ + [−δ, δ] , c

)
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of the model M(x∗,p∗, c) by the inflation parameter vectors ε = (εA, εH) and
δ = (δA, δH). This inflated model encloses each initial condition x∗

i or parameter
p∗
i of the calibrated digital twin in a radius εi or δi interval of uncertainty

respectively. In order to fit these intervals of uncertainty to the plant data, we
define the non-conformity3 of a plant signal y to a flowpipe g as

non-conformity(y,g) =
N∑

i=1

√
√
√
√

m∑

j=1

dist(y(ti)j ,g(ti)j)2

and the uncertainty of a n-dimensional interval vector I ∈ IR
n as

uncertainty(I) =

√
√
√
√

n∑

i=1

width(Ii)2.

Then suitable inflation parameters ε∗ = (ε∗
A, ε∗

H) and δ = (δ∗
A, δ∗

H) are found
by applying an optimisation process to minimize,

K non-conformity (y,flowpipe(Mε
δ (x∗,p∗, c)))

+ uncertainty (flowpipe(Mε
δ (x∗,p∗, c))(tN ))

thus jointly minimising the non-conformity of the plant signal to the flowpipe
and the uncertainty of the flowpipe at the end of the calibration period (since this
gives a measure of how strongly the overall uncertainty in the parameters feeds
into the long term behaviour of the system). Here we use the weight parameter
K � 1 to prioritise enclosure of the plant data over minimising the uncertainty
in the parameters.

Provided we can find a solution with zero non-conformity, this then pro-
vides a non-deterministic model M(I,U, c) = Mε

δ (x∗,p∗, c) for the system over
the calibration period. To predict the plant behaviour after the anomaly and
calibration period have passed, we use a flowpipe from the non-deterministic
model to predict the possible system state I∗ = flowpipe

(Mε∗
δ∗(x∗,p∗, c)

)
(tN )

at the end of the calibration period. We can then obtain and utilize the non-
deterministic model M(I∗,U, c∗) where c∗ is the new control policy produced
by self-adaptation, as detailed next.

3.4 Self-adaptation Monitoring and Enforcement

We propose that the verified self-adaptation loop may use the non-deterministic
model in two ways. Firstly, it may be used in a monitoring mode in which we
apply verified STL monitoring to the uncertainty-calibrated non-deterministic
model after each self-adaptation in order to validate the self-adaptation process
itself against the safety requirements S of the system. Thus, the monitoring mode

3 This notion is worth comparing this to notions of conformance between continuous
and hybrid systems traces such as [19] and [3].
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will report the durations of each self-adaptation period, alongside the calibrated
intervals of uncertain model parameters for the non-deterministic model after the
anomaly, and a record of whether each safety requirement is satisfied or violated
after the anomaly. Secondly, it may be used in an enforcing mode in which
the violation of a safety property blocked the application of the new control
policy (deemed unsafe) and instead triggers a safe shutdown of the system,
preventing potential harm when self-adaptation is insufficient to ensure safety.
Whilst enforcement is necessary to ensure overall safety, in cases where it is
not practical, we argue that monitoring provides an invaluable tool to identify
design flaws in self-adaptation loops and alert human supervisors to potential
issues when safe self-adaptation is not possible.

4 Incubator Self-adaptation Verification Results

In this section we examine some example executions of our formally verified
self-adaptation loop for the incubator system in order to explore how the use of
verified monitoring allows us to identify unsafe self-adaptations and to correct
design flaws in the self-adaptation loop.

4.1 System Setup

We consider an instantiation of the incubator self-adaptation loop which simu-
lates the full digital twinning setup in silico based on experimental data and the
use another numerical model of the incubator in place of the physical twin. We
configure the plant with an initial open-loop control policy c = c10,30 whilst
the physical and digital twins are both initially configured with parameters
CA ≈ 177.63, GB ≈ 0.77, CH ≈ 239.61, and GH ≈ 2.32, and the self-adaptation
process is configured to optimize the control policy based on a desired incubator
temperature of 41 ◦ C, a data gathering period of 12 seconds, and a minimum
period of 20 seconds between anomalies.

In order to simulate a situation requiring self-adaptation, we introduce dis-
continuous jumps which change the parameter GB to 10 times its original value
after 500s and then again after 1500s. This simulates the box lid being opened
at time 500 and closed again at time 1500. We have validated this procedure
with the real system, to certify that our simulation results are representative of
the real opening of the lid [23].

4.2 Safety Properties

We capture the desired safety properties for controller in the set S = {φ1, φ2}
consisting of the two STL properties:

– φ1 � F[0,1000] G[0,100](TA ≥ 36 ∧ TA ≤ 46): the incubator air temperature
should stabilise between 36 ◦C and 46 ◦C within 1000 seconds;

– φ2 � G[0,1000](TA ≤ 60): the incubator air temperature should never
exceed 60 ◦C.
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Of these we note that φ2 is the most critical, given the potential for excessive
air temperatures inside the box to rapidly harm its contents.

4.3 Self-adaptation Results

Figure 3a demonstrates the behaviour of the incubator self-adaptation loop as
it adapts to the opening and closing of the box lid. The self-adaptation loop
detects and responds to two anomalies: and anomaly a1 when the incubator box
lid is opened and an anomaly a2 once the box lid is closed again.

We were able to apply our verified monitoring procedure to check the prop-
erties φ1 and φ2 after each self-adaptation. Uncertainty calibration produced
non-deterministic models which tightly over-approximated the plant behaviour
after reconfiguration; for example, the non-deterministic model flowpipe after a2

is shown in Fig. 4. This allowed us to generate the monitoring results for each
property, producing the results shown in Fig. 3d. From these we can see that φ1

is true after a1 showing that the system finds a control policy which achieves
the desired temperature once the lid is opened. On the other hand, we get a
monitoring result of False for φ1 after a2: whilst the control policy is eventually
returning the air temperature to the desired range, it is not able to do so within
the time limit stipulated in φ1 (see Fig. 4). More seriously, the crucial property
φ2 fails after a2. We can see that in trying to keep the box close to the desired
temperature when the lid is open, the heat-bed temperature has risen to over
70 ◦C, placing the system in a state where overheating is unavoidable once the
lid is closed again and the accumulated energy in the heat-bed dissipates to the
air in the box.

4.4 Repairing the Loop

We can also use verified monitoring as a means to understand and mitigate the
potential for unsafe self-adaptations. The failure of φ2 after the box lid was closed
again demonstrates the danger of allowing unrestricted heater temperatures,
motivating us to introduce an additional safety requirement

φ3 � G[0,1000](TH ≤ 70)

which requires the heater temperature to be kept below 70 ◦C for at least 1000
seconds after every self-adaptation. From Fig. 3d this property was violated after
each of the two anomalies a1, a2 demonstrating the ability of the verified monitor
to predict future failures after a self-adaptation. This could allow us to notify
a human supervisor or to use the verified monitor in enforcing mode, initiating
a safe-shutdown by turning off the heater before an unsafe self-adaptation can
lead to directly detectable damage (as shown in Fig. 3b).

We are also able to use our new understanding of this potential hazard to
improve the design of the underlying self-adaptation loop. For example, we can
limit the overall heater temperature by modifying the Recompute Control
Policy stage to select control policies which prevent the heater temperature from
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Fig. 3. Self-adaptation experiment results.

Fig. 4. A demonstration of enclosure of the physical plant signals for TA and TH (in
yellow and cyan resp.) by the non-deterministic model flowpipes after anomaly a2. The
uncertainty calibration data points for TA and TH are highlighted in red and purple
respectively. (Color figure online)
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exceeding some thresholds (e.g. 60 ◦C). Repeating the self-adaptation experi-
ment with this modified self-adaptation loop results in the improved behaviour
shown in Fig. 3c. We can see in Fig. 3d that all of our safety properties are
satisfied after each of the two anomalies b1, b2 of the modified system, with one
exception: the property φ1 cannot be maintained when the incubator lid is open.
This is, however, an understandable trade-off since in an uncontrolled environ-
ment there are cases in which self-adaptation is genuinely not possible (given
the limitations of the system’s physical components) and so we must prioritise
between the different design requirements to minimize harm.

5 Conclusion

In this paper we have shown how verified STL monitoring over Flow* flowpipes
may be applied to achieve formally-verified self-adaptation in a digital twinning
system. We demonstrated the power of this approach to predictively identify
unsafe self-adaptations before they lead to a safety violation and to apply active
enforcement to prevent violations. Whilst for this paper we have focused on a
relatively simple incubator case study, we hope to develop our methods further
through a representative range of different of applications of digital twins. Our
methods are also not restricted the open-loop control policies considered in this
paper, but apply equally to more complex closed-loop control policies.

Limitations and Future work Our initial implementation of our monitoring app-
roach has a number of limitations which we hope to address in future work.
Firstly, the accuracy of our predictions is ultimately determined by the rep-
resentitativeness of the digital twin and the sampled physical twin data from
which the non-deterministic model is constructed. This is a limitation we share
with most model-based formal methods, however, we can increase the conser-
vativeness of our results by performing uncertainty calibration over sensor data
streams which encapsulate the range of possible uncertainty in measurements
(by, for example, taking temperature readings from multiple sensors at differ-
ent locations within the box). We also need to contend with timing differences
between the physical and digital twins which may arise from variable process-
ing times and the computation delays between components; these may lead to
excessive false positives. We propose to account for such time distortions of sig-
nals through the use of more sophisticated notions of conformance such as the
Skorokhod metric [19] or Dynamic Time Warping [42].

A final limitation lies in the time required to perform Flow* verified inte-
gration to verify a self-adaptation. For the simple case of the incubator, this
time was not an issue, but as the example becomes more complex, the verifica-
tion stage will become a bottleneck in the self-adaptation process. We should
be able to substantively overcome this limitation by precomputing the flowpipes
offline, extending the approach of Chou, Yoon, and Sankaranarayanan [18], leav-
ing only the moderate [59] cost of our verified monitoring algorithm at runtime.
We can also explore combining our verified monitoring approach with other effi-
cient online flowpipe computation methods [15]. Additionally, whilst our focus
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thus far has been on control over relatively short timespans, it would also be
worth exploring the applicability of our verified monitoring approach to differ-
ent application domains for digital twins such as infrastructure, civil engineering,
and biomedical engineering which feature control over much longer timespans.
Whilst we expect our core approach should be equally applicable to models in
these domains, the longer timespans of control offer scope for more extensive
applications of formal verification inside of the control cycle.
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In: Deshmukh, J., Ničković, D. (eds.) RV 2020. LNCS, vol. 12399, pp. 339–358.
Springer, Cham (2020). https://doi.org/10.1007/978-3-030-60508-7 19

60. Yoon, H., Chou, Y., Chen, X., Frew, E., Sankaranarayanan, S.: Predictive runtime
monitoring for linear stochastic systems and applications to geofence enforcement
for UAVs. In: Finkbeiner, B., Mariani, L. (eds.) RV 2019. LNCS, vol. 11757, pp.
349–367. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-32079-9 20

https://doi.org/10.1007/978-3-319-46520-3_26
https://doi.org/10.1007/978-3-319-46520-3_26
http://arxiv.org/abs/1510.07313
https://doi.org/10.1007/978-3-642-39637-3_29
https://doi.org/10.1007/978-3-642-39637-3_29
https://doi.org/10.1007/978-3-030-83723-5_6
https://doi.org/10.1007/978-3-030-60508-7_19
https://doi.org/10.1007/978-3-030-32079-9_20


Formally Verified Self-adaptation of an Incubator Digital Twin 109

61. Yu, X., et al.: Online monitoring of dynamic systems for signal temporal logic spec-
ifications with model information. Technical Report. arXiv:2203.16267 [cs, eess]
type: article, arXiv, March 2022

62. Zhang, L., Chen, X., Kong, F., Cardenas, A.A.: Real-time attack-recovery for
cyber-physical systems using linear approximations. In: 2020 IEEE Real-Time Sys-
tems Symposium (RTSS), pp. 205–217, December 2020. ISSN: 2576-3172

http://arxiv.org/abs/2203.16267


Adaptive Data-driven Predictor of Ship
Maneuvering Motion Under Varying

Ocean Environments

Tongtong Wang1(B) , Robert Skulstad1 , Motoyasu Kanazawa1 ,
Lars Ivar Hatledal2 , Guoyuan Li1 , and Houxiang Zhang1

1 Department of Ocean Operations and Civil Engineering, Faculty of Engineering,
Norwegian University of Science and Technology (NTNU), Trondheim, Norway

{tongtong.wang,robert.skulstad,motoyasu.kanazawa,guoyuan.li,hozh}@ntnu.no
2 Department of ICT and Natural Sciences, Faculty of Information Technology
and Electrical Engineering, Norwegian University of Science and Technology

(NTNU), Trondheim, Norway
laht@ntnu.no

Abstract. Modern marine vessels operate increasingly autonomously,
enabled by the strong interaction between data acquisition and analysis.
The data-driven technology has been widely applied and significantly
benefits maritime clusters by providing real-time predictions, optimiza-
tions, monitoring, controlling, improved decision-making, etc. While off-
shore engineering applications are usually operating in highly dynamic
environments, which is an unavoidable obstacle when developing motion
predictors. To this end, we propose an adaptive data-driven predictor
aiming to supply decision support for vessels under varying ocean sta-
tus. The predictor based on the Gaussian Process can decide whether
and when to update itself from the assessment of external situations. By
optimizing the ancient model with new observations, the adaptive model
better fits the current situation, and efforts of re-training from scratch
could be saved. Co-simulation, as an enabling tool, is utilized to simu-
late the dynamic ocean environments and ship maneuvers. Experimental
results have demonstrated the effectiveness of the adaptive predictor,
especially when unseen weather is encountered.
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1 Introduction
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advances in digital technology are continuously pushing the boundaries of ship
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technology towards intelligence more in line with the demanding marine opera-
tions. It is seen that modern marine vessels operate increasingly autonomously
through strongly interacting subsystems, which are dedicated to a specific, pri-
mary objective of the vessel or may be part of the general ship operations.
Between subsystems, they exchange data and make coordinated operational
decisions, ideally without any user interaction. Designing, operating, and life
cycle service supporting such vessels is a complex and intricate engineering task
requiring an efficient development approach to accommodate the mutual inter-
action between subsystems and the inherent uncertainties. Traditional simula-
tion approaches are too inflexible, too costly, and too inefficient to be applied
in complex maritime systems [21]. Compared to more conventional monolithic
simulations, co-simulation encourages re-usability, model sharing, and fusion of
simulation domains. Therefore, the idea of using co-simulation to simulate mar-
itime vessels and auxiliary equipment seems promising.

With the increasing interest in developing autonomous vehicles and ensuring
ship navigation safety, a higher requirement for ship motion forecasting tech-
nology is put forward. Predicting ship motion in the near future can give the
operator (autonomous ship operating system or human) ample time to respond
and avoid dangerous operations. Therefore, modeling and predicting the behav-
ior of ships have been pursued extensively to support state estimation and motion
control. Vessels operating on the surface of the ocean are exposed to an array
of uncertainties, such as the external perturbations produced by wind, waves,
sea currents, etc. Moreover, the nonlinear time-varying ship dynamics and the
coupling effects with also time-varying environments increase the difficulty of
deriving an accurate predictor. A solution that relies on data sampled from ves-
sels becomes promising owing to the fast advancement in instrumentation and
data analysis techniques. These data-driven models learn the experience included
in the training data and represent the dependency relationships between input
and output variables in an implicit way. Thereby, the data-driven predictors
always present excellent performance.

While in maritime scenarios, the general data-driven techniques are applied
with difficulties. Due to the complexity and uncertainties introduced by the
time-varying external disturbances such as wind, waves, currents, etc., and nav-
igation conditions, for instance, loading and speeds, it is hard to obtain a proper
prediction model by a static machine learning structure. Traditional machine
learning models require all the samples to be available at training time. While
in many practical applications, the acquisition of representative training data is
expensive and time-consuming. Consequently, it is not common for such data
to be well-prepared over a period of time. In such situations, updating an exist-
ing model in an incremental way to accommodate new information is a popular
option.

In literature, online ship motion predictions are achieved in various manners.
For instance, Yin et al. [30] applied radial basis function (RBF) neural networks
to predict ship roll motion, where the structure and parameters of the RBF
network were adjusted at each step via a sequential learning algorithm. Wavelet
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networks are also frequently applied to predict nonlinear ship motion in vari-
ous forms, such as by adjusting structure and parameters through coarse and
fine tuning [10], taking in the time-delayed information [32], or decomposing the
time-series data into few frequency-related sub-series [29]. Besides, as a particular
form of single-hidden-layer feedforward networks, the extreme learning machine
(ELM) is improved from batch learning (offline) to sequential learning for online
purpose [12]. An online sequential extreme learning machine (OS-ELM) has the
input weights and hidden nodes randomly settled, and the output weights ana-
lytically determined. Yu et al. [31] applied the OS-ELM to forecast ship roll
motion facilitated by the temporal difference learning technique. To address the
anomalies and change points that might occur in the unseen future data, Guo
et al. [5] proposed an adaptive gradient learning approach for recurrent neural
networks to forecast streaming time series. A support vector machine (SVM), as
a novel and powerful machine learning tool, is also found to be widely applied
for time-series prediction and has been reported to perform well by promising
results. Generally, the online SVM is implemented on incremental learning and
decremental pruning algorithms with the data number in the training set kept
constant [14,23,26,27].

These attempts make the online prediction task a success in capturing the
changes in time-varying ship dynamics. Nevertheless, it is found that except for
the ship dynamics, ocean environmental changes are not accounted for in these
examples. In fact, the anticipated weather conditions could vary a lot along the
voyage. As learned, the weather characteristics not only vary with season [13] but
also change from place to place along the path [18]. Even though weather fore-
cast mechanisms such as full-spectral third-generation wind-wave model NOAA
WAVEWATCH III (NWW3 hereinafter) [24] and the Ocean Surface Currents
Analysis - Real time (OSCAR) [11] are getting more developed, the estimation
uncertainties and subsequent influence on the ship motion predictions cannot be
eliminated. To this end, we propose an online learning short-term ship motion
predictor which is designed exclusively to fit the time-varying ocean environ-
ments. A Gaussian Process-based time series prediction model is developed to
provide future velocity forecasts with confidence intervals. When the ship is
exposed to new environmental scenarios, the preceding optimal model may be
different from the succeeding one influenced by the latest data. Therefore, mod-
ifying and updating the model is needed for adequate prediction performance.
Given that the weather is firmly serially correlated [1], incorporating information
about what has happened in the past to update the model is promising. Gaus-
sian processes are a natural way of specifying prior distributions over functions
of one or more input variables [17], and it appears the best conceivable approach
for model upgrades. In this work, ship maneuver tests at varying ocean condi-
tions are carried out. A co-simulation platform developed by our team—Vico, is
utilized to simulate the environment.

The rest of the paper is organized as follows. Related works on incre-
mental learning and transfer learning are presented in Sect. 2. The following
Sect. 3 presents the proposed adaptive data-driven ship motion predictor under
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changing immediate environments. Details of the modeling process are also
explained. Maneuver experiments of a real ship in a co-simulation platform are
executed to validate the efficiency of the proposed method in Sect. 4. Conclusions
and future work are delivered in Sect. 5.

2 Related Work

Online or incremental learning will be favored in assimilating new information
and evolving the model to the latest data.

2.1 Incremental Learning

Incremental learning (IL) refers to a learning system that continuously learns
new knowledge from new samples and maintains most of the previously learned
knowledge [16]. It is separated from machine learning by continuously learn-
ing and memorizing and plays increasingly essential roles in intelligent robots,
autonomous driving, unmanned vehicles, etc. However, one long-standing chal-
lenge in applying incremental learning is known as catastrophic forgetting (CF).
Adjusting the network’s weights to fit the newly available data unavoidably
leads to a decreased performance on the previously learned knowledge. Learn-
ing new information without forgetting previously acquired knowledge raises the
stability-plasticity dilemma [4], one of the fundamental challenges that have to
be tackled with concern. Another issue arises in real-life applications where the
data distribution of already learned classes may change in unforeseen ways, which
are related to concept drift [19]. When concept drift happens, regardless of the
effort put into retraining the old classes’ knowledge, degradation in performance
is inevitable [8].

In seeking solutions to facilitate incremental learning, efforts are devoted to
traditional approaches and deep learning ways [2]. Initial methods for incremen-
tal learning targeted the SVM classifier by exploiting the support vectors and
Karush-Kuhn-Tucker conditions [3,20]. To maintain the previously learned infor-
mation and keep the sample pool as concise as possible, support vectors whose
number is typically smaller than that of the training examples are selected to
represent the past [14,23]. In deep learning architectures, knowledge distillation
is more recently used to preserve the memories of the old tasks [2]. Actually, dis-
tillation is originally applied in transfer learning between networks [9]. Although
different proposed algorithms, the core is to compress the already learned knowl-
edge and reduce forgetting as the new data comes in.

2.2 Transfer Learning

In contrast with incremental learning, which requires the model to retain per-
formance on the old task after learning a new job, transfer learning (TL) only
utilizes ancient knowledge to discover new knowledge. When learning is com-
pleted, the new representations are more concerned, and the old knowledge is
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no longer considered. Historically, transfer learning is inspired by the capabili-
ties of human beings of re-suing the knowledge from experienced tasks without
learning new tasks from scratch. Thus, it is natural to be applied for knowledge
migration, either from proceeding to succeeding or domain to domain.

Various algorithms suggested in the literature are used in cross-domain cases.
Due to practical difficulties such as data sparsity or the different distributions of
training and test data, traditional machine learning (ML) is sometimes limited
to generating promising results. While with TL, the restrictions can be lifted
a little bit [22]. A typical application relates to fault diagnosis scenarios where
labeled fault data acquisition is always an obstacle, and identical distributed
features are rare in real-world applications. To handle the task challenging to
traditional ML, TL is an excellent choice to offer an alternative solution [28,33].

3 Methodology

The methodology of developing ship motion predictors based on data-driven
approaches that adapt to the immediate ocean environments is presented.

Fig. 1. Online ship motion prediction. A sequence of models is generated using each
new data block with block size p, where (xp

i , y
p
i ) indicates the i-th new data for the

p-th block.

As shown in Fig. 1, the base model h1 is initially trained on the original
data set s1 = (xp

1, y
p
1), where p refers to the data chunk size. Being trained

with sufficient data that fully reflects the past experience, the model h1 should
be qualified to predict the future states of the ship. When a new observation
arrives, anomaly detection is performed to determine whether it works well with
the current model. If so, the model is kept unchanged; otherwise, it will be
updated to fit the current scenario better. A sequence of model h1, h2, ..., hn are
generated on the sequential data chunks s1, s2, ..., sn until the updated model
gets representative of the new profile. In this transition process, the model hi is
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updated from hi−1 by using block of new data si. Because the successive optimal
model is obtained based on the preceding optimal model, only one computing
step is needed to determine the optimal kernel corresponding to the minimum
of an optimization problem.

Distinct from traditional offline learning, the complete data is unavailable
during training. We need to detect and update the model when the immediate
environment changes to make it dynamically fit the scenarios experienced so far.
So there are two phases to go before the model is adapted to the new scenarios:
predictive anomaly detection and online model learning.

Regarding time series anomaly detection, an autonomous detection mecha-
nism based on the prediction metrics is proposed. An assumption is introduced
here that the external environmental change is the only factor that leads to the
passive ship motion deviation during ship maneuvering instead of the active con-
trol changes. This way, when the predictor is determined anomaly, one can tell
that the anticipated weather varies and a new model is in call to fit the current
sailing conditions. Motivated by the fact that the weather conditions are gen-
erally sequentially correlated and the desire to learn from previous experience,
Gaussian process regression is applied to construct the data-driven predictor. By
transferring the knowledge from the last data chunk into the learning process of
the future data chunks, the Gaussian Process (GP) is able to adapt to new sce-
narios by incorporating new data and discarding out-of-date information. The
proposed algorithm yields a sparse approximation and online implementation of
the incremental GP for time-varying dynamics. The online prediction process is
shown in Fig. 2. The two key step—online model learning and predictive anomaly
detection will be explained in detail.

3.1 Gaussian Process Regression

Gaussian Process can be viewed as a collection of random variables with a joint
Gaussian distribution for any finite subject. It is specified by a mean function
m(x) and a covariance function k(x,x′), as:

m(x) = E[f(x)] (1)
k(x,x′) = E[(f(x) − m(x))(f(x′) − m(x′))] (2)

where E denotes the expectation operator and k(x,x′) is the covariance function
describing the information coupling between two independent variables x and
x′. Given a data set D with N observations D = {(xi, yi), i = 1, . . . , N}, where
x denotes an input vector of dimension D, and y denotes a scalar output. GP
regression approximates a function f(x) mapping a multiple dimensional input
xi to a scalar output yi.

The regular GP defines a prior on the function values,

p(f | x) ∼ N (m(x), k(x,x′)) (3)



116 T. Wang et al.

Start

Get training data, e.g. speed,
commands, environments

Train GP
model

Predict ship’s
veloci�es

Anomaly
detec�on

Yes

No

Collect new
observa�ons

Update model

Priori

Calculate
predic�ve metrics

Window move
forward

Fig. 2. A flowchart showing the online prediction process.

The likelihood function is obtained as,

p(y | f,x) =
N∏

i=1

N (yi; fi, σ2
y) (4)

With the prior Eq. (3) and likelihood Eq. (4) functions in place, the posterior
probability distribution and prediction the function value f∗ at a whole set of
test points x∗ are derived as,

[
f∗

f

]
∼ N (

[
m(x∗)
m(x)

]
,

[
K(x∗,x∗) K(x∗,x)
K(x,x∗) K(x,x)

]
) (5)

which leads to the predictive equations,

p(f∗ | D, x∗) = N (m, s) (6)

where

m = m(x∗) + K(x∗,x)K(x,x)−1(y − m(x)) (7)
s = K(x∗,x∗) − K(x∗,x)K(x,x)−1K(x,x∗) (8)
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Typically, the hyperparameters are learned by the maximum log-likelihood
method, which is given as:

− log p(y | x, θ) =
1
2
(y − m(x))T (K(x,x) + σ2

yI)−1(y − m(x))

+
1
2

log
∣∣K(x,x) + σ2

yI
∣∣ +

N

2
log 2π

(9)

According to Eq. (6), the prediction value f∗ can be estimated by evaluat-
ing the mean and covariance matrix. A new measurement (xn+1, yn+1) can be
incorporated into the training GP through a matrix update by Eq. (6), leading
to an online GP update law.

Ensuring scalar output variables, three GP predictors are separately trained
on the initial data set s1 with the input and output specified as:

– I(t) = [ut, vt, rt, npt
, δpt

, nst , δst , Vwt
, βwt

, Vct , βct ,Ht, Tpt
, βwat

]
– O(t) = ut+1 for surge direction
– O(t) = vt+1 for sway direction
– O(t) = rt+1 for yaw direction

where u, v, r are the velocities in the surge, sway, and yaw direction. n and δ
refer to the shaft speeds in revolution-per-minute and the orientations of both
stern thrusters. The subscripts p and s represent the port side and starboard
side. The environmental features unfold as:

– Wind measurements: speed Vw and direction βw

– Current measurements: speed Vc and direction βc

– Wave measurements: significant height H, wave period Tp, and wave direc-
tion βwa

In each GP, the squared exponential covariance function (10) is adopted.

k(xi,xj) = σfexp(−‖xi − xj‖
2�

) (10)

where σf and � are hyperparameters, representing the amplitude and length
scale, respectively. ‖·‖ is the Euclidean distance between two vectors.

To avoid the situation that the future weather conditions are located far from
the training spectrum, the environment-related variables are scaled by their rea-
sonable maximum value according to the Beaufort scale before normalization.
For example, the global angles are scaled by 180◦C to [0, 1], and the wind speed
is scaled by 12 m/s, etc. The mean value and covariance function are randomly
initialized for h1 learning. With the time window moving forward, the poste-
rior mean and covariance of hi are used as the prior mean and covariance for
hi+1 learning. During training, the training set evaluated the performance by
minimizing the mean square error (MSE) metric between desired and regressed
values. The proposed regressor is implemented by using Scikit-learn in Python.
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3.2 Predictive Anomaly Detection

Generally, the divergence between the GP model predictions and the new mea-
surements is used to assign a measure of abnormality. Thus, the square residual
(SR) (11) is calculated between the actual observation y∗ and the mean predic-
tion at each time interval.

SR = (y∗ − f̄(x∗))2 (11)

The abnormality decision is usually made by comparing the error metrics
with a settled threshold ε. If SR > ε+λσ, then an anomaly is detected; otherwise,
the model is running as expected, where σ is defined as the confidence interval,
and λ is a scaling factor. The rule works based on the human experience, and
the threshold value affects the detection efficiency. A lower threshold leads to
a sensitive alarm, while a higher threshold is more likely to ignore an anomaly.
In order to improve the detection accuracy and release the reliance on human
expertise, one other metric assessing the prediction uncertainty is introduced as
the predictive log-likelihood (12) to get a local anomaly score [15].

score = − log p(y∗ | D,x∗) =
1
2

log(2πσ2
∗) +

(y∗ − f̄(x∗))2

2σ2∗
(12)

where predictive variance is registered as σ2
∗. A high score will be obtained if σ2

∗
has a large value which occurs when the model is uncertain about prediction.

When the anticipated environment varies slightly, the effects on the generated
mean predictions may not be as sensitive as the prediction uncertainty. Thus,
taking the predictive log-likelihood measures to detect surrounding neighbors
provides a more confident decision. The rule is defined as: if the average score of
the succeeding time window is larger than the proceeding value, then detection
is activated.

4 Experiment Results

In this section, the experiments of ship motion prediction under varying ocean
environments are implemented using co-simulation tools.

4.1 Experiment Setup

Ship maneuvering experiments under varying ocean environments are simulated
in the co-simulation platform Vico. It is a generic co-simulation framework based
on the Entity-Component-System software architecture that supports the Func-
tional Mock-up Interface (FMI) as well as the System Structure and Parame-
terization (SSP) standards [7]. The user may manipulate the wind, waves, and
ocean currents to mimic environmental conditions. The ship maneuvering sim-
ulation is set up as Fig. 3 shows. Each block represents an Functional Mock-up
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Fig. 3. Diagram showing the relationship of components in co-simulation of executing
zigzag maneuver.

Fig. 4. The environmental components change with time during ship maneuvering.

Unit (FMU) of which the input and output variables are declared. The sampling
frequency in the simulation 10 Hz. Details regarding each FMU can be found
in [6,25].
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The simulated ocean environments experienced a linear step-wise variation
in either direction or velocity with time, as shown in Fig. 4. A 20◦/20◦ zigzag
maneuver is implemented under dynamic ocean conditions. An adaptive data-
driven predictor is developed in each horizontal direction given the sequential
ship data.

4.2 Results Analysis

The initial data-driven predictor based on the Gaussian Process is developed on
the first 100-second data maneuvering data. The next data chunks are obtained
with 100 samples, that is, 10 s of observations. Figure 5 holds an example of the
predictive measures when environmental components change. An abrupt increase
in the predictive log-likelihood is observed around 2000 s while the square resid-
uals are not fluctuating as much as the local score, especially in the sway direc-
tion. It suggests that even though acceptable mean predictions are possible, the
risk that the misbehavior will result in future failure increases when an acci-
dent happens. This finding evidenced the application of uncertainty metrics as
a detection variable. Moreover, comparing the detection instance of the three
predictors, it is found that the anomaly can be identified almost simultaneously
in these three predictors. Thus, the model update in three directions initiates at
the synchronous time, significantly increasing predictions’ security.

Fig. 5. An illustration of predictive anomaly detection.

Figure 5 shows an example of anomaly identification if the previously trained
model is used to predict the future ship velocities subject to different sea states.
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In the proposed adaptive predictor, the model will be asked to update once an
abnormality is observed, as shown in Fig. 6. In this phase, the data chunk length
has an impact. Supposing a chunk with length p = 100, the surge predictive
model updates three times from h1 to h4 until the renewed model fits to the new
ocean profile indicated in Fig. 6. The base model h1 is applied to predict future
ship velocities until an abnormality is identified at data chunk s2 referred to as
the first shaded area. Consequently, s2 is collected as new training data to update
the posterior mean and covariance functions of h1 yielding model h2. It is found
that predictions made by h2 is still unreliable, thus new chunk s3 is working to
upgrade h2 to h3. The process continues unless the predictive score meets the
requirement. It is noticed that there is a time lag to collect new operation data
that cannot be ignored. During the transition period, the predictive anomaly
score decreases gradually, along with the model renewing. Similar results are
observed in sway and yaw directions in Fig. 7 and Fig. 8.

Fig. 6. GP-based ship motion predictor adaptive to ocean environments in surge
direction.

Looking into the transition period in these three predictors, we can see that
the consequent model of the first upgrade h2 behaves less stable than succeed-
ing and proceeding. The new data sparsity reason could explain it because its
performance gets more stable with more samples getting learned. Given that the
model is updated chunk by chunk, it is worth finding the optimal chunk size to
minimize the transition period. In seeking a solution to that question, we imple-
mented model revision in three chunk sizes, and the transition time is compared
and visualized as Fig. 9 shows. Results suggest that a smaller chunk size could
detect the variation more precisely, but its performance will be less stable in the
near future time. Controversially, the larger block size may respond too slowly
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to alert timely to external perturbations. Although only twice model upgrades
occur before it reaches stable performance, it costs the longest time. When the
block size is set as p = 100, a most satisfying performance is generated in terms
of stability and efficiency.

Fig. 7. GP-based ship motion predictor adaptive to ocean environments in sway
direction.

Fig. 8. GP-based ship motion predictor adaptive to ocean environments in yaw
direction.
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Fig. 9. The model predictive score changes with time at different data block sizes.

5 Conclusion

This paper proposes an adaptive data-driven predictor for ship maneuvering
motion under varying ocean environments and validates the approach by co-
simulation technique. The predictor based on the Gaussian Process can detect
and update itself based on whether the current encountering is experienced. A
predictive anomaly detection mechanism is introduced to facilitate this proce-
dure. Benefiting from the prior knowledge learned from historical data upon
which the succeeding model is optimized, the adaptive model better fits the cur-
rent situation and efforts could be saved compared to retraining from scratch.
Furthermore, the data block size deciding the model renew frequency is opti-
mized to get the shortest transition time before the upgraded model entirely fits
the new ocean scenario. Co-simulation, as an enabling tool, is utilized to simulate
ship operations under dynamic environments and supply credible maneuvering
data. Results have evidenced the effectiveness of the proposed predictor.
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Abstract. Due to its excellent performance, VSC-based high voltage direct cur-
rent (HVDC) power systems draw significant attention. They are being heavily
used in modern industrial applications, such as onshore and offshore wind farms,
and for interconnection between asynchronous networks. However, the traditional
proportional-integral (PI) control method is not robust enough to track the refer-
ence signal quickly and accurately during significant system disturbances. This
paper proposes a robust adaptive back-stepping control (BSC)method that secures
vulnerable power-electronic equipment. The adaptive BSC controller regulates the
sum of capacitor energy, and the AC grid current through decoupled and closed
control-loop design. The major advantage of the proposed control approach is
the smooth transient response and accurate tracking ability, which is superior
to classical control methods. In addition, the proposed methods have the merits
of systematic and recursive design methodology and demand a low processing
burden for Lyapunov functions and control laws. Moreover, the implementation
particularities of the proposed approach are illustrated and verified for a power
system digital twin using real-time digital simulator (RTDS).

Keywords: MMC · Energy controller · Nonlinear robust control · Adaptive
back-stepping control · Lyapunov stability · HVDC grids · RTDS · Digital twins

1 Introduction

The Modular Multilevel Converters (MMC) have high reliability, modular structure,
high efficiency, and adequate redundancy. Due to the technical excellence of flexibility
and reliability, the MMC-based HVDC power system is attracting significant attention
in modern industrial applications. It has been increasingly utilized as the solution for
wind farms, STATCOMs, HVDC, and energy storage systems [2].

The most pressing technical challenge of MMC is the simultaneous control of state
variables, including the AC/DC voltage, sum capacitor voltages, and circulating currents
[3]. MMC, being a switching power converter, features a variety of state variables and
complex dynamics, which present nonlinear behaviors [4]. Therefore, to accelerate the
feasibility of the MMC-based HVDC system, MMCs are supposed to utilize advanced
and robust control methods.
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These control approaches can be divided into linear and nonlinear controllers. Cur-
rently, the HVDC system generally adopts a centralized dispatch approach for power
management [5]. The active and reactive power control is usually achieved by imple-
menting the cascaded PI controllers, which can track the set-points without steady-state
errors. The structure is simple and easy to employ.However, the linear-basedPI controller
always encounters complex cascade or parallel structures, and decoupling assumptions
between control variables. The transient response is generally attained after 100 ms,
which is very slow regarding the fast nature of electrical transients in power systems.
Additionally, the selection of proportional and integral gain values is complicated.

Hence, there are many open research topics of advanced nonlinear control strategies,
which can control multiple variables, within allowable safe boundaries and constraints.
One promising approach for nonlinear control of power electronic converters is theBack-
Stepping Control (BSC) method. The BSC has the merits of systematic and recursive
designmethodology. Some approaches are outlined in [6, 7]. A dual-layer back-stepping
control method is reported in [6], where the energy controller delivers the set-point to
the lower layer controller. However, the controller is configured as STATCOM, and the
feasibility of the method in a point-to-point HVDC system is not proven yet. The authors
of [7] designed the BSC method based on the simplified transmission model, and the
interaction of wind farms is also considered. However, due to the imprecision of the
model, the effectiveness of the control needs to be further verified.

This paper proposes an adaptive back-stepping controller for theMMC-basedHVDC
system to overcome the challenges mentioned above. The BSC is used to control ac gird
d-q frame currents. The capacitor energy stored in MMC’s sub-modules is used as the
upper layer control that generates the corresponding set-point for the d-axis grid current.
The reactive grid side power is used to deliver the desired value to the q-axis current.
Additional adaptive terms are introduced for each controlling loop to ensure resiliency
to the influence of the angular frequency and minimize the steady-state variation. With
proper construction of Lyapunov functions and control laws, the system stability is
guaranteed. The RTDS device is used as the testing environment, and the simulation
results present the robustness and effectiveness of the proposed controller.

The outline of this paper is as follows. Section 2 briefly introduces the state variables
of the MMC system. Section 3 presents a detailed design approach of the adaptive BSC.
Section 4 introduces the studied digital twin in theRTDS environment. Section 5 presents
the results of the transient case studies. Finally, meaningful conclusions are provided in
Sect. 6.

2 System Description of MMC

As a basis for the MMC model, the classical MMC configuration is briefly recalled
in Fig. 1, and the stationary reference frame using � − � vector representation is
introduced. For the adaptive BSC method design, this section aims at obtaining the
MMC state variables through simplified steady-state analysis.

In Fig. 1 with N is denoted the number of H-bridge submodules (SMs) in one
arm, the equivalent losses are represented as series inductance Larm and resistance Rarm

forming the connection between DC-terminals and AC-side output. Two identical arms
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are connected to the upper (denoted as U) and lower (denoted as L) DC-terminals,
forming one leg of each phase j ∈ {a, b, c}. The AC-side interface is assumed as an
equivalent resistance and inductance, denoted as Rr and Lr , respectively. Each H-bridge
SM consists of four semiconductor switches (S1, S2, D1 and D2) with the antiparallel
connected capacitor. The voltage across the capacitor of each SM is recorded as vU ,L

Cj ,
where items U and L stand for upper and lower, respectively.

Combined with the switching status, each SM can be controlled in three working
modes: inserted, bypassed, and blocked. With proper control of switching conditions
of all SMs at each phase, one can obtain the multi-level output voltage. In general, the
more inserted SMs, the higher the arm-voltage level.

Sub-modules are considered with their average equivalents, and thus, the modulated
currents iU ,L

Mj and voltages vU ,L
Mj , of the upper and lower arm of a generic phase j, are here

given by the following equations,

vU ,L
Mj = mU ,L

j · vU ,L
Cj , iU ,L

j = mU ,L
j · iU ,L

Cj , (1)

where mU ,L
j are called the modulation indices of the upper and lower arms for all three

phases. Values vU ,L
Cj and iU ,L

Cj are the voltages and currents of the upper and lower arm
equivalent capacitances.

As mentioned before, the state-space modeling adopted in this work uses the � −�

representation instead of commonly used Upper-Lower (U-L) form. More precisely,
under the � − � nomenclature, it is possible to propose four state- and four control
variables for the presented MMC topology. It is worthwhile mentioning that the � vari-
ables are associated with the fundamental angular frequency ω, and the third harmonic
3ω components. In comparison, the

∑
variables are associated with −2ω harmonics

and contain a DC component.
For this converter’s model, the aforementioned � − � variables in the upper and

lower arms can be represented as follows [8],

v�
Cj = (vUCj − vLCj)

/
2, v

∑

Cj = (vUCj + vLCj)
/
2,

m�
j = mU

j − mL
j , m

∑

j = mU
j + mL

j ,

v�
Mj = (−vUMj + vLMj)

/
2 = −(m�

j v
∑

Cj + m
∑

j v�
Cj)

/
2,

v
∑

Mj = (vUMj + vLMj)
/
2 = (m

∑

j v
∑

Cj + m�
j v

�
Cj)

/
2.

(2)

For the MMC configuration in Fig. 1, we define the AC-gird currents dynamics i�j and

circulating currents dynamics i
∑

j for three-phase as:

i�j = iUj − iLj , i
∑

j = (iUj + iLj )
/
2. (3)

Applying the Kirchhoff voltage law (KVL) to the MMC equivalent circuit depicted
in Fig. 1, we immediately obtain the grid currents and circulating currents dynamics as:

Laceq
d
dt (

�i�j ) = �v�
Mj − Rac

eq
�i�j − �vGj ,

Larm
d
dt (

�i�j ) = vdc
2 − �v�

Mj − Rarm�i�j ,
(4)
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where, Laceq and R
ac
eq are the equivalent inductor and resistor in the AC control loop, which

can be expressed as Laceq = Larm
/
2 + Lr and Rac

eq = Rarm
/
2 + Rr , respectively. �v�

Mj is

the modulated voltage at the interfacing point between MMC and AC-grid side, and �vGj
are the balanced AC-grid voltages.

Fig. 1. Schematic diagram of MMC topology.

The Park’s transformation and the inverse Park’s transformation at ω angular fre-
quency are applied to determine the dynamics of the state variables in d-q frame, which
are given with formula as,

Pnω(t) = 2
3

⎡

⎣
cos(nωt) cos(nωt − 2π

/
3) cos(nωt − 4π

/
3)

sin(nωt) sin(nωt − 2π
/
3) sin(nωt − 4π

/
3)

1
2

1
2

1
2

⎤

⎦,

P−1
nω (t) = 3

2P
T
nω(t) + 1

2

⎡

⎣
0 0 1
0 0 1
0 0 1

⎤

⎦,

(5)

where n = 1 for the “�” variables, whereas n = 2 for the “
∑

” variables.
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By Park’s transformation, one can obtain the dynamics of grid current �i�dq and
circulating currents:

d
dt (

�i�dq) = 1
Laceq

(�v�
Mdq − (ωLaceqJ2 + Rac

eqI2)�i�dq − �vGdq),
d
dt (

�i
∑

dq) = − 1
Larm

(�v
∑

Mdq + (RarmI2 − 2ωLarmJ2)�i
∑

dq),
, (6)

where, �v�
Mdq and �v

∑

Mdq are themodulated voltages in grid current controller and circulating
current controller, respectively. I2 is the identity matrix with size 2×2, and J2 is defined
as:

J2 =
[

0 1
−1 0

]

. (7)

3 Modeling of the Proposed Adaptive Backstepping Control

This section covers the modeling of the MMC’s output current controlling loop utilizing
the proposed adaptive BSC methods. Furthermore, the Lyapunov stability analysis is
provided as a measure of the system’s stability.

3.1 Output Current Control

This control layer contains two control targets, which are the d-q frame grid currents
i�d and i�q . It is worthwhile to highlight that the energy stored in the capacitor of each
MMC’s sub-module can be used as an exchanged energy between the DC and AC sides
and provide a virtual reference for the state variable i�d . Therefore, the state variables
vector �x and control variables vector �u can be defined as follows,

�x = [
x1 x2 x3

]T= [Wz i�d i�q ]T ,

�u = [
u1 u2

]T =
[
v�
Md v�

Mq

]T
,

(8)

where Wz represents the sum of the stored energy in SMs and can be calculated as
Wz = 3C(Vdc)

2
/
N , and C is the capacitance of each sub-module.

Then, the MMC’s dynamics described in Sect. 2 can be presented as,

ẋ1 = Pac − Pdc = 3
2u

G
d i

�
d − Pdc,

ẋ2 = 1
Laceq

(v�
Md − Rac

eqi
�
d − ωLaceqi

�
q − vGd ),

ẋ3 = 1
Laceq

(v�
Mq − Rac

eqi
�
q + ωLaceqi

�
d − vGq ).

(9)

To analyze the system Lyapunov stability, the error variables e and their time
derivatives are defined as follows,

e = [
e1 e2 e3

]T = [
Wzref − Wz ev − x2 e3 − x3

]T
,

ė = [
ė1 ė2 ė3

]T = [
Ẇzref − Ẇ ėv − ẋ2 ė3 − ẋ3

]T
,

(10)
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where ev is the virtual control variable, which corresponds to the desired value of the
state variable x2.

Now let us define the following Lyapunov function:

V(x) = 1

2
e21 + 1

2
e22 + 1

2
e23. (11)

It is straightforward to conclude that V(x) is positive for all e1, e2, e3 �= 0, and
V(x) = 0 is met only in the condition that e1, e2, e3 = 0, which means that the system
is operating in a steady-state. According to Lyapunov’s direct method [10], the transient
stability analysis is used to determine whether the Lyapunov function is decreasing along
the system’s trajectories. Given that the constructed Lyapunov function is differentiable
everywhere, we need to prove that the time derivative of Lyapunov function is negative
everywhere except in the origin (steady-state) where it is zero.

The negative derivatibe V̇(x) can be expressed as follows,

V̇(x) =e1ė1 + e2ė2 + e3ė3. (12)

Let us first consider the item e1ė1. The ė1 can be expressed as ė1 = Ẇzref −
3vGd i

�
d

/
2+Pdc according to Eq. (9). Notice that theWzref is a constant, which gives its

derivative Ẇzref being 0. To ensure e1ė1 is strictly negative, we can define the item ė1 as
−k1e1. Thus, the desired value of i�d , which refers to the variable ev, should be:

ev = 2(k1e1 + Pdc)
/
3vGd . (13)

Therefore, e1ė1 is always negative and can be expressed as −k1e21 for k1 > 0, where
one can obtain:

V̇(x) = e1(−3vGd (ev − e2)
/

2 + Pdc) + e2ė2 + e3ė3

= − k1e
2
1 + e2(ė2 − 3e1v

G
d

/
2) + e3(i̇

�
qref − (v�

Mq − Rac
eqi

�
q + ωLaceqi

�
d − vGq )

/
Laceq) (14)

If the following conditions are satisfied and we guarantee that k2,k3 > 0, then
V̇(x) < 0 if:

ė2 − 3e1vGd
/
2 = −k2e2,

i̇�qref − (v�
Mq − Rac

eqi
�
q + ωLaceqi

�
d − vGq )

/
Laceq = −k3e3.

(15)

Up to this point, we have proved the time derivative of Lyapunov function is strictly
negative everywhere, which can be expressed as: V̇(x) = −k1e21 − k2e22 − k3e23 < 0.
The control variables v�

Md and v�
Mq are then:

v�
Md = Laceq(i̇

�
dref + k2e2 − 3e1vGd

/
2) + Rac

eqi
�
d + ωLaceqi

�
q + vGd ,

v�
Mq = (i̇�qref + k3e3)Laceq + Rac

eqi
�
q − ωLaceqi

�
d + vGq .

(16)

However, when the system is subjected to AC/DC faults or sudden changes of
active/reactive power, the angular frequency ω of the AC system will be affected to
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some extent, which affects the accuracy of the Lyapunov function and affects the track-
ing ability of the BSC controller. Therefore, adaptive control is introduced in our work.
We can use the estimated value ω̂dq as the adaptive rate of the system frequency to
replace ω. The corresponding tracking errors of the frequency ω can be defined as:

eωdq = ω − ω̂dq, ėωdq = ω̇ − ˙̂ωdq, (17)

where ω̇ is considered 0 in this paper. This gives the new condition for v�
Md and v�

Mq:

v�
Md = Laceq(i̇

�
dref + k2e2 − 3e1vGd

/
2) + Rac

eqi
�
d + ω̂Laceqi

�
q + vGd ,

v�
Mq = (i̇�qref + k3e3)Laceq + Rac

eqi
�
q − ω̂Laceqi

�
d + vGq .

(18)

Then, the time derivative of the updated Lyapunov function can be expressed as,

V̇(x) =e1ė1 + e2ė2 + e3ė3 + eωd ėωd + eωqėωq

= − k1e
2
1 − k2e

2
2 − k3e

2
3 + e2(ω̂d − ω)Laceqi

�
q + eωd ėωd + e3(ω̂q + ω)Laceqi

�
d + eωqėωq

= − k1e
2
1 − k2e

2
2 − k3e

2
3 − eω( ˙̂ωd + e2L

ac
eqi

�
q ) − eω( ˙̂ωq − e3L

ac
eqi

�
d ). (19)

In this case, we canmake sure that the items ˙̂ωd +e2Laceqi
�
q and ˙̂ωq−e3Laceqi

�
d are zero.

Thus, the derivative V̇(x) is negative semi-definte (NSD), which is V̇(x) ≤ 0, where one
can obtain that:

ω̂d = −
∫

e2L
ac
eqi

�
q dt, ω̂q =

∫

e3L
ac
eqi

�
d dt. (20)

Up to this point, the instability brought by the transient frequency of the system
ω has been eliminated. To further eliminate the steady-state errors, additional adaptive
terms θd and θq are considered [1], which can be expressed as,

θd = −kdi

∫

e2dt, θq = −kqi

∫

e3dt, (21)

where the kdi and kqi are the control gains of the adaptive terms. It is noted that all
adaptive terms would be zero in the steady-state.

With the adaptive terms, the BSC method can bring the system to a new steady-state
with fewer overshoots and undershoots. Therefore, the control variables v�

Md and v�
Mq

with the proposed adaptive BSC method are obtained:

v�
Md = Laceq(i̇

�
dref + k2e2 − 3e1vGd

/
2) + Rac

eqi
�
d − Laceqi

�
q (

∫
e2Laceqi

�
q dt) + vGd θd − kdi

∫
e2dt,

v�
Mq = (i̇�qref + k3e3)Laceq + Rac

eqi
�
q − Laceqi

�
d (

∫
e3Laceqi

�
d dt) + vGq − kqi

∫
e3dt.

(22)

The OCC is carefully designed and its design guarantees stability because the time
derivative of Lyapunov function V̇(x) is strictly negative.
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3.2 Other Controlling Loops

Since the BSC method is more suitable for higher-order systems, the circulating current
suppression controller (CCSC) in this paper implements traditional PI control. TheCCSC
is constructed to set the circulating current to its reference, which is assumed to be
�i
∑

dq,ref = [0 0]T . The specific equations of CCSC adopted in this paper are presented as
follows [6],

�̇ξ
∑

dq = �i
∑

dq,ref −�i
∑

dq ,

�v
∑

Mdq,ref = −K
∑

I
�ξ
∑

dq − K
∑

P (�i
∑

dq,ref −�i
∑

dq) + 2ωLarmJ2�i
∑

dq ,
(23)

where the proportional gain KP is set to 0.8 p.u., the integral gain KI is set to 0.0125 p.u.
[6] in this paper.

The reference value i�q,ref for the q-axis grid current is provided by variation of the
reactive power Qac of AC gird. The reactive power control can be designed using the
equations as follows,

ξ̇Q = Qac,ref − Qac,

i�q,ref = −KP,Q(Qac,ref − Qac) + KI ,QξQ,
(24)

where the KP and KI are the control gain of the reactive power controller.
Up to this point, the overall control scheme for the MMC is described in Fig. 2.
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Fig. 2. Schematic diagram of a back-stepping controller for MMC.

4 Studied HVDC Digital Twin

To demonstrate the capabilities of the proposed adaptive BSC method, a point-to-point
±525 kV HVDC system is modeled in the RTDS test platform as a digital twin. The
configuration of the system is given in Fig. 3.
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ac grid1
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ac grid2

Bus C1 Bus C2

Cable 200km

400/250
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250/400
D/Y

1000MW 1000MW

Back-stepping 
Control

P/Q Control

±525kV

Fig. 3. Topology of the HVDC digital twin

Among the different models provided in RSCAD, the “rtds_vsc_MMC5” model is
specified to evaluate the proposed controller in this paper. The chosen MMC RSCAD
model is the Average ArmModel (AAM) with H-bridge configuration [9]. The specified
model is suitable for testing outer control strategies [5]. The model consists of the
automatic balancing algorithm for submodule capacitor voltages, which runs a small
time-step between 1.2–1.5 µs.

The AC grid is linked with the MMC through a star/delta transformer, where the AC
grid1 is working as sending end with nominal active power of 1000 MVA and AC grid2
as the receiving end. The AC transformer’s star point is solidly grounded. The parameter
rating of the transformer can be seen in Table 1. The series current limiting inductors are
positioned at the outlets of DC cable lines, with the same inductance of 120 mH. The
sampling frequency is standardized as 96 kHz following the recommendation of IEC
61869-9 1 [1]. The detailed parameters and nominal values of the studied HVDC digital
twin are given in Table 1.

Table 1. Parameters of point-to-point MMC-HVDC verification system

Item MMC1 MMC2

Rated active power/MW 1000 1000

Nominal DC voltage/kV ±525 ±525

Nominal frequency/Hz 60 60

Transformer ratio (Yg/D) 400/250 400/250

Transformer reactance/pu 0.18 0.18

Number of SMs per arm 512 512

Arm resistance/� 0.08 0.08

Arm reactor/mH 0.042 0.042

DC inductor/mH 120 120

In this paper, only MMC1 is simulated with the proposed BSC method and taken
as the studied converter in the analysis. The MMC2 is regulated using classical PI
controllers with an active/reactive power control strategy. The control modes of each
MMC converter and control gains of the studied system are presented in Table 2.
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Table 2. Control mode and parameters of converters

Converter Control mode Parameters

MMC1 Adaptive back-stepping control (p.u.) K1 = 13

K2 = 10 Kdi = 0.01

K3 = 5 Kqi = 0.125

Q-control (p.u.) KP = 2.0 KI = 0.3

MMC2 P-control (p.u.) KP = 2.0 KI = 0.15

Q-control (p.u.) KP = 2.0 KI = 0.3

5 Effectiveness of the Proposed Control Method

In this section, we present the simulation results when the proposed BSC method is
applied for the control of MMC. In addition, we compare the transient response of the
proposed adaptive BSC with the classical PI methods to illustrate the major contribution
of this paper. For a typical application of the HVDC system, active and reactive power
reference signals are requested to be constant in a steady state. The test case carried out
in the RTDS environment is the step change in active power from 0 p.u. to 0.5 p.u. at t0
= 0.2 s and increases to 0.7 p.u. at t1 = 1.2 s.

The detailed results are presented in Figs. 4 and 5. Figure 4(a) provides the results
of energy controller. The capacitor energy Wz initials at 0.9 p.u. since the active power
equals zero at this time instance. At the instant t = t0, the active power reference expe-
riences a step increase to 0.5 p.u., the SM capacitors of MMC1 start to charge, and the
energy Wz gradually increases to the rated value. During the two-step changes, Wz is
always comprised near the reference value, and hence, no energy overshoots are notice-
able, which demonstrates the desired ability of the energy controller of delivering a
precise reference signal to the d-axis gird current. Figure 4(b) is a good illustration
of the tracking performance of i�d and its virtual reference signal ev1. It is concluded
that the current i�d and error ev1 are well controlled during these transients at the time
instances t0 and t1, which completely overlap with each other without perceptible under-
shoots or overshoots. This constitutes the strength of the proposed BSC method, as the
fast response is ensured for the grid currents. The entire transient process of each step
changes only last for 10 ms. According to Fig. 4(b), the results strongly confirm the
BSC method’s superiority over the PI controller in control accuracy and tracking speed.
Figure 4(c) provides the results of the q-axis current i�q and its reference signal i�qref .
Due to the decoupling control design, the step changes in active power will not cause a
significant impact on i�q , and after a short transient process, i

�
q is tuned in alignment with

its rated value. Since the reference signal for the q-axis current is provided by the upper
reactive power controller, the BSC method has similar results with the PI control. The
simulation results of control variables can be observed in Fig. 4(d). The active power
step-changes at the time instants t0 and t1 will not cause noticeable changes in voltages
v�
Md and v�

Mq, and their values are equal to rated values.
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1t
0t

Fig. 4. Simulation results. (a) Energy controller (b) d-axis current (c) q-axis current (d) Control
variables.

1t
0t

Fig. 5. Simulation results. (a) Active power (b) Reactive power (c) DC side voltage (d) AC grid
voltage.

Figure 5(a) provides the active power on theACgrid, which has initial value 0 p.u and
increases smoothly to the new steady-state without the phenomenon of oscillations and
overshoots. However, it is obvious that the transient response of active power controlled
by PI is slower and contains noticeable oscillations, which is caused by the inaccurate
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control of i�d presented in Fig. 5(b). The reactive power presented in Fig. 5(b) only
exhibits a small decay at the instant of step-change and restores to 1 p.u. promptly. It is
also marked that the DC voltage in Fig. 5(c) is aligned with the trends of active power,
the value is always around the 1 p.u., and the BSC method causes smaller fluctuations.
The Root-Mean-Square (RMS) value of AC gird observed in Fig. 5(d) is less affected
by the step changes of active power, and hence, no saturation effects are evident.

In Fig. 6, the steady state operation during time interval 1.8 s–1.85 s is presented. It
is observed that all the values of errors variables and Lyapunov function are clearly very
small during the operation in steady state, which shows the accuracy of the designed
controller.

Fig. 6. Simulation results. (a) Error e1 (b) Error e2 (c) Error e3 (d) Lyapunov function.

6 Conclusion

In this article, a non-linear control strategy relying on an adaptive BSC method was
proposed. The Lyapunov theory is applied to stabilize theMMC’s operation with several
strict-feedback structures. These feedback structures includeDCvoltage, reactive power,
andMMCarm capacitor energy controllers. To simplify the controller designing, the abc
frame is transformed into decoupled d-q representation, which simplifies the proposed
approach. A virtual control parameter is designed as the reference signal for the d-
axis grid current, which is provided by the upper layer energy controller. Numerous
simulations are carried out in the RTDS simulation environment for determining the
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control laws. The proposed adaptive BSC method is comprehensively evaluated for a
classic point-to-point HVDC power system digital twin. In addition, the robustness of
the proposed BSCmethod was precisely evaluated through a specific transient case. The
results strongly support the superiority of the control strategy in stabilizing the MMC
operation during transients.
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Abstract. Digital Twins are an emerging technology which makes it pos-
sible to couple cyber-physical assets with their virtual representation in
real-time. The technology is applicable to a variety of domains and facil-
itates a more intelligent and dependable system design and operation. In
this paper, we address the challenge of analysing Digital Twins by propos-
ing a simulation-based reachability analysis of models based on the Func-
tional Mock-Up Interface standard. The analysis approach uses simula-
tions to obtain the Lipschitz constant of the model which is then used to
compute reachable states of the system. The approach also provides prob-
abilistic guarantees on the accuracy of the computed reachable sets that
are based on simulations of the system from random initial states.

Keywords: Digital twin · Functional mock-up interface · Reachability
analysis · Sampling-based methods

1 Introduction

Digital Twin is a technology that facilitates a real-time coupling of a cyber-
physical system and its virtual representation. This promising technology can
provide a more intelligent system design and operation [37]. In particular, tech-
niques like reachability analysis of the virtual digital twin asset in real-time can
be used for online validation and analysis of the physical asset. However, com-
puting reachable states of the system requires in general knowing a model of
the system, which for complex cyber-physical systems can be hard to obtain or
even unavailable, e.g., in the case of IP protected Functional Mock-up Interface
(FMI) multi-models [28]. Reachability analysis of black-box models based on
simulation-driven approaches has been proposed in the literature [12,14,19].

This paper considers the problem of computing a reachable set of the virtual
asset of the digital twin which is represented by a black-box FMI multi-model.
The core of reachable set computation techniques is the computation of a bound
on the sensitivity of the model’s state with respect to its initial state. This bound
is called the Lipschitz constant of the model. We propose to use simulations of
the digital twin virtual model to estimate the Lipschitz constant of the model
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which would then be used for computing a reachable set from the given initial
region. However, since the true Lipschitz constant of the black-box model cannot
be obtained with a finite number of simulations, we describe an approach that
provides probabilistic approximation guarantees associated with a finite number
of simulations.

The foremost contribution of this paper is a simulation-based approach for
computing reachable states of the virtual digital twin model. The computation
is generally applicable to any black-box system and can be used for a formal
verification of black-box FMI models. The approach also provides probabilistic
guarantees on the estimation of the Lipschitz constant given the complexity
on sampling has been satisfied. The paper evaluates the proposed approach by
(1) comparing the true Lipschitz value and the one obtained by the sampling
approach on linear system; and by (2) comparing reachable sets produced by
our approach against sets produced with the standard model-based reachability
analysis tool – JuliaReach [5].

The paper is structured as follows. Section 2 provides preliminaries and prob-
lem statement of the paper. Section 3 provides theoretical results on solving
robust convex optimisations using sampled datasets with associated bounds on
the size of the dataset. In Sect. 4, we describe the sampling-based approach for
estimating Lipschitz constant of the model and algorithm for simulation-based
reachability analysis. Section 5 evaluates our proposed approach by computing
Lipschitz value and reachable sets. In Sect. 6 we summarise our work and discuss
directions for future work.

Related Work. A number of approaches have been proposed to facilitate FMI
and Digital Twin model development and their co-simulation [20]. Formal ver-
ification of such models has remained a challenge to date due to their black-box
nature. Thule et al. [40] have described a data brokering approach for FMI-enabled
co-simulation of Digital Twins. Authors formally specified their data broker sys-
tem and proved its timing properties by using TLA+ model checker [27]. Other
approaches (e.g., [7,23]) proposed to integrate the state-of-the-art modelling and
verification tools, which could be used for performing statistical model checking.

The model-based reachability analysis uses a mathematical model of the sys-
tem to compute reachable states from a given set of possible initial states. Over
the years, several reachability tools have been developed, for example, SpaceEx
[4,6,16], JuliaReach [5], XSpeed [33] or Flow∗ [8], just to name a few. Alternative
data-driven reachability analysis techniques have also been proposed for scenarios
when a model of the system is unavailable or too complex. The data-driven meth-
ods generally use simulations of the system to estimate a scaling factor based on
systems’ sensitivity to perturbed initial values. In works by Donzé et al. [11,12]
authors introduced a simulation-driven verification method which is based on a
numerical sensitivity analysis. The numerically obtained sensitivity matrix is used
to construct a so-called expansion function which specifies the closeness of neigh-
bouring trajectories over time. Similar approaches, which are based on trajectory
bi-similarity or sensitivity, have also been presented [14,19,24]. A number of veri-
fication tools have been developed C2E2 [13], DryVR [14], S-Taliro [32]. The data-
driven reachability analysis has also been applied for a reachability analysis and
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verification of neural networks which are generally considered as black-box mod-
els [21,22]. In [41] authors proposed a data-driven approach based on the extreme
value theorem to obtain Lipschitz constant of the neural network.

Data-driven approaches have also been developed recently for formal veri-
fication and synthesis of systems under uncertainty. The papers [34,35] check
safety of a stochastic system using respectively multi-level methods and barrier
certificates. The papers [25,26,29] provide data-driven methods for designing
control actions to satisfy safety and other requirements on the system.

In summary, the main novelty of this work is the application of data-driven
techniques for computation of reachability sets of black-box FMI and Digital
Twin models. Our approach encodes the underlying inequalities needed for the
computation of the reachable sets as a robust convex optimisation and provide
sampling approaches to find an approximate solution. We connect the approxi-
mate solution to the actual solution by providing sample complexity results with
guaranteed error bounds for a given probabilistic confidence.

2 Preliminaries and Problem Statement

Continuous-Time Systems. A continuous-time system is a tuple Σ =
(X,xin, f), where X ⊂ R

n is the state space and xin ∈ X is the initial state.
The vector field f : X → X is such that f(·) is locally Lipschitz, i.e., any small
changes in x results in bounded changes in f(x). The evolution of the state of
Σ is characterised by the differential equation

ẋ(t) = f(x(t)), x(0) = xin. (1)

The assumption of f being locally Lipschitz guarantees the existence and unique-
ness of a solution for every initial condition.

Given a sampling time τ > 0 and an initial state x0 ∈ X, define the
continuous-time trajectory ζx0 of the system on the time interval [0, τ ] as an
absolutely continuous function ζx0 : [0, τ ] → X such that ζx0(0) = x0, and ζx0

satisfies the differential equation ζ̇x0(t) = f(ζx0(t)) for almost all t ∈ [0, τ ]. The
solution of (1) from x0 for all t ≥ 0 is called the nominal trajectory of the system.
For a fixed τ , we define the operator

ϕ(x) := ζx(τ) and Φ(A) := {ϕ(x) | x ∈ A}
respectively for the trajectory at time τ and the set of such trajectories starting
from A.

2.1 Reachability Analysis and JuliaReach

Reachability analysis is a technique for computing the set of all reachable states
of a dynamical system from a set of initial states. The reachable set of Rt at
time t can be defined formally as:

Rt(X0) = {ς(t, x0) | x0 ∈ X0} (2)
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where X0 ⊆ R
n represents the set of initial states and ς(t, x0) is the unique

solution of the ODE describing the system’s dynamics, ẋ(t) = f(x(t)). More
generally, reachability analysis methods aim to construct conservative flowpipes
of the form

R[0,T ](X0) =
⋃

t∈[0,T ]

Rt(X0) (3)

that encompass all the possible reachable sets of the system over a time horizon
[0, T ].

Computing reachable states of a hybrid automaton requires computing runs
of the hybrid system where a hybrid automaton run is an alternating N size
sequence of trajectories and location jumps (see Sect. 5.2 in [1]). The reachabil-
ity methods have been widely used in applications which range from a formal
system verification to their synthesis [1]. Over the years, several reachability
tools have been developed, for example, SpacEx [16], Checkmate [9] or Flow∗ [8]
just to name a few. Furthermore, to efficiently and accurately over-approximate
reachable sets different convex and nonconvex set representations have been
developed.

The JuliaReach toolbox [5] is a set of Julia1 programming language [2]
libraries developed for an efficient prototyping of set-based reachability algo-
rithms. A particular advantage of JuliaReach is its Julia language implemen-
tation providing high-performance computation with an adequate compilation
time [18]. The Reachability package of the toolbox contains algorithms for per-
forming reachability analysis of continuous and hybrid systems, while LazySets
library contains algorithms for operation with convex sets. JuliaReach supports
nonconvex set representations (e.g., Taylor models) which are required for a more
conservative approximation of nonlinear systems.

2.2 Co-simulation and Functional Mock-Up Interface

Co-simulation is an approach to orchestrate a simulation of a multi-model system
in which individual sub-models have been developed by different modelling and
simulation tools [15,20]. Each sub-model is generally considered a black-box
model and has an associated simulator which can produce an output of the sub-
model given some inputs. The main objective of the co-simulation engine is to
facilitate a correct exchange of outputs between different sub-models at each
discrete output exchange step.

Functional Mock-up Interface (FMI) [3] is an open source and a tool inde-
pendent co-simulation and model exchange framework which is widely used in
academia and the industry. In a FMI-based co-simulation environment a mas-
ter algorithm orchestrates discrete data exchanges between different sub-models
(Functional Mock-up Units (FMUs)) which are simulated with their innate
solvers. An individual FMU is made of a description file, which declares visi-
ble state variables and other model information, and proprietary solver. Over
the years a number of well-known modelling and simulation tools have been
1 Julia programming language website - https://julialang.org/.

https://julialang.org/
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upgraded (e.g., Simulink, OpenModelica [17,39]) or developed (INTO-CPS tool
[28]) to support FMI standard.

2.3 Problem Statement

In this paper, we address the problem of computing reachable states of Digital
Twin virtual models as formally defined in Problem 1.

Problem 1. Given a black-box Digital Twin model of a system Σ, initial set X0,
and time bound T , compute an approximation of the reachable set R̄[0,T ](X0)
using a finite number of randomly simulated trajectories of Σ. Provide the sam-
ple complexity of the computation, i.e., the required number of trajectories for
achieving a certain level of approximation with a probabilistic confidence.

In the following sections, we describe how reachability computations can be
connected to robust convex programs and chance-constrained optimisations, and
provide the related computational methods with sample complexities to solve
Problem 1.

3 Robust Convex Programs

In this section, we describe robust convex programs (RCPs) and data-driven
approximations of their solution. In Sect. 4, we show how such an approximation
can be used for providing a data-driven approach for reachability analysis with
sample complexity results.

Let T ⊂ R
q be a compact convex set for some q ∈ N and c ∈ R

q be a constant
vector. Let D be the space of uncertainty with (D,B,P) denoting the uncertainty
probability space and g : T × D → R be a measurable function, which is convex
in the first argument for each d ∈ D, and bounded in the second argument for
each θ ∈ T .

The robust convex program (RCP) is defined as

RCP:

{
minθ c�θ

s.t. θ ∈ T and g(θ, d) ≤ 0 ∀d ∈ D.
(4)

Computationally tractable approximations of the optimal solution of the
RCP (4) can be obtained using scenario convex programs (SCPs) that only
require gathering finitely many samples from the uncertainty space [31].

Let (di)N
i=1 be N independent and identically distributed (i.i.d.) samples

drawn according to the probability measure P. The SCP corresponding to the
RCP (4) strengthened with γ ≥ 0 is defined as

SCPγ :

{
minθ c�θ

s.t. θ ∈ T, and g(θ, di) + γ ≤ 0 ∀i ∈ {1, 2, . . . , N}.
(5)
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We denote the optimal solution of RCP (4) as θ∗
RCP and the optimal solution of

SCPγ (5) as θ∗
SCP . Note that θ∗

RCP is a single deterministic quantity but θ∗
SCP

is a random quantity that depends on the i.i.d. samples (di)N
i=1 drawn according

to P. The RCP (4) is a challenging optimisation problem since the cardinality of
D is infinite and the optimisation has infinite number of constraints. In contrast,
the SCP (5) is a convex optimisation with finite number of constraints for which
efficient optimisation techniques are available. The following two theorems pro-
vide sample complexity results for connecting the optimal solutions of the SCPγ

to that of the RCP.

Theorem 1 ([38]). Let β ∈ (0, 1) be a confidence value and ε ∈ (0, 1). Select
N according to

N ≥ 1
ε

(
e

e − 1

)
log

(
1
δ

+ q

)
(6)

where e is Euler number and q is the dimension of the decision vector θ ∈ T .
Then the solution of (5) with γ = 0 computed by taking N i.i.d. samples (di)N

i=1

from P is a feasible solution for the constraint

P(g(θ, d) ≤ 0) ≥ 1 − ε (7)

with confidence (1 − β).

The above theorem states that if we take the number of samples appropri-
ately, we can guarantee that the solution satisfies the robust constraint in (4) on
all the domain d ∈ D except for a small subset that has measure at most ε.

Theorem 2 ([31]). Assume that the mapping d 	→ g(θ, d) in (4) is Lipschitz
continuous uniformly in θ ∈ T with Lipschitz constant Ld and let h : [0, 1] → R≥0

be a strictly increasing function such that

P(Ωε(d)) ≥ h(ε), (8)

for every d ∈ D and ε ∈ [0, 1]. Let θ∗
RCP be the optimal solution of the RCP (4)

and θ∗
SCP the optimal solution of SCPγ (5) with

γ = Ldh
−1(ε) (9)

computed by taking N i.i.d. samples (di)N
i=1 from P. Then θ∗

SCP is a feasible
solution for the RCP with confidence (1 − β) if the number of samples N ≥
N(ε, β), where

N(ε, β) := min

{
N ∈ N

∣∣∣
q−1∑

i=0

(
N

i

)
εi(1 − ε)N−i ≤ β

}
, (10)

with q being the dimension of the decision vector θ ∈ T .

The above theorem is stronger than Theorem 1 in guaranteeing that the
solution will be feasible for the RCP (4) on the whole domain d ∈ D. This is at
the cost of requiring the knowledge of an upper bound on the Lipschitz constant
of the function g and also being more conservative in the required number of
samples. The confidence (1 − β) is a common feature of these two theorems and
is due to the nature of the solution that depends on the sampled dataset (di)N

i=1.
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4 Simulation-Based Reachability Algorithm

This section describes the simulation-based algorithm for computing reachable
states of a black-box model. First of all, we describe the overall algorithm and
then we provide more detail on estimating Lipschitz constant of the system,
namely, an estimation method based on the Extreme Value Theorem.

4.1 Reachable Set Computation

For computing the reachable set from a set of initial states X0, a common
approach is to partition the set X0 into a union of hyper-rectangles {Xj , j =
1, 2, . . . ,m} of size η = [η1, η2, . . . , ηn] by gridding the state space. Then for
each Xj , we find a vector Lj(t) ∈ R

n such that

|ς(t, x0) − ς(t, x′
0)| ≤ Lj(t) ‖x0 − x′

0‖ , ∀x0, x
′
0 ∈ Xj , t ≥ 0, (11)

where ς(t, x0) and ς(t, x′
0) are the state trajectories of the system at time t started

from x0, x
′
0 ∈ Xj , and | · | denotes the element-wise absolute value. In the next

step, the reachable set from each Xj is computed as the hyper-rectangle Yj with
edges

ς(t, xcj) ± Lj(t) · η/2, (12)

which gives a hyper-rectangle with centre ς(t, xcj) and size Lj(t)·η. The state xcj

is the centre of the initial hyper-rectangle Xj . The union of all Yj , j = 1, 2, . . . ,m
gives an over-approximation of the reachable set from X0.

The implementation of the above procedure requires computing ς(t, xcj),
which is possible using a black-box model of the system. In the following, we
discuss the computation of Lj(t) using a sampling based approach and the results
of Sect. 3.

RCP Formulation and Sampling. The inequality (11) used in the reachabil-
ity analysis can written as the robust convex program

RCP:

⎧
⎪⎨

⎪⎩

min c�Lj(t)
s.t. c = [1; 1; . . . ; 1], Lj(t) ≥ 0, and

|ς(t, x0) − ς(t, xcj)| − Lj(t) ‖x0 − xcj‖ ≤ 0, ∀x0 ∈ Xj .

(13)

We can define the associated SCPγ

SCPγ :

⎧
⎪⎨

⎪⎩

min c�Lj(t)
s.t. c = [1; 1; . . . ; 1], Lj(t) ≥ 0, and for all i ∈ {1, 2, . . . , N},

|ς(t, x0i) − ς(t, xcj)| − Lj(t) ‖x0i − xcj‖ + γ ≤ 0,

(14)
where x0i ∈ Xj are taken randomly from a probability distribution P.

Once the SCPγ (14) is solved, the sampling-based reachable set from Xj is
computed as the hyper-rectangle Ỹj with edges ς(t, xcj) ± Lj(t) · η/2, where
Lj(t) is obtained by solving (14). The next theorem uses the results of Sect. 3
for picking the number of samples N to connect Ỹj with the true reachable set.
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Theorem 3. If Ỹj is computed using the solution of (14) with γ = 0 and N

selected according to (6), then with confidence (1−β), the set Ỹj covers the whole
true reachable set except for a small set with probability measure at most ε.

If Ỹj is computed using the solution of (14) with N selected according to
(10), then with confidence (1−β), the set Ỹj covers the whole true reachable set.

The full algorithm for our sampling-based reachability analysis is presented
in Algorithm 1.

Algorithm 1: Sampling-based reach set computation
Inputs: System as a black box, time instance t, initial set X0 ⊂ R

n

Select discretisation η = [η1, η2, . . . , ηn] with ηi > 0
Partition X0 into hyper-rectangles Xj , j = 1, 2, . . . , m, of size η with centre xcj

for j = 1, 2, . . . , m do
Select N according to (6) or (10)
Take N samples x0i uniformly from Xj

Obtain trajectories ς(t, x0i) and ς(t, xcj) from the black box model
Solve the SCPγ in (14) to find Lj(t)
Define Ỹj as a hyper-rectangle with centre ς(t, xcj) and size Lj(t) · η.

end

Output: Sampling-based reach set Ỹ := ∪jỸj

Exercising the second part of Theorem 3 for computing the number of samples
requires knowing a (conservative) upper bound for the Lipschitz constant of the
system. Computation of this bound is discussed in the next subsection.

4.2 Lipschitz Constant Estimation via Extreme Value Theorem

For estimating Ld in Theorem 2 and use it in Theorem 3, we should estimate an
upper bound for that fraction

Δ(x, x′) :=
‖ς(t, x) − ς(t, x′)‖

‖x − x′‖ (15)

that holds for all x, x′ ∈ Xj . We follow the line of reasoning in [41,42] and use
Extreme Value Theorem for the estimation.

Let us fix a δ > 0 and assign uniform distribution to the pair (x, x′) over
the domain {x, x′ ∈ Xj , ‖x − x′‖ ≤ δ}. Then Δ(x, x′) is a random variable with
an unknown cumulative distribution function (CDF). Based on the assumption
of Lipschitz continuity of the system, the support of the distribution of Δ(x, x′)
is bounded from above, and we want to estimate an upper bound for its sup-
port. We take n samples from (x, x′) and compute n samples Δ1,Δ2, . . . ,Δn

for Δ(x, x′). The CDF of max{Δ1,Δ2, . . . ,Δn} is called the limit distribution
of Δ(x, x′). The Fisher-Tippett-Gnedenko theorem says that if the limit distri-
bution exists, it can only belong to one of the three families of extreme value
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distributions - the Gumbel class, the Fréchet class and the Reverse Weibull class.
These CDF’s have the following forms:

Gumbel class (Type I): G(s) = exp
(

− exp
(

s − a

b

))
, s ∈ R

Fréchet class (Type II): G(s) =

{
0 if s < a

exp
(−( s−a

b )−c
)

if s ≤ a

Reverse Weibull class (Type III): G(s) =

{
exp

(−(a−s
b )c

)
if s < a

1 if s ≤ a

where a ∈ R, b > 0, c > 0 are respectively the location, scale and shape
parameters.

Among the above three distributions, only the Reverse Weibull class has a
support bounded from above. Therefore, the limit distribution of Δ(x, x′) will be
from this class and the location parameter a is such an upper bound. As a result,
we can estimate the location parameter of the limit distribution of Δ(x, x′) to
get an estimation of the Lipschitz constant.

A procedure for estimating the Lipschitz constant is presented in Algorithm 2.
This uses obtained Lipschitz constants to compute approximate reachable sets.
For each state of the system a single Lipschitz constant value is obtained from
a previously sampled set. In this work we considered two operations for obtain-
ing a final Ls(x, t): a maximum value and value produced via curve-fitting and
Extreme Value Theorem [10]. The algorithm then computes a central trajectory
of the model by simulating it from the set of initial values which are midway
between the lower and upper limits of the initial set.

Algorithm 2: Lipschitz constant estimation using Reverse Weibull distri-
bution
Inputs: System as a black box, time instance t, initial set Xj ⊂ R

n

Parameters: δ > 0, number of samples n,m
for k = 1, 2, . . . ,m do

Take n samples (xi, x
′
i) uniformly from the set {x, x′ ∈ Xj , ‖x − x′‖ ≤ δ}

Compute {Δ(xi, x
′
i), i = 1, 2, . . . , n} using (15) and trajectories from the

black box model
Define Lk = maxi Δ(xi, x

′
i)

end
Fit a Reverse Weibull distribution to the dataset {L1, L2, . . . , Lm}
Get the location, scale and shape parameters of the fitted distribution

Output: Estimated Lipschitz constant as the location parameter of the
fitted distribution
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Remark 1. The estimated Lipschitz constant from Algorithm 2 can also be used
directly for estimating the reachable sets. Unfortunately, this quantity is just an
estimation and will converge to the true Lipschitz constant in the limit. When
it is computed with a finite number of samples, it is not attached with a quan-
titative closeness guarantee. In contrast, using the vector Lj(t) for reachability
computations is more likely to give a less conservative reach sets with formal
probabilistic closeness guarantees.

4.3 Extension to Other Modelling Formalisms

Hybrid modelling frameworks have received significant attention recently due to
their rich features in capturing the interaction between discrete elements and
continuous variables (see e.g., the book [36] and the survey [30]). Our approach
can in general be applied to hybrid models as it requires only the sample trajec-
tories of the system. To get the guaranteed closeness bounds, we only need to
assume the trajectories are continuous functions of the initial state, otherwise
the Lipschitz constant of the system will not be bounded.

The work described so far only requires sample trajectories. We anticipate
that these can be gathered from co-simulations of FMI-conformant co-models
forming a digital twin of a system of interest. Alternatively, we envision that
simulated trajectories could be replaced by trajectories gathered from the phys-
ical Digital Twin system, and thus, addressing issues related to accuracy of the
virtual Digital Twin FMI co-model. However, these remain tasks for future work
to confirm this (see Sect. 6).

5 Validation Exercises

In this section, we present three exercises for implementing and validating our
simulation-based approach on multiple models. The first part of the section com-
pares the Lipschitz constant of linear systems obtained using a sampling-based
method and compared against the true Lipschitz constant obtained analytically.
The second part of the section compares the reachable sets computed by our app-
roach with the ones produced by the JuliaReach tool (to compare our simulation-
based method with the model-based method implemented in JuliaReach). Finally,
we compare the reachable set computed by our approach with the true reachable
set on a nonlinear system.

5.1 Sampling-Based Lipschitz Constant Estimation

For a linear system in the form of d
dtx(t) = Ax(t) with state matrix A ∈ R

n×n,
the true Lipschitz constant of the system is L(t) =

∥∥eA·t∥∥
2
:

‖ς(t, x0) − ς(t, x′
0)‖2 = ‖eA·tx0 − eA·tx′

0‖2 ≤ ∥∥eA·t∥∥
2
‖x0 − x′

0‖2 .

For the sake of easier comparison, we consider a Lipschitz constant L(t) instead of
the more general vector form in (11) with only one partition set. We randomly
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generate N = 1000 linear systems for each dimension n ∈ {2, 3, . . . , 8} and
for each category of stable systems (i.e., all eigenvalues of A having negative
real parts) and unstable systems (i.e., an eigenvalue with positive real part).
The implementations compute the relative average error between the true and
sampled Lipschitz constants for these randomly generated systems at time points
t using either the average absolute error Erra(t) or the average relative error
Errr(t) defined as

Erra(t) :=
1
N

N∑

i=1

∣∣Li(t) − Li
s(t)

∣∣ , Errr(t) :=
1
N

N∑

i=1

∣∣∣∣
Li(t) − Li

s(t)
Li(t)

∣∣∣∣×100, (16)

where Li(t) and Li
s(t) are respectively the true and sampled Lipschitz constants

of system i. We use Erra(t) to compute the error for stable systems and Errr(t)
for unstable systems. The results are reported in Fig. 1 for the time interval
t ∈ [0.1, 1] and for 4 categories of the generated systems (2D and 8D, stable and
unstable). The results are obtained for different number of samples, and as the
figures show, the accuracy improves by increasing the number of samples. The
rest of the results for other categories are reported in Table 1 of the appendix.

5.2 Reachable Set Computation for Linear Systems

We use Algorithm 1 to compute the sampling-based reach set RS(t) at time
t and compare it with the reach set produced by JuliaReach RJ(t). We use a
stable linear system with A = [−1 0; 1 − 2], an unstable linear system with
A = [2 − 1; 2 0], and a linear system with A = [0 − 1; 1 0] that shows
oscillatory behaviour. The set of initial states is considered as [0, 0.1] × [0, 0.1].
We use hyper-rectangles to approximate reachable sets of systems in JuliaReach.
We run Algorithm 1 with N = 1000 samples to compute the sampled Lipschitz
constant and get the reachable set. Figure 2 visualises the results (left figures for
the first state and right figures for the second state of the systems).

We asses the accuracy using relative volumes of sets:

Acc(t) =
Vol(RS(t) ∩ RJ(t))

Vol(RJ (t))
× 100 (17)

where Vol(·) is the volume of the set. The accuracy averaged over discrete time
points in the interval T = [0, 3] is 79.8% and 58.0% respectively for the stable and
unstable system. The range of accuracy over time is [78.1, 97.9] and [49.2, 97.0]
for these two systems. The accuracy for the oscillatory system has the average
62.7% over time interval T = [0, 10] and belongs to the interval [49.0, 98.0].

The main goal of this exercise was a relative comparison of our simulation-
based approach with the model-based approach implemented in JuliaReach. The
Acc(t) is the relative portion of the outcome of JuliaReach covered by the out-
come of our approach. Since JuliaReach by itself gives an over-approximation
of the true reachable set, Acc(t) is not sufficient for validating our theoretical
results. Next we compare our approach with the true reachable set on a nonlinear
model.
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Fig. 1. Average relative error between the true and sampled Lipschitz constants for
different number of samples. Left top: 2D stable, Left bottom: 2D unstable, Right
top: 8D stable, Right bottom: 8D unstable. The error decreases by increasing the
number of samples.

5.3 Reachable Set Computation for a Nonlinear System

Consider the 2D nonlinear pendulum system
{

θ̇(t) = ω(t)
ω̇(t) = −b · ω(t) − c · sin θ(t)

(18)

with constants b = 0.25 and c = 5.0. Figure 3 compares the reachable set for
the initial set [0, 0.1] × [0, 0.1] computed using our approach of Theorem 1 and
JuliaReach. We obtain Lj(t) using Algorithm 2 that is based on fitting a Reverse
Weibull distribution. Figure 4 visualises the results for obtaining Lj(t) at time
t = 0.7.

We also consider comparing our approach with the true reach set of the
system. Reachable sets of the pendulum system for the initial set [0, 0.1]× [0, 0.1]
produced by our approach against randomly simulated trajectories is shown in
Fig. 5. The random trajectories form a green area in all the plots of Fig. 5. The top
plots include the blue area that is the reachable set computed using Theorem 1
with sample complexity N = 103, δ = 10−5, ε = 0.008 and q = 2. The bottom
plots include the red area obtained from Theorem 2 with sample complexity
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Fig. 2. Reachable set comparison of a stable linear system (top row), an unstable linear
system (middle row), and a system with oscillatory behaviour. The systems are two
dimensional: the figures in the left shows the reach set of the first state and the figures
in the right shows it for the second state. The set of initial states is [0, 0.1] × [0, 0.1].

Fig. 3. Reachable set comparison of the nonlinear pendulum system for the initial set
[0, 0.1] × [0, 0.1].
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N = 106 and γ = 0.03. As the plots indicate, the result of Theorem 2 ensures an
over-approximation of the true reach set at the cost of a larger sample complexity
(higher computational effort).

Fig. 4. Computing Lj(t) at time t = 0.7 for the nonlinear pendulum model by fitting
a Reverse Weibull distribution. Left figure shows the fitting for the first dimension
to estimate L1(t), and the right figure for L2(t). The maximum sampled values are
L1s(t) = 0.4160 and L2,s(t) = 2.0523. The estimated values are L1(t) = 0.4169 and
L2(t) = 2.0530.

Fig. 5. Reachable sets of the pendulum system for the initial set [0, 0.1] × [0, 0.1] pro-
duced by our approach against randomly simulated trajectories (green plots). Top:
sample complexity N = 103 based on Theorem 1 with δ = 10−5, ε = 0.008 and q = 2;
Bottom: sample complexity N = 106 based on Theorem 2 with γ = 0.03. (Color figure
online)
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Discussion. Our implementations have demonstrated that Algorithm 1 pro-
duces accurate reachable sets of linear and non-linear systems. The results are
more accurate for stable systems, smaller time intervals, and lower-dimensional
systems. However, the difference between actual and computed reachable sets
increases for large time horizons and high-dimensional systems. The accuracy
can be improved by utilising Algorithm 2 and increasing the number of samples.

6 Conclusions and Future Work

In this paper, we have presented an approach for computing reachable sets of
black-box Digital Twin models. The proposed approach uses simulations of the
system model to estimate an approximate Lipschitz constant which is then used
to compute reachable states of the system. Our evaluation has demonstrated
the accuracy of reachable sets computed with a simulation-based approach by
comparing them against reachable sets produced by a model-based reachability
tool - JuliaReach.

Our work is motivated by the desire to provide methods and tools that get the
most value from Digital Twins of cyber-physical systems, particularly in relation
to ensuring dependability, and this motivates our interest in reachability. In the
Digital Twin context, systems of interest may have at least some IP-protected
elements belonging to multiple stakeholders, and this suggests that we require to
use simulations as a basis for computing reachability. In our future work, we aim
to explore the integration of our proposed method into FMI-based co-simulation,
for instance using the INTO-CPS tool chain [28] with its extensions for real-time
physical and virtual assets [40].
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and conclusions or recommendations expressed in this material are those of the authors
and do not necessarily reflect the views of the United States Air Force.



154 S. Bogomolov et al.

Appendix A

See Fig. 6.

Fig. 6. Reachable set comparison of the 3D linear system A = [1 −1 0; 1 −1 3; −1 2 −
1] with initial region [0, 0.1] × [0, 0.1] × [0, 0.1]: (a, b, c) 1000 samples and maximum
function, (d) accuracy plot over time

Table 1. The summary of results from Subsect. 5.1: variation of the average error
between a true and sampled Lipschitz constant values over time for stable and unstable
linear system.

D No. Samples εrror(L)

0.2 0.4 0.6 0.8 1.0

3D (stable) 10 0.08 0.095 0.092 0.085 0.078

20 0.039 0.048 0.049 0.047 0.042

40 0.021 0.026 0.026 0.024 0.022

80 0.012 0.014 0.014 0.013 0.012

100 0.009 0.011 0.011 0.011 0.01

240 0.004 0.005 0.005 0.004 0.004

3D (uns.) 10 8.0 8.8 8.9 8.9 8.7

20 4.0 4.4 4.4 4.4 4.5

40 2.2 2.4 2.4 2.4 2.4

80 1.2 1.3 1.3 1.2 1.2

100 0.9 0.9 1.0 1.0 1.0

240 0.4 0.4 0.5 0.4 0.4

(continued)
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Table 1. (continued)

D No. Samples εrror(L)

0.2 0.4 0.6 0.8 1.0

4D (stable) 10 0.17 0.22 0.24 0.23 0.21

20 0.11 0.15 0.15 0.15 0.13

40 0.07 0.10 0.10 0.09 0.09

80 0.05 0.06 0.06 0.06 0.06

100 0.04 0.05 0.05 0.05 0.05

240 0.02 0.03 0.03 0.03 0.03

4D (uns.) 10 14.1 15.9 16.1 16.0 15.8

20 9.1 10.1 10.4 10.3 10.1

40 5.7 6.4 6.4 6.3 6.3

80 3.7 4.0 4.1 4.2 4.2

100 3.2 3.7 3.8 3.7 3.7

240 1.9 2.1 2.1 2.1 2.1

4D (uns.) 10 14.1 15.9 16.1 16.0 15.8

20 9.1 10.1 10.4 10.3 10.1

40 5.7 6.4 6.4 6.3 6.3

80 3.7 4.0 4.1 4.2 4.2

100 3.2 3.7 3.8 3.7 3.7

240 1.9 2.1 2.1 2.1 2.1

5D (stable) 10 0.3 0.4 0.4 0.4 0.4

20 0.2 0.3 0.3 0.3 0.3

40 0.1 0.2 0.2 0.2 0.2

80 0.1 0.1 0.2 0.1 0.1

100 0.1 0.1 0.1 0.1 0.1

240 0.1 0.1 0.1 0.1 0.1

5D (uns.) 10 19.5 21.80 22.1 21.9 22.0

20 13.5 14.90 15.2 15.3 15.4

40 9.90 11.00 11.2 11.1 11.0

80 7.00 7.60 7.70 7.70 7.60

100 6.40 6.90 6.90 6.90 7.00

240 4.10 4.50 4.60 4.50 4.50

6D (stable) 10 0.4 0.6 0.6 0.6 0.6

20 0.3 0.4 0.5 0.5 0.4

40 0.2 0.3 0.4 0.4 0.3

80 0.2 0.2 0.3 0.3 0.2

100 0.2 0.2 0.3 0.2 0.2

240 0.1 0.2 0.2 0.2 0.2

6D (uns.) 10 24.3 26.7 27.2 27.2 27.4

20 18.4 20.2 20.5 20.5 20.7

40 13.9 15.2 15.3 15.3 15.2

80 10.5 11.5 11.6 11.4 11.5

100 9.70 10.7 10.9 10.7 10.7

240 6.80 7.50 7.60 7.50 7.60
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Abstract. Advanced digital technology is finding its way into industrial
production and control systems. This led to development of further con-
cepts such as digital shadow and digital twin. In the former an accurate
model of the cyber-physical system (CPS) is used to monitor it virtu-
ally, while the latter provides a possibility to adapt the CPS’s behavior.
These developments are often welcome from the operators perspective,
however they also pose new challenges in terms of cyber security: an
operator could be led to believe the system is operating correctly due to
the represented digital image while the CPS is under a cyber attack. In
this paper we investigate several cyber security challenges of the digital
twin technology and discuss potential mitigations for these challenges
based on well established practices within the area of industrial control
systems. We further describe the potential cyber attacks and mitiga-
tions using a semi-formal notation based on problem frames, we suggest
in order to simplify the communication about cyber security challenges
of digital twins between different stakeholders. This is shown within a
context of a small case study. Finally we outline areas of research for the
development of secure digital twin technology.

Keywords: Digital twins · Cyber security · Security model

1 Introduction

Digital twin technology is finding its way into different aspects of the modern
society, especially within the industrial domain following the concepts of Industry
4.0 [27]. The access to digital representation of physical objects brings many
benefits. For example, in manufacturing different configuration changes could be
applied to the digital twin before being passed on to the physical system [11].
It is furthermore possible to provide a comprehensive overview of a system to a
system operator, since the digital twin responds to the data provided from the
physical device a similar way as the physical device itself. This could provide
simplified troubleshooting employing a simple visual representation of the state
of the physical devices.

This approach also poses several challenges. One of them is that the digi-
tal model needs to represent the physical object at a high degree of accuracy;
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another challenge is that in some cases the data exchanged between the physical
object and the digital twin must be close to real-time. Last but not least, is the
need for cyber security assurances within the systems employing the digital twin
technology, which is the focus of this paper. This aspect of digital twins is espe-
cially important for industrial use of digital twins because compromised security
could lead to potentially harmful situations including unstable operation of the
CPS with resulting physical and economic damage or even accidents leading to
injury or death. To this end we perceive the digital twin as a prime target for
potential attackers, similar to SCADA systems [20,22].

The practical difference between a digital twin and a SCADA system is the
integration of the close to reality digital model of the CPS within the digital
twin. In comparison the SCADA system mostly provides industrial connectivity
modules to exchange data with the controlled plant via a user interface that
enables the operator to interact with the system. It is important to note that in
some cases digital twins have been proposed to be a potential solution to security
challenges of large connected CPS [1]. However, even in this case the digital twin
must be secure by itself in order not to provide a false sense of security for the
operators and designers of the CPS.

Recently, an increase in attack surfaces within the industrial control sys-
tems has been observed [15]. This is mainly due to the additional connectiv-
ity being added to these systems. Utilizing a digital twin further increases the
attack surface because the model underlying the digital twin might become an
attack vector. Several ways of preventing attacks at industrial and specifically
cyber physical systems have been proposed, such as among others, use of for-
mal methods to create secure architectures [19], integration of different security
controls [18] or the use of state estimators [16], where attack resilient state esti-
mators have been proposed [21]. Securing digital twins consequently requires not
only considering access control, network security and transmitted data integrity
but also integrity of the model itself. One might also consider the question of
how the digital twin is being used. For example, it could be shared by several
entities and as such could be deployed within the cloud environment, creating
security constraints for this environment, such as isolation of different users.

Contribution. While several cyber security challenges of digital twins have
been pondered before [12] and a notion of digital twin trustworthiness has been
presented [24], in this paper we explore potential security challenges of digital
twins based on concrete types of attacks. We also describe potential mitigations
for these attacks in the context of digital twins. Within the presented attacks
we introduce multiple attack vectors against a digital twin. We further provide
a supporting notation that could be used to describe security concerns of digital
twins. We consider this is currently lacking and could provide benefits to the
wider digital twin research and development community. We also present a case
study based on a digital twin of our own design for an incubator system by
means of which we discuss the listed security challenges. Finally, we present
several open problems in regard to secure digital twins that pose interesting
topics to be addressed by future research.
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Structure. The rest of the paper is organized as follows: Section 2 presents work
concerning security of digital twins with a focus on their industrial use and how
they compare to our work. Section 3 introduces several cyber attacks against dig-
ital twins (possible attack vectors) as well as introduce a notation for describing
these cyber attacks in a digital twin setting. Section 4 provides an overview of
different mitigations that could be applied towards the attacks introduced before
and discusses how these mitigations differ from their use within standard indus-
trial control systems when applied to a digital twin setting. Section 5 describes
the incubator system, considering the CPS and the digital twin including a
potential cyber security challenge and mitigation within this setting. Section 6
presents several open problems that might be addressed by future research.
Finally, Sect. 7 closes with concluding remarks.

2 Related Work

The majority of research works cover the security aspects of digital twin tech-
nology as yet another aspect to take into account while developing such systems,
yet there are other works that focus on the security aspect itself or the usage of
the digital twin as another security tool.

In [25], the authors models attacks on digital twins, and present a study
on the abuse cases of digital twins. Compared to our technical descriptions of
attacks and mitigations, the authors focus on the different attackers’ strategies
and the outcomes of attacks at specific phases of the lifecycle.

As examples of a digital twin as a security tool we have [4,7] both proposing
using the digital twins assets in the design of the security aspects and attach
modelling and mitigation. In [7], the authors propose a framework to generate
digital twins from specifications for SCADA systems. The specifications may
include specific security properties that shall hold within the system. As a proof
of concept the authors propose a mitigation for man in the middle attacks such
as the paradigmatic Stuxnet attack. In addition to being a security tool, the
work of [4] proposes to use the digital twin in training and simulation, testing
exercises for the security engineers.

Another aspect that has not been massively covered in publications with
a technical aspect, but of importance and covered in philosophically oriented
works like the one in [6] is the privacy impacts of a technology creating massive
amounts of data and digital models of physical assets in the real world, which
are used and tied to its users, who have the right to be protected from potential
surveillance and discrimination.

3 Security Challenges

Digital twins face different kinds of security challenges. In this paper we introduce
four security challenges with various levels of complexity and impact. In the
first three cases we consider that the digital twin needs to be connected with
the CPS via a network. But we also show that even an isolated digital twin
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can face potential security challenges. The four attack types we consider are
bandwidth sniffing, data injection, data delay and model corruption. We describe
the attacks in natural language followed by graphical a notation describing these
attacks in a more succinct manner. We further introduce a notion of direct and
indirect attack. In the case of a direct attack, the attacker interacts actively with
components of the system, while in the case of an indirect attack the attacker
utilizes methods such as side channel attacks where the attacker does not need
to interact actively with the deployed system.

Attack Description Syntax. Textual descriptions of the different attacks are
difficult to comprehend and explain, in particular, to the many non-expert –in
security– stakeholders in a digital twin setting. We use context diagrams from
the problem frames approach [14] to complement the textual descriptions semi-
formally introducing the main concepts and how they are related. This is suffi-
cient to understand how the different attacks and mitigations work. Context dia-
grams are composed of domains that describe the key aspects and participants.
They do not describe an architecture. In fact, they only contain one machine
domain representing “the software” or “the computer”. In our diagrams it is
always called Digital Twin. Some domains can be controlled like the CPS (whose
behavior is predictable and therefore called causal and marked with a C). It is
the objective of the Digital Twin to re-configure or augment the CPS, of course.
The behavior of the Attacker, whose domain is called biddable and marked with
a B, is not predictable in causal terms. Another relevant kind of domain is called
lexical : they represent some form of data. Domains that are designed (by us) are
marked with one vertical bar on the left and machine domains with two vertical
bars. Domains that interact in some way are connected by edges that are anno-
tated with the phenomena they share. Phenomena are abstractions of concepts
from the real world that can be observed or measured (for a more thorough
discussion see [13,14]). In order to emphasize the role of the network, we draw
all edges connecting to it by “double bars”. Attacks are described in oval dashed
ellipses that are linked to the interactions that they manipulate.

3.1 Bandwidth Sniffing

This attack utilizes information gained about communication between the con-
nected digital twin and the CPS as basis for further targeted attacks. The
attacker does not acquire any confidential data that is being transmitted within
the communication network connecting the digital twin and the CPS. In addi-
tion, the attacker does not try to inject malicious payload to the communication.
However the attacker can learn some specific information by simply listening to
the different communication channels without decoding the underlying traffic.
The attacker can potentially discover which component of the CPS is currently
active or even determine the activity within the CPS [28] based on the bandwidth
used between the CPS and the digital twin. See Fig. 1 for a graphical description
of the latter kind of attack. For the former kind of attack the domain “Activity”
would need to be replaced by a domain “Component”.



Towards Secure Digital Twins 163

Fig. 1. Context diagram for bandwidth sniffing.

This information could in turn be used to execute cyber or physical attacks
against the CPS in question. In many situations such information will be con-
sidered confidential and the system operator needs to be able to prevent the
attacker from obtaining the information. While this attack is applicable to any
connected system, the connected digital twin setup is uniquely well positioned
for such attacks because a significant amount of data needs to be transmitted
for processing by the digital twin model in order to keep the digital twin and
the typically complex CPS in synchrony. This attack is an indirect side channel
attack, where indirect information is used to gain knowledge.

3.2 Data Injection

Similarly to bandwidth sniffing, this kind of attack is mainly aimed at the system
with connected digital twin. The attacker utilizes a network breach or a com-
promised entity within the network to inject malicious payload to the network.

Fig. 2. Context diagram for data injection.

Fig. 3. Context diagram for data injection (variant 1).
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For example, the attacker could simply inject malformed packets that could
result in logic errors within the CPS (see Fig. 2). Alternatively, the attacker could
also inject commands that seemingly originated from the digital twin in order
to take over the control of the CPS as illustrated by Fig. 3. Finally, the attacker
could inject falsified data that seemingly originated from the CPS causing the
digital twin to provide a significantly deviating picture from the real state of the
CPS (see Fig. 4).

Fig. 4. Context diagram for data injection (variant 2).

Similar attacks have been also executed against industrial control systems
with limited network connectivity [26], impacting the control network and sub-
sequently causing catastrophic failure of the CPS.

We consider this one of the prime attacks that could be applied towards
a digital twin given its data dependent nature. This class of attacks requires
the attacker to be able to compromise the network and determine the correct
formatting of either the data payload towards the digital twin or towards the
CPS. Once the formatting is known, the attacker issued payload is simply mixed
with the legitimate payload generated within the system. This attack can be
considered as a direct attack against the digital twin enabled system, given that
the attacker interacts with the network in a direct way.

3.3 Data Delay

This kind of attack is aimed at a system with a connected digital twin with
real-time characteristics, a typical case as discussed in the introduction. The
attacker attempts to slow down the communication from the CPS towards the
digital twin [5]. This could be seen as a limited denial of service attack, where the
attacker floods the network trying to prevent the system to reply to legitimate
requests. In this case the attack does not attempt to prevent the communication
between the digital twin and the CPS completely but it floods the network with
enough packages to ensure that either the reaction of the digital twin will be
significantly late and hence potentially cause a system malfunction (in case that
the digital twin reaction is used a feedback for the CPS); or slowly force the
digital twin to lose synchrony with the CPS (see Fig. 5).
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In case that the digital twin needs to exchange data close to real-time, this
type of attack could cause the digital twin to miss tight, crucial deadlines. In
order to carry out such an attack the attacker needs to be present within the
network and have an understanding of the specific network. Since the goal is
to cause time delays in processing between the digital twin and the CPS, it is
important for the attacker to send only as many packets as the network can han-
dle, enabling the (cautious) attacker to avoid immediate detection. This attack
can also be considered a direct attack where the attacker needs to have sufficient
knowledge of the data being processed by the digital twin.

Fig. 5. Context diagram for data delay.

3.4 Model Corruption

This kind of attack aims at corrupting the model that the digital twin uses to
represent the physical system. The models are often developed by multiple parties
involving multiple developers or even multiple organizations; they are often stored
in shared repositories that are used for version control. In this case the attacker
would aim to attack the model at rest within the shared repository. The attack is
based on injecting malicious code directly to the model causing the digital twin
to either not represent the physical device truthfully, or provide malicious data
payload to the physical device (see Fig. 6 for a description of the latter).

Fig. 6. Context diagram for model corruption (network).



166 T. Kulik et al.

Similar attacks have been proposed as a possible attack vectors to PLCs [30],
impacting the control loop of a physical system and potentially leading to unsafe
situations. In order to carry out this attack, potential attackers would need to
gain access to the shared repository where they could inject the code. This attack
is also well suited for insider attackers where a legitimate entity turns malicious.
Another option is injection of malicious code to third party libraries used by the
model (see Fig. 7). Similarly to the above, in this case the attacker would need
to gain access to the storage of the library code and ensure that the malicious
code will be included in the library when it gets deployed. However, it cannot be
directly detected on the observed network unless all used libraries are included
in this. This attack can be considered an indirect attack.

Fig. 7. Context diagram for model corruption (library).

4 Mitigations

In this section we propose specific mitigations that could be applied against the
cyber attacks presented in the preceding section. The mitigations are based on
approaches used in security of industrial control systems, and have been applied
against similar attacks. We present similarities and differences between security
needs of industrial control systems operating with and without digital twins.
The approaches we present are: Fragmentation and data padding ; Signatures
and tokens ; Threshold monitoring and network-aware digital twin models ; and
Model integrity checks. As before, we first describe the mitigations using natural
language followed by a graphical description to explain the mitigations in a
compact format.

4.1 Fragmentation and Data Padding

These approaches can be used as a mitigation for the Bandwidth sniffing
(Sect. 3.1) attack. The mitigation either utilizes data fragmentation, i.e., split-
ting the data into smaller chunks and sending these over the network, changing
the nature of the bandwidth utilization. Similarly the data padding approach
changes the nature of the bandwidth utilization by adding more data to the
original payload in order to keep the bandwidth utilization steady [29]. Once
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these techniques are employed it becomes difficult for the attacker to gather
information about different targets simply by observing the bandwidth utiliza-
tion (see Fig. 8).

It is important to note that this mitigation might directly conflict with some
optimization strategies for the system, especially if network traffic shall be opti-
mized to minimize the bandwidth utilization. It is however an effective mitigation
that has been proposed for use within industrial control systems. One aspect of
this mitigation that needs to be considered when incorporating a digital twin
within a system is the need for the model and communication interfaces to be
able to handle either the fragmented or padded data. This needs to be considered
bidirectionally. As such, the digital twin needs to remove padding or fragmen-
tation from incoming data payloads, as well as add these to the outgoing data
payloads to ensure that the bandwidth stays protected from bandwidth sniffing
attacks.

Fig. 8. Context diagram for bandwidth sniffing mitigation.

4.2 Signatures and Tokens

A mitigation scheme that can be applied towards the Data injection attack
(Sect. 3.2) is the addition of digital signatures to the data transferred between
legitimate entities [23]. This scheme has been utilized within different kinds of
systems in order to ensure data integrity. One of the benefits of this mitigation
is that it does not require use of more complicated schemes such as state estima-
tors. It may be added to the majority of communication protocols because the
signature or cryptographic token becomes a part of the regular data payload.
See Fig. 9 for a graphical description of this mitigation. Two lexical domains
DT Sign and PL Sign have been added to sign payload from the digital twin and
the CPS, respectively. The protection mechanism relies on the data sources abil-
ity to cryptographically sign the generated data. The signature is subsequently
validated at the data sink and any invalid signature is rejected and may be
considered a potential intrusion.
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Fig. 9. Context diagram for data injection mitigation.

One of the challenges of this scheme is the need for the data source to protect
secrets that are used within the signature generation as well as being compu-
tationally sufficiently powerful to sign the data payload before sending without
causing unacceptable delays. In case that the attacker gains access to a secret
used for signature generation it becomes possible to inject data into the sys-
tem with valid signatures that the sink cannot distinguish from legitimate data.
While this simple scheme has potential security issues because the two lexical
domains can be attacked in turn, this remains an established and effective way
achieve security of critical digital twin enabled industrial control systems.

4.3 Threshold Monitoring and Network-Aware Digital Twin Models

This layered mitigation is aimed at detecting and limiting the impact of the Data
delay attack (Sect. 3.3). The mitigation is based on monitoring of network activ-
ity and determining whether different threshold parameters have been reached,
e.g., a certain amount of data packets or network latency. Data delay attacks
are especially difficult to detect in low rate attack scenarios. To this end several
threshold based analysis mechanisms have been considered for different types of
systems [3]. Within a digital twin enabled system the threshold analysis could
be integrated directly into the model. As such, the digital twin is aware of the
network performance under normal circumstances as well as what it considers a
data delay attack (see Fig. 10). This requires the digital twin designers to have
domain knowledge about the system at hand (not only from the functionality
perspective but also concerning the network setup) and expected data load. If a
data delay attack is detected, the digital twin could utilize its understanding of
the network to limit the effect of the attack. Possible counter measures include
locking the source addresses from the network communication or limiting its
own communication with the system to provide more bandwidth for legitimate
data packets. More advanced schemes could be utilized if the system employs
additional DDoS protection mechanisms such as resource scaling. However, this
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often requires external components, i.e., cloud resource orchestration and is not
practical in resource constrained environments.

Fig. 10. Context diagram for data delay mitigation.

4.4 Model Integrity Checks

This mitigation ensures that the model utilized within the digital twin does not
integrate malicious code and applies to the Model corruption attack (Sect. 3.4).
This requires stringent access controls towards the repository that stores the
model. Furthermore, the model itself must be validated before it is loaded onto
the digital twin. To do this, only a model that is digitally signed by the authors
must be allowed to be loaded. See Fig. 11 for a description of this mitigation.
The additional lexical domain “Auth” is required to keep the authentication
data for the signing keys. Furthermore, all of the potential libraries should be
checked against provided hashes to ensure that the library has not been modified.
In case that the hashes are not provided by the authors of the libraries, these
must be created upon induction of the libraries to the code base of the model,
where the induction process shall involve a thorough review of these libraries.
This approach is a well known scheme [2] that is nowadays proposed to be used
with additional schemes such as watermarking (embedding specific cryptographic
elements in the code), dynamic whitelisting (dynamically determining which
libraries are allowed to be loaded based on their signatures) or even formal
analysis (analyzing the model against specific properties on the implementation
level). While digital signing by itself would not protect the model from insider
attacks and requires secure access to the signing keys, it provides a first level of
guarantee that a genuine model is present within the digital twin. It should be
mentioned that more advanced methods for integrity checks could be utilized.
This approach has a very low impact on performance and other design constraints
of digital twins, hence model signing is widely applicable even for models of
digital twins that are not necessarily considered security critical.
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Fig. 11. Context diagram for model corruption (network) mitigation.

5 Case Study

This section introduces an example of a digital twin that is open and simple
enough to be easily understood my most researchers and practitioners. The phys-
ical twin details are described in [10] and the digital twin is detailed in [8,9]. The
content for this section is adapted from [8], with a focus on the communication
architecture.

5.1 Physical Twin

The incubator system is a traditional control system, comprised of a controller
and a plant. The plant is composed of a styrofoam box, a fan, three temperature
sensors, and a heating device called a heatbed. Due to the room temperature
always being smaller than the desired temperature inside the incubator, when-
ever the heatbed is off, the temperature inside the box drops. Therefore the
controller can regulate the temperature by turning the heatbed on or off. The
fan is usually always on to ensure air circulation and therefore avoid exceedingly
hot spots inside the box.

The controller communicates with the driver of the plant using a RabbitMQ
server, and the driver of the plant communicates with the relays that activate
the heatbed and fans using a library. This is summarized in Fig. 12.
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Fig. 12. Diagram of the communication among different digital twin services.

5.2 Digital Twin

The Digital Twin (DT), in the context of the incubator case study (see [8,9]),
consists of a number of services that communicate via RabbitMQ messages, as
illustrated in Fig. 12, each with one of the following goals:

Data Storage. We use InfluxDB to store the time series data and model
parameters.

Visualization. We use InfluxDB’s web application to create dashboards for
querying relevant data streams;

State Estimation. We use a Kalman Filter (which uses the model parameters
stored in the InfluxDB) to estimate the hidden state of the system (hidden state
means variables that are part of the model but are not directly measurable from
the plant)

What-if Simulation. We use a simulator that can be asked to run hypothetical
simulations on past or future extrapolated data.

Self-adaptation Manager. The responsibility of this service is to implement a
MAPE-K loop [17] that enables optimization of the control parameters whenever
something in the environment of the incubator changes (more details in [8]). For
example, when the lid is opened, the self adaptation manager will use the Kalman
filter to detect an anomaly, and then carry out a number of simulations that
attempt to find new parameters for the model. Finally, a new control policy is
synthesized based on the newly found model parameters. A control policy refers
to the optimal parameters of the controller, according to some cost function.

5.3 Example Security Challenges

In this subsection, we give concrete examples of the challenges introduced in
Fig. 3 in the context of the incubator.

Bandwidth Sniffing. An attacker could use bandwidth sniffing to identify
which service are involved in the implementation of the MAPE-K loop, because
there is a burst of network activity when an anomaly is detected.
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Data Injection. There are multiple examples of this attack: an attacker can
inject fake sensor measurements into the Kalman filter service, which can lead
to an anomaly being detected, which in turn can lead to the synthesis of a
potentially unsafe control policy; or the attacker (disguised as the self-adaptation
manager) might send a fake packet with a new control policy directly to the
controller.

Data Delay. It is critical that anomalies are detected as soon as they occur.
An attacker might delay the detection of an anomaly until it is too late. An
example of this is if the lid of the incubator is open, the control loop is typical
on an high power control policy, because of the excessive heat dissipation. If
a person closes the lid, the self-adaptation manager typically reacts quickly to
change the control policy to a low power mode, to avoid excessive warming in the
incubator. Any extra seconds in this process might lead to unsafe temperatures
in the incubator.

Model Corruption. Models are used almost in all DT services (state esti-
mation, anomaly detection, what-if simulation, and self-adaptation), and the
incubator digital twin uses controller models, plant models, and CPS (controller
and plant combined) models. Any model manipulation leads to these DT ser-
vices malfunctioning. For example, an incorrect model causes false anomalies to
be detected, and in turn may cause incorrect control policies to be synthesized.

6 Open Problems

In this section we use the presented attacks, mitigations and the case study
as a basis to discuss open research and engineering topics within digital twin
security. The list presented within this section is not exhaustive as we merely
aim at pointing at topics that could be acted upon with respect to the current
state of the art of the digital twin area. We believe these are good starting points
for further contributions to digital twin security.

The attacks presented in this paper are not only applicable to digital twins,
but can be applied to wide variety of industrial control systems. In order to
provide more targeted solutions for attack mitigation it is important that a clear
taxonomy and definitions are created in order to be able to clearly categorize the
system as a digital twin enabled or not. Clear informal and formal definitions of
different digital twin enabled systems are required. We believe that the increased
understanding and clarity will lead to an easier exchange of ideas with security
researchers and engineers in the area of digital twins.

Another aspect is the design and development of security-aware protocols
specifically for digital twins. We see digital twins as an area where models could
be aware of the underlying security, including the data transfer protocol. As
such it could provide continuous runtime analysis of the communication between
the digital twin and the physical system. Specific challenges that need to be
addressed within this topic are the minimization of the overhead such analysis
would incur as well as simplicity of the design of such protocols. This approach
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would provide good security assurances for a data heavy digital twin system
connected via an untrusted or a semi-trusted network.

We further see the need for development of a clear generalized notation for
reasoning about security challenges of digital twins. In this aspect we have pro-
vided several examples in this paper, however we suggest that more work is done
in this area and a possible catalogue of cyber attacks and respective mitigations
is created. This could be in turn be utilized by the engineering teams develop-
ing digital twin enabled systems to semi-formally, yet clearly communicate the
security aspects of the systems they create. We think, that such notation would
provide a clear way of communication during the engineering of digital twin
systems.

We would also suggest utilization of formal methods for analysis of different
aspects of security of digital twin systems. Different attacks and mitigations
could be expressed formally and applied to the formal model of the digital twin
system. This could contribute to the development of a catalogue providing formal
models in the area of digital twins where suitable. As security attacks are very
broad and need to consider, e.g., aspects of physical materials used or social
aspects about people involved, formal models will only cover some aspects of the
overall security concerns.

Finally an investigation into the complementary nature of security methods
based on anomaly detection and state estimation and traditional security proto-
cols that could be utilized within the digital twin area is necessary. As we have
discussed earlier, the large amount of communication required for operating dig-
ital twins means that the overhead must be kept low. Providing new options for
combining these complementary methods will help to reduce the overhead.

7 Concluding Remarks

In this paper we have discussed security challenges and possible mitigations
for digital twin enabled systems. We have described four specific kinds of chal-
lenges that such systems face and introduced mitigations for these challenges.
To address these challenges in a way acceptable in practice, the defining char-
acteristics of digital twin enabled systems need to be taken into consideration.
Otherwise, implemented security measures might render a digital twin system
inoperable. We have outlined several open problems, answers to which, will pro-
vide functioning security for digital twin systems. Besides gaining a better under-
standing about what comprises digital twin system, what different kinds of such
systems must be considered, a catalogue of relevant security challenges and mit-
igations is needed. The four challenges that we have discussed can be a starting
point for this, focusing on specific needs for digital twins. In the presentation of
the challenges we have used semi-formal notation to state the challenges more
clearly and help to communicate them with stakeholders of digital twin systems
with diverse (engineering) backgrounds. Such a notation can serve to document
the challenge in such way that they can easily be communicated widely.
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Abstract. The concept of digital twins has emerged from the smart
manufacturing space and is now gaining adoption in many other indus-
tries beyond manufacturing. A digital twin is a virtual replica of a cyber-
physical system that is used to capture the state of the system and to
allow reason and decision-making on that state. While there has been
much research on this topic, there is less work on the overall lifecycle
ecosystem that supports the smooth interoperation of a physical facility
(like a machine, a factory or even a supply chain) and its digital compo-
nents (like data, processes and digital twins), which is called the Digital
Thread. The aim of the Digital Thread is the creation of a digital lifecycle
ecosystem that links together the data generated throughout a product’s
lifecycle and represents the data, processes and communication platform
that supports a product and its production at any instance of time.

1 Motivation and Goals

In order to realise the concept of a Digital Thread, a range of functions need to
work together to allow for the integration and interoperability of physical and
virtual representations of a product or process through the Digital Thread [7].
This takes the form of a “digital mesh” and/or open data spaces, that need to be
managed, connected, protected, and shared. The research and innovation aspects
around and within the digital thread span interdisciplinary topics including
Internet of Things and Cyber-Physical System technologies, decentralised and
edge computing architectures, Distributed Ledger Technologies (DLT), model
driven development, low-code/no-code approaches, cybersecurity, trust and data
management strategies.

Important in realising a Digital Thread in any organisation are testbeds and
practical experience in collecting, processing and managing data, the integration
of models and systems across heterogeneous technologies and paradigms [2,3,9],
as well as the associated application development throughout a product lifecycle.
In addition, novel mechanisms are required to enable the dynamic creation and
adaptation of digital workflows [11] that leverage techniques such as containeri-
sation and modular architectures that facilitate a secure and trustworthy Digital
Thread for manufacturing applications [5,8].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 179–183, 2022.
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The Digital Thread in Smart Manufacturing track originates from the
collaboration of the organizers within the Confirm SFI Centre for Smart manu-
facturing1. It focuses on tools and methodologies that can drive the creation of
a digital ecosystem that can form an integrated, open test and demonstration
environment for industry and the broader research community.

The large scale adoption of Industry 4.0 has made modern manufacturing
sites a rich source of data that can be leveraged to inform and improve decision-
making at all levels in a complex manufacturing process. This data needs to
be collected, processed and analysed to generate real-time insight that can be
utilised to optimise operations, ensure efficiency, minimise costs and improve
resilience of a manufacturing site. Despite the advantages of leveraging this data,
often attempts to maximise the potential value can fall short due to additional
constraints, such as complexity of integration, interoperability, privacy, security
concerns and distributed data silos that are difficult to access and share. A recent
white paper produced by PTC2 conducted a survey with industry to analyse the
current state of digital thread in industrial sectors. A number of pain points
were highlighted, mainly oriented around the challenge with silo’d enterprise
systems. These include (but not limited too) the inability of employees across
different roles to leverage product data that can deliver value for customers;
a disconnect between work streams and roles (e.g. planning, operations) that
hinders collaboration and difficulty in getting access to data that can influence
more effective decision-making to trigger improvements.

While Digital Thread aims to offer a solution to address these pain points,
there remains some open research questions that demand further attention from
the community:

1. Application and infrastructure heterogeneity: new methods that facil-
itate interoperability, portability, and integration across heterogeneous plat-
forms and systems are required [4,6]. No code, low code development tools
that combine formal model driven approaches are needed.

2. Scalability: the boundary between the physical and digital worlds is becom-
ing increasingly blurred, solutions must be able to scale from low-end sensors
to large data centres forming systems of systems with limited impact on per-
formance.

3. Orchestration and adaptation: systems and services, particularly across
heterogeneous compute infrastructure, are essential. Applications and plat-
forms need to be easily re-configurable and have the capability to reside at
the different tiers of IT infrastructures (edge-cloud continuum) [1].

4. Testing and maintenance: complex distributed systems require novel
methods of testing, assurance and maintenance.

5. Cyber-security and Privacy: the convergence of IT and OT operations
in manufacturing has raised many concerns surrounding the impact on the
security of systems. The application and evaluation of emerging concepts

1 See the Confirm website at https://confirm.ie.
2 https://www.cimdata.com/images/PLMRoadMap/The-State-of-Digital-Thread-

0721.pdf.
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such as Zero Trust to address this is required. Scalable privacy preserving
techniques are also required.

6. Organizational Boundaries: collaboration across industry sectors is
viewed as a key component of smart and resilient manufacturing. As such,
new mechanisms are required that provides incentives and trust assurance
across independently operating entities and ecosystems [10] (e.g. embedding
of governance policies in automated interactions and digital workflows).

The track presents a selection of papers that addresses aspects of the open
research topics as discussed above. They include new architectures, models,
techniques, and tools for the implementation of the Digital Thread. Particu-
lar emphasis is placed on the constraints, challenges and impact of achieving a
digital thread in the smart manufacturing domain.

The included contributions provide a broad perspective on the current state-
of-the-art in both Digital Thread and its role in the manufacturing domain. The
research works propose solutions to address difficult problems relating to integra-
tion, interoperability, cyber-security, trust management, data-driven application
development and systems modelling. The track offers an opportunity to discuss
new ways in which we can leverage digital thread to tackle challenges of scalabil-
ity, heterogeneity and interoperability in order to accelerate the development of
adaptive, flexible and robust digital applications that are to become the digital
fabric that binds the physical and virtual in factories of the future.

2 Overview of Contributions

In Integrating Wearable and Camera based Monitoring in the Digital Twin for
Safety Assessment in the Industry 4.0 Era [2], the authors Michele Boldo,
Nicola Bombieri, Stefano Centomo, Mirco De Marchi, Florenc Demrozi, Graziano
Pravadelli, Davide Quaglia and Cristian Turetta propose an automatic system
for monitoring individuals operating in an industrial environment. This infor-
mation is utilised for mapping human actions to both the safety procedures and
the behaviours of robotic systems that operate autonomously in the same envi-
ronment. The authors leveraged federated Kafka instances as digital thread to
integrate an edge based monitoring system with tools that create digital twins
for risk assessment and prevention deployed on the cloud.

In Model-driven Engineering in Digital Thread Platforms: A practical use
case and future challenges [3], the authors Hafiz Ahmad Awais Chaudhary,
Ivan Guevara, Jobish John, Amandeep Singh, Amrita Ghosal, Dirk Pesch and
Tiziana Margaria present a model-driven approach to the engineering of inte-
grated Industrial Internet of Things (IIoT) applications covering a middleware
for data acquisition from heterogeneous sensors, low-code platforms for analyt-
ics, process modelling and application development. The approach provides an
abstraction layer for rapid prototyping and enable non-expert programmers to
responsibly (through appropriate security measures) and directly participate in
the software development cycle. The paper provides a practical use case in the
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context of Smart Manufacturing to demonstrate how a more efficient system con-
struction and interoperability can be achieved using the proposed model-driven
engineering approach.

In Trust and Security Analyzer for Collaborative Digital Manufacturing Eco-
systems [5], the authors Pasindu Kuruppuarachchi, Susan Rea and Alan McGib-
ney propose the development of a trust and security analyzer that can be utilised
to provide assessment and assurance for integrating multiple digital twins that
form a collaborative digital ecosystem in a smart manufacturing context. The
focus is on providing a reference architecture to enable a holistic representation
of trustworthiness across independently operated digital twins. By bootstrapping
the digital thread with such an analyser aids in evaluating the security, resilience,
reliability, uncertainty, dependability, and goal analysis of a collaborative ecosys-
tem. A description of the initial implementation addressing security analysis of
application programming interfaces (API) as data exchange end-points for digi-
tal twin integration is provided.

In DISTiL: DIStributed Industrial Computing Environment for Trustworthy
digiTaL workflows: A Design Perspective [8], the authors Alan McGibney and
Sourabh Bharti presents an initial analysis of the system requirements, archi-
tectural considerations, and challenges that need to be overcome to realise dis-
tributed and trusted digital workflows with a focus on use cases in the domain of
smart manufacturing. The architecture outlines three tiers that constitute intel-
ligent software agents that operate as Decentralised Autonomous Organisations
(DOA) providing i) a distributed data layer, ii) trust overlay and ii) resource
orchestration and provisioning.

In Using Model Selection and Reduction to develop an empirical model to
predict energy consumption of a CNC machine [9], the authors Liam Morris,
Andriy Hryshchenko, Rose Clancy, Dominic O’Sullivan and Ken Bruton provide
an approach that leverages digital thread to feed a model development lifecyle
to build an empirical energy consumption model of a CNC machine to predict
energy consumption based on only product throughput in the absence of other
features. An initial exploratory use case is provided which demonstrates a high
accuracy of predictability that can be applied across other CNC machines or
machining assets.

In Crazy Nodes: Towards Ultimate Flexibility in Ubiquitous Big Data Stream
Engineering, Visualisation, and Analytics, in Smart Factories [11], the authors
Mirco Soderi and John Breslin present a software framework, which allows users
to remotely deploy, (re)configure, run, and monitor the most diverse software
across all the three layers of the Smart Factory (edge, fog, Cloud) via API calls.
This involves the integration of various software technologies, frameworks, and
programming languages, including Node-RED, MQTT, Scala, Apache Spark,
and Kafka. A proof-of-concept is provided where user interfaces and distributed
systems are created from scratch via API calls to implement AI-based alert-
ing systems and Big Data services (e.g. stream filtering and transformation, AI
model training, visualization).
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Abstract. The occurrence of human errors in work processes reduces
the quality of results, increases the costs due to compensatory actions,
and may have heavy repercussions on the workers’ safety. The defini-
tion of rules and procedures that workers have to respect has shown
to be not enough to guarantee their safety, as negligence and oppor-
tunistic behaviours can unfortunately lead to catastrophic consequences.
In the Industry 4.0 era, with the advent of the digital twin in smart
factories, advanced systems can be exploited for automatic risk predic-
tion and avoidance. By leveraging the new opportunities provided by
the digital twin and, in particular, the introduction of wearable sensors
and computer vision, we propose an automatic system for monitoring
human behaviours in a smart factory in real time. The final goal is to
feed cloud-based safety assessment tools that evaluate human errors and
raise consequent alerts when required.

1 Introduction

Despite decades of industrial automation, the presence of humans in work pro-
cesses cannot be avoided and is even becoming the indication of a new indus-
trial era in which humans and robots collaborate to create high-quality prod-
ucts. While machines are programmed and there is vast literature about captur-
ing program errors and faults, human behavior is unpredictable regarding both
errors and operation timing, impacting the quality of results and safety. Likely,
the advent of Internet of Things (IoT) and Industry 4.0 has introduced many
technologies in working environments that can be exploited for coupling safety
procedures with automatic monitoring mechanisms for risk prediction and avoid-
ance. More and more, indeed, production lines are paired with a digital twin,
i.e., a real-time virtual representation of what actually happens in the smart
factory. This is created thanks to the integration among sensors, communication
networks, cloud services and artificial intelligence (AI)-based algorithms, which

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Fig. 1. Assessing risks in a smart factory through wearables and video-surveillance
devices.

collect and elaborate real-time data from the production line to update its dig-
ital model [1]. Such a model is then mainly used for predictive maintenance,
performance evaluation, failure detection and analysis.

In addition, as data related to human behaviours can be also collected by
means, for example, of applications running on their smartwatches/smartphones,
dedicated wearables [2], and camera-based video-surveillance systems [3], work-
ers can be included in the digital twin as well. Therefore the digital twin can be
exploited also for assessing safety and preventing risks related to human errors.

However, it is now known that the information collected by the digital twin
cannot be effectively understood and used without knowledge of the work pro-
cess that generated it. Although the formal models of work processes are the
basis of their rationalization, the effort for their manual construction has so far
discouraged their use. There is the need for an automatic method of extracting
the properties of a work process starting from the observation of the data flows
it generates, and the extension of formal techniques for the efficient modeling of
human errors.

To contribute in this direction, this paper presents an automatic system for
monitoring individuals in an industrial scenario. This is intended as a mandatory
step for relating human actions to both the safety procedures and the behaviors
of robotic systems, which autonomously operate in the same environment, with
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the final goal of feeding tools devoted to risks evaluation and prevention. As
depicted in Fig. 1, our system consists of a wearable device (i.e., Nordic Thingy
52) and an NVIDIA Jetson board equipped with an RGB-Depth (RGB-D) cam-
era. It works as follows:

(i) The worker, before entering the production line, is equipped with a wear-
able including an inertial measurement unit (IMU), which is connected via
Bluetooth Low Energy (BLE) to the Jetson board.

(ii) When the worker shakes the wearable in front of the camera, a 3D human
pose estimation (HPE) algorithm is activated and the wearable unique iden-
tification code is associated with a set of 3D key points representing the
joints of the human body, actually recreating a representation of the human
skeleton.

(iii) Both inertial data and human pose, which are linked together by the same
identity code, are published in the Cloud through Kafka, an open-source
distributed event streaming platform for high-performance data pipelines,
streaming analytics, data integration, and mission-critical applications1.

(iv) Finally, on the cloud, AI-based algorithms elaborate the collected data to
assess the overall safety and alert in case of risky situations. The generated
alerts are stored and sent to the system manager for decision-making or to
a decision support system that activates specific behaviors.

In the Jetson board the software controlling the wearable and the one estimating
the human pose from camera data have been dockerized to simplify deployment
and support orchestration by using tools like Kubernetes2.

While the description of the cloud-based safety assessment tools is out of
the scope of this paper, this work deals with the architectural overview of the
system and the description of the data collection flow. In particular, the paper is
organized as follows. Section 2 summarizes the state of the art in the context of
working safety. Section 3 presents the architecture we propose for data collection
and integration to implement the safety assessment in working environments.
Section 4 describes an industrial scenarios where the system has been applied.
Finally, Sect. 5 draws some conclusions.

2 Related Work

Several solutions can be found in the literature to address safety in human-robot
interaction and, in particular, to manage collisions. In [4], the authors propose a
motion planning method to keep a robot body from colliding with objects while
preserving the robot’s original task. One of the most practical limitations is that
cameras are required to be very close to the floor (i.e., at 1.38 m in the analysis),
which is difficult to apply in a real industrial scenario. In [5], the authors present a
real-time speed alteration strategy that relies on a danger index and a genetic algo-
rithm. Only the upper part of the body is considered and only one camera is used
1 https://kafka.apache.org.
2 https://kubernetes.io/.

https://kafka.apache.org
https://kubernetes.io/


Integrating Wearable and Camera Based Monitoring in the Digital Twin 187

without addressing occlusions. In [6], the authors developed a trajectory planner,
which formally guarantees the safety of humans. Markers are used to track bod-
ies. In [7] formal and automatic verification techniques are used without details on
the execution platform and time. In [8] a novel kinematic control strategy enforces
safety, while maintaining the maximum level of productivity of the robot. Readers
can find other examples of collision management techniques in [9–11].

With respect to such literature, our contributions are:

– a uniform and scalable data collection infrastructure based on pub-
lish/subscribe paradigm supported by Kafka;

– integration of inertial data from a wearable device with 3D HPE provided by
a distributed set of smart cameras in real time.

In addition, the proposed system is more generic with respect to those found
in literature since it opens to a wider set of safety assessing tools running on
the cloud using a large and heterogeneous set of data to investigate human
behaviours and related errors in a wider context.

3 Architecture Overview

Figure 2 shows the architecture of the proposed system. It relies on two main
functions: sensing from wearable devices (one per worker) and a HPE system
based on a set of distributed RGB-D cameras. Data coming from the wearable
sensors and the HPE system are integrated, temporally aligned and published
on the cloud through Kafka, where tools for risk prediction and avoidance imple-
ment automatic safety procedures.

Kafka implements a publish/subscribe paradigm of topic-labeled messages.
Topics are represented by colors in Fig. 2. Blu arrows represent data related to
wearable devices; green arrows represent human pose information related to each
camera; NVIDIA Jetson boards act as both data publishers. Risk assessment
tools run in the cloud and act as data subscribers from the shop floor. HPE
data from each camera are not used directly. Instead, an aggregator service
subscribes to them, merges single-view information to compensate for occlusions,
and generates better HPE information (violet arrows), as detailed in Sect. 3.2.

Kafka creates a modular architecture for data distribution in which new
sources can be easily added when the manufacturing infrastructure grows. Fur-
thermore, new intermediate services that process data can be introduced later
without changing the data distribution infrastructure but just touching topic
subscriptions. Kafka itself implements specific mechanisms that increase scala-
bility, such as the chance to deploy multiple instances of the broker running on
different machines.

Figure 2 also reports the shop floor network (aka., dedicated network) that
allows the connection of various machines of the manufacturing plant and to
deliver information from the various sensors to the cloud, which can host heavy
data processing tasks.
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Fig. 2. Overview of the system architecture.

3.1 Wearable Node

The wearable device is based on the nRF52832 chip, by Nordic Semiconductor
(i.e., we use the Nordic Thingy 52 IoT Sensors kit shown in Fig. 3). Such a node
supports several communication protocols, e.g. Bluetooth 5, BLE, ANT and
ZigBee and it guarantees a low-energy consumption thanks to a sophisticated

Fig. 3. Wearable node Nordic Thingy 52 (5 cm × 5 cm × 1.5 cm, 47 g, 37 $).

https://www.nordicsemi.com/Software-and-tools/Prototyping-platforms/Nordic-Thingy-52
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on-chip power management system. It is equipped with 3-axis accelerometer,
gyroscope, compass, magnetometer whose sampling frequency can be configured
5 Hz 200 Hz and furthermore it computes directly onboard some motion-related
information such as step count, rotation matrix, quaternion, pitch, roll and yaw.
The wearable node is located on the human body as shown in Fig. 3. In such
position, the proposed architecture can recognize the number of performed steps,
its orientation, and specific activities such as falls, handshaking, or arm shaking.
Other positions can be exploited based on the necessity of the overall architecture
and activity to be recognized.

The wearable node is connected via BLE to a data collector running on an
NVIDIA Jetson board, which is also connected to the RGB-D camera.

The role of the data collector consists of coordinating and synchronizing the
data gathering from all the wearable nodes in the network, which means it has
full control over them to: (i) set their sampling frequency; (ii) decide the data
transmission mode (continuous or event-based); (iii) disconnect/connect each of
them, (iv) running data analysis algorithms to immediately detect interesting
events (e.g., wearable shaking, human falls). In addition, the data collector is
responsible for sending the synchronized data from sensors to the Kafka system.

The data collector node supports two modes of data transmission: continuous
and event-based. In the continuous mode, the collector forward the data coming
from the connected wearables to the network in real time. For example, if there
are three sensors connected to the collector node, and each sensor sample 32 Hz,
every second the collector node will publish 96 messages. In large scale, this may
cause network congestion. In the event-based mode, the collector locally analyses
the data it received from the wearable device to keep track of its current status
(e.g. the cardinal direction pointed by the sensor), and to identify interesting
events (e.g., node shacking, worker falls). If the state change or a monitored
event is recognized, the collector publishes this information on a specific Kafka
topic. This mode reduces dramatically the network traffic and the workload of
the Kafka broker.

3.2 HPE Subsystem

The human behaviour is also captured by a system of distributed 3D HPE edge
devices and a centralized aggregation unit connected by the shop floor com-
munication network. It aims at supporting both single and multi-person pose
estimation in real-time.

Each edge device consists of an RGB-D camera and a heterogeneous embed-
ded board running an inference application for single-view real-time 3D HPE.
It is implemented as a set of communicating and concurrent ROS2 nodes3 that
build a pipeline of computer vision primitives and inference-based applications.
The pipeline allows for an efficient processing of the video stream received in
input from the RGB-D camera on the heterogeneous computing elements (i.e.,
CPU and GPU) of an NVIDIA Jetson device. The result is a set of 3D keypoints

3 https://ros.org.

https://ros.org
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representing the joints of the human body. The infrastructure has been made
compliant to the standard ROS2 to allow for the integration of post-processing
modules such as keypoints elaboration and monitoring in the embedded device
or, through the network, on mobile phones, tablets or laptops.

On the basis of data collected by the edge devices, a centralized aggrega-
tion unit implements data merge through a combination of filtering, clustering,
fusion, and association algorithms. Data are synchronized both spatially and
temporally to guarantee common references for their aggregation. Local HPE
information with timestamps is sent over the network through a standard com-
munication protocol towards the centralized aggregation unit. Communication
and synchronization of data flows rely on Kafka and the Network Time Proto-
col. The aggregator aims at generating one and only one 3D skeleton for each
person present in the scene. To do that, it merges, in real time, the information
coming from the different edge devices. The information consists of a sequence
of macro-messages, where each macro-message contains the set of keypoints rep-
resenting different scenarios like single person-single view, single person-multiple
views, multiple people-single view, etc. For each macro-message, the aggregator
first applies a clustering algorithm to associate skeletons belonging to the same
person seen from different views. This allows the system to understand whether
multiple sets of keypoints in the macro-message belong to a single subject or
different subjects. The result is a number of clusters, one per human subject
identified in the scene. The aggregator implements a fusion step to merge the
keypoints of each cluster. This allows generating one single 3D skeleton per per-
son. Then, the aggregator implements an algorithm of temporal association to
guarantee consistency in the association of skeletons to people, from one frame
to the next. This aims at avoiding switches between skeleton-person associations
due to the dynamism in the scene in case of the presence of more than one per-
son, which does not maintain the order of people identification along the frames.
Finally, the identified 3D skeletons undergo a filtering step to reduce estimation
errors in the detection of keypoints introduced by the neural network or by the
depth estimation.

The HPE processes each RGB-D frame at 22–24 FPS ( 44 ms), it allocates
about 3.3 Gbytes of RAM memory, most of which is occupied by the inference
model, and the process uses an average of 22% CPU and 37% GPU. The com-
munication bandwidth used, in a 4 cameras setup, is approximately 440 Kbps.
The aggregation phase, which takes place on a server, minimally impacts on the
computational resources.

4 Application Scenario

The proposed systems has been implemented in the Industrial Computer Engi-
neering (ICE) Laboratory4: a research facility of the University of Verona,
equipped with a complete smart manufacturing line [12] as depicted in Fig. 4.

4 https://www.icelab.di.univr.it.

https://www.icelab.di.univr.it
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Fig. 4. The ICE laboratory working environment.

The line consists of several work cells connected by multiple conveyor belts:
two 3D printers, a quality control cell, a collaborative robotic cell, a CNC cell,
and a vertical warehouse.

The nodes implement a service-oriented manufacturing paradigm through
the OPC UA protocol and the overall system is controlled by a commercial
manufacturing execution system (MES) which orchestrates the execution of the
different processes. A Kubernetes-based cloud architecture completes the set up.
The transportation system is made by a closed-loop main conveyor belt. Other
conveyor bays are linked to the main one to move the materials from the trans-
portation system to each machine and back. The passage of material between
the main belt and each bay is managed by a switching mechanism that is guided
by sensors detecting and identifying the minipallets moving around the produc-
tion system. Two Robotnik RB-Kairos mobile robots move the components to
be assembled from the data warehouse to the main belt and place the final prod-
ucts back. The mobile robot consists of a skid-steering platform equipped with
an Universal Robots UR5 manipulator and a Schunk WSG50 end-effector for
grasping. Production orders are manually executed by operators.

The architecture proposed in this paper has been exploited to provide wear-
able and 3D HPE data to a risk prediction and avoidance tool running on the
cloud in the previous working environment [13]. In this scenario, one human oper-
ator shares a workbench with a robot manipulator that performs pick-and-place
operations. The safety tool correctly identified collision risks between humans
and the robot with almost 100% accuracy. However, some false negative occur-
rences, which are under investigation in our current and future work, are gen-
erated from the inaccuracy of the 3D HPE software. Since such a system runs
at the edge of resource-constrained devices, the challenge is to reach enough
accuracy while guaranteeing the results in real time.

The management of such a large amount of data requires special precautions
from the point of view of the privacy of the workers. The proposed integrated
architecture stimulated the creation of a solution [14]. In such solution, the
concept of privacy was associated with the concept of contextual integrity, that
is the adequacy of an information flow within a specific context. Context is
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Fig. 5. An example of service for privacy management based on the proposed archi-
tecture.

defined as the formal description of a situation, e.g., “Approaching a dangerous
machine”, “work shift X”, “work break”, “fire emergency”. Adequacy is defined
as compliance with a formally expressed policy on the data that passes through.
Each context corresponds to a different policy. The privacy policy changes in
passing from one context to another. The policies and contexts ensure that the
processing of workers’ personal data complies with the privacy policy issued to
workers. The privacy management system shown in Fig. 5 acts as a filter on the
visibility of the collected data: all data is read by the Privacy Manager which
uses it to determine its context.

Context knowledge is used by the Privacy Manager to set visibility rights on
topics in the broker (black dotted arrow). The other risk assessment tools, as
any external application that consumes data, can only read what the Privacy
Manager allows them to read (gray arrow).

The number and placement of HPE cameras heavily depends on the environ-
ment to be monitored. Using a multi-view system allows us to monitor points
that would be occluded by a single perspective. As the number of cameras
increases, the percentage of keypoints detected increases. As for the standard
procedures for multi-cameras, the system requires a geometrical synchronization
phase to select the optimal positions.

Finally, Table 1 shows the performance results of each edge node. The total
latency introduced by the system is the sum of the execution of the edge-side
CNN model, the transmission of packets containing keypoints over the Ether-
net network channel to the centralized aggregator, and the execution of the
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view fusion algorithms. Considering the whole pipelined procedure, in total the
latency remains around 65 ms per frame and never exceeds 100 ms for real time
guarantees.

Table 1. Analysis of accuracy and scalability with camera resolution 2K (15 FPS) and
optimal network conditions

Setup Edge: performance per node Network Centralized compute unit: performance Accuracy

Cam (#) Workload
%CPU;%GPU

Mem.
(MB)

Max
rate
(FPS)

Used
BW
(Kbps)

Frames/KPs
lost due to time
sync

HPE+Aggr.
Workload
%CPU;%GPU

HPE+Aggr.
Mem.
(MB)

HPE+Aggr.
time(ms),
(max FPS)

%Avg
detected
KPS

1 22.5;37.4 3,349 24 108 0/448 (0.0%) 16.2;0.0 85 4.2 (233 FPS) 93.5

2 22.7;37.4 3,312 22 214 1/896 (0.1%) 17.2;0.0 85 5.0 (197 FPS) 99.2

3 20.9;37.4 3,051 23 333 2/1,340 (0.1%) 16.9;0.0 85 4.9 (200 FPS) 99.5

4 22.5;37.4 3,310 22 442 1/1,788 (0.0%) 17.2;0.0 83 5.6 (176 FPS) 99.5

5 Conclusions

We have presented a Kafka-based architecture that integrates inertial data col-
lected from wearable devices and human poses obtained through inference from
RGB-Depth cameras, to feed cloud-based tools for safety assessment in a work-
ing environment. The wearable provides measurements about the acceleration,
orientation and recognized events, while a human pose estimation software, elab-
orating the video frames from the RGB-Depth cameras, provides 3D key points
representing the joints of the human body. The work shows that the joint con-
sideration of both data types enables a more effective analysis, but in that case
the synchronization among the various data flows becomes crucial. The adop-
tion of the Kafka-based publish/subscribe paradigm provides a great flexibility
in adding new input flows and modifying the pipeline at the core of the analysis
tools.
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Abstract. The increasing complexity delivered by the heterogeneity of
the cyber-physical systems is being addressed and decoded by edge tech-
nologies, IoT development, robotics, digital twin engineering, and AI.
Nevertheless, tackling the orchestration of these complex ecosystems has
become a challenging problem. Specially the inherent entanglement of the
different emerging technologies makes it hard to maintain and scale such
ecosystems. In this context, the usage of model-driven engineering as a
more abstract form of glue-code, replacing the boilerplate fashion, has
improved the software development lifecycle, democratising the access to
and use of the aforementioned technologies. In this paper, we present a
practical use case in the context of Smart Manufacturing, where we use
several platforms as providers of a high-level abstraction layer, as well
as security measures, allowing a more efficient system construction and
interoperability.

Keywords: Edge computing · Smart Manufacturing · Digital
Thread · Model driven engineering

1 Introduction

In the actual data-centric era, where the shift towards distributed and ubiquitous
architectures demands increasing computing capabilities, cloud-based processing
represents a bottleneck. This is due to the increasing amount of devices taking
part in the systems, which are often systems of systems. According to the Cisco
Annual Report 2018–2023 [16], IoT devices will account for 50% (14.7 billion)
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of all global networked devices by 2023, having an impact in the workload pro-
cessing and forcing companies and organizations to look for more cost-effective
and efficient alternatives. In this context, since the data is generated at the edge
of the network, i.e., by the IoT devices, it would be more efficient if the pro-
cessing of the data also happens at the edge. This is called Edge computing
[29]. Edge computing plays a significant role in the Industrial IoT (IIoT) sec-
tor, lowering the cost of data transport, decreasing latency and improving the
overall efficiency of the architecture [32]. This does not mean that cloud and
edge computing are incompatible, rather they complement each other, allowing
us to have more tools to confront these issues and be able to improve the overall
performance in a balanced and customized way.

Based on physical configurations and functional requirements in the context
of smart manufacturing, there are many standard architectures for the imple-
mentation of IoT based systems. ISA-95[IEC 62264-1:2013] [21] is one of the
international standard for enterprise control system integration that defines both
physical arrangements and functional hierarchies from device to device commu-
nication to functional management at different granular levels. FIWARE [27]
platform is an EU initiative towards the development of smart applications in
manufacturing with a set of standardized APIs. Similarly EdgeX Foundry [17]
is an open source standardized interoperability framework for IIoT Edge com-
puting and Gaia-X [13] is a European standard for the development of next
generation of data oriented infrastructures.

Shifting massive amounts of data towards the edge has also a downside: it
requires to reconfigure the computation architecture in order to leverage com-
putations on the edge components, and, as a consequence, also the ability to
orchestrate the different heterogeneous responses from each SDK brought in by
devices of the ecosystem. This is a massive ask to the ability to integrate not just
data, but processes whose bits and pieces are often buried in the SDKs. Another
challenging task is the integration of the edge intelligence [20], where the cost of
delivering such solutions could be high if the advantages and limitations of this
technology are not taken into account.

Model driven development (MDD) is one of the key approaches to develop
heterogeneous systems from the conceptual modelling design to automated
model-to-code transformations [25]. The main goal [28] of MDD is to develop
rapid applications, that are flexible and adaptive to continuously changing
requirements. The goal of this case study is to rely on model-driven capabilities
as far as it is possible and convenient, i.e., without forcing the entire ecosystem to
be integrated in a single platform. We use here the EdgeX Foundry platform as a
middleware for IIoT components for data acquisition from heterogeneous sensors.
Additionally, we use three low-code platforms for the development of functional
pipelines: Tines for notifications among systems, Pyrus for data analytics and the
DIME platform for process modeling and data reporting, empowering prototype-
driven application development. All three follow to different extents the XMDD
paradigm [24], where the technical details of the communication with a compo-
nent or subsystem are encapsulated in high-level models, and this abstraction
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is useful in order to rapidly bootstrap a workflow and enable non-expert pro-
grammers to responsibly and directly participate in the software development
cycle.

In the following, Sect. 2, discusses the industrial use-case with its system
architecture, Sect. 3 covers the secure access policies and encryption techniques,
followed by our conclusions and reflections in Sect. 4.

2 Industrial Use-Case: Safe Operation of Machines

In this section, we detail an industrial use case associated with the safe oper-
ation of a machine. Most manufacturing industries are equipped with complex
machines on their shop floor, such as computer numerical control (CNC), coor-
dinate measuring machines (CMM), 3D printers, etc. They are monitored and
controlled through an industrial automation network in addition to the human-
machine interface. A safe, healthy operating environment is essential in such
factory and laboratory areas. The machine operators are expected to comply
with several health and safety measures, such as wearing gloves, glasses, boots,
aprons and hats where opportune. For example, in certain areas on the produc-
tion floor protection measures such as boots and glasses are mandatory.

The machine operators however may not always comply and follow all the
safety measures, incurring higher safety risks. This is a recognized occupational
hazard, and companies and organizations have high interest in minimizing such
risks and hazards. In this direction, an automatic system [11] consists of a wear-
able devices and an NVIDIA Jetson board is proposed in an industrial scenario
for monitoring activities of personals and the behaviors of robotic systems.

One way to address non-compliance is by monitoring the production floor
with cameras that continuously monitor these areas for proper behaviour along
health and safety guidance, and also for assistance in case of need. Several of
these machines have inbuilt sensors that measure various parameters such as
vibrations, temperature, pressure etc. In many cases, these parameters can be
used as a marker to identify the health of machines and tools. Several industries
follow additional digitization strategies by employing additional IIoT sensing
modules. The machine/tool health status inferred from these sensor data, com-
bined with the camera-based monitoring, can then ensure that proper health and
safety measures for both machines and operators are followed on an industrial
workyard. Security measures have to be taken as well, here we concentrate on
attribute-based cryptography as a means to ensure that there are no leaks of
business or privacy sensitive data.

2.1 Architecture of the Use Case

Figure 1 shows the system architecture of the case study. Several different sensors
installed in critical locations across the factory workyard monitor the working
conditions on the floor of the Industrial Setup, on the left. Cameras are also
installed to visually supervise the safety of the workers. When the workers
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Fig. 1. System architecture of the case study

are working with critical equipment, the machine and environmental parame-
ters/conditions, e.g. vibrations, temperature, light, etc. are recorded using the
deployed sensors, belonging to the IIoT Framework. In addition, the camera feed
is also used to record the workyard at random time intervals (Factory Workyard).
These sensors and cameras are connected by an Edge-controlling device, here a
Raspberry Pi, which securely sends the collected data to another Raspberry Pi
that acts as an Edge-computing and collection node for all the devices across the
factory workyard. This computing/collection node is responsible for communi-
cation with all the data nodes and for sending this data to a reliable database, in
our case a MongoDB Atlas instance. It also performs deep learning-based compu-
tations at the edge (the Edge Computing system). Since the computing/collection
node is a Raspberry Pi, its computing capacity is limited and is only used for
computations that require an extra layer of privacy, accountability and scrutabil-
ity. We consider here the facial recognition of the workers for an attendance call,
or the identification of workers present in the workyard.

From MongoDB, the data is accessed by the Analytics/ML system. There,
Pyrus is responsible for periodically running ML pipelines at fixed intervals by
communicating with the Amazon Rekognition API to detect the PPE/safety
equipment as shown in Fig. 2. The results from these pipelines are a number of
reports on whether all workers are satisfying the safety requirements of their
respective tasks. They are sent to the MongoDB Atlas database for remote
secure access by workyard supervisors. When the results are stored on Mon-
goDB, a notification about this event is sent via the Tines automation pipeline
as shown in Fig. 3. Triggered by the Tines web-hook notification, a web appli-
cation implemented in DIME fetches the data from MongoDB and generates
reporting dashboards that can be viewed by the supervisors to make critical
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Fig. 2. Pyrus PPE detection pipeline

decisions, creating adequate Reporting Dashboards. The Access Control Module
implements an attribute-based mechanism that abstracts from individuals and
specific entities, basing the access through specific cryptography on attributes,
that can be roles or other elements of a profile.

Fig. 3. Tines automation pipeline

2.2 The IT Ecosystem: Tools and Technologies

In this section, we briefly discuss the individual tools and technologies that form
the heterogeneous ecosystem involved in this case study.

Raspberry Pi. The devices chosen for collection, computation and sharing of
data in this research were Raspberry Pis due to their cost effectiveness, support
for all devices used, support for Python and Linux, and availability of many
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interface options onboard. Two types of Raspberry Pis cover the two roles in
this setup, as shown in Sect. 2.1:

– The Edge-controlling device is a Raspberry Pi Compute Module 3 (CM3) board
connected with a StereoPi V0.9 carrier board [5] that is capable of connecting
to two cameras on the same board using ribbon cables. The StereoPi device is
running the StereoPi Livestream Playground v2 (SLP) image [6] that provides
a consumer-friendly administration panel (similar to those in WiFi routers)
without the need of setting up separate peripherals such as keyboard, mouse,
monitor, etc., simplifying the setup and deployment. The SLP image also
allows streaming the camera feed [6] to a UDP client through private IP
address and port capturing using tools like Gstreamer [2]. Using this feature,
the video feed is sent to the Edge-computing and collection node, from where
it can be processed/stored according to the needs.

– The Edge-computing and collection device is a Raspberry Pi 4, model B with
4GB RAM. It is the latest series in the Raspberry Pi series of single board
computers with a high-performance 64-bit quad-core processor.

Sensors and Devices. The most commonly used sensors for the machine or
tool maintenance are vibration and temperature sensors. EPH-V11, EPH-V17,
EPH-V18, EPH-T20 [18] are some of the widely used sensors that provide vibra-
tion and temperature data over wireless communication. They report data over
ModBus, which is one of the most widely used standard for industrial commu-
nication.

The cameras are Raspberry Pi High Quality Camera (HQCam) Modules with
CGL interchangeable lenses [4]. The HQCam modules have 12.3 megapixel cam-
eras, 7.9mm diagonal image size, support 12-bit RAW footage, have adjustable
back focus and are compatible with C/CS mount lenses. The CGL lenses are 3
megapixel 6mm HD CCTV lenses with inbuilt IR filter. The camera modules
are connected to the Raspberry Pi through 200mm ribbon cables.

Edgex Foundry. EdgeX Foundry [17] is an open source, vendor neutral, flexi-
ble, inter-operable, software platform at the edge of the network, that interacts
with the physical world of devices, sensors, actuators, and other IoT objects. It
is used as a middleware integration and virtualization platform, as it directly
connects with the IoT devices and exposes high-level services through a REST
API. We have described the EdgeX integration in DIME in [14,19].

DIME. The DIME [12] integrated modelling environment is a development
environment to easily design, develop and deploy Web Applications in a low-
code/no-code manner. It supports different model types (GUI, process and data
models) that address different aspects of a Web Application. Built-in checks are
supported both at the model and the project level for the purpose of debugging,
as well as one-click code generation and deployment. Its External Native DSL
layer, described in detail in [15], provides the flexibility to extend the platform
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capabilities with external services and platforms. This is the capability that we
exploit for the integration of external devices, tools and platforms. We have
not integrated everything in DIME for a number of reasons. First of all, DIME
database and front-end components do not support the complex data types like
video streams. In addition, we wanted to show the interoperability among the
different heterogeneous tools and technologies.

Pyrus. The Pyrus [33] web-based no-code collaborative platform for data ana-
lytics provides the support of basic data manipulation and analytics operations
in a model-driven fashion. It represents the individual capabilities as a collec-
tion of taxonomically grouped SIBs (Service-Independent Building blocks) in
its Ecore (name of SIBs palette) section. On the backend, Pyrus communicates
over the ZeroMQ protocol [8] with the connected Jupyter Hub, initially for func-
tions discovery of the available SIBs, then at runtime to call and execute the
advanced Python programs that the SIBs represent as proxies. Technically, the
Pyrus workflows are data-flow orchestrations of SIBs.

Tines. The Tines [7] story board is a no-code automation tool that was initially
built for automating workflows (called stories) in the domain of security. It also
works in a low-code approach, with seven ‘actions’, i.e. generic components that
are similar to highly parametric SIB templates in the world of DIME and Pyrus.
Its webhook actions are here used as triggers, and its notification capabilities are
domain-independent, so we use here a small story that implements an automa-
tion workflow for notifications.

Amazon Rekognition. The Amazon Rekognition [1] pre-trained deep learn-
ing API provides the capabilities of images and video analytics. Its models are
trained by Amazon on billions of public photos from Amazon Prime and opti-
mised for specific use-cases such as face detection, PPE detection, etc. We use
this API in our Pyrus pipelines for the detection of safety-equipment among staff
working in the factory workyard. The advantage of using Amazon Rekognition
API in our Pyrus pipelines is that it does not require any additional setup and
it worked out-of-the-box.

MongoDB. The MongoDB Atlas [3] is a cloud-based NoSQL database ser-
vice that is used for high-volume data storage of semi-structured or unstruc-
tured data. In contrast to the structured records and tables used by relational
databases, Atlas stores the data in the form of documents and collections which
support the flexibility of different non-structured data types. The Atlas database
is also scalable for Big Data storage with support for clusters that can store
millions of documents. We use it here to store all the observational and pro-
cessed data from different sensors, edge devices and compute systems. Atlas is
pre-integrated in Tines, which provides no-code SIBs called ‘actions’ for easy
communication with Atlas instances.
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3 Access Control Using Attribute Based Encryption

To facilitate a fine-grained access control in the smart factory to which
the workyard belongs, we utilize a public-key encryption, Ciphertext-Policy
Attribute-Based Encryption (CP-ABE) [10] for this particular use-case. The CP-
ABE algorithm allows for identification of the ciphertexts with access structures
and the private keys with attributes. Whenever a message is encrypted using
CP-ABE, it generates a ciphertext based on the condition that only a single
user who is the owner of the specific attributes and satisfies the access structure
will be able to produce the private key, and thereby decrypt the message. One of
the highlights of CP-ABE is that it permits the definition of top-level policies,
and is particularly suitable in scenarios where an individual wants to restrict
the access to a specific information only to a subset of users within the same
broadcast domain [9]. Another aspect of CP-ABE is that it is robust by design
against collusion attacks [30]. A CP-ABE scheme consists of the following four
basic algorithms:

– Setup(). This algorithm generates the public key pkc and master key mkc.
– Keygen(mkc, Attrc). This algorithm takes mkc and the user attribute list

Attrc as input and returns a private key pvc of user C.
– Abepkc,w(m). The encryption algorithm takes pkc, an access policy w over

the pool of attributes, and sensor reading m as input. It returns a ciphertext
that can only be decrypted by a user that possesses a set of attributes Attrc

such that Attrc satisfies w.
– Abdpvc

(C). The decryption algorithm takes pkc, pvc of user C and the cipher-
text C as input. It outputs the plaintext m if and only if the user Attrc satisfies
w.

For our industrial use case, we define a secure access policy along the lines
of CP-ABE as follows: we consider three attributes in our use case scenario:
Sensor Examiner (SE), Video Analyst (VA) and Decision Manager (DM) for
three departments in our industrial use-case setting. The main characteristics of
the three departments are described as follows:

– We first consider the Technical Fault Monitoring Department (TFMD). The
primary task of TFMD is to monitor the readings of the three sensors (tem-
perature, pressure, vibration) and it has access to the data collected by these
three sensors. We assign SE attribute to TFMD.

– We then consider the Safety Surveillance Department (SSD). The main
responsibility of SSD is to analyse the videos captured by the video cam-
era. Thereby, the SSD has access to the readings of the video camera. We
assign VA attribute to SSD.

– Finally, we consider the Operation Management Department (OMD). OMD
takes the final call for the need of generating an alarm if any emergency
occurs. Emergencies are reflected through the readings of the corresponding
sensors and/or the videos. We assign DM attribute to OMD.
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Fig. 4. Structure of access policies for our scheme: (a) Video surveillance, (b) Sensor
reading.

3.1 Bilinear Map

Our CP-ABE is based on a bilinear map. Let G and GT be two multiplicative
cyclic groups of prime order p. Let g be a generator of G and e be a bilinear
map, e : G × G → GT . The bilinear map e has the following properties:

– Bilinearity: for all u, v ∈ G and a, b ∈ Zp, we have e(ua, vb) = e(u, v)ab.
– Non-degenerate: e(g, g) �= 1.

Here, G is a bilinear group if the group operation in G and the bilinear map
e : G×G → GT are both efficiently computable. It is worth noting that the map
e is symmetric as e(ga, gb) = e(g, g)ab = e(gb, ga).

3.2 Decision Tree

Let T be a decision tree representing an access structure. Figure 4 illustrates the
simple decision trees that are generated from the access policies defined using
the specific attributes and their entities. The access policies define which entities
have access to specific data generated by the devices. As mentioned previously,
we intend to allow fine-grained secure access control based on attributes, and for
this we leverage public-key encryption, i.e., CP-ABE. In our case, the policies
define that in a normal context, the Video Surveillance access policy is that
either a DM belonging to the OMD department or a VA belonging to the SSD
department can have access. Similarly, the Sensor reading policy is that either
a SE belonging to the TFMD department or a DM belonging to the OMD
department can have access.

As we complete the use case with the access to other elements of the ecosys-
tem, the set of policies will become more complex, as different entities will be
added, with typically partially overlapping rights. Only the individuals with the
specific attributes will be able to access the data and/or perform operations.
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3.3 Our Construction

We now provide our main construction of the fine-grain access control approach.
Setup. The setup algorithm chooses a bilinear group G of prime order p

with generator g. It then selects two random exponents α, β ∈ Zp. The public
key is determined as:

pkc = G, g, h = gβ , f = g1/β , e(g, g)α

and the master key mkc is set as (β, gα).
Keygen(mkc, Attrc). Our key generation algorithm takes the master key

mkc and a set of attributes S = {SE, V A,DM} associated with the department
as inputs and provide a private key that identifies with that set. This algorithm
initially chooses a random r ∈ Zp, and next random rj ∈ Zp for each attribute
j ∈ S. In our algorithm, the private key is generated as follows:

pvc = (D = g(α+r)/β ,∀j ∈ S : Dj = gr · H(j)rj ,D′
j = grj ),

where H is a hash function, H : {0, 1}∗ → G.
Abepkc,w(m). Our encryption algorithm encrypts a message m under the

decision tree structure T . Beginning with the root node N , our algorithm chooses
a random δ ∈ Zp. Let L be the set of leaf nodes in T . The ciphertext is generated
by giving the decision tree T and determining:

C = (T , C̄ = me(g, g)αs, C = hs,∀y ∈ Y : Cy = gqy(0), Cyp = H(att(y))qy(0)),

where the function att(x) signifies the attribute associated with the leaf node x
in the decision tree T . In the above equation, our algorithm generates random
value s to calculate the shared value qy(0) for each attribute in the decision
tree T using linear secret sharing. In CP-ABE, as private keys are generated
randomly using the decision tree T , it thus prevents collusion attack.

Abdpvc
(C). Our decryption algorithm executes recursively. Here, we present

the simplest form of our decryption algorithm. If x is a leaf node, we let i =
att(x). If i ∈ S, our algorithm computes message m from the ciphertext C using
pvc as follows:

m =
e(Di, Cx)
e(D′

i, C
′
x)

.

We refer the reader to [10] for further details about the above computations.

4 Conclusions and Reflections

In terms of the Digital Thread [23], work on the overall lifecycle ecosystem
that supports the smooth interoperation of a physical facility (like a machine, a
factory or even a supply chain) and its direct or derived digital components (data
and capabilities, but also processes, decisions, security) are still topic of ongoing
research and are under-development. The integration is often done ad hoc, and
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successful platform attempts are domain and layer-specific, like EdgeX for IoT
middleware. In this case study we have decided not to integrate everything in
DIME, for a number of reasons.

First of all, we wanted to leverage the different integrations that already
exist (like the IoT sensors in EdgeX, MongoDB in Tines, AWS in Pyrus) and
preexisting communication routes (like EdgeX and MongoDB) and some of the
workflows, and see how these islands of integration could be further brought
together to a complex scenario. The experience is that there is still a considerable
need of adaptation and testing, as for example the networks and protocols (which
depend on configurations) and the specific software versions do matter.

We also decided against a full integration in DIME as for example the current
DIME data types do not support video streams, therefore a direct integration
of camera output would not be feasible at present. In this sense, we play to
the individual strengths of the different platforms and integration and abstrac-
tion/virtualization approaches.

We wanted to show how a quite complex system of systems can come together
in quasi-realistic settings. We also showed that it allows a piece-wise integra-
tion using four different platforms, three of whom using models and low code
approaches (Tines, Pyrus and DIME). Of those, Pyrus and DIME are Cinco-
products [26] and XMDD [24] approaches, whereby Pyrus is a web-based data-
flow specialized tool for data analytics, while DIME is a much more complex and
general-purpose tool with complex interdependent model types. Taken together,
this is a step towards enabling a heterogeneous analysis and verification for dis-
tributed systems, as in [31], and the possibly hierarchical organization of reusable
portions of logic in terms of features [22].

The inclusion of security is at the moment still simple: it is based on attributes
that are roles. In this sense it is de facto similar to Role Based Access Control,
but the use of attributes and their connection to the encryption make it more
flexible (as one could also consider more attributes that are context-dependent),
and more secure.
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Abstract. To ensure competitiveness and to meet current market
demands, the manufacturing industry continues to evolve into a more
agile and integrated operating environment. Digital thread provides vital
technology enablers to support this and drive the digitalization of the
manufacturing sector to improve product quality, reduce time to mar-
ket, support customization, etc. Digital thread capabilities provide the
foundation for manufacturers to create digital twins; a virtual replica of
a physical process, system, or asset supporting data-driven analysis and
optimization. Connecting multiple digital twins distributed across own-
ers, networks, and domains will create collaborative ecosystems. Since
various systems need to connect to facilitate this ecosystem, trust and
security are significant concerns. This paper proposes a trust and security
analyzer that will aid in evaluating the trustworthiness of individual dig-
ital twins. Security, resilience, reliability, uncertainty, dependability, and
goal analysis are the primary evaluation criteria for the proposed ana-
lyzer. When the trustworthiness of an individual digital twin increases,
so too does the overall collaborative ecosystem.

Keywords: Digital thread · Digital twin · Trust · Smart
manufacturing · Collaborative ecosystem

1 Introduction

Advanced and integrated digital technologies are required to connect all assets,
systems, and decision-makers in a collaborative manufacturing ecosystem [15].
For example, considering that a product’s life cycle requires connectivity across
all systems, sub-systems, and processes involved, from the design of an asset
right through to its decommissioning. As such, there is a need for a robust
communication framework, such as a digital thread, to create such integration
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across multiple and heterogeneous connection points. The digital thread has
emerged as a key enabler that can be used to connect various data flows and
create an integrated view of an asset’s life cycle [1,2,12,13,21,24]. Others have
leveraged digital thread as a mechanism to digitally verify product origin and
enhance visibility across a manufacturing process [13].

An article [1] indicates that the digital thread can be used not only for Prod-
uct Lifecycle Management (PLM) but also can connect with Enterprise Resource
Planning (ERP) and Asset Lifecycle Management (ALM). It also provides the
perspective of digital thread being used to connect multiple digital twins across
these chains and business processes [15].

A Digital Twin (DT) is a digital replica of an asset or a process in the physi-
cal domain. The main objective of having a DT is to enhance the capabilities of
an asset, reduce interruptions, and operate efficiently. Leveraging this concept, a
digital thread can also be utilized to connect multiple digital twins and create a col-
laborative DT ecosystem. For example, consider the scenario shown in the Fig. 1.
Here, two kinds of digital twins are identified: a product DT and asset base DT.

Fig. 1. Connecting multiple digital twins to create a collaborative ecosystem using the
digital thread

For example, in this context, an Original Equipment Manufacturer (OEM)
can produce a robotic arm that will be deployed as part of a manufacturing
process. It can build a DT of this robotic arm based on the design and manufac-
turing of the device. In this case, a robotic arm DT is linked to the product of
the OEM. The organization purchasing that robotic arm views this as an asset.
It has the potential to leverage the existing (or part of) OEM DT or build a new
DT that aligns with the context of the use of the robotic arm to manage and
optimize the asset.

Leveraging these standpoint differences, asset-based DT learning can be used
to improve the robotic arm’s capabilities. This creates a collaborative situation
that benefits both OEM and purchasing organizations. The OEM can produce
improved versions of robotic arms, while purchasing organizations can improve
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the capabilities of their on-site robotic arms via OEM updates and modifica-
tions. Furthermore, as this scales (i.e., multiple robotic arms used in multiple
organizations), it creates a scenario where rich data sets can be generated and
utilized in different ways by the parties involved (e.g., fault detection, optimiza-
tion, operating efficiencies).

A digital thread facilitates the connectivity and integration of these DT
instances. As it will connect multiple systems and digital twins from different
organizations, trust and security are essential considerations for the implementa-
tion. Un-trusted behaviors may considerably impact the entire ecosystem, such
as incorrect data on the system, security vulnerabilities, conflicts between orga-
nizations, supply chain issues, etc. To address these challenges and to reduce the
associated risk, this paper will present a trust and security analyzer to evaluate
and represent the trustworthiness of connecting systems. This aims to improve a
digital ecosystem’s overall trust and security posture and create a robust infor-
mation sharing platform.

2 Related Work

The characterization of “trust” can often be subjective. However, the general
idea of trust in a cyber-physical system is to behave as expected and not take
advantage of the trustor’s vulnerable position when sharing information [6,26].
Considering this definition, a component that always acts as expected and main-
tains consistency of operation will improve the trust of the overall system as it
consistently delivers what is expected from the system goals perspective. In the
current literature, there are two methods for achieving trust in an informational
system: trust by design [20] and computation-based trust [18,25]. In the first
method, the system is implemented to prevent untrusted behaviors, such as
fewer human interactions with the system. It automates the process as much
as possible, for example, leveraging distributed ledgers to record all the trans-
actions to keep everyone accountable for their actions, etc.[9,10,17,19,22]. This
way, the system eliminates most of the possible trust-related vulnerabilities in the
design and implementation phases. However, no system will be perfectly secured.
Computation based trust systems are also implemented to strengthen trust and
security. Computation based trust means analyzing system participants’ behav-
iors and checking for anomalies in their actions. This is a continuous process;
eventually, systems can develop the reputation of being trustworthy, which prop-
agates to the overall system’s trust posture. The most common computation
based trust evaluations is Quality of Service (QoS) base analysis [7,8,14,16,25],
ranking, and reputation information about their past behaviors [3,8,20,23,25].
QoS based trust evaluates if the system is providing a high-quality service for
other participants in the system. If this is the case, it indicates that the entity is
less likely to be an attacker, as providing continuous QoS requires a significant
investment in the service infrastructure. Considering digital thread operations, it
is essential to implement both trusts by design and computational trust methods
to strengthen the trust and security posture of the manufacturing ecosystem.
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The IIC defines trust based on five categories: safety, security, privacy, reli-
ability, and resilience [11]. Some of these traits, such as safety and privacy, are
strictly regulated by government agencies to ensure that all firms adhere to
appropriate norms. For example, the European GDPR1 (General Data Protec-
tion Regulation) enforces data protection and privacy in the European Union
and the European Economic Area. Although IIC trust characteristics are largely
common to various industrial applications, trust has an industry-specific perspec-
tive. Fatima et al. conducted an interview-based study to determine the most
important criteria for multi-stakeholder trust [5]. According to this study, sev-
eral factors, such as industry, prior experiences, and perception, will determine
trust between two stakeholders. The most typical concerns about trust are oper-
ational responsibility, partnership goals, and long-term relationship emphasis.
Operational responsibility, on the other hand, may be achieved by methodical
execution. However, partnership goals and long-term emphasis are extremely
subjective. When it comes to operational responsibility utilizing architectural
components to ensure that all participating digital twins and systems behave as
planned is required. However, the use case will determine the collaboration goals
and long-term operational vision.

A DT is a system that consists of various parts, the physical system, commu-
nications, software tools, and services that create the digital version of that phys-
ical system. Their digital form makes them vulnerable to cyber security threats.
In the manufacturing domain, physical devices and systems are typically secured
from an IT perspective, and access to the outside world is typically limited. How-
ever, to maximize the potential of DT, it sometimes makes sense to have them
exposed to the external world to leverage data (third party), other services (e.g.,
Industrial IoT), and users (e.g., third-party providers) using the internet over
(potentially unsecured) networks. This additional network of processes increases
the attack surface and the risk associated with the system’s security posture.
If a DT is not adequately secured, it can be exploited by attackers that can
potentially access all the physical asset information and the DT predictions and
insights and even send harmful commands to the physical counterpart.

Modern information systems use Application Programming Interfaces (API)
to expose capabilities and data sharing outside organizational boundaries. This
approach supports breaking down monolithic systems into microservices. It pro-
vides more modular and flexible software systems that help application develop-
ers to reuse and adapt faster to changing requirements. Unfortunately, APIs can
also suffer from attacks for web applications such as cross-site scripting (XSS),
SQL injection, cross-site request forgery (CSRF), etc. A shared secret key is one
of the common techniques used to authenticate users, called an API key. This is
an easy solution for authentication, but it is vulnerable to credential theft and
compromise attacks, injections, and man-in-the-middle attacks [4]. The following
solutions are typically implemented to mitigate API security issues [4].

1. Use of API Gateway to authenticate API key.

1 https://gdpr-info.eu/.

https://gdpr-info.eu/
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2. Hash-based Message Authentication (HMAC) can be used to verify the
integrity of the key. Before creating HMAC using the API key, additional
data will be added that only legitimate users can access. This will prevent
API key forgeries.

3. SSL and TLS certificates to prevent man-in-the-middle attacks.
4. Separate API keys and shortened life span of a key.
5. Conditional access tokens combine with API keys to add multiple layers of

access validations.
6. Multi-factor authentication.

Considering the current literature concerning trust analysis, there are no DT
specific trust analyzers. Some analyzers focus on one aspect, such as reliabil-
ity, rather than considering all the ecosystem possibilities. Furthermore, some
concepts consider multiple categories, such as IIC [11] resilience, privacy, secu-
rity, and reliability. However, it is a general concept. The DT-based collaborative
ecosystem’s needs are somewhat different from other systems because it is a mul-
tiple data points aggregating system from different domains, owners, application
domains, etc.

As mentioned above, there are ways to mitigate security-related concerns in
the operational environment. However, security must be evaluated when con-
necting with other systems, such as a DT connecting to a digital thread. The
work presented in this paper will focus on developing a trust and security ana-
lyzer to evaluate individual DTs and systems that will connect through a digital
thread. Hence, this study proposes to bootstrap a digital thread connector with
an analyzer to evaluate individual trustworthiness that can be utilized to facili-
tate robust data sharing among disparate and independent DT.

3 Architecture of Digital Thread Connector

The proposed architecture aims to support digital twins and systems involved
in the manufacturing life cycle. The core of the architecture is the digital thread
connector to facilitate this secure, trusted connection with other ecosystem par-
ticipants. The Fig. 2 presents an ecosystem of organizations that host a connector
to link internally operating DTs and systems via the digital thread. Providing
a bridge via this connector allows the operator an abstraction from underlying
operational functions and implements and enforces additional security measures
before connecting with other external systems. Where appropriate, these can
also be utilized to isolate threats without compromising traditional operations.

The Fig. 3, shows the five support services encapsulated within the digital
thread connector. Communication monitoring services, intrusion detection, and
prevention services are used to monitor the communication between connectors
and notify if there are any unusual behaviors in the data traffic.

The data endpoint manager and translation service will support multiple
domains and data models to be exchanged between stakeholders. A digital thread
connector will store all the data locally, while all the operational and data trans-
actions will also be recorded in a distributed ledger as activity events. This will
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Fig. 2. Enhanced digital thread utilizing a mediator (connector) architectural pattern

provide an immutable record of activities between participants that can be used
to ensure they are accountable for their actions and support conflict resolution.
However, using a distributed ledger may introduce additional performance over-
head, as such, the choice of technology, consensus mechanism, and data model
are critical design considerations that must be taken into account with care.

If it is a mission critical system, it is envisaged that all transactions will be
recorded in a distributed ledger, while less important transactions can be kept
local data store.

Fig. 3. Connector services for managed interactions across digital thread

The main focus of this paper is on the trust and security analyzer that
encapsulates five categories of trust:

– Security related concerns such as API and system vulnerabilities, encryption
techniques, etc., will be analyzed. Based on these features, overall security will
be evaluated for connecting digital twins and systems.
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– Resilience will evaluate how well digital twins and systems are implemented
to withstand various security attacks such as Denial of Service (DoS), SQL
injections, etc.

– Quality of service (QoS) is utilized to determine the Reliability of the DT,
a higher QoS means it is less likely to perform un-trusted actions in the
ecosystem [8,25].

– Uncertainty and dependability is used to evaluate digital twins behavior
and dependability on other systems in the ecosystem. If a DT is dependent
on a DT with a low trust score, that will impact the trust score of that DT.
This evaluation will create a dependency graph of the systems and calculate
the trust score. If a DT shows unacceptable fluctuations in shared values, this
will also affect the uncertainty score.

– When multiple stakeholders connect to create a collaborative ecosystem, there
will be a set of goals to achieve from this ecosystem. The Goal analysis
module will monitor how well individual digital twins achieve these goals. If
digital twins are trustworthy, they will operate to achieve these shared goals
rather than their individual disruption goals.

4 Initial Implementation

The initial implementation tests involve the invocation of multiple DTs that rep-
resent a collaborative manufacturing process. Each DT has an associated set of
API functions that enable DTs to communicate with each other to share data.
Each twin incorporates a mathematical function that equates data values (rep-
resenting process data, state and signals). The APIs will be used to exchange
generated values to other DTs to support their operation. This aims to simulate
internal DT operation, and interaction across integrated DTs. This test envi-
ronment allows for a configuration that can change over time, e.g. addition or
removal of a twin, injection of faulty data outputs, etc. This simulation environ-
ment will be used to evaluate proposed trust and security analyzer.

The trust and security analyzer must first configure and set maximum scores
for each category and percentage weight for each. Therefore, a user interface was
developed to capture maximum scores from the system manager (As shown in
Fig. 4).

This variable weight system will allow the user to fine-tune the analyzer based
on ecosystem requirements. For example, in some cases reliability and security
may have a higher priority than other categories because ecosystem need to
have high availability. To reflect customization on the ecosystem, weights can be
increased on specific categories and reduced from others.

Current implementation of the connector is focused on the security analysis
of DT API endpoints. The analyzer is capable of identifying and evaluating 22
known API vulnerabilities as mentioned below. These vulnerabilities are further
categorized into three groups based on severity. As shown in Eq. 1, the weighted
average of all three severity groups will be considered for the final API vulner-
ability value (A). A weight for each severity level is represented using (wi), and
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Fig. 4. Trust and security analyzer configuration panel

(xi) will represent the number of vulnerabilities detected in each category. Initial
weights are set to 6, 3, and 1 for high, mid, and low severity, these values are
still subject to further evaluation through simulation and user tests.

A =
∑n

i=1 wi.xi∑n
i=1 wi

(1)

The following tests are the main security evaluations out of 22 vulnerability
tests.

1. CORS (Cross-Origin Resource Sharing) misconfiguration
2. Authentication and session management
3. CSRF (Cross-site Request Forgery)
4. Brute force attack limits
5. Token validations
6. SQL injections
7. Cross-site scripting
8. Request header manipulation
9. Response information

The API security analyzer utilizes an open source REST API penetration
testing tool known as Astra2. This was extended to include additional security
tests to align with the needs of DTs, such as data outliers, anomalies (based on
application use case), and the use of encryption techniques to prevent leaking
sensitive information.
2 https://github.com/flipkart-incubator/Astra.

https://github.com/flipkart-incubator/Astra
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Fig. 5. Sample trust and security analyzer, API vulnerability results

The trust and security analyzer agent runs continuously as part of the digital
thread connector to proactively analyze individual digital twins and evaluate
and report the trust scores for individual DT. The Fig. 5 shows an example
setup showing results obtained from the trust and security analyzer. A higher
average score means that the DT or system is having more security problems.
Based on these metrics, other participants can decide whether to accept or reject
connectivity and/or data from that particular DT or system.

5 Conclusion

The mainly digital thread is an interoperable layer between multiple product life
cycle phases. However, a digital thread can also use to connect multiple digital
twins to create a collaboration ecosystem. In this case, trust and security are vital
concerns. This paper proposes a trust and security analyzer to evaluate individ-
ual digital twins and systems that will connect using a digital thread. Trust and
security analyzer consists of five evaluation categories (security, resilience, relia-
bility, dependability and uncertainty, and goal analysis) representing operational
and management aspects of the life cycle phases and digital twins. The initial
ongoing implementation is focused on realizing the trust and security analyzer’s
functionality, including API analysis and setup process. The next phase is to
complete the analyzer and evaluate its performance in a real-world scenario.
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Abstract. Digitalisation is continuing to play an essential role in modernising
Europe’s industrial capabilities, allowing companies to be well positioned for
global competitiveness and sustainability. Data is viewed as an essential resource
for economic growth, competitiveness, innovation, job creation and societal
progress. As such, EU industry needs to develop highly integrated digital net-
works that can underpin the creation of innovative digital services. While the con-
vergence of novel digital technologies are viewed as key enablers, their inherent
complexity, heterogeneity and dynamicity create challenges for managing work-
flows and trust at scale. As a result valuable data assets are disparate sitting in silos
across systems, roles and business functions and go unutilised. In addition, large
volumes of data sit across organisations that can provide a rich cross-pollination
of experience to identify common patterns, opportunities, and train robust models
to support innovative data-driven services. The work presented here outlines an
initial analysis of the system requirements, architectural considerations, and chal-
lenges that need to be overcome to realise distributed and trusted digital workflows
with a focus on use cases in the domain of smart manufacturing.

Keywords: Distributed computing · Digital manufacturing · Architecture design

1 Introduction

1.1 Motivation

The convergence of industrial computing infrastructure (e.g. IIoT, 5G, and AI) and its
integration within a holistic digital strategy enables smart manufacturers to improve
forecasting, operate with extreme flexibility and accelerate the pathway towards hyper-
connectivity through agile ecosystem of suppliers, customers and talent, with resilience
and sustainability at the core. To achieve this, there is a need to provide secure, robust and
trusted digital thread that can instill assurance and protection when integrating advanced
digital technologies into existing processes. The aim is to create standardised, secure and
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intelligent digital frameworks that accelerate digital transformation through connectivity
and a collaborative data management approach to create agile, resilient and sustainable
factories of the future.

The challenge however is to provide the tools, mechanisms and knowledge that can
address two key design considerations:

1. What architectures and management approaches are required to support the distribu-
tion of intelligence from cloud to edge supporting resource aware (energy, compute,
network) data driven services?

2. What approaches are required to bring cross-sectoral organizations together to col-
laborate in a shared learning process while protecting their commercially sensitive
data.

To achieve, it is proposed to utilize an open distributed industrial computing envi-
ronment that delivers trusted digital workflows while maintaining data sovereignty and
privacy as core design features.

1.2 Impact for Smart Manufacturing

In the short-term, to support manufacturers there is a need to advance research capacity
focused on the technological areas of industrial data spaces, data privacy, distributed
ledger technology, machine learning, and edge computing. At the practical level, this
needs to provide important new knowledge for systems integrators, data and business
analysts, factory managers and research community. This will advance industrial capa-
bility by providing key building blocks for next-generation industrial systems, building
on advanced digital technologies such as Blockchain and machine learning methods
and data security. The adoption of such technologies has the potential to increase the
competitiveness and resilience of industry across evolving manufacturing value-chains.
Considering the longer term impact, such systemswill facilitate the transition to Industry
5.0 (I5.0). Smart factories of the futurewill be driven by a collaborativemodelwhereman
and machine are closely interlinked, where robots do the mechanical production work,
but humans acting as the creative architects, enabling personalized products and ensuring
the factory runs smoothly and sustainably. This concept takes advantage of Industry 4.0
(digitalization), big data and artificial intelligence to address new and emerging require-
ments in the industrial, societal and environmental landscape. Thismeans exploiting data
to increase production flexibility, reliability and quality while creating robust industrial
value chains; it requires deploying technology that adapts to the worker, rather than the
other way around.

The work presented is focused on exploring the design considerations to create
a DIStributed Industrial Computing Environment for Trustworthy digiTaL workflows
known as DISTiL to accelerate the development of data-orientated decision making
solutions. The framework will allow users to extract value from the vast quantities of
data being collected in manufacturing environments and will assist in making factories
more efficient and sustainable through collaborative decision making and information
sharing.
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2 DISTiL Design Requirements and Features

An initial analysis of system requirements were carried out based on a review of the
current literature, systems and use case scenarios in the manufacturing sector. Three key
design objectives (DO) have been identified, the following presents each and provides
reference to the current state of the art:

DO 1: A reference architecture is required to support the creation of federated
data exchange among independent entities. The International Data Spaces Association
(IDSA) [1] and GAIA-X [2] initiatives target the provision of a reference architecture to
deploy and operate federated, secure, sovereign systems of data exchange. The objective
is to provide a standardised approach to deliver new services and business workflows that
operate across industries in which all participants can realize the full value of their data
(including meta models, specification for connectors, certification etc.). The European
strategy for data outlines the ambition to creating a single market for data, key to this is
the development of common European data spaces. The design intent is to ensure data
owners (companies, state bodies, individuals) maintain in control (data sovereignty)
while supporting the availability of this data for use in the economy and society. Data
spaceswill underpin data driven applications that can benefit both citizens and businesses
in many ways, such as generating new products and services, reducing costs, improving
sustainability and energy efficiency.While the references approaches provide guidelines
for implementation of such open data spaces, concrete architectural implementations are
still in progress.

DO 2: Auditability and transparency of interactions, transactions and communica-
tions between participating entities is critical to ensure operational trust. Distributed
Ledger Technology (DLT) and Blockchain can play a key role in improving the prove-
nance, traceability and auditability of trusted interactions across complex ICT systems.
The technology is already being applied in sectors to address challenges such as iden-
tity, product traceability and provenance, safety and status monitoring in logistics, trust,
billing and payment processes. Blockchain technology increases transparency across
systems involving dynamic, complex interactions, thus providing assurances of prove-
nance [3]. Blockchain technology also offers solutions for the traceability of interactions
and connected objects/artefacts by adopting transparent and auditable methodologies,
data sources, and design procedure. Finally, Blockchain based solutions for auditability
provides features that allow for their interrogation and access to information at each
stage of a product or process lifecycle to determine compliance with policy, standards,
or regulations.

DO 3: Enable the distribution and operation of intelligent software agents across the
cloud computing continuum. The EU data strategy contends that by 2025 there will be a
paradigm shift towards more decentralized intelligence and data processing at the edge
[5]. Edge and cloud computing represent key technologies to bridge between physical
world through field devices (sensors, actuators) and the concept of a digital services and
data analytics [4]. It is essential to reach a high level of convergence between both to
eliminate the risk of data silos and enable the development of intelligent algorithms,
models and adaptive approaches for process monitoring and optimization. The scale and
volume of data to be extracted suggests that cloud-centric approaches provide the most
appropriate architectural pattern to support processing large quantities of data. However,
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there are some associated challenges including: the cost of network bandwidth alongwith
the potential connectivity and reliability issues that can occur in communication systems
[6] impact scalability of the transferred data, security and availability of services [7]. An
alternative is to use edge or on-premises solutions (i.e. deploy data processing capabilities
to devices in the field); this would enable real-time (or near real-time) data analysis,
reduced network traffic and lower operating costs and dependency on cloud services
and data centers. However, appropriate mechanisms to leverage edge-cloud resources
and edge analytics efficiently (on resource constrained devices) is currently limited in
its application in real-world settings and requires further research. The convergence of a
large number of nodes at the Industrial Internet of Things (IIoT) edge alongwithmultiple
service providers and network operators exposes data owners and resource providers to
potential threats. To address cloud-edge risks, decentralized management of resources
is needed. Novel approaches for managing cross-layer intelligent computation tasks that
take into account resource utilization as well as quality of service are required.

3 Architecture Design

The following section provides an overview of the main architecture components to
facilitate the design objectives as outlined in Sect. 2. The architecture, as presented in
Fig. 1 is composed of a set of intelligent software agents that operate as Decentral-
ized Autonomous Organizations (DAOs). These DAOs work as part of a broader eco-
system for a specific application scenario but can be deployed locally within on-premise
servers or hosted in the cloud. The local agent is composed of three functional layers, i)
Distributed Data Layer, ii) Trust overlay iii) Resource Orchestration and Provisioning.

3.1 Distributed Data Layer

The data layer provides decentralized trusted and secure data sharing across different
organizations and industrial domains. This includes the provision of a federated data
space that can encapsulate new operation and business models that maximize the value
of industrial data (single digital market): DISTiL defines a secure edge connector (data
broker) to coordinate participation in a broadermanufacturing data space. Froman imple-
mentation perspective existing architectures such as the IDS-RAM, GAIA-X and IIC
OpenFog will be leveraged to specify common building blocks for managing the inter-
action of entities participating in the collaborative industrial data space. This includes
registration and management of local data sets, facilitate data privacy techniques to
ensure sensitive data is protected. A DISTiL node will facilitate the deployment of edge
analytic services and in addition any insights generated based on data shared (e.g. local
model training) will be distributed to all participants to ensure there are incentives and
mutual benefits of participation. This requires the specification of a common information
model to capture outcomes and meta-data. Communication between DISTiL nodes is
facilitated by the use of secure open API, this allows for extensibility and flexibility of
service deployment across infrastructure and network tiers.
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Fig. 1. DISTiL Distributed EcoSystem

3.2 Trust-Overlay

The architecture includes functionality to manage trust, security and policy governance
when participating in the DISTiL ecosystem. The provision of a trust-overlay will
incentivise participation in distributed data ecosystems by providing assurances and
transparency of interactions and activities. The use of DLT will be leveraged to sup-
port provenance, traceability and immutability of data transactions within the DISTiL
ecosystem. Tokenisation of digital assets and smart contracts encapsulated as part of
a distributed data broker will also be considered to support incentives and data shar-
ing. Specifically this will result in integrating DLT (e.g. IoTA, Hyperledger) to create a
permission-based decentralized network of entities that can provide reliable and trace-
able sharing of data relating to physical and digital processes in a secure and trusted
manner across organizational boundaries and compute infrastructure. This component
will encapsulating three pillars, firstly digital identity to verify the authenticity of any
data object (i.e. trust in data source), secondly transactions that allows any permissioned
network-connected object to participate (i.e. trust in ecosystem) and thirdly interactions,
record events associated with data ensuring transparency and data provenance (i.e. trust
in the actions/decisions).

3.3 Resource Orchestration andProvisioning

To enable the creation of value-added data-driven services through ecosystem col-
laboration using distributed learning techniques will be utilized. Building on current
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open-source technologies and communities (e.g. OpenMined), DISTiL will incorporate
approaches and techniques that enable practitioners deploy and orchestrate advanced
AI models across different computing tiers (i.e. edge, fog, cloud). Privacy and resource
aware orchestration of data services across IIoT resources is also required. This focus
is on the development of strategies that support the orchestration, monitoring and con-
trol of edge resources to support distributed learning within an industrial computing
environment. Emphasis must be placed on resource efficiency and privacy preservation
[9].

3.4 Use Case Scenario: Collaborative Predictive Maintenance

The maintenance of assets and systems is an integral part of almost every industry espe-
cially as our understanding and complexity of systems have advanced significantly in
recent years. Maintenance approaches can come in many different guises from correc-
tive maintenance, preventative maintenance, condition monitoring and predictive main-
tenance (PdM). Through digitalization, there is a drive towards fostering greater collab-
oration between the research community, machine learning engineers, data scientists,
and domain experts to innovate new data-driven PdM. This collaboration can also take
the form of providing more open data sets for practitioners to use in model research and
development. However some challenges remain, while on one hand there is a reluctance
to share data that could potentially reveal commercially sensitive information there is a
need for more data to improve machine learning models that support PdM mechanisms.
The DISTiL architecture can offers a solution for such a scenario.

Figure 2 provides an overview of the configuration for a PdM application, consider
the same machine that is deployed across many different sites\organizations each gen-
erating its own local data sets relating to performance, operation and faults. A machine
learningmodel to support the diagnosis and detection of faults has been developed by the
machine supplier. This model is provided to the machine owners, to improve this model
a federated learning [8] mechanism is implemented (more details of model training app-
roach can be found in [10]) that allows for local model training and model aggregation
to improve the model performance. As such organizations do not need to share their raw
data sets, rather they only need to exchange model updates through the secure a DISTiL
connector. Considering the three functional layers, the distributed data layer includes an
interface to themachine/process data based onOPCUA, where a direct connection is not
feasible intermediate data storage (e.g. OSI -PI) can be utilized. A local model training
algorithm is deployed onsite and is used to train the machine learning model utilizing
local data, the outcomes of this training is subsequently shared across the DISTiL net-
work and aggregated (based on nominated aggregator) to an updated global model that
is redistributed to all participants. In this way all participants get the benefit of shared
model training using larger data set while maintaining control and privacy of their raw
data. The connector will implement concepts such as those provided by IDS, data cata-
log, privacy enhancing technologies, data interconnects etc. The trust overlay considers
Hyperledger Fabric1 as the distributed ledger solution, this includes a number of Chain-
code smart contracts that support identity management, certification generation, service

1 https://www.hyperledger.org/use/fabric.

https://www.hyperledger.org/use/fabric
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registration, end-point discovery and immutable recording of data interactions. Due to
scalability and performance overhead, it is not envisaged to utilize Fabric layer to main-
tain all raw data, rather it will act as an intermediary to for access, authorization and
policy enforcement between organizations operating within the DISTiL ecosystem. The
resource orchestration and provisioning is based on machine learning task offloading
based on available resources (at the edge and cloud). The use of trusted execution envi-
ronments (TEE) is used to provide a secure enclave for computational task execution,
these can be both on-site or remotely deployed and managed.

Fig. 2. DISTiL setup for collaborative PdM

Through the use of DISTiL for collaborative PdM, each participate can get access
to an improved machine learning model that can be executed independently on-site.
This can provide direct adaption to processes to address identified faults and\or provide
feedback to maintenance staff to implement remedial action. DISTiL facilitates such
a collaborative workflow by implementing secure data sharing and trust management
approaches in the broader ecosystem.

4 Discussion and Next Steps

This paper provides an initial insight into the design of the DISTiL framework that aims
to allow the manufacturing sector to shift towards new collaborative business models
supported by innovation in digital technologies such as data spaces, Blockchain and
distributed machine learning. Further exploration is required to provide a detailed spec-
ification of architectural patterns for collaborative workflows for a range of manufactur-
ing use case scenarios. Next steps towards implementation includes the investigation of
mechanisms to automate the auditing process for complex digital workflows and how
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information that supports trustworthiness assessments can be immutably recorded. The
starting position is that DLT provides an opportunity to structure assets and provide
self-executing services and mechanisms to incentivize data sharing, and the use of DLT
as a platform for federated information sharing will be explored. A detailed examination
of suitable ML techniques (e.g.TinyML, split learning) and edge resource provisioning
that lend themselves applicable to distributed intelligence will be undertaken.
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Abstract. With an ever growing need to reduce energy consumption in the man-
ufacturing industry, process users need to become more aware on how production
impacts energy consumption. Computer numerically controlled (CNC)machining
tools are a common manufacturing apparatus, and they are known to be energy
inefficient. This paper describes the development of an empirical energy consump-
tion model of a CNC with the aim of predicting energy consumption based on the
number of parts processed by themachine. Themodel can then be deployed as part
of a decision support (DS) platform, aiding process users to reduce consumption
and minimise waste. In using the Calibrated Model Method, the data undergoes
initial preparation followed by exploratory data analysis and subsequent model
development via iteration. During this analysis, relationships between parame-
ters are explored to find which have the most significant on energy consumption.
A training set of 191 datapoints yielded a linear correlation coefficient of 0.95,
between the power consumption and total units produced. RMSE, MAPE and
MBE validation test yielded results of 0.198, 6.4% and 2.66% respectively.

Keywords: Empirical model · Calibrated model · CNC ·Machining · Digital
model · Linear regression · Energy consumption · Decision support platform

1 Introduction

In recent years, energy consumption has been an increasingly important consideration
in the manufacturing industry, and with global energy demand estimated to increase by
45% from today’s levels to 2030, all aspects of our energy system must be analysed
[1]. With the industrial currently accounting for 41.9% of final electricity consumption
[1], improving energy use in the industrial sector, can see substantial improvements in
global energy demand and carbon emissions..

Traditionally, production is assessed by monitoring four main manufacturing
attributes; cost, time, quality and flexibility [2]. While there is an increased aware-
ness around energy consumption in the production industry [3], energy consumption

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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modelling for processes is far less common. Many studies look at particular processes in
great detail or apply a bespoke prediction model to a certain process, however this makes
it difficult to apply to other scenarios [4] and hence the outputs from this research is not
easily replicable. Energy consumption data can be collected by various means, such
as internal energy reading or by utilising external sensors and can be recorded, stored
and used in varying formats, with little standardisation in terms of agreed schemas or
naming conventions [5]. Because of this, general models are not very common to apply
to different manufacturing settings so bespoke models are developed [5].

This paper was borne from research studies [6] focused on the development of an
empirical energy consumption model of a CNC machine, which seeks to predict energy
consumption based on only product throughput in the absence of other features to be
rolled out as part of a decision support (DS) platform, aiding process users to reduce
consumption and minimise waste.

2 Literature Review

The machining process is a fundamental manufacturing technique, where parts are
shaped by the removal of unwanted material. Machining equipment are a high energy
consumer within manufacturing and not very energy efficient, at less than 30% [7], due
to the varying nature of the tools within the machines and the materials being used.
Machining tools contain many motors and auxiliary devices, with varying energy con-
sumptions. Various studies exist which attempt to further understand machining energy
consumption. They also found that the power required to remove material has a small
impact on the overall consumption, which means savings could stem from the overall
cycle time [8]. Energy modelling can be a challenging task due to the complexity of
machining tools [9]. This environment is often characterised by large variety in prod-
ucts in small batches, requiring real-time monitoring, dynamic scheduling and decision
making, and adaptive capability [9].

When considering modelling approaches in manufacturing, many studies look at
empirical modelling [9, 10] and Machine Learning (ML) [11, 12]. With machine learn-
ing however, one common constraint is the requirement of good, high-quality data to be
fed into machine learning algorithms [13]. In the case of this study due to the lack of
available sensors to developmodels, ML performance would be impacted. Alternatively,
empirical modelling is a data driven approach where the performance of the asset being
modelled is translated into one or a set of algebraic equations [14]. These types of mod-
els are constructed with regards to prediction ability or model fit (data approximation),
prognostic ability (forecasting) and model structure (agreement with theories and facts).
They are becoming more and more common as the systems being modelled are becom-
ing more complex and less structured [15]. [9] highlights that empirical models use
actual production data to establish relationships between main variable and the energy
consumption. [16] saw the development of an empirical modelling approach to predict
energy consumption of a material removal process, with 90% accuracy. [7] sought to
develop an empirical model of machining tools by building empirical models focusing
on optimising process parameters to efficiently machine parts, thus reducing overall con-
sumption. The model inputs on this study were identified as spindle motor power rating
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(W), maximum spindle speed (rpm), maximum turning diameter and length (mm). From
the literature examined, it was found that many CNC consumption models use many of
these process tool parameters, as well as process throughput data to build models. In
many cases, data to that level of detail can be difficult and very expensive to gather.
From assessing the available data on the CNC analysed as part of this study and utilising
model selection and reduction techniques, an effective modelling methodology was put
forward and is introduced in the subsequent section. This approach could potentially be
a more simplistic initial step for many CNC users looking to predict machine energy
consumption without a myriad of in process sensor data.

3 Methodology

A common approach with empirical modelling in manufacturing is the use of the
Response SurfaceMethod (RSM) [7, 17]. TheRSMworks best between several explana-
tory variables and one response variable. Due to the presence of only one explanatory
variable and one response variable, and limited available data in this study, the RSM out-
put would be difficult to implement accurately. Thus, data calibration was studied.While
calibrated approaches are not very common in manufacturing, there are studies where
such approaches were utilised, such as [18]. The methodology selected to develop the
model in this study is based on the Calibrated Model Method, a modelling methodology
originally created to optimise the energy consumption of a building [19]. This approach
inputs prepared data to an initial model and the model is iteratively calibrated with the
data to improve predictability. While applications vary between building and machine
modelling, the approaches do not. Both scenarios see a basic initial model developed,
following iterative data improvements, this calibrates the model further to the eventual
creation of an effective final model. This method is especially useful for when limited
data is available and assessment sees modifications that can improve the final model.

With the selectedmethodology, three stages were defined to create themodel. Firstly,
in the Data Preparation stage, the data is gathered, formatted, and standardised for use in
the energy model. The model requires two inputs, from energy data and production data.
It is only after significant data preparation that both sets of data are ready for analysis.
Both input files are indexed to be compatible with one another then merged for Data
Analysis. In the case of time series data, ensuring data sets are sampled to the same time
frame.

With data now prepared, the relationship between datapoints is examined in the
Data Analysis stage. This includes data correlation, causation analysis and domain
understanding. Utilising data visualisation, explanations for major outliers that could
hinder model performance as well as other relationships can be assessed. Through itera-
tive adjustments, relationships between datapoints are calculated to potentially generate
assumptions, assess machine performance, and increase machine understanding. Each
iteration on a model is documented in a version log, documenting what changes were
made, any new assumptions, assumptions removed and validation scores.

Once Data Preparation and Data Analysis stages are complete, the data can then be
modelled in the DataModelling stage using datapoints with the highest correlation along
with the most appropriate empirical modelling method (linear regression, multivariate
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regression etc.). The predicted results can then undergo validation using methods such
as root mean squared error (RMSE), mean absolute percentage error (MAPE) and mean
bias error (MBE). The with this model used as a tool for the decision support dashboard
in development within the DENiM project, visualisations can provide process users
insight on predicted performance.

4 Case Study

This methodology was applied to a DENiM research project pilot site, a medical device
manufacturing process where a CNC machining lathe is used to machines raw blocks of
material into the required shape. This model is to be used development as a component of
a DS platform, aiding process users to reduce energy consumption and minimise waste
in manufacturing.

The measured timeframe of the study was 12-h shifts periods. Key features of this
CNCmachinewere determined an exhaustive literature reviewonCNCenergymodelling
and via subject matter expert workshops with key personnel. The workshop was held
in consultation with process, automation and facilities engineers, production associates
and members of the research team.

Production data (parts produced, parts scrapped) was readily available via an OSI
PI network connection to the physical machine. Realtime power consumption at the
time of development was not available however, thus power consumption was collected
using a Fluke 1734 Energy Logger over five different production shift periods, recording
energy consumption in kiloWatts every one minute. No other in process sensor data was
available on this machine. Four of the five energy datasets were used as a training set
while the fifth was retained as the testing set for model validation.

5 Model Development

5.1 Data Preparation

Figure 1 details the methodology as implemented in this study. Using the Python coding
language, the input data first underwent data (production numbers and energy consumed)
preparation ahead of the data analysis. The power training data, power testing data

Fig. 1. Modelling steps overview.
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and production data were used as inputs in this stage. Firstly, the power datasets were
resampled from their original 1-min granularity to the 12-h production shifts, with the
power data during the shifts summed. The production data from the CNC’s shifts were
then extracted to its own dataset. In this dataset, the total quantity of parts produced
during the shift was calculated by summing the number of successful parts with the
parts that were scrapped. Following this, both datasets were merged ahead of the next
stage of the analysis (Table 1).

Table 1. Data analysis example

Date/Time Power [kW] Total units Parts successful Parts scrapped

2022-01-12 19:00:00 1781.665599 45 45 0

2022-01-13 07:00:00 1955.644445 59 58 1

2022-01-13 19:00:00 2005.026689 55 55 0

2022-01-14 07:00:00 2085.867077 63 63 0

2022-01-14 19:00:00 1206.358962 0 0 0

5.2 Data Analysis

With the prepared data, initial analysis included assessing the correlation between the
power consumed per shift and the total units produced. Over iterative adjustments, it was
identified that power consumption during the installation and removal mid shift caused
inconsistencies, reducing model efficiency. These datapoints were then removed. After
analysis, the dataset consisted of 191 points.

5.3 Data Modelling

From iterative improvements during analysis, the training data was used to create a lin-
ear regression model of the power consumption. Iterative changes made to the model
included data manipulation, visualisation and interpretation. Examples of such changes
included ensuring duplicate and non-numerical values were addressed, contextual out-
liers were understood and appropriate visualisationmethods for process users. The train-
ing set of 191 datapoints yielded a high instance of correlation (0.95) between the power
consumption and total units produced, which formed the input for the linear regression
model. The data yielded a R2 value of 0.904161 and a line of best fit with the equation
Power = 13.3362(Total Units) + 1199.93. This model was then tested on a set of 41
datapoints.

6 Discussion

The adapted calibratedmodel method used to develop the empirical energy consumption
model, provided an effective means to model energy consumption of a CNC when only
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Fig. 2. Actual power consumption vs Predicted power consumption

energy consumption and product throughput data was available. With a training dataset
of 191 points, the data was prepared and analysed.

This dataset identified a correlation of 0.95 between energy consumption and total
parts produced, which were then inputted into a linear regression model. The model
was tested on a 41-point dataset. Figure 2 shows the comparison between the actual
and predicted energy consumption values of test data. Numerous validation methods
were used to validate the energy consumption model’s performance, namely normalised
RMSE, MAPE and MBE. These validation methods yielded results of 0.198, 6.4% and
2.66% respectively. For the normalised RMSE, a value of less than 0.5 indicates a high
level of predictability whereas for MAPE and MBE, a percentage score of close to zero
indicates a high level of predictability. Overall, these values showed a high predictive
capability for the model for future use on the CNC. For instance, if predicted energy
is far less than actual energy consumed, process users would be made aware via the
DS dashboard and the use of an FDD add on could potentially identify the reasons for
machine underperformance leading to the high energy consumption.

The high correlation between energy consumption and product throughput indicated
throughput was a very useful parameter for prediction. From the iterative analysis of
the results, better correlations were established which ultimately made the model pre-
dictability more accurate. It was found that in preparing based on energy and production
values, the data driven approach could be transferable across any similar CNC.

Future Work
The low number of 191 datapoints was to be expected owing to the lack of energy
monitoring on the system. Following the use of temporary energy trackers, next steps
would include the installation of energy meters to collect energy data on an ongoing
basis and the additional data would be made available and used to train the model and
improve accuracy. Initially, the parts from the machine were assumed to be of the same
size and dimensions, with more data collected, size categorisation can be included in the
model. From this, predictions can be tailored to the size of the parts being produced and
allowing process users to identify parts which may drive higher energy consumption.

The collection of energy data could facilitate real time modelling of the CNC. The
model will also be trialled on the 6 CNCmachines from the same manufacturer to assess
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the model’s applicability on the CNC machines, before rollout onto other CNCs and
other machining assets, such as the saw and clean line.

Withmore data being gathered through the installation of the wireless energy sensors
and being utilised to other machines, the calibrated approach can be applied in real time
Thus, predicted consumption based on planned production throughput could see the
model digitally integrated further into a Digital Twin.

Acknowledgments. The work detailed is part of the Digital intelligence for collaborative Energy
management inManufacturing (DENIM) projectwith funding from theEuropeanUnion’sHorizon
2020 research and innovation programme, under Grant Agreement N 958339.
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Abstract. Smart Factories characterize as context-rich, fast-changing
environments where heterogeneous hardware appliances are found beside
of also heterogeneous software components deployed in (or directly inter-
facing with) IoT devices, as well as in on-premise mainframes, and on the
Cloud. This inherent heterogeneity poses major challenges particularly
when a high degree of resiliency is needed, and the ubiquitously deployed
software components must be replaced or reconfigured at real-time to
respond to the most diverse events, ranging from an out-of-range sensor
detection, to a new order issued by a customer. In this work, a software
framework is presented, which allows to deploy, (re)configure, run, and
monitor the most diverse software across all the three layers of the Smart
Factory (edge, fog, Cloud), from remote, via API calls, in a standardised
uniform manner, relying on containerization technologies, and on a vari-
ety of software technologies, frameworks, and programming languages,
including Node-RED, MQTT, Scala, Apache Spark, and Kafka. The most
recent advances in the framework design, implementation, and demon-
stration, which led to the introduction of the so-called Crazy Nodes,
are presented and motivated. A comprehensive proof-of-concept is given,
where user interfaces and distributed systems are created from scratch
via API calls to implement AI-based alerting systems, Big Data stream
filtering and transformation, AI model training, storage, and usage for
one-shot as well as stream predictions, and real-time Big Data visualiza-
tion through line plots, histograms, and pie charts.
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1 Introduction

1.1 Reconfigurable Manufacturing

Real-time (re)configurability is a key challenge in Smart Manufacturing [1]. The
diversity of components is a significant obstacle for interoperability, and then
for reconfigurability. On the other hand, a reconfigurable manufacturing allows
among the others (i) a more sustainable and efficient manufacturing [2], by elim-
inating transportation; (ii) low-volume high-value production of customized or
even personalised goods [3]; (iii) the alignment of production to demand [4]; (iv)
a real-time fine tuning for optimizing energy consumption, mitigating the risk
of damages, or increasing the safety of operators, based on sensor detections [5].
A real-world application to pharmaceuticals manufacturing is presented in [6].
Compared to other systems such as Apache AirFlow [7], our proposed frame-
work allows to (i) tune/edit the workflow from remote while data is flowing; (ii)
address low-to-high resource devices and the Cloud, uniformly; (iii) implement
arbitrary flows; (iv) avail of thousands of ready-to-use modules; (v) implement
reconfigurable user interfaces and data charts. However, since APIs are in our
framework to instantiate arbitrary applications, the two systems can integrate.

1.2 Framework Overview

The main building blocks of the proposed software framework for the ubiqui-
tous Big Data (stream) engineering, analytics, and visualization as a Service
are listed as follows: (i) Network Factory; (ii) Transformation Library; (iii) Ser-
vice and Crazy Nodes; (iv) AI Servers. The Network Factory is a Node-RED
application available on the Docker Hub as msoderi/network-factory. It imple-
ments APIs that create, start, stop, upgrade, and delete, Docker bridges (fences)
and a variety of specialized yet reconfigurable applications in Docker contain-
ers. It essentially turns any device equipped with Docker into a totally flexible,
real-time remotely reconfigurable equipment. A Transformation Library is a
containerized Node-RED application that consists in an extendable collection
of reusable software modules meant to be loaded to the Service/Crazy Nodes
via API calls, and there executed. Service Nodes [8], and Crazy Nodes, are
also containerized Node-RED applications, and expose API calls for configuring
input and output MQTT broker instances and topics, and the task to be exe-
cuted. Depending on the specific module that is loaded into a Node, both input
and output can be from/to MQTT brokers, or just one of those. AI Servers
[9] are containerized Scala + Spark applications. They expose APIs for inter-
facing with Service and Crazy Nodes. AI Server nodes keep a configuration file
for each interfacing Service and Crazy node, and include an extendable library
of parallel/stream/AI-related tasks. AI servers also support the remote deploy-
ment and execution of Scala expression compiled on the fly when needed, without
server restart. The framework is prone to security issues, which are mitigated
through secure communication protocols, isolation (Docker bridges), and ACL
nodes. A comprehensive example system is depicted in Fig. 1.
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Fig. 1. An example distributed system that can be built through our proposed frame-
work. Service/Crazy nodes are depicted each as an orange rectangle; some of them
interface with IoT devices, databases, file systems... (blue labels), while others only
interface with configured brokers (black labels), or with AI servers (bold large label).
(Color figure online)

1.3 Paper Structure

The challenges that are posed by reconfigurable and resilient manufacturing,
as well as its pivotal role in a wide range of use cases and applications, are
outlined in Subsect. 1.1. An overview of the software framework is provided in
Subsect. 1.2. Service and Crazy Nodes, and their interaction with AI Servers,
are described in Sect. 2. A proof of concept is provided in Sect. 3. Conclusions
are drawn in Sect. 4.

2 Service and Crazy Nodes

Service Nodes are containerized Node-RED applications. As soon as created
through the Network Factory, they all look the same: they are disconnected from
any data source, implement the identity function, and expose configuration APIs.
Through appropriate calls, MQTT clients are created inside of Service Nodes,
and configured to connect to input, output, and status MQTT brokers/topics.
At creation time, Service Nodes are bound to a Transformation Library. Through
appropriate calls, reusable software modules are copied from the Library to the
Service Nodes, where they are then executed. In Fig. 2, the internals of a Service
Node, and the ecosystem around it, are depicted. Transformation Library nodes
are also created through the Network Factory. They natively include a variety
of reusable modules for data input, RDB monitoring, data exchange over OPC-
UA, data filtering, data transformation, and others. Service Nodes are not meant
to perform Big Data processing, run parallel computations, or implement AI
algorithms. Instead, they are suitable for edge computing, data preparing, and
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Fig. 2. The internals of a Service Node, and the ecosystem around of it. Instead, in
Crazy Nodes, not only you can import/load/copy a task from the Transformation
Library, but you can also freely modify the task that is executed inside of a specific
node, from remote.

for implementing user interfaces, relying on the Node-RED dashboard module.
The “ai” module, natively available in the Transformation Library, can be loaded
to Service Nodes from remote to make them capable of interfacing with AI
Servers through a variety of communication technologies. Being containerized,
Service Nodes can be deployed and run everywhere a Docker Host is available,
which makes them device-agnostic, and allows to deploy, configure, and run,
heterogeneous software components in a uniform manner.

2.1 Crazy Nodes

Crazy Nodes are maximally reconfigurable Service Nodes. In a Service Node, the
task that the node performs can only be one of those available in its associated
Transformation Library, and the customization options are only those that the
developer of the task has made available. Instead, in Crazy Nodes, in addition
to importing reusable modules from the Transformation Library, it is possible
to freely add, configure, link, and delete, specific parts in the task that the
node executes. All changes have immediate effect and are operated through API
calls, which makes Crazy Nodes suitable for (i) event-driven or sensor-driven
fine tuning, (ii) incremental implementation, (iii) minor adjustments on the user
interface, and remarkably, (iv) it opens to real-time software modifications in
response to unforeseen events, which can be seen as the maximum achievable
level of resiliency.
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2.2 Towards the Cloud

The “ai” module must be loaded into a Service/Crazy Node to enable the interac-
tion with an AI Server. The module implements: (i) configuration APIs, which
call corresponding Server APIs for configuring the task that the Server must
execute when input come from the Node; (ii) input API, which calls the corre-
sponding Server API and triggers task execution; (iii) output and status APIs,
which are asynchronously called by the Server to notify the Service/Crazy Node
of status changes, and provide the result if applicable. For stream tasks, the Node
only inputs control commands, while data are read/written from/to configured
Kafka streams. The interaction is depicted in Fig. 3.

Fig. 3. How “ai” Service or Crazy Nodes interact with AI Servers

3 Proof of Concept

As a proof of concept, a former demo [10] has been extended, and API calls
have been added for creating and connecting new user interfaces from scratch,
without relying on any pre-existing module from the Transformation Library.
The resulting proof of concept consists in a Postman collection including 1400+
API calls to build from scratch, configure, operate, destroy, distributed systems
for (i) alerting applications, (ii) Big Data engineering, (iii) AI models train-
ing/storage/usage, and for (iv) real-time Big Data stream visualization [11]. A
step-by-step demo presentation, the Postman export, the OpenAPI documenta-
tion, and all software artifacts are available in the GitHub repository1.

1 https://github.com/mircosoderi/State-of-the-art-Artifacts-for-Big-Data-Engineeri
ng-and-Analytics-as-a-Service.

https://github.com/mircosoderi/State-of-the-art-Artifacts-for-Big-Data-Engineering-and-Analytics-as-a-Service
https://github.com/mircosoderi/State-of-the-art-Artifacts-for-Big-Data-Engineering-and-Analytics-as-a-Service
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4 Conclusions

In this work, a software framework for ubiquitous Big Data (stream) engineer-
ing, analytics, and visualization as a Service has been presented. In particular,
containerized reconfigurable Node-RED applications named Crazy Nodes have
been discussed. The improvements with respect to the former version of those
applications, named Service Nodes, have been highlighted. A proof of concept
has been proposed where new user interfaces have been constructed from scratch
component by component from remote through API calls, and integrated in a
pre-existing demo.
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1 Motivations and Goals

The adoption of formal methods in railway signalling has been the subject of
specific tracks of past ISOLA conferences since a decade. The track on “Formal
Methods for Intelligent Transportation Systems” held at ISOLA 2012 [3] was
actually focused on railway applications, as a recognition on how much already
the railway signalling sector had been a source of success stories about the adop-
tion of formal methods. The “Formal Methods and Safety Certification: Chal-
lenges in the Railways Domain” track of ISOLA 2016 [2] was aimed at discussing
advanced results and addressing the challenges posed by the increasing scale and
complexity of railway systems. In 2019, a workshop colocated with the DisCoTec
federated conference on distributed computing, DisCoRail (“Formal methods for
DIStributed COmputing in future RAILway system”) 2019, was set up with the
aim of discussing how distributed computing was affecting the railway signalling
domain, given that the new technologies being applied in this domain (with a
main example represented by the wide deployment of ERTMS-ETCS systems
on high speed lines as well as on freight corridors) were transforming railways
in a very large geographic distributed computing system. It has soon appeared
evident that the high expectations on safety, but also on availability and per-
formance of future railway signalling systems, in presence of a high degree of
distribution, could be addressed only by a systematic adoption of formal meth-
ods in their definition and development. This view has been shared by several
projects within the Shift2Rail Joint Undertaking, that were also represented in
the following edition of the DisCoRail workshop, that joined ISOLA in 2020/21
[4] (track on “Formal methods for DIStributed COmputing in future RAILway
systems”).

The DisCoRail 2019 workshop and the ISOLA DisCoRail track of 2021 have
therefore discussed the intertwining of formal methods and distributed com-
puting in the design and development of innovative train control systems, two
dimensions naturally stemming from the two fundamental characteristics of this
class of systems, namely that their functions are intrinsically distributed between

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 243–245, 2022.
https://doi.org/10.1007/978-3-031-19762-8_19
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trains and wayside equipments, and that such functions are safety-critical, calling
for rigorous proof of their safety.

Distribution of functionality enables distributing decisions as well. Currently,
most of the crucial decisions needed to guarantee safety are however taken at cen-
tralised locations (such as the Radio Block Centre – RBC – in ETCS). Whether
distributing vital decisions is indeed a matter of active research, especially con-
sidering that the related increasing importance of communication raises the need
of uncertainty being taken into account: is the same safety level achievable by
distributed decisions w.r.t. centralised ones? How formal methods can guarantee
safety in such context? What about availability, interoperability, cybersecurity?

Moreover, the current research on autonomous driving for cars is inspiring a
vision of autonomous trains in the next future. Autonomy requires even more
distributed decisions based on local knowledge of the surrounding environment
acquired also through AI-enabled sensors, e.g. employing artificial vision. Can
formal methods be exploited to provide the necessary safety assurance for these
systems?

Following the success of the previous DisCoRail editions, the track aims for a
fruitful discussion on these topics between researchers and experts from industry
and academia that have addressed these aspects in research and development
projects.

Hence the aim of this track is to discuss (1) how distributed computing
can change, and is actually changing, the domain of railway signaling and train
control systems, and (2) how formal methods can help to address challenges
arising from this change.

2 Contributions

The first three contributions analyse under different points of view the challenges
posed by distribution and autonomy. The contribution [7] introduces those posed
by advanced signalling systems in which AI will be a main enabling technology,
discussing how formal methods research can address such challenges and outlin-
ing research problems that need to be further developed.

The paper [5] focuses on the effects that uncertainty on critical parameters
(such as position or speed) can have on dependability of railway signalling sys-
tems, surveying various studies that have used state-based formal modelling of
the system behaviour for a quantitative evaluation of such effects.

Certification of autonomous train operation systems using AI-based technol-
ogy is discussed by [8], that considers existing standards and required modifica-
tions or extensions of existing standards.

The next two papers present instead specific solutions, also based on formal
methods, to specific issues of future railway systems. Software Defined Network-
ing (SDN) is proposed by [1] as a paradigm useful to dynamically reconfigure
the network for an effective management of communication flows produced by
moving trains. The paradigm is supported by a methodological framework based
on model-driven engineering and formal methods.
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The paper [6] proposes a pragmatic solution to guarantee security of a net-
work of computers that supports the distribution of safety functions along a
railway line.

The width of the issues addressed by the five contributions gives, we believe,
a sufficient base for a deep discussion of the important challenges the research
community has to address in the next years for what concerns future railway
systems.

It is our opinion that, notwithstanding the limited space available, the con-
tributions to the track succeed to give a glance of the state of the art and of the
opportunities of the application of formal techniques to the distributed systems
of systems represented by the future railway signalling systems.
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Abstract. In 2020, the EU launched its sustainable and smart mobility
strategy, outlining how it plans to have a 90% reduction in transport
emission by 2050. Central to achieving this goal will be the improve-
ment of rail technology, with many new data-driven visionary systems
being proposed. AI will be the enabling technology for many of those sys-
tems. However, safety and security guarantees will be key for wide-spread
acceptance and uptake by Industry and Society. Therefore, suitable ver-
ification and validation techniques are needed.

In this article, we argue how formal methods research can contribute
to the development of modern Railway systems—which may or may not
make use of AI techniques—and present several research problems and
techniques worth to be further considered.

1 Introduction

In 2020, the EU launched its sustainable and smart mobility strategy, outlining
how it plans to have a 90% reduction in transport emission by 2050. This will be
key to achieving the European Green deal of becoming carbon neutral by 20501.
Central for this reduction will be the improvement of rail technology, as rail is one
of the greenest modes of transportation. To address this ambition and support
the interoperability and efficiency in the rail domain, new visionary systems
based on interdisciplinary approaches in Engineering and Computer Science are
being proposed, for example, innovative signalling systems (including moving
block technology), smart monitoring and maintenance, optimal scheduling, and

1 https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal en.

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 246–268, 2022.
https://doi.org/10.1007/978-3-031-19762-8_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-19762-8_20&domain=pdf
http://orcid.org/0000-0002-2226-386X
http://orcid.org/0000-0002-2930-6367
http://orcid.org/0000-0003-1223-9986
http://orcid.org/0000-0002-0636-5663
http://orcid.org/0000-0001-7349-8872
http://orcid.org/0000-0002-4307-649X
http://orcid.org/0000-0001-6710-8436
http://orcid.org/0000-0003-4305-0625
http://orcid.org/0000-0001-5998-4655
https://ec.europa.eu/info/strategy/priorities-2019-2024/european-green-deal_en
https://doi.org/10.1007/978-3-031-19762-8_20


Safe and Secure Future AI-Driven Railway Technologies 247

automated driving. Underpinning these new systems, data is recognized as a
highly valuable asset. For instance, the UK’s Rail Technical Strategy (10/2020)
states: “Data will have fit for purpose governance, access arrangements, systems
and technical skills. These building blocks underpin the progression of all the
other functional priorities which each have their own specific data requirements
and opportunities.”2 AI will be the enabling technology for such data driven
systems. However, safety and security guarantees will be key for wide-spread
acceptance and uptake by industry and society. Therefore, suitable verification
and validation techniques are needed.

In the Railway Industry and in verification and validation research, there is
a skills gap in terms of knowledge of AI principles, techniques, and practices.
The Railway Industry is normally focused on developing software and systems
with fully predictable, explainable and verifiable behaviour, while AI techniques
are by nature adaptive, and open to different scenarios. More importantly, AI-
based systems have explainability problems that collide with the idea of fully
controllable and verifiable system behaviour. Therefore, the Railway Industry
needs to exploit AI systems to deliver smart and green transport, whilst at the
same time maintaining the highest standards in terms of safety and certification.

In the following, we propose several research questions and challenges to the
formal methods community, to aid the development as well as the certification
of safe and secure next generation rail systems, many of which will make of
use of AI techniques. Currently, ERTMS/ETCS level 33 is in the process to
replace the traditional discrete train separation mechanism (blocks protected
by hardware installed along the tracks) by a continuous mechanism (moving
block), and use radio communication for the exchange of position information
between trains and track-side. Also, Automatic Train Operation (ATO) will,
at the higher grades of automation, replace the human driver and require a
continuous software-controlled interaction, not only of a train with the track-side
system, but also of trains between each other. Future signalling systems will be
an order of magnitude more complex than they are today, and formal modelling
and verification technology will be essential to cope with that complexity. The
three challenges presented in this article will relate directly or indirectly to this
situation.

The first challenge concerns certification and the associated verification tech-
nology. Automation of the verification is required to address the massive scale
and complexity of railway systems. This entails intricate symbolic and parallel
verification algorithms. A major problem for certification is that the implementa-
tion of the verification tools themselves could contain errors. Needed is a theory
to equip verification tools with certificate generation, thus enabling the answers
of automated verification tools to be checked independently. Furthermore, there
is a need to investigate how AI based systems can be certified as this is not in
general possible on the basis of today’s CENELEC standards [46–48].

2 https://railtechnicalstrategy.co.uk/data-driven/.
3 https://www.ertms.net/, https://www.era.europa.eu/activities/european-rail-traffi

c-management-system-ertms/.
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The second challenge concerns the European Train Traffic Management Sys-
tem. ERTMS/ETCS level 3 is anticipated to be the main railway system in
10 years’ time. By introducing true continuous (moving block) signalling, it
allows for both capacity increases and lower energy consumption, with trains
effectively and intelligently managed. However, it also introduces elements of a
hybrid nature into sub-systems of ERTMS, with components working with both
discrete- and continuous-valued data. Along with this, traditional modelling of
both safety and security need to change to include this hybrid nature. ERTMS
consists of many interconnected components that differ in nature. This provides
modelling challenges in both terms of complete models of the system, but also
in terms of understanding and modelling the safety and security requirements of
the sub-systems, both individually and as a whole. In addition, such signalling
projects are often large and involve various aspects of backward compatibility
with older signalling systems (e.g., to deal with older rolling stock) which causes
scalability issues for current techniques. Modelling and verifying hybrid systems
of the size presented by ERTMS/ETCS level 3 is an open challenge for Com-
puter Science. Needed is a complete model which includes the safety and security
requirements it must uphold. This will also serve as a reference architecture for
ERTMS/ETCS level 3 deployment projects and help with the faster roll-out.

The third challenge concerns the extension of formal methods to include
the use of AI techniques. We will present in Sect. 4 how this can be achieved,
and highlight some of the methods we plan to utilise, as well as the problems
that need to be overcome. Our focus on AI integration aligns well with the
planned successor of Shift2Rail, Europe’s Rail Joint Undertaking (EU-Rail),
which will specifically focus on digitalisation and automation. So far, there are
very few research projects and white papers (cf., e.g., [2,24]) that look into the
integration of AI into the Railway domain. Notable exceptions are the RAILS
project (Roadmaps for A.I. Integration in the RaiL Sector)4, which provided
a first overview on available AI techniques, as well as application areas and
work done in the Railway domain, and the TAURO project (Technologies for
Autonomous Rail Operation)5. We aim to complement this research by focusing
on the specific challenges for formal methods, from a methodological point of
view and by means of specific case studies.

Finally, to complete the picture, we mention a few recent projects which
address the usage of formal methods in various Railway areas and whose results
should be beneficial for the proposed challenges. ASTRail (SAtellite-based Sig-
naling and Automation SysTems on Railways along with Formal Method and
Moving Block Validation)6 studied how to enhance the ERTMS with satellite-
based GNSS train positioning, moving block distancing, and automatic train
driving by exploiting cutting-edge technologies from the automotive and avion-
ics domains as well as suitably assessed formal methods. 4SECURail (FOR-
mal Methods and CSIRT (Computer Security Incident Response Team) for the

4 https://cordis.europa.eu/project/id/881782.
5 https://cordis.europa.eu/project/id/101014984.
6 http://www.astrail.eu.
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Railway sector)7 provided a demonstrator of state-of-the-art formal methods and
tools with an evaluation of the cost/benefit ratio and learning curves for adopt-
ing the demonstrator in the railway environment. It also developed, tested, and
validated a CSIRT model and prototype co-designed with the relevant rail stake-
holders. Notable new projects on intelligent systems are IN2SMART28, which
is concerned with smart maintenance of Railway assets, SMART29, which aims
at an integrated automated system for obstacle and track intrusion detection,
and PERFORMINGRAIL (PERformance-based Formal modelling and Optimal
tRaffic Management for movING-block RAILway signalling)10.

2 Certified Verification of Railway Designs

Railway signaling systems are complex and safety-critical, imposing high safety
standards and strict certification requirements [51]. The need for extensive test-
ing, verification, and certification imposes an unfortunate barrier to the quick
adoption of innovative railway technologies, which are essential to provide inter-
operability between national systems and increase utilisation of the railways.
Therefore, we propose to push automated verification techniques for their certi-
fication. The dynamic nature of moving blocks, communication between trains
and infrastructure, and the need to anticipate malfunctioning hardware, lead to
an explosion of interactions and case distinctions, which can hardly be managed
manually. Consequently, to eliminate manual errors and provide the necessary
scalability, the verification needs to be automated. Moreover, the verification pro-
cess needs to interact with the overall railway engineering process, in particular
certification by regulatory bodies. To cater for the needs of stakeholders in this
process (e.g., non-verification engineers, regulators, auditors), verification needs
to be trustworthy and explainable [59,105].

In the following, we will discuss the state-of-the-art and open challenges
of verification technology regarding railway systems, and on the three axis of
automation, trustworthiness, and explainability. We will also address the chal-
lenge of which standards to use for certifying train control (sub-)systems, specif-
ically when they are based on AI technology.

2.1 Automated Verification

Automated verification of railway signalling poses a scientific challenge for sev-
eral reasons, given next.

Complexity: As discussed above, the modern railway systems lead to highly
complex designs (of software, hardware, systems). Here, based on our exper-
tise, we focus primarily on the area of model checking for the automated veri-
fication of such designs. Model checking is a purely automatic method, which

7 https://www.4securail.eu/.
8 https://cordis.europa.eu/project/id/881574.
9 https://cordis.europa.eu/project/id/881784.

10 https://cordis.europa.eu/project/id/101015416.

https://www.4securail.eu/
https://cordis.europa.eu/project/id/881574
https://cordis.europa.eu/project/id/881784
https://cordis.europa.eu/project/id/101015416
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decides if a given specification (model) satisfies a given requirement (prop-
erty). Various model-checking algorithms, ranging from exhaustive (proba-
bilistic) model checking [9] to statistical model checking [3], have been pro-
posed. Model checking is based on discrete enumeration [37], while statistical
model checking involves running a sufficient number of (probabilistic) simu-
lations to obtain statistical evidence (with a predefined confidence level).

Parametricity: For an effective deployment of signalling systems, there is a
need to verify standard components that can be combined and instantiated
to particular situations (e.g., track layouts). However, parametric verifica-
tion is in general an undecidable problem [6]. This means that some form
of abstraction and manual intervention is necessary to achieve verification
results of the required generality. Compositional verification techniques [80]
can be employed to combine verified standard components.

Continuous reasoning: Obviously, railway systems need to operate in real-
time! Moreover, innovations like moving blocks require reasoning about con-
tinuous variables, such as braking curves. Stochastic behaviour (like failure
of hardware components) leads to other forms of continuous reasoning. These
continuous extensions remain challenging, and sometimes even cross the bor-
der of computational decidability [65]. Moreover, in case of AI-based systems,
some components might be machine-learned models. These are of an inher-
ently probabilistic nature and can be considered to be black-box components
around which one may need to build a safety shield for runtime enforcement
of guarantees [94].

Model checking is essentially a smart enumeration method of the possible
system behaviour. Typically, the properties are checked on-the-fly, during the
enumeration. The major threat to model checking is the state space explosion,
exhausting not only time resources, but also the memory of the computer. Sta-
tistical model checking scales better, since there is no need to explore the full
state space and the required simulations can trivially be distributed and run in
parallel, but contrary to model checking, exact results (with 100% confidence)
cannot be achieved.

The field of model-checking algorithms has advanced tremendously over the
last 25 years. Many improvements are based on symbolic reasoning algorithms,
like abstraction, symmetry reduction, partial-order reduction, and the use of
BDD, SAT, and SMT solvers. Other improvements deploy high-performance
computing, like clusters of machines, multi-core hardware, or even many-core
GPUs to off-load intensive verification tasks [73]. While model checking is a very
active field of research with many open challenges we refrain from addressing
them here. Instead, we consider issues more specific to the railway domain in
the following.

2.2 Trustworthy and Certifiable Verification

Verification can be seen as an instance of trust reduction: when employing verifi-
cation in the engineering process, trust in the safety of the resulting system will
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to a large extent be deduced from trust in the correctness of the model. There-
fore, on the one hand, the model needs to be a suitable representation of the
system and its environment. On the other hand, the results of the verification
process need to be trustworthy. We focus on the latter issue, which poses three
fundamental challenges:

1. Model-checking algorithms and implementations became so advanced and
complicated that it is hard to guarantee that these verification tools them-
selves are free from bugs. Indeed, several cases of bugs in verification tools
(and even verification theory [29,98]) have been reported in the literature.
This is clearly a threat for the certification of safety-critical systems.

2. Model checkers often run in so-called “bug hunting” mode. This means that
they are specialised in finding bugs. To save on computational resources (time,
memory, energy), they use various search heuristics. These heuristics give
up completeness of the search. Hence, not finding any bugs is no guaran-
tee of correctness. In this sense, bug hunting with model checking is similar
to advanced, automated testing, which is also inherently incomplete (as is
statistical model checking).

3. Model checking provides an asymmetric method. In principle, the answer to
a model-checking query is either yes or no (the model either satisfies the
property or violates it). In the “no-case”, the model checker typically returns
a counterexample, which can be inspected, tested on the model or even on
the real system, and used to debug the model or the property. However, in
the “yes-case”, no further evidence is provided11. This is very unfortunate for
certification, not only in light of the previous limitations, but also since no
information for the safety-case is provided, besides the fact that no bug has
been found.

A simple way to ameliorate implementation errors (but not errors in the
theory), would be to compare the outputs of multiple tools. To achieve high-
est levels of trustworthiness, one might proceed by formally verifying the model
checker. This provides a rigorous mathematical proof, checked in an interac-
tive theorem prover [96,102] (like Coq [23] or Isabelle/HOL [87]). This approach
would ensure that the “yes-result” of the model checker is trustworthy. However,
although possible in principle, verification of an advanced model checker would
be a major undertaking. There is some progress in the formal verification of
model-checking algorithms [88,92] and even code [21,26,30,45,104], but so far,
this could only be applied to relatively simple algorithms and basic implemen-
tations. Consequently, the “verified model checkers” cannot match the efficiency
of high-performance model checkers.

We propose certified model checking, which provides a sweet-spot here: In
this approach, one uses high-performance, “unsafe” model checkers, but equips
them with the potential to generate some form of certificates in the “yes-case”.
One builds a separate, independent certifier, which checks the certificates. Since
checking certificates is much simpler than finding certificates, the certifier is a

11 Note that this holds for safety properties, but for others the cases can be inverted.
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relatively simple tool, which can be formally verified. If the formally verified
certifier accepts the certificate generated by the model checker, then we achieve
maximal confidence in the safety of the system-under-study. Hence, in certi-
fied model checking we combine maximal efficiency (high-performance model
checkers) with maximal confidence (formally verified certifiers). The concept of
certified model checking was conceived for the µ-calculus [86]. A proof of con-
cept has been provided for SMT-based model checking [74] (where certificates
are basically invariants) and more recently for liveness checking of finite-state
systems [60] and timed automata [103] (where certificates consist of reachability
invariants and topological ranking functions). In the latter case, the certifier was
fully verified in the theorem prover Isabelle/HOL.

Certified model checking poses multiple challenges. The generated certifi-
cates should contain sufficient information to check the proof independently;
yet be more concise than the full state space, and easier to check than to gen-
erate. Independent certificate checker need to be constructed, possibly based
on an interactive theorem prover. The certificate checker should be simple and
amenable for formal verification. This requires a formalisation of (part of) the
meta-theory of the verification tools.

The certified model-checking method is in its infancy: It is an open question
what certificates for complicated model-checking algorithms, like partial-order
order or symmetry reduction, should look like. It is also unclear how to generate
certificates from parallel implementations of on-the-fly model checkers. The for-
mal verification of the certification theory and the certifiers remains a challenge
for these novel applications.

Moreover, a lack of standardization in modelling formalisms makes it hard
to define general-purpose model checking certificates and to provide checkers for
them. This is also a particular concern regarding the verification of the certificate
checkers, as a large part of the laborious formalisation process would need to be
repeated for each modelling language. Naturally, a lack of standardization is
equally challenging for collaboration with regulatory bodies.

Finally, the certified verification approach needs to be extended to AI-
intensive systems. In particular, classifiers and schedules generated by game-
based AI algorithms should be equipped with certificates, so their essential
properties can be checked independently. Interestingly, several model checking
techniques, originally designed to analyse systems, can be extended to synthesis
tasks. Tools like Uppaal TIGA [19] and Uppaal Stratego [40] can solve real-timed
games. PRISM-games [75] can solve stochastic games. The winning strategies
generated by such algorithms can (in principle) be converted to safe (and opti-
mal) controllers. The synthesis of safe and optimal driving strategies with Upp-
aal Stratego has recently been shown for ERTMS Level 3 moving block railway
signalling [13]. However, certification of synthesis algorithms is still open. In par-
ticular, the generated controllers tend to be large and enumerate possibilities,
rather than conditions on data. Recent work [8] proposed to use decision trees
to represent winning strategies; this could be a useful approach to synthesise
controllers that are not just correct and certifiable but also explainable.
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2.3 Explainable Verification

While certifiable verification can significantly increase reliability of the verifica-
tion process, it is a whole challenge in itself to transform the computed certificate
into an understandable piece of evidence, which can contribute to the safety case
for certification authorities. This explainable verification should be the ultimate
goal of this line of research. Without aspiring to completeness, we identify some
open challenges in explainable verification.

Documentation of Verification. In particular, this should contain the precise
claim of what has been verified by the tools, including the modelling assump-
tions, the assumptions on the environment, and potential approximations and
inaccuracies implied by the selected options in the verification tools.

Interactive Explainability. It could be fruitful to base explainable verification
methods on counterfactual explanation techniques for AI [67]. Counterfactu-
als provide an understanding into AI models by identifying similar inputs with
changes in decisive properties that lead to a different model outcome than the
one under study. For instance, given a particular dangerous scenario, the verifi-
cation tool should be able to generate an argument why this particular scenario
cannot happen. Novel interactive approaches that allow in-depth investigation
of these properties for verification models will be needed. This is important to
increase the trust of domain experts and certification authorities in the verifica-
tion technology.

Practicality. Application-oriented research is required to investigate if certified
model checking can provide useful evidence for the safety-case of railway systems,
so that it significantly speeds-up the (regulatory) certification process for novel
railway technology. This requires a careful consideration of the current standards
used for certification in railways.

2.4 Standardisation

Certification of autonomous train control systems with Grade of Automation
GoA 4 (unattended train operation, neither the driver nor the staff are required)
in open railway environments, is a challenge: while conventional train control
sub-systems can be certified on the basis of today’s CENELEC standards [46–
48], this is not the case for all AI-based sub-systems. The certification of such AI-
based systems will require extensions/modifications of the current CENELEC
standards or additional use of other standards. Therefore, there is a need to
investigate how that can be done. In [90], Peleska et al. have investigated how
the ANSI/UL 4600 pre-standard for Evaluation of Autonomous Products [100]
can be used as a supplement to the CENELEC standards to certify autonomous
freight trains and metro trains based on AI technology.
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3 Formal Modelling and Analysis for the Railway Domain

Historically, the application of formal methods in order to verify railway systems
is well established within academia and although several success stories of formal
development and verification of software for the railway domain have shown the
potential advantages [51], these technologies are still not universally part of the
usual toolboxes of railway signalling companies.

As early as 1995, formal methods were applied to verify interlockings [5,
16,61,63]. Since then, and indeed recently, newer approaches to interlocking
verification have also been proposed, also at ISoLA, and have been shown to
scale well to modern industrial systems [20,22,27,32,36,44,50,52,64,66,68–70,
79,106]. In spite of this, such approaches still lack widespread use within the Rail
industry often due to questions surrounding the usability and expertise required
for applying formal methods [53,54].

Railway infrastructure managers have started to use semi-formal modelling
languages (e.g., UML and SysML) to specify requirements, but they often still
have to delegate formal verification activities to academic partners. The culprit
is that effectively using state-of-the-art formal verification technology requires a
thorough academic background in formal methods. A formal method that can be
used by railway engineers needs to facilitate modelling railway systems concisely
at the right level of abstraction and it should be easily parametrisable with
relevant data (e.g., a track layout). Also, it must allow for a straightforward
specification of relevant safety and security properties, verification algorithms
that scale for systems in the railway context, and provide insightful presentation
of verification results.

In addition, in the next two decades, European railway infrastructure man-
agers need to sustain an enormous growth in mobility by increasing the capacity
of their networks at acceptable costs. Key to the capacity increase will be the
introduction of innovative digital systems such as ERTMS level 3, which involves
a radically new approach to train separation, and various forms of ATO. The
smooth roll-out of such systems on the dense European railway networks is an
enormous challenge. It is, e.g., unacceptable for a railway line to be unavailable
for long periods, and it should be possible for the innovative system to coexist
with the legacy system. Therefore, it is important to thoroughly prepare roll-out
of new systems. Extensive use of formal modelling and analysis techniques in
the development process will reduce the need for testing in the field.

3.1 Domain Specific Technology and Usability

Railway infrastructure managers have started to use (semi-)formal languages
to model their systems. These models are typically very detailed and use con-
crete data. For an effective formal analysis, a domain-specific modelling language
that supports the appropriate level of abstraction is essential. Furthermore, the
modelling language should offer a means to model relevant continuous aspects
of railway systems (e.g., braking curves). Safety and liveness properties must
be formulated at the same level of abstraction. The latter is non-trivial in the
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context of the railway domain since normally railway engineers are not used to
formulating safety requirements at the appropriate level of abstraction. It will
be necessary to develop a property language that is, on the one hand, expressive
enough to express relevant safety requirements, and on the other hand can be
used by railway engineers. Formal verification in the railway sector has focussed
on safety properties. The verification of liveness properties has not received much
attention but is highly relevant in view of dependability of railway systems. For
the verification of liveness properties, one typically needs to incorporate progress
or fairness assumptions in the verification process. Verification technology for the
domain-specific modelling language should be built on top of a state-of-the-art
general-purpose verification engine.

Another concern that is limiting uptake is the need to model in such a way
that requirements can be efficiently verified for all relevant track layouts. With
virtual fixed or moving blocks, data-parameterised verification becomes more
important because track layouts are dynamically configurable. Currently, formal
verification by model checking must often be carried out for specific track layouts.
There is a need to develop formal modelling and verification technology that can
efficiently verify safety and liveness properties of a signalling system for a class
of relevant track layouts. To this end, the modelling language should facilitate
data parametrisation. Not all data are realistic and so any approach will need
to investigate ways of efficiently expressing assumptions on the parametrisation
domain (e.g., using probability distributions). These assumptions must then be
considered in the verification activities. Finally, a core aspect of this verification
process is that it must be usable by railway engineers, a non-trivial endeavour.
For railway-specific modelling and verification technology it is a major concern
that railway engineers without extensive formal methods expertise can use it
to gain insights in their systems. To this end, the modelling language should
be easy to use, and verification results should be visualised (e.g., by running a
graphical simulation of a counterexample). Railway engineers verify their designs
by considering how they behave with respect to various operational scenarios.
Model-checking technology can be used to generate interesting operational sce-
narios as evidence for certain properties. The idea is to formulate meaningful
properties to verify and obtain the operational scenarios as evidence.

3.2 Standardised Reference Architectures

To facilitate interoperability, European railway infrastructure managers and oper-
ators and railway supply industry pursue standardisation of command and control
systems. The best-known example is ERTMS/ETCS, which aims to standardise
train-trackside communication (GSM-R), the train control system (ETCS), and
the train management layer (ERTMS). The standard is formulated mostly in nat-
ural language and is therefore inherently ambiguous, which hampers a smooth
deployment. Another standardisation project is EULYNX12; it aims at standar-
dising the interfaces between the components of signalling systems (interlockings

12 https://eulynx.eu.

https://eulynx.eu
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and field elements such as points, level crossings, light signals, etc.). In EUL-
YNX the official standard is still formulated in natural language, but there is
also an explicit aim to supplement standard with SysML models. The academic
project FormaSig13 develops verification and model-based testing technology by
which these SysML models can be formally verified and used for model-based test-
ing purposes [28]. Similar to EULYNX, railway operators have started OCORA
in which a standardised modular architecture for on-board command and con-
trol equipment is developed. This effort too should be supported with formal
methods.

Although parts of the ETCS standard have been formally modelled and anal-
ysed [10–12,14,20,25,34,35,91], it would be both challenging and highly desir-
able to develop a formal model of ETCS level 3. The ongoing development by
railway infrastructure managers of an RCA (the reference Control Command
and Signalling (CCS) architecture), a common reference architecture for rail-
way command and control systems will be a convenient vehicle. This reference
architecture consists of standardised components (e.g., interlocking and field
elements with EULYNX-compliant interfaces), which will facilitate the deploy-
ment of innovative systems. Here, one particular challenge that is still open is
to integrate ETCS level 3 with RCA by developing an integral model including
all relevant components, in order to analyse the correctness of the interactions
between those components and determine if the safety and security requirements
are met. Of course this also requires a systematic analysis of both safety and
security requirements for ETCS level 3.

3.3 Digital Railway Innovations

A number of upcoming digital railway innovations bring promises in terms of
improved safety, capacity and resilience. With these adaptations to infrastruc-
ture come fresh challenges for formal modelling and verification in particular
throughout the certification process of these systems.

A significant increase in capacity can be realised by going from blocks pro-
tected by train detection equipment to train separation based on more precise
position information from the train. The introduction of such a new train sep-
aration system entails new challenges for the signalling system. For instance, it
needs to be robust against radio connection problems between train and track-
side and take into account inaccuracies in positioning information. But most
importantly, for a significant period of time such a new system needs to coex-
ist together with the old system. To deal with such issues, digital solutions are
developed, and these are an order of magnitude more complex. An example is
the Hybrid ERTMS/ETCS Level 3 concept, which tries to bring the flexibil-
ity of moving block train separation to a signalling system based on traditional
trackside train detection [58]. The application of formal modelling and analysis
techniques have proved to be beneficial for improving the specification of the
concept and for coping with its complexity [7,10,15,31,38,41,57,62,81].

13 https://fsa.win.tue.nl/formasig.

https://fsa.win.tue.nl/formasig
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A further increase in capacity, energy consumption and reliability is expected
to come from ATO. Railway infrastructure managers and operators are currently
experimenting with a form of semi-automatic train operation. The automatic
train operation system merely assists the driver with accelerating and deceler-
ating efficiently, but the driver remains responsible for safe movement of the
train. The next step is to integrate a form of ATO with ERTMS/ETCS. This
integration serves as the perfect example of a complex hybrid system and thus
modelling and verification challenges that exist for hybrid systems apply. In par-
ticular, this integration poses challenges in terms of the discrete and continuous
nature of the system. Concretely, models need to be developed that focus on
the interaction of the ATO system with the safety system, and that consider
modelling the influence of braking curves. Following this, suitable abstractions
that involve reasoning over continuous data need to be explored and verification
processes that scale for such a setting developed.

4 Formal Methods for AI

Formal methods have become a well-established and widely applied technique for
ensuring the correctness of fundamental components of safety-critical systems in
the railway domain, in particular verification techniques based on model checking
(cf. Sect. 2.1). However, while a survey on software engineering for AI-based
systems considered 248 studies published during the past decade, of which more
than two-thirds since 2018 [83], the application of formal methods to AI-based
systems is still in its infancy. A recent paper by Wing [105] lists the following
three key insights:

1. The set of trustworthiness properties for AI systems, in contrast to tradi-
tional computing systems, needs to be extended beyond reliability, security,
privacy, and usability to include properties such as probabilistic accuracy
under uncertainty, fairness, robustness, accountability, and explainability.

2. To help ensure their trustworthiness, AI systems can benefit from the scrutiny
of formal methods.

3. AI systems raise the bar on formal methods for two key reasons: the inherent
probabilistic nature of machine-learned models, and the critical role of data
in training, testing, and deploying a machine-learned model.

We envision to improve this situation by developing verification techniques
that provide explainability or guarantees for AI-based systems in the specific
safety-critical domain of railway systems, because, as Bešinović et al. put it,
“although AI is still in its very infancy for the railway sector, there is cer-
tain evidence showing that its potential should not be underestimated” [24]. To
this aim, we will first need to identify the state of the art of formal meth-
ods techniques developed for and applied to systems with AI-based compo-
nents in the specific setting of transport systems (railways, but also automo-
tive [97,99]) and of safety certification. A key difference with respect to the
traditional formal verification approach, i.e., verifying a correctness property
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specified in some logic over a system model, is the inherent probabilistic nature
of the (machine-learned) model in case of AI-based systems. Based on our pre-
vious experiences, we intend to study how to deal with safety concerns in the
presence of uncertainty, and how probabilistic (and statistical) model-checking
techniques or correctness-by-construction techniques can be adapted to provide
appropriate fail-safe guarantees for AI-based railway systems. Correctness-by-
construction, in particular when considering also non-functional properties (X-
by-construction), in combination with probability and runtime verification is
being studied also at ISoLA [17,18]. The same holds for formal methods for
AI [76].

4.1 Guaranteeing Safety Behaviour

The wide availability of AI technologies and the pace of their evolution makes
it hard for industry, with its consolidated processes, to profit from the poten-
tial benefits offered by these techniques. This is particularly true for the railway
domain, in which the safety culture is strong, thus reinforcing the attachment to
traditional, well-established practices that have proven their relevance even for
the development of software systems that are not safety-critical. While many rail-
way systems are required to fulfil SIL-4 certification requirements, many others,
most notably maintenance systems, could instead make full use of the benefit
of AI and process or data mining techniques. At the same time, explainabil-
ity always must be ensured, to guarantee that the system behaviour can be
explained, also for legal reasons, in case a failure occurs. Additionally, correct-
ness is desirable as it would be difficult for a human to intervene and rectify
mistakes made by such a system. For example, if a train is incorrectly routed
across a junction it may take some time before it can be routed back across the
junction in the correct direction and this would have impact on other trains in
the area.

A concrete example from industry concerns an AI scheduler. Modern railway
control systems are equipped with automatic route setting and traffic manage-
ment but it is not clear how well they perform, specifically in case of a divergence
from operational norms (e.g., if a train breaks down). It is typically the task of
a qualified human to ensure trains run according to schedule, and to intervene
when problems occur. Initial implementations of an AI scheduler could provide
the human with guidance is such cases, assisting the human signaller in an effi-
cient fashion to return the railway to an operational state by rerouting trains
around the problem. When assisted by such an AI component, it is natural
to want solutions that are presented by the AI component to both be explained
and justified, and to not lead to intervention from safety critical components (for
example, by providing solutions that violate the rules of the governing interlock-
ing). For the human in the loop case it is essential for the AI system to be
explainable and produce a justification that can be manually checked prior to
making a decision.
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4.2 Learning Formal Models of Railway Behaviour

Formal behavioural models are the building blocks of automated verification
techniques in the field of formal methods. Such models define how a system
behaves as a result of interacting with its users and its environment. Tradition-
ally, these models (e.g., variants of automata and state machines) are obtained
starting from semi-formal models (e.g., UML and message sequence charts)
developed during the initial development phase. However, it frequently occurs
that such behavioural models are either unavailable or outdated and thus need
to be reconstructed from implementations in order to enable formal analysis.
In such cases, model learning is an automated technique that can produce such
models. This is a popular research field and much progress has been made since
Vaandrager noted that “even though model learning has been applied success-
fully in several domains, the field is still in its infancy” [101]. Recent examples
include [4,39]. However, to the best of our knowledge, specific success stories in
the railway domain are missing.

We envision the usage of data or process mining techniques to build digital
twins of railway systems that can provide predictive (runtime) behaviour and
ultimately enable real-time predictive monitoring and maintenance (cf. Sect. 4.3).
Engineering digital twins is being studied also at ISoLA [55,56,82], including
some initial, recent attempts in the railway domain [77]. This requires the use
of a variety of techniques from formal methods, in particular probabilistic (and
statistical) model checking to deal with the inherent probabilistic nature of the
(machine-learned) model, game theory (for instance for controller synthesis), and
automata or model learning, but also specific techniques from data or process
mining [1]. Railway system models are characterised by the need to deal with
real-time aspects and a degree of uncertainty. We will thus have to study how to
perform data or process mining on the provided observation data, like execution
traces (i.e., logs) of a railway system, and how to use this to learn a digital twin
of the railway system. This digital twin is meant to be a formal model that can
handle real-time and probabilistic or stochastic behaviour (e.g., conform to the
timed stochastic models accepted by the Uppaal model checker).

4.3 AI for Monitoring and Maintenance

Current railway monitoring and maintenance systems are mostly rule-based and
typically do not include AI-based components, which can be particularly useful,
e.g., to predict possible failures and to plan specific maintenance actions [33,85].
AI systems, combined with existing rules provided by experts, can enable predic-
tive maintenance, by identifying patterns of faults based on systems logs. Model
learning for maintenance implies learning of the system model, and learning of
a system’s fault model, so that future faults can be predicted based on current
system behaviour. The system’s digital twin can also be used to forecast and sim-
ulate future long-term scenarios, thus helping to plan for maintenance actions
in advance, i.e., before faults occur. Refactoring current rule-based maintenance
systems with AI-based components poses numerous challenges. The effective
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exploitation of AI and process or data mining techniques requires the domain
experts to annotate field data, such that the machine can learn from experts.
Similarly, experts are needed to assess the correct behaviour and interpretation
of possible failures of the AI-based maintenance system. Explainability of these
systems becomes crucial, as well as correct communication of the behaviour’s
explanation to experts and other railway stakeholders. In the envisioned mainte-
nance process, the behaviour of the onboard system can easily be reconstructed
and visualised, and maintenance and improvement actions can be taken in a
more flexible and effective way.

4.4 AI for Optimisation in Scheduling and Design

Whilst so far we addressed principal problems that need to be solved when using
AI techniques, we now want to look at several specific applications in the railway
domain. The first two applications concern problems for which currently no gen-
eral optimal solutions exist, but where one can hope with the use of AI to achieve
better solutions, i.e., solutions which are more efficient in terms of energy/time
or which require less track-side equipment. For the solutions in this section it
is, of course, essential that they are still safe and fulfil all safety requirements.
Therefore it is anticipated that the solutions produced are not only very good,
but that they also come with a guarantee or explanation. Overall, optimisations
like, saving energy or requiring less track-side equipment contribute to the aim
of reducing carbon. Also capacity improvements support the green deal (indi-
rectly), as efficient and safe provision leads to a higher customer satisfaction and
a higher uptake of railway use.

Our first application refers to scheduling which has frequently been consid-
ered as an optimisation problem in the past [42,71,72,84,89]. An AI Scheduler
(cf. Sect. 4.1) could help to support and improve the decision making of a human
signaller and optimising the flow of trains through the railway network.

A second standard application concerns the optimisation of railway design
and layout. Railways are designed by engineers who create scheme plans with
the topology of the railway and the layout of the equipment along the tracks.
Published solutions for the automatic generation of signalling design seem not to
consider optimisation at all. Desired would be an AI solution for the placement
of the equipment that still fulfils all required constraints, such as number of
balises in a given area, or a requested distance between balise groups, etc. Model
checking/SMT solving can then be used to check the constraints and highlight
counterexamples in a efficient way (where the visualisation of counterexamples in
a domain specific area constitutes an interesting problem on its own.) Various AI
techniques as well as Game theory and Explainable AI (XAI) can be used for the
optimisation according to a given measure such as energy/material consumption.

5 Conclusion and Further Work

In this article, we discussed several challenges for Formal Methods in Railway
linked to the areas of (1) Verification and Certification, (2) Modelling of ETCS
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related systems, and, (3) the use of AI in the railway domain. Their common
aim is a robust development of complex railway technology that is reliable and
efficient at the same time. Our specific focus in (1) and (3) was that any (new)
techniques need to come with explanations/ guarantees in order to be accepted
by the Railway engineers and the general public. Specifically, regarding the ques-
tion of using AI techniques in Railway, further research is needed about which
AI techniques we can apply and how to create explanations and guarantees. This
is relatively straightforward in the case of applying, for instance, SMT-solving.
Here, SMT-solving would provide counterexamples, and the gap to be closed
concentrates on making these counterexamples (1) readable in the Railway con-
text and (2) independently verifiable. Conversely, at the other end of the spec-
trum, if we want to apply machine-learning techniques for, e.g., classification,
the situation is completely different: Explainable AI (XAI), with LIME [95] and
SHAP [78] as prominent techniques, has become established for providing expla-
nations, however recent work has demonstrated that different XAI techniques do
not necessarily coincide on their results [43]. Problems like these prompt research
towards a theory of faithful explanations [93] and the idea of Verifiable XAI [49].
More effort and case studies will be needed to develop these techniques and make
them usable in the Railway context.
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Abstract. The prospected advent of advanced train control systems,
such as moving block and virtual coupling, raises the issue of the effects
that uncertainty on critical parameters (such as position or speed) can
have on dependability. Several approaches to the evaluation of such
effects have been proposed, typically based on a state-based formal mod-
elling of the system behaviour. We present a survey of such proposals.

Keywords: Train control systems · Dependability assessment ·
Uncertainty

1 Introduction

This century has seen several innovation proposals for railway transport, most of
which ask for a significant advancement of train control systems. The increasing
need to boost the volume of passenger and freight rail transport, while decreasing
the cost, require running more trains on the existing tracks, asking for notable
improvements of the operation principles of nowadays railways.

Buzzwords such as Moving Block, Virtual Coupling, Autonomous Trains, are
frequently used in the visions of the railways of the future, although still quite
far from the everyday life in the, rather conservative, railway domain.

The main reason for the conservativeness of the domain can be found in the
safety concerns. Indeed, the advanced train control systems needed to realize the
new functionalities, pose important challenges regarding safety guarantees.

One main paradigm shift that these new technologies require is to abandon
the “absolute safety” that has often ruled the railway operation, in favour of a
“probabilistic safety”, that is anyway already foreseen in the safety guidelines
issued for the development of signalling systems.

As reported in [15] one common problem of the proposed advanced train
control systems is to guarantee safety in presence of some form of uncertainty
on vital parameters, such as train positioning, train speed and acceleration, etc.

On the other hand, even though the same level of safety can be eventually guar-
anteed with respect to traditional systems, the actual adoption of the prospected
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systems will be possible only if they can fully exhibit their dependability, expressed
in terms of availability and performability, that is, in terms of service regularity
and capacity.

An emerging trend of the latest decades is to address the evaluation of
dependability by means of model-based quantitative evaluation of the depend-
ability attributes that are of interest.

The aim of this paper is actually to survey the research efforts that are avail-
able in the literature that employ formal modelling to evaluate safety and/or
some dependability attributes, such as availability and performability, under
some form of (quantifiable) uncertainty over vital information produced by sen-
sors or by the system itself.

The paper is organized as follows: in Sect. 2 the context and vision for future
train systems is introduced, in Sect. 3 we give a short introduction to the for-
malisms adopted in the literature, in Sect. 4 a survey of the most recent literature
contribution is provided and Sect. 5 closes the paper illustrating final consider-
ations and future research challenges.

2 Context

2.1 Future Railway Systems

The increasingly wide deployment of ERTMS-ETCS systems witnesses the possi-
ble achievement of high safety standards by means of advanced ICT technologies.

ERTMS relies on the European Train Control System (ETCS), an Automatic
Train Protection (ATP) system which continuously supervises the train, ensuring
that the maximum safe speed and minimum safe distance are respected. ETCS is
specified at four levels of operation, depending on the role of wayside equipment
and on the way the information is transmitted to/from trains. Only the first two
levels have been actually implemented to date.

The Level 3 of operation (ETCS-L3), currently still in development, improves
upon Level 2 by removing the wayside equipment for detecting the occupancy
of fixed-length tracks (fixed-block). Rather, the ETCS-L3 relies on the moving
block principle, computing at run-time the maximum distance that a train is
allowed to travel based on the knowledge of the position of the rear end of the
foregoing train. In doing so, the headway between trains can be considerably
reduced, improving the line capacity.

Although main line ETCS-L3 has been deployed only in experimental forms,
moving block is currently implemented in automatic metros, as a feature of
CBTC (Communication Based Train Control) [24]. CBTC systems for metro
operations typically include Automatic Train Operation (ATO) systems, that
are responsible for driving, but are still subject to a safety enforcing ATP sys-
tem. ATO systems of this kind are increasingly considered for future main line
implementation [1].

The availability of safe information about the position, speed, acceleration
and deceleration of the preceding train, envisaged in ETCS Level 3 and in CBTC,
has further inspired the idea of an innovative method of train formation, called
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Virtual Coupling [17,40]. The concept is based on the idea of multiple trains
(possibly, individual self propelling units) which run one behind the other with-
out physical contact but at a smaller distance compared to that achievable with
moving block. The strict real-time control of the dynamic parameters of the
following train with respect to those of the preceding one allows the distance
between trains to be minimized, therefore with consequent increased capacity.
Increased flexibility is another goal, for example in the forwarding of different
segments of a train to different destinations through “on-the-fly” composition
and decomposition, without stopping the train. The cross-control between cou-
pled trains has to be negotiated locally, with a train to train communication,
since it requires a precision on the relative distance between the trains that
cannot be supported by ETCS-like systems.

In a parallel with the automotive domain, and inheriting autonomous cars
technology, another direction of innovation is to move more and more intelligence
onboard trains, to let them take autonomous decisions, with little help of ground-
based infrastructure [16]. However, the physics of train motion, that requires
long stretches of free track to attain high speeds, poses several challenges to the
adoption of autonomy in train control.

2.2 Uncertainty

In all the innovation directions sketched above, one key element is the availability
of accurate information on position, speed, acceleration of trains, as well as a
strict control of the timing at which such information is related. However, the
need of accurate measures of position of trains and of their speed introduces
the need of coping with uncertainty over such measures, quantified as an error
interval around the measured quantity of interest.

Uncertainty in positioning is usually managed by allowing for a longer safety
margin, by assuming a maximum uncertainty threshold: in railways, positioning
of a reference (say, the head) of a train is one-dimensional, because it refers
to a point on the line. Uncertainty makes position to stay within an interval,
so safety margins have to be computed accordingly. Speed uncertainty can be
handled similarly: if an error interval is known, integrating it over time gives a
position uncertainty.

One cause of uncertainty of position information is given by the positioning
mechanism itself. In fixed block systems, the position of a preceding train is
given by the block that it currently occupies: it is not known where the train
rear end actually is inside the block, and this is conservatively considered to be
at the end of the block.

In the more sophisticated positioning systems required by moving block,
uncertainty is typically associated to position and speed measurement, which
may be affected by random or systematic errors.

Information on trains position and speed may also be provided by satellite
positioning devices. These are widely used in avionic satellite navigation, and
give, together with a position estimation, a so called protection level. The protec-
tion level is a statistical bound error computed to guarantee that the probability
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of the (unknown) real position error exceeding the protection level is smaller
than or equal to a target value (called integrity risk). In other words, the inter-
val (given by the protection level) around the estimated position does not contain
the real position with probability less than the integrity risk. The target integrity
risk can be computed in relation to the desired THR (Tolerable Hazard Rate),
a measure of the accepted level of risk of collisions or derailments.

Delays in communication and the periodic, rather than continuous, nature of
communications introduce another source of uncertainty: timestamps and time-
out mechanisms are used in ETCS to prevent impact on safety of a missing or
out-of-time MA reception, stopping the train when given uncertainty thresholds
are passed.

Last but not least, we can foresee that autonomous driving of trains will be
based, as their automotive counterpart, on an increasing usage of Artificial Intel-
ligence (AI) techniques (e.g. for artificial vision systems), that pose a significant
challenge to deterministic certification of safety [16]. The widespread adoption in
automotive applications will favour the acceptance of machine learning engines,
or similar techniques, as “proven in use” software, especially considering that
trains move in a much more predictable environment than cars, hence favouring
reliability of machine learning techniques. Anyway, the estimation of the prob-
ability of incorrect classification of an AI engine may constitute another source
of quantified uncertainty.

2.3 Dependability Attributes

As indicated by the Shift2Rail JU [34], the primary objectives of introducing
technological advances in train traffic control are not only related to an increase
in the already very high safety standards of railways, but rather to preserve
such standards while dramatically improving KPIs such as performability (often
intended as adherence to expected timetables), availability of transport service
and transport capacity, all attributes that in computer science terms could be
tagged as liveness properties, that often conflict with safety objectives.

On the other hand, the large number of critical computing components and
the complexity of distributed control algorithms increase the number of cases
in which the failure of one component can bring to a fail-safe halt of a system,
causing the partial or full unavailability of transport service.

This effect is worsened by the number of communication links employed
in these systems: typically, the safety layers of the communication protocols
adopted in these systems exploit the principle of positive control to allow move-
ment of trains: a train cannot move if no explicit consensus or MA has been
received. Any serious transmission error (that is, persistent over a given period
of time) eventually leads to a fail-safe state. A careful evaluation of safety cannot
therefore ignore an adequate analysis of availability attributes, in order to ensure
an appropriate transport capacity, with the related operation cost effectiveness,
through techniques of quantitative evaluation of these attributes [33].
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3 Model-Based Evaluation of Dependability

In the domain of train control systems, if we look to approaches and techniques
that address uncertainty, we are confronted with two main categories, with dif-
ferent final aim:

– “constructive” techniques: coming from control theory, typically consider
uncertainty as a disturbance input to the control algorithm, and aim at main-
taining at run time the stability of some critical parameter within a certain
range. The range is determined a priori as a safe one for train control. An
example of critical parameter is distance between the leader and the follower
trains in a virtual coupling scheme. Techniques like Model Predictive Control
are adopted to keep this distance within a predetermined range also in pres-
ence of limited disturbances due to the uncertainties of read parameters, e.g.
inaccuracy of the position [44] or lost train-2-train messages [39]. The lower
bound of the stability distance range is determined in this case by safety
consideration, while the upper bound is determined so to guarantee the least
capacity gain that is promised by the introduction of virtual coupling. This
research stream has been pursued in several other research efforts, especially
regarding virtual coupling: a complete account is not however in the scope of
this paper.

– “deductive” techniques: quantitative analysis techniques have the aim to pre-
dict, off-line, specific dependability attributes (such as safety, availability,
performability) in presence of uncertainty on critical information. Typically a
dependability attribute is defined as the probability P (t) of the system being
in a certain state at time t; thresholds or upper/lower bounds to such predic-
tion classify the system as safe or available, or are used to plan maintenance
actions, depending on the attribute of interest.
Quantitative analysis techniques allow to evaluate the P (t) dependability
attribute as a function of the uncertainty quantification by means of a state-
based model of the behaviour of the system.
Consider for example a train control system that should fulfill a safety require-
ment expressed by requiring that a collision between two controlled trains
occurs less than once in 109 operation hours. Suppose that the train con-
trol system critically depends on the correct localization of one of the trains:
knowing the uncertainty range of the computed position, a deductive quan-
titative evaluation allows for computing the probability of a collision due to
wrong localization, as a function of such uncertainty. The resulting probabil-
ity should be lower of the above threshold, in order to guarantee safety also
in case of localization uncertainty.

However, the probabilistic estimation of dependability needs often to take
into account the distributed structure and status of the system, and the occur-
rence of relevant events such as reception of messages or component failures. A
state-based model can describe at best these dependencies. Attaching probabil-
ities to events and states, allows then for a fine modelling of the evolution in
time of dependability attributes as time varying probability distribution.
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Model-based evaluation of dependability is therefore an important enabling
technique to tackle the problems that we have introduced so far: a model of the
behaviour of the system is first defined, and uncertainty is taken into account,
in the form of probability of inaccuracy produced by uncertainty sources. An
evaluation of the model allows in the end to estimate specific dependability
attributes as a function of inaccuracy. Such evaluation can provide constraints
over inaccuracy that keep dependability under control.

In this paper, we survey a selection of recent works that have adopted model-
based quantitative analysis techniques according to the principles enunciated
above in the railway domain, classifying them in terms of techniques used, prob-
lems addressed and kind of uncertainty considered. In the next section we briefly
describe the quantitative analysis frameworks that have been used in the sur-
veyed literature.

3.1 Proposed Modelling Frameworks

In the literature surveyed in Sect. 4 several modelling frameworks have been
adopted, ranging from variants of Petri nets to Stochastic Activity Networks,
from Probabilistic Timed Automata to Fault Trees, and several tools supporting
their quantitative evaluation have been adopted. In the following, we give a short
introduction for each adopted formalisms, mentioning the related support tools.

Petri Nets. A Petri net consists of places, transitions, and arcs [30]. Arcs run
from a place to a transition or vice versa, but not between places nor between
transitions. The places from which an arc runs to a transition are called the
input places of the transition; the places to which arcs run from a transition are
called the output places of the transition.

Graphically, places in a Petri net may contain a finite number of marks called
tokens. Any distribution of tokens over the places will represent a configuration
of the net called a marking. A transition of a Petri net may fire if it is enabled,
i.e. there are sufficient tokens in all of its input places; when the transition fires,
it consumes the required input tokens, and creates tokens in its output places.
A firing is atomic, i.e. a single non-interruptible step.

Since firing is nondeterministic, and multiple tokens may be present anywhere
in the net (even in the same place), Petri nets are well suited for modeling the
concurrent behavior of distributed systems.

Stochastic Petri Nets. Stochastic Petri nets are an extension of Petri nets,
where the transitions fire after a probabilistic delay determined by a random
variable [6].

The analysis of SPN is based upon Markov theory; with respect to other
popular fameworks exploiting Markov Theory, such as queueing networks, SPN
have the ability to describe system behaviors like blocking, forking and synchro-
nisation between distributed entities.
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The π-Tool1 was developed with the aim to establish a computer-supported,
clear Petri net modeling of real systems with the implementation of a complete
RAMS analysis. The tool provides a streamlined interface for creating com-
prehensive system models based on Petri nets. It allows a visualized simulation
(token game), an analysis of the model and the identification of deadlocks, which
are included in the model. All common stochastic distributions can be assigned
to the transitions. With the help of simulation and the determination of the
switching rates of the individual transitions, all values of the RAMS aspects
can read off easily. For this π-tool uses various analysis methods, state-based or
stochastic ones, to consider the system sufficiently reliable.

Another tool that supports analysis of Stochastic Petri Nets, as well as
Coloured Petri Nets, is TimeNET, [45,46] which exploits different solution algo-
rithms that can be used depending on the net class.

Stochastic Timed Petri Nets. The need for including timing variables in the
models of various types of dynamic systems is apparent since these systems are
real time in nature. When a Petri net contains a time variable, it becomes a
Timed Petri Net [42].

The firing rules are defined differently depending on the way the Petri net
is labeled with time variables. Stochastic timed Petri nets (STPN) are Petri
nets in which stochastic firing times are associated with transitions. An STPN is
essentially a high-level model that generates a stochastic process. STPN-based
performance evaluation basically comprises modeling the given system by an
STPN and automatically generating the stochastic process that governs the sys-
tem behavior. This stochastic process is then analyzed using known techniques.
STPN’s are a graphical model and offer great convenience to a modeler in arriv-
ing at a credible, high-level model of a system.

The analysis of STPN is supported by the ORIS Tool [8,29], which efficiently
implements the method of stochastic state classes, including regenerative tran-
sient, regenerative steady-state, and non-deterministic analyses.

Stochastic Colored Petri Nets. In a standard Petri net, tokens are indistin-
guishable. Because of this, Petri nets have the distinct disadvantage of producing
very large and unstructured specifications for the systems being modeled. To
tackle this issue, high-level Petri nets were developed to allow compact system
representation. Colored Petri nets [25] and Predicate/Transition (Pr/T) nets [20]
are among the most popular high-level Petri nets. A Colored Petri Net (CPN)
has each token attached with a color, indicating the identity of the token. More-
over, each place and each transition has attached a set of colors. A transition can
fire with respect to each of its colors. By firing a transition, tokens are removed
from the input places and added to the output places in the same way as that
in original Petri nets, except that a functional dependency is specified between
the color of the transition firing and the colors of the involved tokens. The color

1 https://www.iqst.de/en-pitool/.

https://www.iqst.de/en-pitool/
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attached to a token may be changed by a transition firing and it often represents
a complex data-value. CPNs lead to compact net models by using of the concept
of colors. CPN Tools [26] support analysis of CPNs, by simulation and state
space exploration.

Stochastic Colored Petri Nets (SCPN) [19] combine the strength of GSPN
(Generalised Stochastic Petri Nets) with a high-level programming language,
making SCPN very powerful in modelling large, complex and dynamic systems
in a compact way. Generalized Stochastic Petri Nets (GSPN) are an extension
of Petri Nets incorporating two types of transitions: immediate transitions and
timed transition. Immediate transitions correspond to transitions in classic Petri
Nets and fire immediately if enabled. Timed transitions, by contrast, fire after
an exponentially distributed time t − exp(λ).

Immediate transitions have priority over timed transitions. In case multiple
immediate transitions are enabled, firing order is according to a specific firing
policy.

Stochastic Activity Networks. Stochastic Activity Networks (SANs) are a
convenient, graphical, high-level language for describing systems behavior. SANs
are a stochastic generalization of Petri nets, defined for the modeling and analysis
of distributed real-time systems. A SAN is composed of places, activities, input
gates, and output gates. Places and activities have the same interpretation as
places and transitions in Petri nets. Input gates control the enabling conditions
of an activity and define the change of marking when an activity starts. Output
gates define the change of marking upon completion of the activity. Activities can
be of two types: instantaneous or timed. Instantaneous activities complete once
the enabling conditions are satisfied. Timed activities take an amount of time
to complete, following a temporal stochastic distribution function which can be,
e.g., exponential or deterministic. Cases are associated to activities, and are used
to represent probabilistic uncertainty about the action taken upon completion
of the activity. Primitives of the SAN models are defined using C++ code.

The mostly used stochastic analysis tool for SANs are Möbius [11] that can
be traced back much further, to its predecessors UltraSAN [12,31] and MetaSAN
[32]. Möbius [11] offers a distributed discrete-event simulator, and, for Markovian
models, explicit state-space generators and numerical solution algorithms.

Timed Automata and Statistical Model Checking. Timed automata are
finite-state automata enhanced with real-time modelling through clock variables;
their stochastic extension replaces non-determinism with probabilistic choice and
time delays with probability distributions (uniform for bounded time and expo-
nential for unbounded time). These automata may communicate via (broad-
cast) channels and shared variables. The resulting stochastic hybrid automata
(SHA) form the input models of the statistical model checker UPPAAL SMC
[13] on which it is possible to check (quantitative) properties over simulation
runs. Statistical Model Checking (SMC) concerns running a sufficient number of
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(probabilistically distributed) simulations of a system model to obtain statisti-
cal evidence (with a predefined level of statistical confidence) of the quantitative
properties to be checked. UPPAAL SMC is an extension of UPPAAL [21], a
toolbox for the verification of real-time systems modelled by (extended) timed
automata. The properties must be expressed in Weighted Metric Temporal Logic
(WMTL) [9]. Statistical Model Checking may be traced back to hypothesis test-
ing in the context of probabilistic bisimulation. Tools that support SMC are
more recent: the first version of UPPAAL SMC was released in 2014.

Dynamic Fault Trees. Fault Tree Analysis (FTA) is one of the well-established
and widely used methods for safety and reliability engineering of systems. Fault
trees (FTs), in their classical static form, are directed acyclic graphs (DAG) with
nodes defining a boolean relation (AND, OR, etc.) over the successor nodes.
Nodes without successors are called basic (failure) events. Occurrences of basic
events are governed by probability distributions. Similarly, a node fails if the
failure condition over the children holds. The probability of failure of the top-
level event can be computed by properly combining those of the basic events.
FTs are however inadequate for modelling dynamic interactions between com-
ponents and are unable to include temporal and statistical dependencies in the
model. Dynamic Fault Trees (DFT) were introduced to enhance the modelling
power of its static counterpart [10]. In DFT, the expressiveness of fault tree has
been improved by introducing new dynamic gates. While the introduction of the
dynamic gates helps to overcome many limitations of FTs and allows to analyse
a wide-range of complex systems, it adds some overhead, e.g. the straightforward
combinatorial approaches used for qualitative and quantitative analysis are no
longer applicable to DFTs.

Several tools have been developed to model and analyse DFT [2], among
which here we mention STORM [27], which performs probabilistic model check-
ing by generating from the DFT a continuous-time Markov chain (CTMC) which
captures its behavior of the DFT. The CTMC is analyzed with respect to relia-
bility metrics.

4 Survey of Railway Case Studies

In the following survey of applications of model-based dependability techniques
in the railway domain we start by the innovations that can be considered not
far from deployment, by shifting gradually to the more visionary ones.

4.1 Performability Evaluation of the ERTMS/ETCS - Level 3

The pioneer paper [45] is considered the first to develop Stochastic Petri net
models of communication behaviour of the ERTMS/ETCS L3 moving block
system. Stochastic Petri nets are used to model and evaluate in a hierarchical
way the failure and recovery behavior of the train-to-RBC communication link,
and to model the exchange of location information and movement authority
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between train and RBC. The models evaluation, obtained through customized
SPN resolution algorithms, supported by the TimeNET Tool [45,46] shows the
significant influence of reliability of the underlying communication system on
efficient train operation.

In [7], the authors develop the results of [45] by presenting a communication
model with multiple concurrent non-exponential timers, computing an upper
bound on the first-passage probability that a train is stopped due to a com-
munication failure. The authors combine analytic evaluation of failures due to
burst noise and connection losses with numerical solution of a non-Markovian
model representing also failures due to handovers between radio stations. The
analysis, supported by the ORIS tool, show that the periodic trains transit at
handovers makes the behavior of the overall communication system recurrent
over the period of message exchanges and the periodic arrivals at cell borders.

4.2 Safety Evaluation of Moving Block Systems by Statistical
Model Checking

In [3] the full moving block specification for ETCS-L3 is formally described by
Probabilistic Timed Automata. UPPAAL SMC is used to verify safety properties
in presence of communication delays, and to verify whether the performability
gain (1 min minimum headway) promised by moving block can be obtained in
such setting.

Statistical Model checking is also used in [28] inside a more complex frame-
work aimed at hazard and risk prediction in Communication Based Train Control
based on train-to-train communication, also based on deep recurrent neural net-
works. An ad hoc algorithm based on SMC is used for estimating the probability
of wrong Movement Authority calculation.

Finally, in [23], authors carry out an analysis of a Zone Controller (ZC)
handover scenario, a typical operation function in Communication Based Train
Control (CBTC) system. However, due to the nondeterministic communication
between the onboard equipment and the ZC, the behavior of delay and timeout
determines the complexity of probability evaluation. The authors propose a novel
method based on Statistical Model Checking (SMC), which introduces a sequen-
tial operator to evaluate the probabilities of all scenarios in a CBTC system. In
a CBTC system, different scenarios have different behaviors and probabilities.
Therefore, in the ZC handover process, the trigger handover, crossing the demar-
cation point and logout switching scenarios are modeled by Network Priced
Timed Automata (NPTA); the whole probability of successful ZC handover is
evaluated as 0.99985, a high value that guarantees that the safety requirements
of the CBTC system are satisfied.

4.3 Train-to-Train Communication Modeling

Due to high installation and maintenance costs of wayside equipment, moving
more and more intelligence on board is considered as a promising direction, and
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this requires to develop adequate train-to-train communication means. Start-
ing from his PhD Thesis [36], Haifeng Song has addressed, with colleagues in
Braunschweig, modeling and analysis dependability attributes of innovative sys-
tems of this kind [37,38]. In particular, an enhanced movement authority system
is proposed, which combines advantages of the train-centric communication with
current movement authority mechanisms. To obtain the necessary train distance
interval data, the onboard equipment and a new train-to-train distance mea-
surement system (TTDMS) are applied as normal and backup strategies, respec-
tively. To assist the system development, Colored Petri nets are used to formalize
and evaluate the system structure and its behavior. The system performance is
assessed in detection range and accuracy by means of both mathematical simula-
tion and practical measurements validation. In [39] availability and performance
of a direct train-to-train communication system is studied, considering different
parameters that can affect the performance of the communication system, such
as bit error and transmission rates. The system availability and performance are
evaluated by means of Stochastic Petri nets.

Train-to-train communication is also studied in [41] in the context of Virtual
Coupling, as reported later in the section on this topic.

4.4 Modelling Uncertainty in Satellite Localisation

Satellite positioning has been recently considered as an enabling technique for
moving block, since it potentially allows a train to know its position and speed
at any time. A characteristic of this technology is that the position information
given by a GNSS receiver comes already associated with an uncertainty measure,
that shows the probability with which the real position is in an envelope centered
on the computed position. Providing safety evidence for a system based on this
technology necessarily requires hence to adopt quantitative safety evaluation.

In [22] the authors present a model-based approach, adapted for the evalua-
tion of GNSS-based localisation systems in railway. Models are defined using
probabilistic timed automata, to achieve a modular representation of trains
dynamics in the context of GNSS-based localization. In particular, the repre-
sentation of the position related errors, the mechanisms of balises detection and
the dynamics of the trains movements are addressed. The safety and performance
properties to be checked are formulated by means of temporal logics. The eval-
uation phase by UPPAAL-SMC yields both qualitative and quantitative results
and allows for assessing the impact of various parameters and functional choices
on both safety and performance.

4.5 Safety and Availability of Virtual Balises: The SISTER Project

Traditional solutions for tramway interlocking systems are based on physical
sensors (balises) distributed along the infrastructure which detect passing of the
trams and trigger different actions, like the communications with the ground
infrastructure and the interlocking system. This approach is not easily scalable
and maintainable, and it is costly. One of the aims of the SISTER project was
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the study of a possible substitution of track circuits by virtual track circuits
supported by satellite positioning. The key idea is to trigger actions when the
local position computed on board a tram corresponds to a virtual tag. However,
the estimated position, even in absence of faults, is affected by errors, compared
to the real one. Therefore, it is important to understand the impact of these new
solutions on the traffic that can be supported by the tramway network.

In [5], the authors investigate this issue with the definition of a model of the
envisaged solution, and its analysis using UPPAAL Statistical Model Checker.
The analysis emphasises how the virtualisation of legacy track circuits and on-
board satellite positioning equipment may give rise to new hazards, not present
in the traditional system.

In [35] the same issue is faced with a stochastic modeling approach aiming to
identify the parts of the tramway network that are more critical and sensible to
the variation of the traffic conditions and to the setting of the key architectural
parameters. The presented model is built using Stochastic Activity Networks
and sensitivity analyses are run on the accuracy of the positioning, on the differ-
ent SISTER parameters, and considering possible outages temporarily blocking
the journey of a tram. This analysis allows to properly set and fine-tune the
key architectural parameters, to understand the impact of the accuracy on the
positioning, to understand the impact of the outages.

4.6 Virtual Coupling: Performability Evaluation

Virtual Coupling has raised the interest of several research groups active in
model-based quantitative analysis.

In [14] the authors provide a proof of concept of Virtual coupling by introduc-
ing a specific operating mode within the ERTMS/ETCS standard specification,
and by defining a coupling control algorithm accounting for time-varying delays
affecting the communication links. To support the proof of concept with quanti-
tative results in a case-study simulation scenario, the authors provide a numerical
analysis exploiting a methodology used to study platooning in the automotive
field.

[18] aims at providing an approach to investigate the potential of Virtual
Coupling in railways by composing Stochastic Activity Networks model tem-
plates. to provide an approach to perform quantitative evaluation of capacity
increase in reference to Virtual Coupling scenarios. The approach can be used
to estimate system capacity over a modelled track portion, accounting for the
scheduled service as well as possible failures. Due to its modularity, the app-
roach can be extended towards the inclusion of safety model components. The
contribution of this paper is a preliminary result of the PERFORMINGRAIL
(PERformance-based Formal modelling and Optimal tRaffic Management for
movING-block RAILway signalling) project funded by the European Shift2Rail
Joint Undertaking.

The paper [41] presents a model-based approach for the evaluation of the
communication system under virtual coupling operation. Namely, Stochastic
Colored Petri Net (SCPN) models are developed to depict the exchanges of
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the various information needed under virtual coupling operation. The analysis
scope is limited to function Supervising Train Separation Distance. Dependabil-
ity evaluation is then performed by means of simulation; the impact of vari-
ous communication parameters is examined while taking into account different
operational scenarios. The obtained results allow the identification of the most
impacting aspects on dependability analysis and provide valuable inputs to sup-
port the technological choices in terms of communication to implement virtual
coupling.

In [44], the authors analyse the virtual coupling operation mode under train
control system based on train-to-train communication, and compare it with a
traditional train operation mode. A typical scenario of train virtual coupling
is described by SysML, and the key properties of the function, such as bound-
edness and reachability, are validated by modeling with Colored Petri nets. In
this paper, formal modeling and verification of typical scenarios in the train
virtual coupling mode are carried out to ensure that the system meets safety,
functionality and performance requirements.

4.7 Reliability and Maintenance Plans

Reliability engineering of railway infrastructure aims at understanding failure
processes and improving the efficiency and effectiveness of investments and main-
tenance planning, so that a high quality of service is achieved. In particular,
quantitative methods to analyze the service reliability associated with specific
system designs are emerging as a promising research activity.

In [43] formal fault-tree modeling is proposed for providing a quantitative
assessment of the railway infrastructure’s service reliability in the design phase.
While, individually, most subsystems required for route-setting and train con-
trol are well understood, the system reliability to globally provide its designated
service capacity is less studied. To this end, a framework based on dynamic
fault trees is proposed to analyze the possibilities of routing trains on paths pro-
vided by the interlocking system. The work focuses on the dependency of train
paths on track-based assets such as switches and crossings, which are partic-
ularly prone to failures. By using probabilistic model checking to analyze and
verify the reliability of feasible route sets for scheduled train lines, performance
metrics for reliability analysis of the system as a whole as well as criticality anal-
ysis of individual (sub-)components become available. The fault trees obtained
in the analysis of major stations contain up to 6 million states and are among the
largest described in the literature. By allowing to pinpoint critical infrastructure
components, the approach is suited to provide assistance in asset management
to improve the effectiveness and efficiency of infrastructure investments, main-
tenance and monitoring systems.
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4.8 Summary

Table 1 summarizes the findings in the cited literature. The Goal column shows
the evaluation goal, where Av stands for Availability, R for Reliability, S for
Safety, C for Capacity, P for some specific kind of Performability.

Table 1. Summary of the reviewed literature

Ref. Y. APPLICATION FORM. TOOL UNCERTAINTY Goal

[45] 2005 Comm. in ETCS L3 SPN, GSPN TimeNET Handover loss, packet loss R

[7] 2017 ERTMS/ETCS-L3 STPN ORIS Burst noise, comm. losses P

[3] 2022 ETMS/ETCS L3 PTA UPPAAL SMC Communication delays S,P

[28] 2020 T2T comm. in CBTC own tool SMC Wrong MA computation S

[23] 2020 Zone controller SMC UPPAAL SMC Communication delays S

[37] 2017 T2T Dist. Meas. Sys. CPN CPNTools Connection failures S

[39] 2019 T2T communication SPN Pi-Tool communication latency Av,P

[22] 2021 satellite positioning PTA UPPAAL SMC Positioning error S, P

[5] 2021 sat. posit., tram PTA UPPAAL SMC Positioning error S

[35] 2021 sat. posit., tram SAN Moebius Positioning error Av

[14] 2020 Virtual Coupling PN Simulation Communication delays P

[18] 2021 Virtual Coupling SAN Moebius Communication delays C

[41] 2021 T2T communication SCPN TimeNET Communication delays Av

[44] 2020 Virtual Coupling CPN CPNTools Communication delays Av

[43] 2022 Infrastruct. Mainten. DFT STORM Switch failures R

Looking at the table, we can note a certain prevalence of Petri net based mod-
els and tools: the used tools are typically of academic origin, and although they
may differ in the offered features and the evaluation algorithms employed, they
are actually competing in the “market” of model-based dependability analysis.

We refer to [4] for a comparison of the modelling and analysis capabilities of
two formalisms from the two classes and their associated support based tools,
namely UPPAAL SMC and Moebius.

The existence of diverse, competing tools may serve the purpose of defining
multiple modelling processes able to compare results obtained with different tools
and formalisms, strengthening the results in case of concordance, and helping
to detect modelling errors or biases otherwise. Due to the need of guarantee-
ing specific dependability targets in the domain of advanced railway signalling,
multiple modelling can be an important element in the process.

5 Conclusions

The surveyed literature, far from being complete, is nevertheless representative
of the main research activities in this area, and shows already that quantita-
tive modeling of dependability of future train control systems is spreading more
and more in the recent years in academic research, and is a promising enabling
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technique in support of the development of innovative and more performing
train control systems. Support tools are still at a low Technical Readyness Level
(TRL), although a few of them, such as UPPAAL and Moebius have a quite
large adoption base. Industrial application of these techniques and tools is still
limited, but will be in our opinion necessary for the successful adoption of the
prospected future train control systems.
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Abstract. In this paper, we review software-based technologies already
known to be, or expected to become essential for autonomous train
control systems with grade of automation GoA 4 (unattended train
operation) in existing open railway environments. It is discussed which
types of technology can be developed and certified already today on the
basis of existing railway standards. Other essential technologies, how-
ever, require modifications or extensions of existing standards, in order
to provide a certification basis for introducing these technologies into
non-experimental “real-world” rail operation. Regarding these, we check
the novel pre-standard ANSI/UL 4600 with respect to suitability as a
certification basis for safety-critical autonomous train control functions
based on methods from artificial intelligence. As a thought experiment,
we propose a novel autonomous train controller design and perform an
evaluation according to ANSI/UL 4600. This results in the insight that
autonomous freight trains and metro trains using this design could be
evaluated and certified on the basis of ANSI/UL 4600.

Keywords: Autonomous train control · Standards · Certification ·
Verification · Validation

1 Introduction

Motivation. Recently, the investigation of autonomous trains has received
increasing attention, following the achievements of research and development
for autonomous vehicles in the automotive domain. The business cases for
autonomous train control are very attractive, in particular for autonomous
rolling stock and metro trains [23].

However, several essential characteristics of autonomous transportation sys-
tems are not addressed in the standards serving today as the certification basis
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for train control systems. (1) For modules using machine learning, the safety of
the intended functionality no longer just depends on correctness of a specification
and its software implementation, but also on the completeness and unbiasedness
of the training data used [12] (Flammini et al. [8] call this “the opaque nature
of underlying techniques and algorithms”). (2) Agent behaviour based on belief
databases and plans cannot be fully specified at type certification time, since
the behaviour can change in a significant way later on, due to machine learning
effects, updates of the belief database, and changes of plans during runtime [3].
(3) Laws, rules applying to the transportation domain, as well as ethical rules,
that were delegated to the responsible humans (e.g. train engine drivers) in
conventional transportation systems, are now under the responsibility of the
autonomous system controllers. Therefore, the correct implementation of the
applicable rule bases needs to be validated [7].

In this light, we analyse the pre-standard ANSI/UL 4600 [24] that addresses
the safety assurance of autonomous systems at the system level. Together with
several sub-ordinate layers of complementary standards, it has been approved by
the US-American Department of Transportation for application to autonomous
road vehicles.1 While examples and checklists contained in this document focus
on the automotive domain, the authors of the standard state that it should
be applicable to any autonomous system, potentially with a preceding system-
specific revision of the checklists therein [24, Sect. 1.2.1]. To the best of our
knowledge, the ANSI/UL 4600 pre-standard is the first “fairly complete” docu-
ment addressing system-level safety of autonomous vehicles, and its applicability
to the railway domain has not yet been investigated.

Observe that driverless metro trains, people movers and similar rail trans-
portation systems with Grade of Automation GoA 4 (Unattended train oper-
ation, neither the driver nor the staff are required) [8] have been operable for
years2, but in segregated environments [8]. In these environments, the track sec-
tions are protected from unauthorised access, and ubiquitous comprehensive
automation technology is available, such as line transmission or radio communi-
cation for signalling, precise positioning information, as well as platform screen
doors supporting safe boarding and deboarding of passengers between trains and
platforms.

In contrast to this, we investigate the certifiability of autonomous train con-
trol systems with GoA 4 in open railway environments, where unauthorised
access to track sections, absence of platform screen doors, and less advanced
technology (e.g. visual signalling) have to be taken into account. This sce-
nario is of high economic interest, and first prototype solutions have recently
become available [19], but none of them has yet achieved GoA 4 with full type
certification.

1 https://www.youtube.com/watch?app=desktop&v=xCIjxiVO48Q&feature=youtu.
be.

2 The driverless Paris metro METEOR, for example, is operative since 1998 [2]. A
list of automated train systems is available under https://en.wikipedia.org/wiki/
List of automated train systems.

https://www.youtube.com/watch?app=desktop&v=xCIjxiVO48Q&feature=youtu.be
https://www.youtube.com/watch?app=desktop&v=xCIjxiVO48Q&feature=youtu.be
https://en.wikipedia.org/wiki/List_of_automated_train_systems
https://en.wikipedia.org/wiki/List_of_automated_train_systems
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Flammini et al. [8] emphasise the distinction between automatic and
autonomous systems. The latter should be “. . . capable of taking autonomous
decisions, learning from experience, and adapting to changes in the environ-
ment”. The train protection systems considered in this paper exhibit a “moder-
ate” degree of autonomy, as described below in Sect. 4: they react, for example,
to the occurrence of obstacles and degradation of position information by slowing
down the train’s speed and decide to go back to normal velocity as soon as obsta-
cles have been removed or precise positioning information is available. These
reactions, however, are based on pre-defined deterministic behavioural models
and do not depend on AI functionality or on-the-fly learning effects. Some data
providers for the train protection system, as, for example, the obstacle detection
module, use AI-based technology, such as image classification based on neu-
ral networks. We think that this moderation with respect to truly autonomous
behaviour is essential for enabling certifiability for train operation in the current
European railway infrastructure.

Main Contributions. We propose a novel design for an autonomous train con-
trol system architecture covering the functions automatic train protection (ATP)
and automatic train operation (ATO). This architecture is suitable for GoA 4 in
an open environment. This operational environment is assumed to be heteroge-
neous, with diverse track-side equipment, as can be expected in Europe today.
Furthermore, we assume the availability of controlled allocation and assignment
of movement authorities, as is performed by today’s interlocking systems (IXL,
potentially supported by radio block centres (RBC)). Apart from the communi-
cation between train and RBC/IXL, no further “vehicle-to-infrastructure” com-
munication channels are assumed. Moreover, the design does not require “vehicle-
to-vehicle” communication, since this is not considered as standard in European
railways today. As a further design restriction, we advocate the strict separation
between conventional control subsystems, and novel, AI-based subsystems that
are needed to enable autonomy. It turns out that the latter are only needed in
the perception part of the so-called autonomy pipeline

sensing → perception → planning → prediction → control → actuation,

which is considered as the standard paradigm for building autonomous sys-
tems today [13]. Fail-safe perception results are achieved by means of a
sensor→perceptor design with redundant, stochastically independent channels.

This deliberately conservative architecture serves as the setting for a thought
experiment analysing whether such a GoA 4 system could (and should) be certi-
fied. The conventional subsystems can be certified on the basis of today’s CEN-
ELEC standards [4–6]. For the AI-based portion of the design, however, the
CENELEC standards cannot be applied. Instead, we use the ANSI/UL 4600
pre-standard [24] and investigate, whether this part can be certified according
to this standard with a convincing safety case.

We demonstrate that this architecture for autonomous train control will be
certifiable for freight trains and metro trains. In contrast to this, we deem the
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trustworthy safety assurance of autonomous high-speed passenger trains with
GoA 4 to be infeasible today – regardless of the underlying ATP/ATO design.
This assessment is justified by the fact that existing obstacle detection functions
can only be executed to operate with sufficient reliability for trains with speed
up to 120 km/h.

Related Work and Distinction from Other Approaches. The terminology
in this paper is in line with terms and definitions introduced by Flammini et al.
[8], where a wide range of existing and potential future technologies are discussed
and classified.

It is important to point out that visions of autonomous train control far
beyond the “fairly moderate” concepts considered in this paper exist. Trente-
saux et al. [23] point out the attractiveness of business cases based on trains
autonomously negotiating their way across a railway network in an open, uncon-
trolled (i.e. not fully secured) environment. To this end, they suggest a train
control architecture whose behaviour is based on plans that are continuously
adapted to increase safety and efficiency. A typical software implementation
paradigm for this type of behaviour would be belief-desire-intention (BDI)
agents [3]. Unsurprisingly, the authors come to the conclusion that the safety
assurance and certification of such systems will be quite difficult. Indeed, we will
point out below that exactly this type of train control is the one with the least
prospects of becoming certifiable in the future.

Flammini et al. [8] discuss the certifiability issues of a variety of ATP/ATO
concepts, including the “more futuristic” ones, in a more systematic manner.
For all variants, the authors advocate a strict separation between automated
ATP and ATO, because the former is safety critical and requires certification
according to the highest safety integrity level SIL-4, while the latter could be
certified according to a lower SIL, since ATP will ensure that the train will
remain safe, even in presence of ATO malfunctions. This distinction between
ATP and ATO has influenced the design decisions presented in Sect. 4.

It is interesting to note that the advantages of vehicle-to-vehicle commu-
nication deemed to be promising for future train control variants for various
purposes [8,23] has already been investigated during 1990s, with the objective
to abolish centralised interlocking systems [10]. For the architectural train con-
trol concept presented here, however, it is crucial that the safety of allocated
train routes is performed by “conventional” IXLs/RBCs, so that these tasks are
not contained in the trains’ autonomy pipelines.

The paper presented here is inspired by the work of Koopman et al. discussing
certification issues of road vehicles [14–16]. It will become clear in the remainder
of this paper, however, that their results cannot be “translated in one-to-one
fashion” for the railway domain.

The material presented here is complemented by a technical report containing
behavioural specification models for some of the ATP/ATO aspects discussed in
this paper [11, Appendix A].
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Overview. In Sect. 2, the standards and pre-standards of interest in the context
of this paper are briefly reviewed. In Sect. 3, we describe existing technology that
is needed to realise autonomous train control systems. Up to now, most of these
technologies have been used in proof-of-concept projects, so that conformance
to standards and certification was not yet an issue. In Sect. 4, we present a new
reference architecture for autonomous train control systems that we advocate,
due to having fair chances of becoming certifiable in the near future. In Sect. 5,
we perform an evaluation of certifiability according to ANSI/UL 4600 for the
reference architecture introduced before. Lastly, Sect. 6 contains some concluding
remarks.

2 Standardisation and Certification

In the railway domain, safety-critical track-side and on-board systems in Europe
must be designed, verified and validated according to the CENELEC standards
EN50126, EN50128, and EN50129, in order to pass type certification. None of
these documents provides guidance for V&V of AI-based sub-functions involv-
ing machine learning, classification techniques, or agent-based autonomous plan-
ning and plan execution. Since, as outlined in Sect. 3, autonomous train control
depends on such AI-based techniques, this automatically prevents the certifica-
tion of autonomous train control systems on the basis of these standards alone.

To the best of our knowledge, the ANSI/UL 4600 pre-standard for the evalu-
ation of autonomous products [24] is the first document that is sufficiently com-
prehensive to serve (in modified and extended form) as a certification basis for
operational safety aspects of autonomous products in the automotive, railway,
and aviation domains. The standard is structured into 17 sections and 4 annexes.
Section 5 addresses the elaboration of safety cases and supporting arguments in
general, and Sect. 6 covers general risk assessment. For the context of the paper
presented here, Sect. 7 and Sect. 8 of the ANSI/UL 4600 standard are the most
relevant parts.

The focus of Sect. 7 is on interaction between humans, animals and other
systems and the autonomous system under evaluation (denoted as the item in the
standard). While this section needs extensive cover for autonomous road vehicles
in urban environments, its application is more restricted for the railway domain:
here, the pre-planned interaction between humans and autonomous trains takes
place in train stations on platforms, during boarding and deboarding. The safety
of these situations is handled by the passenger transfer supervision subsystem
discussed below. On the track, humans are expected on railway construction
sites and level crossings, otherwise their occurrence is illegal. For both legal and
illegal occurrences, the on-track interaction between humans and the train is
handled by the obstacle detection subsystem described in Sect. 4.

Section 8 of the standard explicitly addresses the autonomy functions of a
system, as well as auxiliary functions supporting autonomy. It explains how the
impact of autonomy-related system functions on safety should be addressed by
means of hazard analyses. For the non-negligible risks induced by these functions,
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it has to be explained how mitigating functions have been incorporated into the
system design. The operational design domain with its different situations and
changing environmental conditions needs to be specified, and it has to be shown
how the hazards induced by each situation paired with environmental conditions
are controlled by the safety mechanisms of the target system. To present hazards
caused by autonomy functions, associated design decisions, and mitigations in
a well-structured manner, the section is structured according to the autonomy
pipeline introduced in Sect. 1.

The other sections of ANSI/UL 4600 cover the underlying software and sys-
tems engineering process and life cycle aspects, dependability, data, networking,
V&V, testing, tool qualification, safety performance indicators, and assessment
of conformance to the standard. These aspects are beyond the scope of this
paper.

3 Technology

A number of technologies are required to implement autonomous train control
on existing railway networks. The non-modification of existing infrastructure, in
particular track-side signalling equipment, is sought in order to facilitate their
deployment at lower cost.

We agree with the recommendations of the Federal Railroad Administration
of the U.S. Department of Transportation [28] who envision a sensor platform
combining several different technologies to identify objects of interest (OOI)
(obstacles, landmarks enabling the improvement of position calculation, train
stations, . . . ) and conditions of interest (COI) (“track is free of obstacles up to
location . . . ”, “the train location has distance n meters to its end of movement
authority”, . . . ). The perception of the immediate train environment is manda-
tory to ensure a correct navigation regarding signalling equipment, but also to
avoid catastrophic collisions with obstacles (trains, objects, animals) by perceiv-
ing the scene up to its braking distance. The use of different types of sensing
techniques and technologies (radar, laser, LiDAR, camera time-of-flight, camera
IR) is necessary to obtain a functional capacity for a wide variety of environ-
mental situations. By using different wavelengths or physical principles (or com-
bination of), it is possible to avoid receiving incorrect information (from radar
secondary lobe) or becoming completely blind under certain situations. Indeed,
weather conditions (precipitation, snow, humidity, high light levels, mist, dust
etc.) have a direct impact on the quality and accuracy of the perceived infor-
mation, which can strongly alter the representation of the observed scene. For
example, an occlusion (spot on an optic) could hide an obstacle; a low sun on
the horizon in the axis of the rails could prevent the detection of a light due to
sensor saturation.
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Fig. 1. Reference architecture of autonomous train to be considered for certification.

4 A Reference Architecture for Autonomous Train
Controllers

Architecture – Functional Decomposition. In the subsequent paragraphs,
we will investigate an autonomous on-board train controller, whose functional
decomposition is shown in Fig. 1. The grey boxes are functions required for
autonomous trains only. They cannot be certified on the basis of the CENELEC
standards alone, because they rely on AI-based functionality.

The white boxes represent components already present in modern conven-
tional on-board units supporting partially automated train control according to
GoA 23, as suggested by the UNISIG recommendations for ETCS [25]. This
structuring into conventional modules is re-used for the autonomous train archi-
tecture introduced here. Even existing GoA 2 module implementations could be
re-used, but the kernel module has to be significantly extended, as described
below. All “white-box modules” in Fig. 1 – even the kernel in its extended form
– can be certified on the basis of the CENELEC standards, because no AI-based
functionality is deployed on these modules.

In the detailed description below, it will turn out that the kernel in Fig. 1
realises the ATP functionality and the other solid-line boxes provide safety-
relevant data to the kernel. Therefore, they need to be certified according to the
highest safety integrity level SIL-4. The ATO handler, however, could be certified

3 Semi-automatic train operation. ATO and ATP systems automatically manage train
operations and protection while supervised by the driver [8].
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according to lower integrity levels, because the automatic train operation is
always supervised and restricted by the ATP functions. The same applies to
juridical recording, since this has no impact on the train’s dynamic behaviour.
With this approach, the strict segregation between ATP and ATO advocated by
Flammini et al. [8] has been realised.

Conventionally Certifiable On-Board Modules. The central module is the
kernel which executes the essential ATP operations in various operational modes
described below. All decisions about interventions of the normal train opera-
tion are taken in the kernel. Based on the status information provided by the
other subsystems, the kernel controls the transitions between operational modes
(Fig. 2 below). Interventions are executed by the kernel through access to the
train interface unit, for activating or releasing the service brakes or emergency
brakes. The decisions about interventions are taken by the kernel based on the
information provided by peripheral modules: (1) The odometry module and balise
transmission module provide information for extracting trustworthy values for
the actual train positions. As known from modern high-speed trains, additional
positioning subsystems provide satellite positioning information in combination
with radar sensor information to improve the precision and the reliability of the
estimated train location. (2) The radio communication module provides infor-
mation about movement authority and admissible speed profiles, as sent to the
train from interlocking systems via radio block centres. In the train-to-trackside
transmission direction, the train communicates its actual position to radio block
centre/interlocking system. (3) The line transmission module provides signal sta-
tus information provided by trackside equipment for the train. (4) The juridical
recording module stores safety-relevant kernel decisions and associated data.

Note that, depending on the availability of track-side equipment, not all the
data providers listed above will be available. In the non-autonomous case, the
missing information is compensated by the train engine driver who, for example,
visually interprets signals if trackside line transmission equipment is unavailable.
For the autonomous case, additional support modules as described below are
required.

Operational Modes. The operational design domain and its associated hazard
analyses regarding operational safety (this is further discussed in Sect. 5) induce
different operational modes for the train protection component realised by the
kernel, providing suitable hazard mitigations. These modes and the transitions
between them are depicted in Fig. 2.

In the autonomous normal operation (ANO) mode, the train is fully func-
tional and controlled with full autonomy within the range of its current position
and the end of movement authority (MA) obtained from the interlocking system
(IXL) via radio block controller (RBC). The ANO-(sub-)controller supervises
the observation of movement authorities, ceiling speed and braking to target
(e.g. the next train station or a level crossing). Its design and implementation
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Fig. 2. Operational modes for train protection in autonomous trains.

is “conventional” in the sense that the complete functional behaviour is pre-
determined by formal models (e.g. state machines) available at type certification
time. Indeed, the design of the ANO-controller can be based on that already
used for (non-autonomous) ETCS trains today. The only difference is that the
interface to the train engine driver is no longer used. Instead, acceleration and
braking commands to be executed within the safety limits supervised by the
ANO-controller are provided by the ATO-handler described below.

In autonomous degraded operation (ADO) mode, the train is still protected
autonomously by the ADO-controller and operated by the ATO module, but with
degraded performance (e.g., with lower speed). Mode ADO is entered from ANO,
for example, if the available position information is not sufficiently precise, so
that the train needs to be slowed down until trustworthy position information is
available again (e.g. because the train passed a balise with precise location data).
Also, the occurrence of an unexpected obstacle (e.g. animals on the track) leads
to a transition to the ADO mode. It is possible to transit back from degraded
mode to autonomous normal operation, if the sensor platform signals sufficiently
precise location information (e.g. provided by a balise that has been passed)
and absence of obstacles. Again, the ADO-controller can be modelled, validated
and certified conventionally according to EN 50128 [4]. The difference to non-
autonomous operation consists in the fact that the transition from ANO to ADO
is triggered by events provided by the sensor and perceptor platform, since no
train engine driver is available.

In case of a loss of vital autonomous sub-functions (see description of these
functions below), the train enters one of the non-autonomous control (NAC)
modes. In NAC-R, the train can still be remotely controlled by a human from
some centralised facility. The operational safety of remotely controlled trains has
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been discussed by Tonk et al. [22]. If no remote control facility is available, the
train enters mode NAC-M and has to be manually controlled by a train engine
driver boarding the train.

Modules Supporting Autonomous Trains Operation. The obstacle detec-
tion module (OD) has the task to identify objects on the track, like persons,
fallen trees, or cars illegally occupying a level crossing. Note that the absence of
other trains on the track is already guaranteed by the IXL, so OD can focus on
unexpected objects alone. OD uses a variety of sensors (cameras, LiDAR, radar,
infrared etc.) [28] to determine whether obstacles are on the track ahead. In case
an obstacle is detected, it would be required to estimate its distance from the
train in order to decide (in the kernel) whether an activation of emergency brakes
is required or if the service brakes suffice. A further essential functional feature is
the distinction between obstacles on the train’s track and obstacles of approach-
ing trains on neighbouring tracks, where no braking intervention is necessary.
Camera-based obstacle detection can be performed by conventional computer
vision algorithms or by means of image classification techniques based on neural
networks and machine learning [18,29]. None of the available technologies are suf-
ficiently precise and reliable to be used alone for obstacle detection [28]. Instead,
a redundant sensor combination based on several technologies is required, as
described below. In any case, experimental evidence is only available for train
speeds up to 120 km/h [18]; this induces our restriction to autonomous freight
trains and metro trains. From the perspective of the autonomy pipeline described
in Sect. 1, the obstacle detection module performs sensing and perception. It
provides the “obstacle present in distance d” information to the kernel which
operates on a state space aggregating all situational awareness data.

The refined positioning module (RP) provides additional train location infor-
mation, with the objective to compensate for the train engine driver’s awareness
of the current location that is no longer available in the autonomous case. A
typical use case for refined positioning information is the train’s entry into a
station, where it has to stop exactly at a halt sign. To achieve the positioning
precision required for such situations, signposts and other landmarks with known
map positions have to be evaluated. This requires image classification, typically
based on trained neural networks [20]. Again, conventional image recognition
based on templates for signs and landmarks to expect can be used [17] to allow
for fusion of conventional and AI-based sub-sensors. The train signal classifi-
cation module (TSC) is needed on tracks without line transmission facilities.
Signals and other signs need to be recognised and classified. Summarising, the
OD, RP, and TSC modules represent perception functions helping the kernel
to update its situational awareness status. All three modules can be realised
by means of sensor combination techniques involving both conventional image
recognition methods and trained neural networks. These observations become
important in the sample evaluation performed in Sect. 5.
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The passenger transfer supervision module (PTS) is needed to ensure safe
boarding and deboarding of passengers. It applies to the fully autonomous case
of passenger trains being operated without any personnel and in absence of screen
doors on the platform. This module requires sophisticated image classification
techniques, for example, to distinguish between moving adults, children, and
other moving objects (e.g. baggage carts on the platform). Again, PTS is a
sensing and perception function providing the kernel with the “passengers still
boarding/deboarding at door . . . ” and “passengers or animals dangerously close
to train” information that shall prevent the train from starting to move and leave
the station. Sensor combination with conventional technology could be provided
by various sorts of light-sensors, in particular, safety light curtains4.

The vehicle health supervision module (VHS) is needed to replace the train
engine drivers’ and the on-board personnel’s awareness of changes in the vehicle
health status. Indications for such a change can be detected by observing acous-
tic, electrical, and temperature values. The conclusion about the actual health
status, however, strongly relies on the experience of the personnel involved. This
knowledge needs to be transferred to the health supervision in the autonomous
case [23]. Since the effect of human experience on the train’s safety is very hard
to assess, it is quite unclear how “sufficient performance” of module VHS should
be specified, and how it should be evaluated. Therefore, we do not consider this
component anymore in the sequel.

The handler for automated train operation (ATO handler) acts within the
restrictions enforced by the ATP functionality. The kernel defines the actual
operational level (ANO, ADO, NAC-R, NAC-M), and the ATO handler realises
automated operation accordingly. In autonomous normal operation mode ANO,
the ATO handler could, for example, optimise energy consumption by using AI-
based strategies for efficient acceleration and braking [19]. After a trip situation
leading to an emergency stop (this is controlled by the kernel, including the
transition into autonomous degraded operation ADO), the ATO handler controls
re-start of the train and negotiates with the IXL/RBC the location and time from
where ANO can be resumed. The train movements involved are again within
the limits of the actual movement authority provided by the IXL/RBC, so the
essential safety assurance is provided by ATP. In the degraded mode NAC-R, the
ATO handler performs the protocol for remotely controlled train operation. If
remote control is unavailable, a switch to NAC-R is performed by the kernel, and
the ATO handler becomes passive, since train operation is switched to manual.

Dual Channel Plus Voting Design Pattern. As a further design decision,
we introduce a two-channel design pattern for the modules OD, TSC, RP, and
PTS, as shown in Fig. 3. The objective of this design is to produce a fail-safe
sensor→perceptor component, such that it can be assumed with high probability
that either the perception results transmitted to the kernel are correct, or the
component will signal ‘failure’ to the kernel. In the ‘failure’ case, the kernel will
transit into one of the degraded modes ADO, NAC-R, NAC-M, depending on
4 https://en.wikipedia.org/wiki/Light curtain.

https://en.wikipedia.org/wiki/Light_curtain
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Voting Function

failure :

data

Channel 1

Channel 2

Sensor frontend 
(conventional 
technology)

Perceptor 2

Sensor frontend 
(conventional 
technology)

Perceptor 1

Fig. 3. Two-channel design pattern used for modules OD, TSC, RP, and PTS.

the seriousness of the fault. A reliable sensor→perceptor subsystem can then
be constructed from three or more fail-safe components using complementary
technologies (e.g. one component is based on radar technology, while the other
uses cameras), so that a deterministic sensor fusion by means of m-out-of-n
voting decisions can be made in the kernel.

Each channel of a fail-safe component has a sensor frontend (camera, radar
etc.) for receiving environment information. The sensor frontends use redundant
hardware, so that they can be assumed to be stochastically independent with
respect to hardware faults. The remaining common cause faults for the sensors
(like sand storms blinding all camera lenses) can be detected with high proba-
bility, because both sensor data degrade nearly simultaneously.

The sensor frontends pass their raw data to the perceptor submodules: each
perceptor processes a sequence of sensor readings to obtain a classification result
such as ‘obstacle detected’ or ‘halt signal detected’. We require perceptors 1 and
2 to use ‘orthogonal’ technology, so that their classification results (e.g. ‘obstacle
present’) are achieved in stochastically independent ways. For example, a pair of
vision-based perceptors could be realised by neural networks with different lay-
ering structure and trained with different data sets. Alternatively, one perceptor
could be based on trained neural networks, while the other uses conventional
image recognition technology [18]. A third option is to combine two orthogo-
nal sensor→perceptor technologies that are a priori independent, such as one
channel based on camera vision, and another on radar.

Note that in this context, stochastic independence does not mean that the
two perceptors are very likely to produce different classification results, but that
they have obtained these results for different reasons. For example, one percep-
tor detects a vehicle standing on the track by recognising its wheels, while the
other detects the same obstacle by recognising an aspect of the vehicle body
(e.g. the radiator grill). This type of independence will allow us to conclude that
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the probability for the perceptors to produce an unanimous misclassification is
the product of the individual misclassification probabilities. We have devised a
method to verify the stochastic independence of perceptors by means of ‘explain-
able AI’ approaches [20] and statistical tests; this, however, is beyond the scope
of this paper (see Sect. 6). Both perceptors pass their result data and possibly
failure information from the sensor frontends to a joint voting function that
compares the results of both channels and relays the voting result or a failure
flag to the kernel.

Design of Voting Functions. For the OD module, the voting function raises
the failure flag if both channels provided contradictory “no obstacle/obstacle
present” information over a longer time period. For unanimous “obstacle
present” information with differing distance estimates, the function “falls to
the safe side” and relays the shorter distance to the kernel. Similar voters can
be designed for RP, TSC, and PTS.

Table 1. Mapping of architectural components to SIL and autonomy pipeline.

Sensing Perception Planning Prediction Control Actuation

SIL-4 OD, TSC,
RP, PTS,
VHS

RC, ODO,
APS, BTM,
LTM

KER KER KER TIU

SIL-4+AI OD, TSC,
RP, PTS,
VHS

Lower
SIL+AI

ATO ATO ATO

Mapping Modules to the Autonomy Pipeline. The architectural com-
ponents discussed above can be mapped to the autonomy pipeline as shown in
Table 1. The abbreviations used have been defined in Fig. 1. The table also shows
the required safety integrity levels. These are derived from the existing CEN-
ELEC standards and their requirements regarding functional safety. The marker
“+AI” in column 1 indicates that AI-based implementations are required for the
respective components. For integrity level SIL-4, which is the main concern of
this paper, AI-based methods are strictly confined to the perception part of
the pipeline. As discussed above, the ATO module can be certified according
to a lower SIL. It could contain both conventional sub-functions and AI-based
functions. In the latter case (not discussed in this paper), the evaluation and
certification would be performed according to ANSI/UL 4600.
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5 A Sample Evaluation According to ANSI/UL 4600

Evaluation Procedure. In this section, Sect. 8 (Autonomy Functions and Sup-
port) of ANSI/UL 4600 is applied to analyse whether a safety case for the
autonomous train control architecture described in Sect. 4 conforming to this
standard could be constructed. The procedure required is as follows [24, 8.1].
(Step 1) Identify all hazards related to autonomy and specify suitable mitiga-
tions. (Step 2) Specify the autonomy-related implications on the operational
design domain. (Step 3) Specify how each part of the autonomy pipeline con-
tributes to the identified hazards and specify the mitigations designed to reduce
the risks involved to an acceptable level.

Absence of train 
engine driver

Hazard chain

H1. Undetected obstacles

H2. Insuf cient position awareness

H4. Undetected visual 
signs and signals

Collision with obstacle

Potential accident

Injuries during (de-)boardingTrain halted in 
wrong position

H3. Train movement 
during (de-)boarding+ absence of train/station personnel

Violation of  
Movement Authority

Collision

Overspeeding

Derailing

H5. Undetected train 
malfunctions Unspeci ed accident

Fig. 4. Hazards caused by absence of train engine driver and personnel.

Step 1. Autonomy Functions, Related Hazards, and Mitigations. The
absence of a train engine driver and other train service personnel induces the
hazard chains shown in Fig. 4, together with the resulting potential accidents.
In this diagram, the hazards from H1 to H5 have been identified as suitable for
mitigation and thereby preventing each of the hazard chains from leading to an
accident. The hazards marked from H1 to H5 are mitigated by the autonomic
function pipelines listed in Table 2 as follows.
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Table 2. Hazard mitigations to enable autonomy.

Id. Hazard Mitigations by pipeline

H1 Undetected obstacles OD → KER → TIU

H2 Insufficient position awareness {ODO,APS,BTM,RP} → KER → TIU

H3 Train movement during
(de-)boarding

PTS → KER → TIU

H4 Undetected visual signs and signals {LTM,TSC} → KER → TIU

H5 Undetected train malfunctions VHS → KER → TIU

H1 (unidentified obstacles) is prevented by the pipeline OD → KER → TIU
covering sensing and perception (OD), planning, prediction, and control (KER),
and actuation via train interface unit TUI. The OD indicates detected obsta-
cles to the kernel. The kernel first performs a hard-coded planning task covering
three alternatives: (a) if the train is still far from the obstacle, it shall be de-
accelerated by means of the service brakes, in the expectation that the obstacle
will disappear in time, and re-acceleration to normal speed can be performed.
(b) If the obstacle is not removed in time, the train shall brake to a stop. (c) if
the obstacle is too close for the service brakes, the train shall be stopped by
means of the emergency brakes. The prediction part of the pipeline is likewise
hard-coded. The kernel calculates the stopping positions depending on current
position, actual speed and selection of the brake type.5 The control part trig-
gers planning variant (a), (b) or (c) according to the prediction results and the
obstacle position estimate and acts on the brakes by means of the train interface
unit TIU. Since obstacle handling requires a deviation from normal behaviour
by braking the train, the planning-prediction-control part is implemented in the
ADO-handler for degraded autonomous operation inside the kernel.

The autonomy function pipelines for mitigating hazards from H2 to H5 oper-
ate in analogy to the pipeline mitigating H1.

These considerations show that the hazards are adequately mitigated, pro-
vided that the associated mitigation pipelines from Table 2 fulfil their intended
functionality in the sense of ISO 21448 [12]. Therefore, each of the pipelines listed
in Table 2 needs to be evaluated according to Sect. 8 (Autonomy Functions and
Support) of the ANSI/UL 4600 standard, as described below.

Step 2. Operational Design Domain and Autonomy-Related Impli-
cations. The operational design domain (ODD) is defined in ANSI/UL 4600
as “The set of environments and situations the item is to operate within.” [24,
4.2.30]. Safety cases conforming to this standard need to refer to the applicable
ODD subdomains, when presenting safety arguments for autonomous system
functions. Originally introduced for autonomous road vehicles [21], systematic

5 This calculation is based on well-known braking models [27].
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approaches to ODD elaboration in the railway domain exist [22]. For a compre-
hensive safety case, it has to be shown that system operation within the limits of
the ODD and its subdomains is safe, and that transitions leaving the ODD are
prevented or at least detected and associated with safe reactions (e.g. transitions
to a safe state).

The attributes of an ODD are structured into three categories: (1) scenery,
(2) environmental conditions, and (3) dynamic elements. In the context of this
paper, one class of scenery attributes describes the railway network characteris-
tics the train might visit or travel through: train stations, maintenance depots,
tunnels, level crossings, “ordinary” track sections between stations. Note that
it is not necessary to differentiate between network characteristics controlled by
the interlocking, such as different kinds of flank protection or the availability
of shunts in a given network location: since the safety of IXLs is demonstrated
separately, and since our investigation is based on current IXL technology that
can be certified by conventional means, these aspects can be abstracted away
for the type of autonomous trains discussed here.

Regarding environmental conditions, weather and illumination conditions
are critical for the sensors and perceptors enabling automated train protection.
Moreover, the availability of supporting infrastructure (e.g. GPS, line transmis-
sion, balises) varies with the train’s location in the railway network, and with
exceptional conditions (e.g. unavailability of GPS).

Dynamic elements to be considered apart from the train itself are just illegally
occurring obstacles, like vehicles or persons on closed level crossings or variants
of obstacles on the track. There is no need to consider other trains, since their
absence is controlled by the IXL.

Observe that large portions of the ODD can be created from existing knowl-
edge compiled before to satisfy the reliability, availability, maintainability, and
safety requirements for non-autonomous trains according to EN 50126 [5]. The
new ODD aspects to be considered for the architecture advocated in this paper
are related to the novel sensor and perceptor platform needed for OD, RP, PTS,
TSC, and VHS.

As discussed next, the ODD induces V&V objectives that need to be ful-
filled in order to guarantee that the train will operate safely under all scenarios,
environmental conditions, and dynamic situations covered by the ODD. Note
that for road vehicles, it is usually necessary to consider states outside the ODD
(e.g. a car transported into uncharted terrain and started there), where safe fall-
back operation has to be verified. For the railway domain as considered here, the
ODD is complete, since the IXL ensures that the train will only receive move-
ment authorities to travel over admissible track sections of the European railway
network.

Step 3. Evaluation of the Autonomy Pipeline. Each of the hazard mitiga-
tion pipelines listed in Table 2 needs to be evaluated according to ANSI/UL 4600,
Sect. 8 to show that they really mitigate their associated hazards from H1 to H5
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with acceptable performance under all conditions covered by the ODD. The
pre-standard suggests to structure the evaluation according to the autonomy
pipeline and address the specific operational safety aspects of every pipeline
element separately.

Sensor Evaluation. Until today, cameras have been used on trains for obstacle
detection and refinement of positioning information only in experiments. Evalu-
ation results already obtained for cameras in autonomous road vehicles cannot
easily be re-used, since the train sensor platform requires cameras detecting
obstacles and landmarks in greater distances than cars. Also, adequate opera-
tion in presence of higher vibrations need to be considered. Experiments have
shown, however, that raw image information of cameras can be provided with
acceptable performance under the lighting and weather conditions specified in
the ODD [18].

ANSI/UL 4600 requires a detailed evaluation of the sensor redundancy man-
agement. As described above, we exploit sensor redundancy to detect the (tem-
porary) failure of the two-channel sensor→perceptor subsystem due to adverse
weather conditions. Moreover, the sensor redundancy contributes to achiev-
ing stochastic independence between the two sensor→perceptor channels. Both
redundancy objectives need to be validated separately at design level and in field
tests. The ANSI/UL 4600 requirement to identify and mitigate risks associated
with sensor performance degradation is fulfilled by the design proposed here in
the following ways: (a) total (2-out-of-2) sensor failures are detected, communi-
cated via voting unit to the kernel and lead to a switch into non-autonomous
mode which is always accompanied by an emergency stop until manual train
operation takes over. (b) 1-out-of-2 sensor failure is tolerated over a limited time
period. If recovery cannot be achieved, a transition into non-autonomous mode
becomes necessary, since the redundancy is needed to ensure the fail-safe prop-
erty of the complete sensor→perceptor component. (c) Performance degradation
in one sensor leads to discrepancies in the two perceptor channels. If the voter
can “fall to the safe side” (e.g. by voting for ‘HALT’ if one TSC channel per-
ceives ‘HALT’ while the other perceives ‘GO’), the autonomous operation can
continue. If no such safe results can be extracted from the differing channel data,
a transition into non-autonomous mode is required.

Further sensor types (e.g. radar and GPS antennae) already exist on today’s
high-speed trains, and the certification credit obtained there can be re-used in
the context of autonomous trains.

Perceptor Evaluation. The first evaluation goal consists in the demonstration
that the perceptor’s functional performance is acceptable. The main task to
achieve this goal is to demonstrate that both the false negative rate and the false
positive rate are acceptable. For the sensor→perceptor sub-pipelines mitigating
hazards from H1 to H5, false negatives have the following meanings.
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Id. Definition of false negative

H1 indication ‘no obstacle’ though an obstacle is present

H2 indication ‘no position error’ though estimate is wrong

H3 indication ‘no (de-)boarding passengers’ though passengers are still
present at doors or close to train

H4 indication ‘no restrictive signal present’ (e.g. HALT, speed restriction)
though such a signal can be observed

H5 indication ‘no malfunction’ though malfunction is present

With these definitions, the false negative rates impair safety, while the false
positive rates only impair availability. With the stochastic independence between
the two perceptor channels and the voter principle to fall to the safe side, the
false negative rates can be controlled.

For each perceptor, an ontology has to be created, capturing the events or
states to be perceived (e.g. “obstacle on my track” or “obstacle on neighbouring
track”). During the validation process, it has to be shown that the sensor data
received is mapped by the perceptor to the correct ontology objects. The ontol-
ogy needs to be sufficiently detailed to cover all relevant aspects of the ODD
(e.g. “obstacle on my track in tunnel” and “obstacle on my track in open track
section”).

A considerable challenge consists in the justification of equivalence classes
used during perceptor evaluation: since the number of different environment con-
ditions and – in the case of obstacle detection – the number of different object
shapes to detect is unbounded. As a consequence, feasible validation test suites
require the specification of finite collections of equivalence classes, such that a
small number of representatives from each class suffices to ensure that every class
member is detected. The equivalence class identification is problematic, because
human perception frequently uses different classes as a trained neural network
would use [20]. We have elaborated a new method for equivalence class iden-
tification, but this is beyond the scope of this paper (see Sect. 6). In any case,
the stochastic independence between channels, achieved through different per-
ception methods applied, reduces the probability that both perceptor channels
will produce the same false negatives, to be accepted by the voter.

For the perceptor channels based on neural networks and machine learning, it
has to be shown that the training and evaluation data sets are sufficiently diverse,
and that the correct classification results have been obtained “for the correct rea-
sons” [20]. In the case of camera sensors and image classifier perceptors, this means
that the image portion leading to a correct mapping into the ontology really rep-
resents the ontology element. Moreover, robustness, in particular, the absence of
brittleness has to be shown for the trained neural network: small variations of
images need to be mapped onto the same (or similar) ontology elements. Brit-
tleness can occur as a result of overfitting during the training phase.

Evaluation of the “conventional” Sub-pipeline. We observe that the planning →
prediction → control → actuation sub-pipeline does not depend on AI-techniques



304 J. Peleska et al.

and is fully specified by formal models at type certification time. Consequently,
no discrepancies between the safety of the specified functionality and that of the
intended functionality are to be expected. Therefore, the evaluation of the kernel
and train interface unit is performed as any conventional automated train pro-
tection system. The ODD helps to identify the relevant system-level tests to be
performed, such as transitions between track sections with different equipment,
or different weather conditions influencing the train’s braking capabilities. These
tests, however, are no different from those needed to establish operational safety
of non-autonomous trains. Moreover, the functional safety model induces tests
covering equipment failures (e.g. failures of the sensor→perceptor sub-pipeline)
and the resulting changes between the operational modes described above.

6 Conclusion

We have presented a new architecture for autonomous train controllers in open
environments with the normal infrastructure to be expected in European rail-
ways today. It has been demonstrated how this could be evaluated and certified
on the basis of the existing CENELEC standards, in combination with the novel
ANSI/UL 4600 pre-standard dedicated to the assurance of autonomous, poten-
tially AI-based, transportation systems. As a main result, it has been shown that
such an evaluation is feasible already today, and, consequently, such systems are
certifiable in the case of freight trains and metro trains, but not in the case of
high speed trains. This restriction is necessary because no reliable solutions for
obstacle detection in high speed trains seem to be available today.

For a “real-world” certification, the qualitative results of this paper need to be
supported by concrete risk figures. This is currently investigated, with the appli-
cation of stochastic model checking on a world model covering the operational
design domain, as well as the trains and their ATP mechanisms discussed here.
Moreover, the automated synthesis of safety supervisors from ATP-submodels
of the world model will be explored with a novel methodological approach by
Gleirscher et al. [9], complementing existing results [1]. For calculating the prob-
abilities of residual perceptor errors and for verifying stochastic independence
between channels, we have developed a new method based on statistical tests,
algorithms for the explanation of image classification results, and the construc-
tion of equivalence classes; the effectiveness of this method will be evaluated.
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Abstract. The emergence of 5G technologies opens up new opportuni-
ties for railway communications. One of the foundational aspects of 5G
architecture is its control-plane programmability, which can be achieved
through Software Defined Networking (SDN). In railway scenarios, this
can be used to dynamically reconfigure the network for a more effective
and efficient management of communication flows produced by moving
trains. The paper presents a framework for integrating modelling and
analysis tools into a programmable control plane specifically tailored to
railway communications. We introduce the concept of domain-awareness
in the network control plane as an SDN-enabled feature that allows
achieving application-specific advantages besides those purely expressed
in terms of key performance indicators such as the quality of service. We
propose a reference architecture in which domain-awareness in the con-
trol plane is obtained by considering information gathered by network
devices and ad-hoc communication gateways that are able to detect rel-
evant signalling events. In the architecture, the actual behaviour of the
SDN controller is governed by applications that are able to react to
specific triggers and re-configure network devices accordingly. We also
provide a methodological framework based on model-driven engineering
and formal methods, including dynamic state machines, for the auto-
matic generation of SDN control plane logic.

Keywords: Railways · ERTMS/ETCS · FRMCS · NG2R · SDN ·
Control plane · QoS · Formal methods · MDE · DSTM

1 Introduction

In many railways, including high-speed lines, in Europe and all over the world,
train-to-ground communication is based on the Global System for Mobile
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Communications for Railways (GSM-R) technology, which was established
between 1995 and 2000 as part of the European Rail Traffic Management System
(ERTMS) standard. After more than twenty years of successful deployment, the
GSM-R technology is showing some limitations and weaknesses. Hence, several
initiatives have been launched over the past decade to prepare the ground for
defining a new standard communication technology for ERTMS.

At the European level, the European Union Agency for Railways (ERA) has
defined a roadmap for the definition and implementation of a new telecommuni-
cation standard for railways [20]. Another actor involved in this transition is the
Future Railway Mobile Communications System (FRMCS) group, established
by the International Union of Railways (UIC), and the Next Generation Radio
for Rail (NG2R) working group of the European Telecommunications Standards
Institute (ETSI). In 2020, UIC released the “FRMCS On-Board Architecture
Functional Requirements Specification (FRS)”. The currently ongoing European
project 5GRAIL1 aims at verifying the first set of FRMCS specifications and
standards by developing and testing prototypes of the FRMCS ecosystem.

Today, it is widely agreed that the GSM-R successor will provide all-IP con-
nectivity to end devices, including on-board units, and will be convergent, i.e.,
able to carry traffic generated by different applications [2]. Besides guaranteeing
adequate Quality of Service (QoS) to train control traffic, which is crucial for
safe and comfortable operation [19], a significant challenge for such a convergent
infrastructure is represented by the ability to provide mobile broadband access
to travellers [18]. Initially, most stakeholders believed that next generation com-
munication systems for railways would be based on LTE-R, which is derived
from fourth generation cellular standard Long Term Evolution (LTE), and its
advanced version LTE-A [12]. With the advent of the fifth generation cellular
architecture (i.e., 5G) for public telecommunication infrastructures, the adop-
tion of 5G as the basis for future generation railways has been considered [9],
in particular, to address the communications demands of travellers and security
applications (e.g., video-surveillance) [21].

In the past few years, public 5G networks have been commercially deployed in
several countries. The majority of them conform to the Non-Stand-Alone (NSA)
3GPP specifications, which basically allow the adoption of 5G New Radio (NR)
base stations as extensions of the 4G EPC core network. This is an interim solu-
tion that is gradually overcome by new deployments conforming to the Stan-
dalone Architecture (SA). Only these new deployments will be able to fully
benefit from the potential of 5G Core, whose design is based on new emerging
networking paradigms, such as “softwarization” and virtualization of network
functions. In particular, 5G Standalone deployments will be able to support
ultra-reliable and low-latency communications (URLLC), a special type of com-
munication that suits the stringent requirements of mission-critical applications.
In the literature, it is widely agreed that a key enabler for URLLC services
is control-plane programmability, which can be achieved through the adoption
of Software Defined Networking (SDN) [1,7,15,22]. SDN allows a centralized

1 https://5grail.eu.

https://5grail.eu
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control of network devices by physically separating control and data plane. In
traditional networking, the control plane functionality is embedded in the device
itself. With SDN, the control plane is located outside of network devices and is
performed by a logically centralized SDN controller, i.e., a software running on
a commodity server.

In general-purpose networking environments, the control plane logic imple-
ments generic communication “intents”, typically expressed in terms of Quality-
of-Service requirements and/or security policies. In our work, we move from
the assumption that the control plane logic governing a railway communication
infrastructure may be finely tuned to take into account the specific requirements
and characteristics of the system. For instance, the train trajectories and timings
may be considered as partially known in advance and this knowledge may be
properly taken into account for resource management during handovers. This
is, in essence, what we refer to as the “domain-aware control plane”. In par-
ticular, in this paper we illustrate a methodological framework that is able to
automatically generate the control plane logic of software defined railway com-
munication networks. The framework integrates formal modelling, analysis tools
and techniques into a programmable control plane specifically tailored to railway
communication infrastructures. We introduce the concept of domain-awareness
in the network control plane as an SDN-enabled feature that allows to achieve
application-specific advantages besides those purely expressed in terms of net-
work KPIs (Key Performance Indicators) such as QoS. To that aim, we propose a
reference architecture in which domain-awareness in the control plane is obtained
by taking into account information not only gathered by network devices but also
coming from ad-hoc communication gateways that are able to detect relevant
signalling events. In the proposed architecture, the actual behaviour of the SDN
controller is governed by applications that are able to react to specific triggers of
the communication and re-configure network devices accordingly. The flexibility
and customizability of the network control plane is particularly suited to accom-
modate the communication requirements arising from new railway paradigms,
such as moving block. Such an evaluation of the SDN potential in the railway
context is in line with the growing interest of academy and industry in developing
innovative solutions for future railway communications [17].

The remainder of this paper is organized as follows. Section 2 introduces
ERTMS and its main constituents. Section 3 presents the reference SDN archi-
tecture integrated in ERTMS. Section 4 describes the approach for the auto-
matic synthesis of control plan logic using model-checking approaches. Section 5
describes how the SDN control logic can be supported by formal models.
Section 6 addresses current implementation of the prototype aimed at provid-
ing a proof-of-concept of the approach. Finally, Sect. 7 summarizes conclusions
and future directions.

2 The European Rail Traffic Management System

The European Rail Traffic Management System (ERTMS) is the first interna-
tional standard for train command-control and train-to-ground communication.
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Initially defined and deployed in Europe to guarantee the interoperability of
the European railway signalling systems, ERTMS has also been applied in many
other countries all over the world. The ERTMS specifications include ETCS, i.e.,
the European Train Control System. ETCS provides two main features: in-cab
signalling, i.e., information and commands for the train driver displayed in the
cabin by a Driver Machine Interface (DMI), and Automatic Train Protection
(ATP), i.e., the ability to activate warning signals and brakes to slow-down stop
the train in case its speed exceeds the allowed speed profile. The ETCS refer-
ence architecture includes several subsystems: On-Board Unit (OBU); line-side,
which is responsible for providing geographical position to the on-board subsys-
tem; track-side, which is in charge of monitoring and controlling the movement
of trains. The most important component of the track-side system is the Radio
Block Centre (RBC). RBC is a computing system, whose aim is to ensure a safe
inter-train distance on the track area under its supervision.

The ETCS control action is performed by an interaction between the RBC
and the Euro Vital Computer (EVC), which is part of the OBU system. Such an
interaction happens through a Communication Session established by means of
the EURORADIO protocol and the GSM-R network. Figure 1 shows the inter-
action between RBC and EVC. RBC is also in charge of sending emergency stop
messages and channel vitality messages that are needed by the EVC to react
to situations when the communication channel is temporarily compromised due
to unavailability, interferences, or other issues causing interruption or corrup-
tion in message stream. The RBC manages train movement using Movement
Authorities (MAs). A train MA is a included in a specific message sent by RBC
to EVC containing a data vector defining the maximum distance and allowed
speed profiles associated to the track section ahead of the train. An MA includes
the End of Authority (EoA), i.e. the stop location that the train is not autho-
rized to pass until a new MA is issued. RBC issues MAs by combining: a) static
information about the railway track layout and track elements, and b) dynamic
information on train positions and track occupancy obtained from the trains and
the interlocking system, respectively. A single RBC is in charge of continuously
and concurrently controlling a number of connections with trains, depending
on the characteristics of the GSM-R network. In large railways, traffic control is
assigned to different cooperating RBCs. Each RBC is associated to an RBC track
area. Hence, it may happen that, during a train’s journey, its control is switched
from one RBC to another; such a procedure is known as “RBC handover”.

3 Software-Defined Communication Networks
for Railways

A generic SDN architecture for future railways is depicted in Fig. 2, where we
identify a Radio Access Network (RAN) and an SDN-enabled Core and Aggrega-
tion Network. Several recent works have proposed the use of the SDN paradigm
in cellular networks, both in the core and in the radio-access parts of the infras-
tructure. A programmable control plane allows, in fact, a more flexible man-
agement of traffic flows and a more efficient handling of user mobility in these
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Fig. 1. Main ETCS components and their interconnections.

networks. The adoption of SDN in the mobile backhaul part of the railway com-
munications infrastructure has been already proposed in the literature [11]. We
consider the adoption of a programmable control plane in a railway network
infrastructure as a valuable architectural innovation that opens-up new oppor-
tunities. We will briefly discuss such potential advantages in the following.

Differentiated End-to-End QoS for Vital and Non-vital Flows. By mon-
itoring network conditions and by taking into account current ETCS signalling
requirements in a given RBC area, a programmable SDN controller may provide
differentiated QoS to the various network traffic flows (e.g., ETCS signalling,
video-surveillance, passenger information, infotainment, etc.).

Flexible Resource Management. Network resources may be dynamically
allocated to applications depending on the current network status. For instance,
infotainment flows may be allocated a reduced bandwidth in congested areas.
Furthermore, SDN may also be used to partition network resources among dif-
ferent tenants (i.e., network slicing).

Reactive Control Policies. Softwarization may be used to implement effective
topology- and application-aware reconfiguration strategies after network failures
(e.g., loss of nodes) and/or anomalous application-level events (e.g., loss of MA).
In case a failure is detected, network may be progressively reconfigured to guar-
antee a fast recovery for vital services.

Proactive Control Policies. Softwarization may also be used to pre-configure
network devices for efficiently managing large number of correlated traffic flows.
For instance, when the railway communication network infrastructure is also
used to provide Internet connectivity to passengers, a proactive management of
handovers may lead to significative improvements of mobility management.
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Fig. 2. SDN-enabled wireless backhaul for railways.

Advanced Network Services. A centralized control plane also enables new
services, both for end-users (e.g., infotainment content caching) and the railway
operator (e.g., traffic logs).

Figure 3 proposes a reference architecture for domain-aware SDN control
applied to railways. Both the SDN Controller and the railway subsystems, i.e.,
on-board and track-side, are connected to the network by means of wired links,
which are represented in the figure by continuous lines. Red lines represent com-
munication flows established between the railway signalling endpoints, i.e., RBC
and EVC. In this paper, we assume a one-to-one association between RBC and
SDN controllers.

The control plane logic is governed by a customized application that inter-
acts with the SDN controller through its northbound API. Such application can
be modeled as a state machine that reacts to different events by instructing the
SDN controller so that it can change the configuration of network switches; this
is represented by dashed lines in Fig. 3. Some examples of relevant events are:
(a) the occurrence of a specific network traffic condition (e.g., a link utilization
exceeds a given threshold), (b) the detection of an emergency message sent by
the RBC, or (c) a hardware failure in a network switch. To capture such events,
a set of probes need to be set by the SDN controller. Some of these events
could be obtained either directly from the SDN network switches, or by deploy-
ing specialized application-aware monitoring devices. This latter solution could
leverage a Communication Gateway in charge of receiving unencrypted vital
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Fig. 3. Reference architecture for domain-aware SDN control in railways.

commands from the RBC, of extracting from them the relevant events, accord-
ing to predefined probing rules, and of sending them to the SDN Controller; this
is represented by the white arrow in Fig. 3.

4 Automatic Synthesis of Control Plane Logic

In order to perform an automatic synthesis of control plane logic in railway
applications, it is necessary to investigate how to implement a network con-
troller of a convergent SDN-based communication infrastructure that is able to
automatically configure network devices by considering specific communication
requirements of different traffic flows. Since signalling is essential for the proper
operation of the entire railway, network control logic must be able to react to
specific signalling events. To that aim, we propose a model-driven methodologi-
cal framework based on three layers that leverages formal methods to automate
network configuration. A global view of the framework is presented in Fig. 4.

In the specification layer, railway and network specialists provide the follow-
ing inputs: (i) a model of network topology; (ii) a finite-state-machine repre-
senting the signalling protocol from which the relevant states of the signalling
system and a related set of events can be deduced, and (iii) technological and
application constraints. These information are used to generate sets of config-
uration rules and a state-machine modeling the behaviour of the SDN control
plane. The configuration layer combines the state machine and the configura-
tion rules to generate an application instructing the SDN controller through a
controller-specific northbound API. The network layer is the physical communi-
cation network, whose control plane consists of the SDN controller and of the
domain-aware application. A single set of configuration rules defines a bidirec-
tional flow path on the network connecting two specific end points, namely RBC
and EVC. To establish a given network path between the two end-points, proper
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Fig. 4. Methodological framework to automate network configuration.

configuration rules need to be injected into each of the switches located along
the path. In the following, we will refer to the switch connected to RBC as the
root node, and the base station that provides wireless connectivity to the EVC
located in the moving train as edge node. The problem of generating the flow
paths between RBC and EVC is a constrained routing problem, where not only
the network graph topology is considered, but also a number or variables and
constraints must be taken into account in order to meet the requirements of a
convergent communication infrastructure. To that aim, events must be identi-
fied that require a re-configuration of the network. We consider three classes of
events that could trigger the activation of a new configuration:

1. Base station handover (i.e., the train moves from a base station to the next
along the track);

2. Network and hardware failures;
3. Application-level relevant events (e.g., an emergency event).

We use model checking to automatically generate the configuration rules [6] and
Dynamic State Machines (DSTM) [3] to model the network controller. DSTM
is a recent extension of hierarchical state machines whose main advantage with
respect to other state-based formalisms is that a DSTM machine can be paramet-
ric and dynamically instantiated. In this application, a DSTM machine models
how the network must be configured to support the communication between
RBC and a single train: a state models a specific network configuration at a spe-
cific time, while a transition models the occurrence of a network re-configuration,
triggered by the events considered above (e.g., train movement, network device
failures, application-level alarms, emergency conditions, etc.). Each instance of
the DSTM model corresponds to a specific train under the supervision of the
RBC. The configuration layer translates the DSTM model into executable code,
which is then executed in the network layer. How this application is coupled to
the SDN controller depends on the adopted SDN technology. The problem of
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Fig. 5. SDN control plane logic using DSTM formal models.

making the controller able to detect and react to the expected events included
into the network controller model may be only partially solved by current SDN
implementations. How to expose the application-level semantics to the network
controller is an open research challenge.

5 SDN Control Logic Supported by Formal Models

A basic control logic for exemplary purposes is depicted in Fig. 5. We consider a
railway communication network consisting of 6 base stations covering the whole
track, 3 switches and 16 links. We suppose that the network carries different
communication flows: the so-called “vital” flow generated by signalling, and non-
vital flows generated by the on-board infotainment services. The root node of
both communication flows is the switch named s0. The DSTM model on top
of Fig. 5 represents the network controller and specifies the control logic. The
model consists of two machines: Main and Train Manager. The Main machine is
in charge of detecting the connection requests from trains entering the RBC area.
When a new train enters the area, a new instance of the Train Manager machine
is created and executed by entering the “box” element of the language, i.e., the
rectangle in the Main machine model. The Train Manager machine, on the top-
right of Fig. 5, is a specific instance of the “box” element and models the control
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logic in terms of management of the communication flows for the specific train.
Each state of such machine is associated to the configuration rules establishing
the bidirectional communication paths for both vital and non-vital flows, in
specific conditions. The states from RBC-BS0 to RBC-BS5 represent nominal
communication conditions, in particular each state RBC-BSi models the specific
network configuration allowing the considered flows between the root and the
edge node BSi, when the train is on the track portion covered by the base station
BSi. For each state RBC-BSi the controller model envisages the occurrence of
possible events, such as device failures, which require the activation of a different
network configuration. Figure 5 shows the part of the DSTM model related to
the handling of a link failure event occurred when the train is connected to BS0.
Furthermore, the detection of an emergency event at ETCS application protocol
level leads to a different configuration supporting vital communication flows (i.e.,
signalling), while offering degraded service to non-vital flows.

6 Current Implementation

We used GraphML [5] to describe the network topology and device features, and
Spin [13] as model checker to generate network configurations. The SDN-enabled
railway network has been implemented by emulation. In the current prototype,
the SDN control plane relies on OpenFlow [16]. The emulated network devices
and end-system (RBC and EVC) are instantiated by means of the Mininet-Wifi
emulator [10]. The SDN controller is Floodlight, a Java-based modular Open-
Flow controller. Floodlight is used to proactively configure switches by receiving
flow specifications from external entities, through a REST API. By executing
a Python script, Mininet-WiFi instantiates the emulated nodes and runs real
network programs in the emulated hosts. By using Mininet-WiFi, it is possible
to reproduce node mobility and evaluate the impact on applications of variable
network conditions (e.g. due to handovers) over time. Emulated end-systems
are virtually connected to access point devices through emulated wireless links.
Currently, Mininet-WiFi is only able to emulate IEEE 802.11-based wireless net-
works and not cellular networks; that was not an issue, since our interest was in
the evaluation of the capability of the fixed part of the network to reconfigure
its forwarding rules to follow train movements.

7 Conclusions and Future Directions

In the context of next generation communication networks applied to intelligent
transportation systems, we discuss in this paper the advantages in applying the
SDN paradigm to future railways. In fact, next generation smart-railways will be
increasingly based on novel communication and networking paradigms, including
the Internet of Things [14] requiring high performance and bandwidth due to
the need for manipulating large amounts of data to support machine learning
applications [4], high reliability and low latency to enable emerging signalling
paradigms such as moving block and virtual coupling [8], as well as flexibility,
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dynamic context-awareness, adaptation, scalability, and support for advanced
multimedia services.

In this paper, we introduced the concept of domain-awareness in the control
plane of new generation communication networks used in railway applications,
in order to achieve specific advantages besides those typically guaranteed by a
plain SDN management (such as flexibility, fault-tolerance, and QoS). To that
aim, we provided a reference architecture in which domain-awareness in the con-
trol plane is obtained by taking into account information gathered by network
devices and by ad-hoc communication gateways that are able to detect relevant
signalling events. In the proposed architecture, the actual behaviour of the SDN
controller is governed by domain-aware applications to react to specific triggers
and re-configure network devices accordingly. We also defined a methodologi-
cal framework based on model-driven principles and formal methods aimed at
automatically generating SDN control plan logic.

Future efforts will be aimed at refining the prototype to design experiments
aimed at matching railway-specific requirements with the new communication
and networking paradigms enabled by SDN technologies and their softwariza-
tion potential. Furthermore, with the stabilization of 3GPP standards for 5G
networks, we also aim at improving the integration of our approach in 5G archi-
tectures, where separation of mission-critical control traffic and passengers’ traf-
fic can be achieved by exploiting the network slicing functionality envisioned by
most recent releases of 5G standards and where the Core Network is organized
around a collection of properly orchestrated Network Functions.
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Abstract. The distribution of safety functions along the tracks requires
the networking of the ECUs (Electronic Control Unit is an embedded
system that controls one or more electrical systems or subsystems) that
support them, to facilitate their operation and maintenance. The latter
enables logs to be sent, commands to be received and sent that will lead
to a state change of one of the connected equipment, and the ECU appli-
cation software to be updated. All these activities are naturally subject
to targeted attacks aimed at reducing the availability of the equipment or
disrupting its operational safety to the point of creating accidents. This
article presents an innovative approach partitioning security and safety on
two different computers. One computer connected to the network ensures
security and is regularly updated according to known threats. The other
computer ensures safety and communicates only through a secure filter.
Each computer embeds technological elements that have been specified,
implemented and proven with 2 different formal methods.

Keywords: Formal methods · Cybersecurity · Safety

1 Introduction

Railway signalling is a safety-critical system whose responsibility is to guaran-
tee a safe and efficient operation of railway networks. The decentralised railway
signalling systems have a potential to increase capacity, availability and reduce
maintenance costs of railway networks. Given the safety-critical nature of rail-
way signalling and the complexity of novel distributed signalling solutions, their
safety should be guaranteed. With the forthcoming progressive distribution of
the signalling functions (sensing, making decision, controlling) based on net-
work connectivity, it is also mandatory to ensure their security as well. The
two worlds, namely safety and security, are quite orthogonal as they require to
resist to “probabilistic failures” on one hand and to specifically crafted attacks
that would timely target the existing vulnerabilities on the other hand. Their
requirements are sometimes contradictory, as safety critical systems are usually
expected to last decades without modification once certified, while secure sys-
tems are supposed to evolve often to take into account uncovered vulnerabilities.
The segregation between security and safety, enabling system updates at a dif-
ferent pace and in a decorrelated manner, has been at the centre of a technical
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 321–333, 2022.
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thinking, leading to a research project where safety and security aspects are
developed on different computers and connected by a single secure link. This
article intends to present the architecture being developed, based on existing,
formally proven building blocks, and draw the picture of its future deployment
modes for distributed computation.

This paper is structured in 7 parts. Section 2 introduces the terminology.
Section 3 presents safety computation and computer. The CLEARSY Safety
Platform, safety related building block, is exposed in Sect. 4. Section 5 presents
the security requirements coming from various environments and standards.
Section 6 sketches the technical architecture before concluding in Sect. 7.

2 Terminology

This section contains specific definitions, concepts, and abbreviations used
throughout this paper.

ASIC refers to Application-specific integrated circuit. It is an integrated
circuit chip which often include entire microprocessors, memory blocks, and other
large building blocks.

CRC refers to Cyclic Redundancy Check. It is a checksum used for error
detection.

Formal methods refers to mathematically rigorous techniques for the spec-
ification, development and verification of software and hardware systems. [8]
identifies a collection of formal methods and tools that have been applied in
railways.

Safety refers to the control of recognised hazards in order to achieve an
acceptable level of risk.

Cybersecurity refers to the protection of digital systems and related net-
works from information disclosure, theft of or damage to their hardware, soft-
ware, or electronic data, as well as from the disruption or misdirection of the
services they provide.

HSM refers to Hardware Security Module. It is a device that safeguards and
manages digital keys, performs encryption and decryption functions for digital
signatures, strong authentication and other cryptographic functions.

OT refers to Operational Technology. It is the hardware and software that
detects or causes a change, through the direct monitoring and/or control of
industrial equipment, assets, processes and events. It is related to industrial
control systems environment.

PKI refers to Public Key Infrastructure. It is a set of roles, policies, hardware,
software and procedures needed to create, manage, distribute, use, store and
revoke digital certificates and manage public-key encryption. It binds public keys
with respective identities of entities. The binding is established through a process
of registration and issuance of certificates at and by a certificate authority.
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Softcore is a digital circuit that can be wholly implemented using logic
synthesis on FPGA (programmable component). It allows to run and assess
digital circuits (processors) without creating a costly ASIC1 and with a slower
execution speed.

TEE refers to Trusted Execution Environment. It is a secure area of a main
processor. It guarantees code and data loaded inside to be protected with respect
to confidentiality and integrity.

TPM refers to Trusted Platform Module. It is a secure cryptoprocessor, a
dedicated microcontroller designed to secure hardware through integrated cryp-
tographic keys, compliant to the TPM international standard.

3 Ensuring Safety

Safety computers control systems for which a catastrophic failure may lead to
people being injured or killed. These computers have to be designed in confor-
mance with domain-related standards. These standards provide guidance and
recommendations, based on industry return of experience and current state-of-
the-art. If they provide recommendations, they do not provide solutions - it is
up to the designer to find a way to comply with the constraints. Following the
standards is the easier way to get the system certified. However it is always
possible not to follow the standards and to provide an original design, but in
this case, the designer has to provide a demonstration that his design is safe,
not only based on simulation, but rather on a reasoning [14]. In many cases, the
certification is carried out by an individual who takes full responsibility in case
of mistake and as such he is not tempted to stray from the standard.

For SIL3 and SIL4 functions, one processor is not enough to reach the
expected safety/reliability - so a second processor is often used in combina-
tion with a voter. In case of diverging execution among the two processors, the
system has to fall back to a safe mode [13] (also called restrictive mode) - usually
the system simply stops its execution [6]. To improve availability, more than two
processors are used, together with a voter, ensuring a continuous service even if
one processor is failing. In [2], one processor is computing while a co-processor
is checking memory and program counter coherency.

Common failure mode is one of the main aspect to take into account as it is
considered unlikely to get the same failure happening on the multiple processors
at the same time within the same conditions (if the common failure mode is pos-
sible, the voter cannot detect divergent execution and the safety is not ensured
at all). It is not required that every part of a redundant system is developed
differently from the others, with different components of different technology,
different teams, different programming languages, different tools, etc. However
the safety case have to demonstrate how it is not possible to meet common failure
mode because of the development or verification cycle, compilation techniques,
etc.
1 The non-recurring engineering cost of an ASIC is in millions of euros while a FPGA

board price is in hundreds or thousands euros.
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A safety computer has to implement a number of technical features such as:

– a watchdog [12] to check liveness. The watchdog has to be hardware and not
be re-programmable on the fly by software. Several watchdogs are typically
used for low, medium and high latency actions.

– a memory checker to check coherency. In [9] each variable has two fields: a
value (integer) and its corresponding signature (code2). When an arithmetic
operation is performed or an assignment, both value and code are modi-
fied. If the code and the value do not correspond, a memory corruption is
detected. Program counter corruption is also detected with so-called com-
pensation tables: each function is initialized with a value, modified (masked)
every time an instruction is executed. At the end of the function, the value
calculated depends on the path (branches). The compensation table contains
all possible values: if the calculated value does not belong to the compensa-
tion table, the program counter has been corrupted and the execution of the
program has to stop.

– a voter for inputs correlation. Usually inputs are not safety related - they are
just captured by a sensor and provided to the computer [11]. Inputs have to be
cross-checked with data captured with another sensor, by the same sensor, but
as seen from another processor. In case of analog data, different approaches
may be used to reconcile input data and avoid system being switched off [5].

– the ability to communicate with other safety computers [10], involving sev-
eral time-consuming verifications. The use of medium with protocol aimed at
improving availability could jeopardize the safety [7].

In [3], the Vital Coded Processor is used in combination with the B formal
method to respectively detect errors in the code production chain (compiling,
linking, etc.) or resulting from hardware failures, and to detect design or coding
errors.

4 The CLEARSY Safety Platform

The CLEARSY Safety Platform is a generic PLC able to perform command and
control over inputs and outputs. For safety critical applications, the PLC has
to be able to determine whether it is fully functional or not. In case of failure,
the PLC should move to restrictive mode where all the outputs are deactivated.
The stronger the risk of harming people in case of failure, the higher the Safety
Integrity Level. For SIL3 and SIL4, the computations have to be performed by
a minimum of two processors and checked with a voting system.

The CLEARSY Safety Platform is made of two parts: an IDE to develop the
software and an electronic board to execute this software. From a safety point
of view, the current architecture is valid for any kind of mono-core processor.
Multi-core applications would require an hypervisor, a Memory Management
Unit (MMU), and a micro-kernel able to guaranty memory isolation.
2 One value is associated with a single code, but a code may be associated to several

values.
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The full development and execution process is described in Fig. 1 where CPU1
and CPU2 are PIC32 microcontrollers.

Fig. 1. Full path from function description to safe execution.

It strictly follows the B method which can be summarised as:

– specification model is written first from the natural language requirements
(Function), then comes the implementation model, both using the same lan-
guage (B).

– models are proved to be coherent and to be correct refinements.
– source code or binary is generated from implementation model:

• Replica 1 (HEX file) is directly compiled from the implementation B
model. The compiler has been developed in-house for supporting this
technology.

• Replica 2 (HEX file as well) is generated in two steps. First, Implemen-
tation models are translated to C, using the Atelier B C code generator.
Then the C code is compiled with gcc.

– The two binaries are linked to a top-level sequencer and a safety library, both
software developed in B by the CLEARSY Safety Platform IDE development
team once for all, to constitute the final software.

– This software is then loaded on the flash memory of the two microcontrollers
(bootload mode).

– When the board enters the execution mode or is reset, the content of the flash
memory is copied in RAM for both microcontrollers which start executing it.
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– For each microcontroller, the top-level sequencer enters a never-ending loop
and
• calls in sequence Replica 1 then Replica 2 for one iteration
• calls the safety library in charge of performing verification.
• If the verification fails, the board enters panic mode, deactivates its out-

puts and enters an infinite loop doing nothing.
For the safety case, the feared event is the wrong powering of one of the

outputs i.e. this output has to be OFF (the relay should not be powered), but
it is currently ON (the relay is powered). The power is provided by both micro-
controllers, so if one of the two is reset, it would not power the relay and the
board is in a restrictive safe state. The safety principles are distributed on the
board and on the safety library. The safety case demonstrates that the verifi-
cation performed during development and execution are sufficient to ensure the
target safety integrity level.

The bootloader, on the electronic board, checks the integrity of the program
(CRC, separate memory spaces). Then both microcontrollers start to execute
the program. During execution, the following verifications are conducted. If any
of these verification fails, the board enters the panic mode:
– internal verification (performed within a single microcontroller):

• every cycle, Replica 1 and Replica 2 data memory spaces (variables) are
compared within each microcontroller;

• regularly, Replica 1 and Replica 2 program memory spaces are com-
pared. This verification is performed “in the background” over thou-
sands/millions cycles - to keep a reasonable cycle time.;

• regularly, the identity between memory outputs states and physical out-
put states is checked to detect if the board is unable to command the
outputs.

– external verification (performed between both microcontrollers):
• regularly (every 50 ms maximum), data memory spaces (variables) are

compared between CPU1 and CPU2.
The safety is built on top of several principles:

– a B formal model of the function to develop, proved to be coherent, to cor-
rectly implement its specification, and to be programming error-free i.e. no
division by zero, no overflow, no access to a table outside of its range;

– four instances of the same function running on two micro-controllers (two per
micro-controller with different binaries obtained from diverse tool-chains) and
the detection of any divergent behaviour among the four instances;

– the deferred cross-verification of the programs on-board the two micro-
controllers;

– outputs require both CPU1 and CPU2 to be live and running as one provides
energy and the other one the command;

– physical output states are regularly verified to comply with the software out-
put states, to check the ability of the board to command its outputs;

– input signals are continuous (0 or 5V) and are made dynamic (addition of a
frequency signal) in order not to consider short-circuit current as high level
(permissive) logic.
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5 Cybersecurity Requirements

Railway systems are becoming vulnerable to cyber attack due to the move away
from bespoke stand-alone systems to open-platform, standardised equipment
built using Commercial Off The Shelf (COTS) components, and increasing use
of networked control and automation systems that can be accessed remotely via
public and private networks. The connection of a safety computer to any net-
work is not secure as this computer has been designed to resist to “probabilistic
failures”, not to specifically crafted attacks that would timely target the existing
vulnerabilities. This connection eases the exploitation of the safety computer as
it allows:

– logs compilation and emission, towards maintenance equipment or super-
vision system. This feature helps to gain an understanding of the internal of
the device, but not to directly modify its behaviour.

– commands receiving and sending, when safety computers are used in
combination. This feature is security critical as an attacker impersonating
another device could modify the behaviour of the device.

– safety-critical firmware update. This feature is security critical as it
allows an attacker to fully reprogram the device and to implement any dan-
gerous behaviour.

None of the safety features implemented by the CLEARSY Safety Platform
protect against such attacks. In particular, the main integrity check is based on
CRC that is not considered as a cryptographic primitive3. Messages received can
only be checked well-formed, but not issued from a valid emitter.

Moreover the embedding of cryptographic capabilities (algorithms, data stor-
age) requires resources (computing, memory) that are not necessarily available
onboard. Ciphering and deciphering, generating and managing keys, controlling
correct protocol execution imply extra processing time that could prevent hard
real-time compliance (in OT, availability is preferred over security).

The Technical Specification CLC/TS 50701 ‘Railway applications - Cyberse-
curity’ has been issued in 2021 to provide requirements and recommendations to
handle cybersecurity in a unified way for the railway sector. This specification
takes into consideration relevant safety related aspects (EN 50126) and takes
inspiration from different sources (IEC 62443-3-3, CSM-RA), adapting them
to the railway context. It covers numerous key topics such as railway system
overview, cybersecurity during a railway application life cycle, risk assessment,
security design, cybersecurity assurance and system acceptance, vulnerability
management and security patch management. In this paper, the focus is on the
security design, without neglecting the other aspects which are all important.

OT security implies:

– confidentiality (keeping data secure): ensures that sensitive information are
accessed only by an authorised person and kept away from those not autho-
rised to possess them;

3 They are not robust to collision attacks, meaning that somebody can take a given
CRC and easily find a second input that matches it.
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– integrity (keeping data clean): ensures that information are in a format that
is true and correct to its original purposes.

– availability (keeping data accessible): ensures that information and resources
are available to those who need them.

Usually security design implements these three principles with public key cryp-
tography and specific hardware to constitute a Root of Trust, a source that can
always be trusted within a cryptographic system and is critical for PKI. Hard-
ware could rely on a TPM4, a HSM5 or any Secure Enclave module. In addition,
an isolated execution environment (a TEE, such as ARM TrustZone) provides
security features such as isolated execution, integrity of applications executing
with the TEE, and confidentiality of their assets.

The security standards do not impose any particular architecture, so the
detailed design may vary depending on the hardware platform (off-the-shelf
component, softcore model running on a FPGA, tailored ASIC) and associated
security features, on the software architecture (bare-metal or OS-based applica-
tion), and selected communication protocols. Demonstration of compliance with
security standards also depends: IEC 62443 covers the whole development cycle
while Common Criteria-based CSPN6 only requires a Security Target document,
a user manual, and a third-party penetration testing.

Railways critical infrastructure have to demonstrate a strong resilience as
the surface of attack (the network) is large (especially with communication-
based safety systems), and the (usually nation-state) attackers have a high level
of expertise and extensive resources. Equipment subject to cyber attacks have
to resist to reverse engineering and physical attacks (side-channel, timing). They
must also ensure a proper level of protection by taking into account discovered
vulnerabilities and by regularly updating their software.

6 Resulting Architecture

6.1 Introduction

Designing an equipment combining safety and security on the same computer
is difficult. Cybersecurity mechanisms [4] are difficult to reconcile with the real-
time constraints of programmable controllers. Also Safety and security require-
ments are sometimes contradictory and lead to conflicts (a certified safety system
is expected to not evolve any more while updates of a security system allow to
protect against new attacks). Moreover the use of technologies not fully mastered

4 A TPM contains a hardware random number generator, facilities for the secure
generation of cryptographic keys for limited uses, a generator of unforgeable hash
key summary of a configuration, and a data encryptor/decryptor.

5 A HSM is similar to a TPM. HSMs are focused on performance and key storage
space, where as TPMs are only designed to keep a few values and a single key in
memory and don’t put much effort into performance.

6 Certification de Sécurité de Premier Niveau - https://www.ssi.gouv.fr/administra
tion/produits-certifies/cspn/.

https://www.ssi.gouv.fr/administration/produits-certifies/cspn/
https://www.ssi.gouv.fr/administration/produits-certifies/cspn/
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by the designer may leave unwanted access to the resources to be protected. This
includes for example:

– the BadUSB exploit: USB flash drives, containing a programmable Intel 8051
microcontroller, can be reprogrammed, turning a USB flash drive into a mali-
cious device.

– the UEFI vulnerabilities: as of February 2022, 23 vulnerabilities have been
identified on the firmware (in one library of widely used framework). An
attacker with privileged user access to the targeted system can exploit the
vulnerabilities to install highly persistent malware. The attacker can bypass
endpoint security solutions, Secure Boot, and virtualisation-based security.
The active exploitation of all the discovered vulnerabilities can’t be detected
by firmware integrity monitoring systems due to limitations of the TPM.

6.2 Original Architecture

An original architecture Fig. 2 has been designed and is being implemented and
assessed during the project CASES7. The CASES project was selected in the first
call for projects “Development of critical innovative technologies” - launched by
BPI France to co-finance R&D on innovative and critical technological bricks in
cybersecurity. The project, entirely executed by CLEARSY, aims to build a safe
and secure generic sovereign computer, enabling critical infrastructures to be
controlled and commanded with the highest level of integrity. The project con-
sists in the separation of the safety and the security on two different computers
with a formally proven communication link in between.

The CASES ECU consists of two ECUs:

– a SIL4 level safety computer, the CLEARSY Safety Platform CS0 (see
Sect. 4). This computer is based on 2 PIC32 microcontrollers, a secure boot-
loader (integrity) and a safety library to ensure safe operation even in case of
malfunction. This ECU runs a monitoring/control application (reading the
status of sensors, controlling outputs) - which can be a purely computational
application if no inputs or outputs are monitored. The safety ECU can receive
updates to the application (safety firmware) and send/receive commands from
the outside.

– A security computer, which provides the (wired) interface between the safety
computer and the outside world. This computer is based on a RISC-V type
processor. A secure microkernel, ProvenCore8, allows the isolation of the dif-
ferent services offered: updating of the safety firmware, reception and emission
of commands, transmission of information (supervision). Communications are
secured through a VPN and a TCP/TLS stack.

These 2 ECUs are each in the form of a daughter board to be plugged onto
a motherboard providing power and secure inputs/outputs. The resulting ECU
combines best practices in the areas of:
7 https://www.clearsy.com/en/research-and-development/project-cases/.
8 https://provenrun.com/products/provencore/.

https://www.clearsy.com/en/research-and-development/project-cases/
https://provenrun.com/products/provencore/
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Fig. 2. Safe and secure architecture.

– safety: the CLEARSY Safety Platform computer is certified at SIL4 level by
Bureau Veritas. SIL4 is the highest level defined by the EN50126 standard
(railways);

– security: the microkernel ProvenCore is certified at EAL7 level by ANSSI9

EAL7 is the highest level defined by the Common Criteria certification
scheme.

6.3 Rationale

Both elements are formally developed and proved:

– the safety library and the vital part of the application are developed with B.
Among the properties modelled are the correct verification of microcontroller
structural elements like RAM and ALU, and the management of deadlines
with watchdogs;

– the micro-kernel is developed in Smart language10, using proprietary tools
integrated to Eclipse. The main property of ProvenCore [1] is the isolation
property. It ensures that the resources of a process cannot be observed and
cannot be tampered by other processes, unless said process gave explicit
authorisation.

The communication filter is the only link (serial interface) between the two
ECUS. It is developed in B, to implement a grammar of messages defined once for
all, including a number of integrity/security features like cryptographic hashes
and message counter, based on shared secrets. Non complying messages are then
discarded. Once the CLEARSY Safety Platform bootloader is able to handle this

9 Agence Nationale de la Sécurité des Systèmes d’Information - https://www.ssi.gouv.
fr/en/.

10 Developed by Prove & Run, Smart lets one write both the implementation and the
specifications, including the various properties, axioms, auxiliary lemmas, and so on.
Smart is a strongly-typed polymorphic functional language with algebraic data-types
(structures and variants).

https://www.ssi.gouv.fr/en/
https://www.ssi.gouv.fr/en/
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communication, the security ECU may evolve without compromising the safety
ECU certificate, as long as the communication protocol remains unchanged.
The choice of a RISC-V based processor allows to go beyond EAL4 level. Digital
circuits with security oriented features (like MMU or MPU) are often proprietary
and their internals not available publicly for analysis, preventing them to reach
Common Criteria highest security levels. With the Open Hardware movement,
RISC-V offers the possibility to get access to these secure parts and to perform
white box analysis. The communication with the outside (supervision/SCADA,
other CASES ECUS, networked devices) relies on a PKI managed externally
and on TLS to ensure confidentiality and authenticity.

6.4 Assessment

The use case identified is typical of the problem of decentralisation of decision-
making in critical railway infrastructures. Decisions are to be taken as close as
possible to the sensor and actuator, rather than having the information from
the sensor/controller travel (tens of) kilometres via cables. This is (see Fig. 3) a
turnout control system:

– Node 1: turnout
– Node 2: traffic light
– Remote PC: supervision, updating

Fig. 3. Use case.

This demonstrator will allow the implementation of several functionalities nec-
essary for the deployment of this technology:

– Communication (control) between 2 CASES nodes. Node 1 (switch) makes a
decision based on a perceived state and information received. It tells node 2
to change its state in relation to the action to be taken on the actuator linked
to node 1.)
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– Communication (maintenance) between a CASES node and a supervision
system. CASES nodes send maintenance information (status, statistics, etc.)
synchronously or asynchronously.

– Communication (software update) between a supervisory system and a
CASES node. A remote PC performs the update of the application software
of the safety computer of the CASES nodes.

The development and assessment of the demonstrator is planned for 2022 and
2023. Results will be published when available.

7 Conclusion and Perspectives

This article does not directly address the distribution of railway signalling func-
tions, but is more focused on the technical and regulatory constraints resulting
from the operation of decentralised safety related devices connected to network.
The architecture presented allows to address some of the regulatory constraints
linked to safety and security design. From a functional point of view, the CASES
ECU supports any algorithm and is not limited to the Boolean equations of PLC
programming languages. It can be adapted to a wide variety of technical envi-
ronments. The segregation between the safety and the security parts limits the
surface of attack, while their interaction are verifiable. Two independent formal
methods and related tooling are used to ensure respectively safety and security
(isolation). A significant use-case is expected to demonstrate both usability and
resilience through functional and attack scenarios. The security computer aims
to be ready for CC EAL5+ certification at the end of the project.

However a number of issues need to be addressed to better ensure the security
of the ECU. Among them, we may cite:

– resistance to reverse engineering with a microscopic mesh that detects any
probe intrusion and leads to a deletion of all data, or the ciphering of all data
stored on the ECU (code, data);

– the definition of the Software Bill of Material and the vulnerability analysis of
both the source code generated and the binaries contained in the compilation
tool-chains.
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of B in a large project. In: Wing, J.M., Woodcock, J., Davies, J. (eds.) FM 1999.
LNCS, vol. 1708, pp. 369–387. Springer, Heidelberg (1999). https://doi.org/10.
1007/3-540-48119-2 22

4. Bendovschi, A.: Cyber-attacks - trends, patterns and security countermeasures.
Procedia Econ. Finance 28, 24–31 (2015)

5. Cao, Y., Lu, H., Wen, T.: A safety computer system based on multi-sensor data
processing. Sensors 19, 818 (2019)

6. Cao, Y., Ma, L.C., Li, W.: Monitoring method of safety computer condition for
railway signal system. Jiaotong Yunshu Gongcheng Xuebao/J. Traffic Transp. Eng.
13, 107–112 (2013)

7. Essame, D., Arlat, J., Powell, D.: Padre: a protocol for asymmetric duplex redun-
dancy, pp. 229–248, December 1999

8. Ferrari, A., et al.: Survey on formal methods and tools in railways: the ASTRail
approach. In: Collart-Dutilleul, S., Lecomte, T., Romanovsky, A. (eds.) RSSRail
2019. LNCS, vol. 11495, pp. 226–241. Springer, Cham (2019). https://doi.org/10.
1007/978-3-030-18744-6 15

9. Forin, P.: Vital coded microprocessor principles and application for various tran-
sit systems. IFAC Proc. Vol. 23(2), 79–84 (1990). http://www.sciencedirect.
com/science/article/pii/S1474667017526531, iFAC/IFIP/IFORS Symposium on
Control, Computers, Communications in Transportation, Paris, France, 19–21
September

10. Gao, Y., Cao, Y., Sun, Y., Ma, L., Hong, C., Zhang, Y.: Analysis and verification
of safety computer time constraints for train-to-train communications. Tongxin
Xuebao/J. Commun. 39, 82–90 (2018)

11. Ingibergsson, J., Kraft, D., Schultz, U.: Safety computer vision rules for improved
sensor certification, April 2017

12. Kilmer, R., McCain, H., Juberts, M., Legowik, S.: Safety computer design and
implementation, January 1985

13. Wang, H.F., Li, W.: Component-based safety computer of railway signal interlock-
ing system, vol. 1, pp. 538–541, September 2008

14. Zheng, S., Cao, Y., Zhang, Y., Jing, H., Hu, H.: Design and verification of general
train control system’s safety computer, vol. 38, pp. 128–134+145, May 2014

https://doi.org/10.1007/3-540-48119-2_22
https://doi.org/10.1007/3-540-48119-2_22
https://doi.org/10.1007/978-3-030-18744-6_15
https://doi.org/10.1007/978-3-030-18744-6_15
http://www.sciencedirect.com/science/article/pii/S1474667017526531,
http://www.sciencedirect.com/science/article/pii/S1474667017526531,


Industrial Day



Formal Methods for a Digital Industry

Industrial Track at ISoLA 2022

Axel Hessenkämper1, Falk Howar2(B), Hardi Hungar3, and Andreas Rausch4

1 Schulz Systemtechnik GmbH, Visbek, Germany
falk.howar@tu-dortmund.de

2 Dortmund University of Technology and Fraunhofer ISST, Dortmund, Germany
hardi.hungar@dlr.de

3 German Aerospace Center, Braunschweig, Germany
4 Clausthal University of Technology, Clausthal-Zellerfeld, Germany

andreas.rausch@tu-clausthal.de

Abstract. The industrial track at ISoLA 2022 provides a platform for
presenting industrial perspectives on digitalization and for discussing
trends and challenges in the ongoing digital transformation from the
perspective of where and how formal methods can contribute to address-
ing the related technical and societal challenges. The track continues
two special tracks at ISoLA conferences focused on the application of
learning techniques in software engineering and software products [3],
and industrial applications of formal methods in the context of Industry
4.0 [2,5].

1 Introduction

The infrastructure of the 21st century is defined by software. Software is the
basis for almost every aspect of our daily lives and work: communication, bank-
ing, trade, production, transportation—to name only a few. This has led to a
situation in which in many industrial and manufacturing companies with no par-
ticular background in software, software crept into processes and products—first
slowly then with an ever increasing pace and scope, culminating in the mantra
that “every company needs to become a software company”.

From a technological perspective, the current situation is defined by a num-
ber of transformative innovations driven by advances in software technology
and machine learning. In order to fully leverage the potential of this digital
transformation, companies need strategies for the following three interdependent
challenges:

– digital transformation of companies and business models,
– software engineering for/with AI (e.g., trained components), and
– rigorous software development for safety-critical systems.

What is missing today is a sound and holistic software engineering approach to
these three challenges: The classical engineering process for safety critical appli-
cations starts with a (semi-)formal requirements specification, which is required
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 337–339, 2022.
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to be complete and correct. While this idealized process is typically not achiev-
able, the requirements specification is later assumed as main input for test and
verification. In the case of digital transformation, the finally successful business
model is typically not known at the outset and software has to change continu-
ously while exploring the space of opportunities. For the development of AI-based
systems, in place of a requirements specification a huge data collection is used.
This data collection is incomplete and may even contain a minimum percentage
of incorrect data samples. In a sense, AI-based systems are machine-programmed
using engineer-selected training data.

The industrial track provides a forum for contributions that focus on inte-
grating business and technical perspectives, address industrial challenges in the
software and data life-cycles or offer concepts, modeling formalisms, (formal)
methods, tools, and quality metrics for every phase of the software life-cycle.

The industrial tracks aims at bringing together practitioners and researchers
to explore the challenges and discuss progress made towards the goals sketched
above—especially from a formal methods perspective.

2 Contributions

The track featured four contributions with accompanying papers. Contributions
focused on software-enabled knowledge management and business engineering,
open challenges in the realization of data spaces, modeling languages for indus-
trial automation, and the application of formal analysis techniques in the domain
of federated identity management systems.

2.1 Software-Enabled Business Engineering.

The paper “Domain-Specificity: The Missing Key to Global Organization aLign-
ment and Decision” by Barbara Steffen and Steve Bosselmann [7] (in this vol-
ume) discusses how domain-specific languages can enhance the tool support
for business modeling by enabling customized guidance of the various involved
stakeholders.

2.2 Building Eco-Systems

The paper “Evolving Data Space Technologies: Lessons Learned from an IDS
Connector Reference Implementation” by Julia Pampus, Brian-Frederik Jahnke,
and Ronja Quensel [6] (in this volume) presents lessons learned from the design
and implementation of a so-called “data space connector” that was used by
multiple research projects. Data space connectors are envisioned to become the
key technical enablers of inter-organizational data spaces.

The contribution “Towards a methodology for formally analyzing federated
identity management systems” by Katerina Ksystra, Maria Dimarogkona, Niko-
laos Triantafyllou, Petros Stefaneas, and Petros Kavassalis [4] (in this volume)
compares multiple approaches, based on TLA+ and Maude, to formally analyz-
ing federated identity management (FIM) systems.
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2.3 Domain-Specific Languages for the Industry 4.0

The paper “Model-driven edge analytics: a practical use case in Smart Manu-
facturing” by Ivan Guevara, Hafiz Ahmad Awais Chaudhary, and Tiziana Mar-
garia [1] (in this volume) presents a result from a case study in which a language
workbench has been used to design a tailored domain-specific language for defin-
ing edge analytics pipelines involving EdgeX/FiWARE and eKuiper/IoT in the
context of smart manufacturing.
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Abstract. In this paper we illustrate the power of domain-specificity as
a means to enhance the tool support for business modeling by enabling
customized guidance of the various involved stakeholders as part of a
holistic collaborative (innovation) process. The aim is to capture the
enterprise/market characteristics of the considered scenario. We argue
that it is the generality of current business modeling tools that prohibits
adequate customization, and show how this weakness can be overcome
via specialization: Using GOLD (Global Organization aLignment and
Decision), our framework for the development of domain-specific (e.g.,
business modeling) tools, allows one to automatically generate tools from
formalized domain models that do not only provide customized user sup-
port, but also align the contributions of the individual users along a
globally consistent modeling process.

Keywords: Domain-specificity · Holisticity · GOLD Framework ·
Business model innovation · Business modeling · IT tool support

1 Introduction

Today, organizations face continuous change of their environments and indus-
tries. Due to globalization and digitalization the change cycles accelerated and
became more disruptive [32]. To ensure their survival nevertheless, organizations
need to react with desirable solutions at the right time and place [3,49]. Follow-
ing BCG business model innovation is of particular importance: “[P]roduct and
service innovation are essential, but business model innovation can deliver more
lasting competitive advantage, particularly in disruptive times” [5].

However, due to today’s complexity and uncertainty many business mod-
eling facets and interdependencies are not sufficiently defined and understood.
Thus, business modeling is confronted with vulnerable and ambiguous data/
information/facts that complicate decision making and validation. Here, many
organizations still have to rely solely on their internal expertise when e.g., design-
ing new business models and anticipating the associated risks. While with time
research added theories, models, methods, etc. this knowledge often is not readily
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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available and sufficiently concrete to be useful and adoptable by organizations [6].
To support practitioners in navigating this VUCA (vulnerable, uncertain, com-
plex and ambiguous) context [2] further advances in today’s business modeling
support are needed to make research and insights usable in practice [6].

The State-of-the-Art of Business Modeling Support dominantly builds
on the Business Model Ontology developed by Osterwalder in 2004 [23]. It set
the basis for designing the Business Model Canvas (BMC) which established a
de-facto standard modeling technique based on a structured template along nine
essential components [26]. Since then canvases became a successful user inter-
face offering standardized structure and visualizations to interdisciplinary teams.
Compared to an empty-page approach, this level of support already decreased
potential pitfalls of overlooking relevant aspects and eased communication.

Today, most models, methods and/or canvases are silo-ed approaches (cf. Fig. 2
and Fig. 4). Meanwhile a few projects have designed and developed support kits
covering several models and methods supporting different phases and aspects of
the projects’/products’ lifecycle. Examples are the Platform Innovation Kit [27],
Data Sharing Toolkit [11] and Digital Innovation Kit [12]. These kits offer newly
designed refinements and/or extensions of the silo-ed approaches as pen and paper
canvases to be used manually in the analog world. They address a narrowed down
domain and offer complementary guidance via documents and videos.

To further ease (remote) collaboration the canvas templates are often copied
to and filled out on other collaboration platforms like Miro [20] or in e.g., a
PowerPoint [18] presentation shared via Microsoft Teams [19]. In addition, also
dedicated IT tools exist. E.g., Strategyzer [44] an IT tool which was presented a
few years after the introduction of the BMC can be regarded as a starting point
for the advent of various IT-supported, canvas-based business modeling tools.

Roughly ten years after the advent of the first IT-supported tools, Szopinski
et al. investigated the corresponding state of the art and derived a taxonomic
classification of 24 prominent business modeling IT tools [45]. Their results reveal
that the evaluated IT tools focus on adopting successful yet generic concepts of
the analog world. They mainly enable users to paint the originally pen and
paper-based graphical canvases that represent business models and other strate-
gic notions in a web-based modeling tool. The main value added by these IT tools
(see e.g., [9,44]) are collaborative aspects like remote collaboration and simulta-
neous, ubiquitous access that are facilitated by standard web technologies. Thus
users are supported independently of their expertise and have to provide all the
required (domain-) knowledge on their own (cf. Fig. 1, left-side):

Today’s business modeling support is generic and easy to use, but lacks
user guidance and is restricted to local problem scopes.

Dynamic Capability Theory emphasizes that organizations need to continu-
ously sense their environment, seize the opportunities and transform their orga-
nizations to live up and adapt to the continuously changing challenges [50]. This
holistic view on ensuring the survival of an organization requires the continuous
adaptation of the domain knowledge over time. None of today’s standardized
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Fig. 1. Achieving accuracy: today’s IT tools vs. GOLD’s domain-specific tools

and generic approaches are even thought of to be prepared to help dealing with
this dynamics: they all focus on the seizing stage only, where they offer silo-ed
and generic business modeling support. They fail to ensure that the new business
model fits the environment and do not foresee suitable and aligned implementa-
tion plans (cf. Fig. 2, bottom). Thus, organizations are left alone in their struggle
to understand their specific circumstances and select, adopt and correctly apply
a suitable mix of the offered support, e.g., canvases. To compensate for this they,
e.g., hire consultants or attend dedicated workshops. While this support is useful
it neither scales nor is it continuous.

There is no holistic, customized and adaptive guidance through the VUCA
world (cf. Fig. 2, top).

Thorngate’s Trade-Off reveals why current IT tools for business modeling
are not ready to provide holistic and customized guidance. They aim at gen-
erality, to cover all scenarios, and simplicity, to ease adoption. However both,
customization and holisticity, require a high level of accuracy and detail for their
realization. Thorngate identified that achieving all three virtues is impossible and
that theories and approaches can only achieve two of the three virtues [51]. As
simplicity is a must for user acceptance, and accuracy is a must for customizable
and holistic IT tools, generality has to be sacrificed.
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Fig. 2. Level of holisticity: today’s approaches vs. the GOLD approach

This paper shows that the GOLD Approach [36] is able to overcome the
shortcomings of today’s IT tool support according to the hypothesis posed by
Steffen et al. in 2021 [37]

Domain-Specific Languages can be regarded as enabler for tool-based
automation in Business Engineering.

GOLD achieves domain-specificity via a two phase modeling approach with a
clear separation of concern (cf. Fig. 1, right-side):

1. Designing Domain-Specific Tools: This requires a few experts with domain
and technical knowledge to formalize and model their domain expertise to
generate domain-specific IT tools, and

2. Adopting the right Domain-Specific Tool: Many diverse stakeholders with
limited technological and business modeling knowledge benefit from adopt-
ing the domain-specific tool offering customized and holistic guidance when
collaboratively designing business models.

During business modeling, these two phase are iterated to stepwise refine both
the domain specific tool and the actual business model.

The domain-specificity achieved by the first phase modeling provides a han-
dle to systematically achieve continuous, customized and holistic tool support
for business modeling (cf. Fig. 2, center) and corresponding canvanization [42].
Inter-canvas dependencies (see the colour code of Fig. 2) are modeled via busi-
ness rules to ensure a holistic alignment along the refinement process. The GOLD
Framework’s refinement process even allows to guide the business model’s imple-
mentation in a customized fashion, e.g., tailored to the different departments’
roles and responsibilities. This improves the usability of the IT tools and eases
their adoption incrementally.

Technologically, GOLD is based on the CINCO meta-tooling suite [22] that
is designed for the development of domain-specific graphical modeling tools.
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This technical realization enables us to easily design new canvas types, under-
lying ontologies, hierarchical structuring, specialized, stakeholder-specific views
and role-based access control. The latter is particularly important for inter-
organizational business modeling characteristic for our use case (cf. Sect. 4),
in order to protect intellectual property while, at the same time, allowing to
exchange information required for collaborative modeling.

Altogether, GOLD lives in a continuous improvement cycle of an ecosystem
for domain-specific (business) modeling where every modeled domain may con-
tribute to the modeling of future domains. This concerns, in particular, rules for
guarantying legal frame conditions, like, e.g., GDPR conformance which, once
defined, are available for reuse in order to support business modelers in other
contexts. This inter-project holisticity is another unique feature of GOLD that
state of the art business modeling IT tools are missing (cf. Fig. 1, left-side).

The modeling support varies significantly with increasing specificity. Figure 3
illustrates the full range from generic collaboration support where all input has
to be given by the user as, e.g. provided, empty paper, PowerPoint presentations
and/or Miro boards, up to IT tools where users are guided through a selection
process, as is typical for, e.g., popular product/car configurators.

Fig. 3. Level of Support ordered by the availability of Pre-Defined Knowledge.

The various solutions located on a scale from unstructured and uninformed to
fully structured and accurate offer completely different levels of guidance depend-
ing on the availability of pre-defined knowledge in the respective tool. The more
explicit and accurate knowledge is available the greater is the guidance poten-
tial. E.g., the configuration with pre-defined components hardly requires any
domain knowledge, letting users focus on their wishes and needs as all realiza-
tion requirements are taken care of by the tool. The intention of domain-specific
GOLD Tools is to provide a sweet spot with maximum guidance, but without
restrictions that (unnecessarily) constrain the creativity.

In the following, Sect. 1 motivates the paper. Section 2 provides an overview of
today’s (IT-enabled) business modeling support, proposed research agenda and
their gap. In Sect. 3 we introduce the GOLD Framework. Section 4 demonstrates
the lever and benefits of the GOLD Framework with a use case. In Sect. 5 we
conclude the paper.
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2 Today’s Approaches

This Section introduces today’s approaches towards business modeling support,
summarizes the current research agenda and analyses the gap between current
and desired support.

2.1 Business Modeling Support as Boundary Objects

Globalization and digitalization lead to increased competitive pressures ask-
ing organizations to continuously adapt. Thus, organizations need to engage
in and facilitate constant invention, creativity, and innovation requiring inter-
disciplinary collaboration. Unfortunately, collaboration across disciplines faces
knowledge barriers, misunderstandings, and tensions due to the teams’ semantic
barriers [34]. Semantic barriers refer to misunderstandings despite collaborative
intentions and knowledge sharing due to teams’ differences in background, expe-
riences, expertises, values, etc.

Boundary objects are an established concept to address the semantic barriers
and intend to be “both plastic enough to adapt to local needs and the constraints
of several parties employing them, yet robust enough to maintain a common
identity across sites” ([33], p. 393). Common examples are artifacts, documents,
concepts, repositories and prototypes [31,52].

This paper focuses on boundary objects for business modeling. Business mod-
els are defined as the blueprint of designing an organization’s value creation,
delivery and capture [48]. Here, Bouwman et al., view business model meth-
ods, frameworks or templates as ’boundary objects’ that facilitate exchanging
business model ideas between stakeholders [6]. Schwarz and Legner differenti-
ate three types of boundary objects for business modeling support: conceptual
models (e.g., canvases), methods (addressing concrete tasks during the imple-
mentation) and IT-support (e.g. digital tools) [31].

Conceptual Models refine identified key constructs of a selected problem
scope. They are pre-defined templates establishing overview at one glance, a
guiding structure and provide a shared language to facilitate and support the
teams’ discussions towards a shared mental model. Taxonomies are a common
pre-design phase to “explicate and organize knowledge”, e.g., identifying the rel-
evant (meta-)dimensions and characteristics adopted by the conceptual models
([30], p. 1). One example is the taxonomy on design options for visual inquiry
tools (also referred to as canvases) [21].

Canvases are a very popular conceptual model type due to the success of the
Business Model Canvas [26]. It consists of nine components covering the most
relevant aspects when designing a (new) business model. Other conceptual mod-
els are the Value Proposition Canvas [25], STOF model [7], Platform Alignment
Canvas [40], Open Source Value Canvas [39] and Digital VALUE Canvas [35].
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Methods are a more recent business modeling support addressing specific tasks
when designing and implementing new business models [31]. Methods aim at
showing “how to apply rather abstract [business model] approaches in prac-
tice, how to move from the existing [business model] to the desired one, how to
implement [it] in an interorganizational setting [...]” [8]. Here, methods aim at
supporting the transfer from theory to practice and ease the execution of busi-
ness model design. Common examples are design issues and success factors [7],
business model stress testing [15] and business model design innovation method-
ology [13].

IT-Tool Support. More than a decade after the need for computer-aided sup-
port from information systems research was formulated by Teece [48] and Oster-
walder and Pigneur [24], we investigate the achievements by assessing recent
studies on the current state of business modeling IT tools.

The taxonomy by Szopinski et al. provides an overview of 24 of today’s IT
tools and their technical features, especially focusing on the dimensions model-
ing, collaboration and technical realization. They tested and compared the IT
tools by always adopting the respective Business Model Canvas support to design
the exact same business model. As this exemplary application set the ground
for the comparison the taxonomy mainly contains aspects that either focus on
features of generic graphical modeling tools (elements, element connections, etc.)
or web-based collaboration tools in general (chat, discussion board, member list,
etc.).

The IT tools mostly adopt and support pre-existing analogous knowledge
presented as taxonomies, models and methods almost 1:1 digitally, while focus-
ing on visualization and supported (interdisciplinary) collaboration. Especially,
canvases get software-enabled to support users in designing (new) business mod-
els. Here, the IT tools differ in the range of integrated canvases and templates.
While the Strategyzer, e.g., emphasizes on the Business Model Canvas, the Value
Proposition Canvas and some financial assessments [44], the Canvanizer 2.0 pro-
vides more than 40 pre-defined canvas templates and allows to design new and/or
customized ones [9].

The fact that most of these criteria originate from Riemer et al., [28] - a
paper evaluating process modeling tools - adds to our impression that they are
merely generic in nature. They might be useful for the evaluation of collaborative
modeling tools in general but not for the assessment of functionalities specifi-
cally designed to support business modeling. This is quite in contrast to what
Osterwalder and Pigneur consider as the information systems research’s role in
“contributing to increase understanding of the essence of business models and
other strategic notions, and in improving their design” ([24], p. 239).

2.2 Business Modeling Support: A Research Agenda

Figure 4 depicts today’s mostly local and silo-ed support of business modeling.
In the meantime also canvas-kits exist. While these paper and pen based kits
suggest the use of several models and/or methods in a standardized and generic
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manner for dedicated purposes like digital platform design, e.g., the Platform
Innovation Kit [27], even these do not integrate them into the users’ context, e.g.,
customized guidance and/or pre-filled canvases with business model patterns.

Fig. 4. Today’s support: local and (mostly) silo-ed.

Given the status-quo of the IT-tool support several researchers proposed
areas for further research and improvement. E.g., Szopinski et al., derived a
quite extensive research agenda [46]. Generally, we identified the desire to design
business modeling tools enhancing today’s guidance, supporting the integration
into the users’ context and offer customization to fit the users’ needs.

Customization. Currently the IT tools offer standardized structure and sup-
port. Thus, experts and non-experts face the same interface, options and sup-
port. This means that the IT tools suit some user profiles better than others.
The currently generic and standardized approach also limits the guidance and
correctness check support. Of course, generic rules like, e.g., “no empty fields”
or “you seem to have used a synonym, please replace it” are possible, however
they provide little guidance for business modeling. Ideally the IT tools should
be customized to better fit the users’ and tasks’ characteristics [46].
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Guidance. The IT tools offer very limited guidance if at all lacking guaran-
teed user-friendliness and simplicity [6]. As a consequence, non-experts, e.g.,
struggle due to missing information, explanations, examples, and business model
patterns [1]. Also additional guidance with regard to deriving consensus and
educated-decisions via fitting feedback and suggestions would be a great enabler
to prevent mistakes or incoherent business models [46].

Integration. The business modeling support becomes even more valuable, if
it fits and integrates into the users’ context. Especially, the interplay of the
processes and IT landscapes supports cause-effect relationships, semi-automatic
evaluation and learning in the long-term [46]. Here, the business modeling IT
tool and its features should integrate with the additionally used tools and live
up to the desired privacy and security standards [6].

To summarize business modeling tool support shows many areas for further
research and IT tool improvements. Szopinski et al., suggest to expand the sup-
port and guidance of the IT tools via additional features, to allow for adaptions
and modifications based on the users’ and tasks’ characteristics and to improve
the fit with its surroundings as referred to by the methods addressing the process
and IT landscape views [46].

2.3 The Gap of Today’s Solutions and Research Agenda

In this sub-section we address the gap between today’s business modeling sup-
port and the proposed research agenda and its required pre-conditions.

Section 2.1 identified that today’s business modeling support offers standard-
ized structure, can be applied to almost all business modeling challenges and is
understandable and adoptable by a wide variety of (non) experts. Thus, it per-
fected to be simultaneously generic and simple explaining their wide adoption
and success.

In Sect. 2.2 the research agenda revealed three goals for improvement: cus-
tomization, guidance and integration. In addition, we also propose holistic under-
standing.

Holisticity covers several facets: complete phenomena (e.g., organizations
including their complexities and interdependencies), entire processes (e.g., trig-
ger to implementation) and all of that over time (learning from the past, creating
something new and sustainable in the present and planning and preparing for
the future). It aims at moving from silo-ed support towards multi-perspective
and multi-step support (see Fig. 5).

In recent work we designed methodological approaches comprised of and
connecting different models proposing multi-perspective and multi-step analyses
providing customized guidance to practitioners [41]. The aim is to derive multi-
step guidance addressing the specific challenges at hand. Two examples of multi-
perspective approaches are Towards Platform Risk Mitigation [38] and Towards
Mitigating Sustainability Risks [29]. These are also shown exemplary as middle
and bottom examples in Fig. 5.
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Fig. 5. Model- and method-driven support embedded as holistic processes.

Teece et al. designed the Dynamic Capability Theory embedding business
model design into a three-stage process [47,50]: sensing the environment (“why
is a new business model needed?”), seizing the opportunity via new business
models (“what to offer?”) and transforming by implementing the business model
(“how to (successfully) implement it?”) (cf. Fig. 5). Here, business models act
as alignment piece for achieving the organization-environment fit.

Combining the need for (more) holistic support with customization, guidance
and integration as detailed in Sect. 2.2 asks for a new era of IT tools leveraging
the digital potential. However, today’s generic and simple approaches cannot
enable any of these four goals which all require accuracy fitting the target user
context. Here, accuracy refers to refinements sufficient to be correctly interpreted
even by IT tools.

Adopting Thorngate’s trade-off “It is impossible for a theory of social
behaviour to be simultaneously general, simple [...], and accurate” [51] mean-
ing that to add accuracy one of the other two virtues currently embraced needs
to be replaced. Figure 6 shows the optimal solutions for each of the three possi-
ble pairings: Today’s business modeling approaches excel at generic and simple
solutions while general purpose languages as are common in computer science
offer generality and accuracy. These languages are complex and thus not usable
by non-computer scientists. Thus, in our case domain-specificity is the keyword.
Domain-specific languages are customized to one specific domain and its require-
ments enabling accuracy and simplicity to provide the desired features while
maintaining usability.
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Fig. 6. Thorngate’s trade-off: selecting the preferred two virtues based on [37,51].

Building domain-specific IT tools is a well-developed research field in com-
puter science. Thus, from the IT-perspective building such a domain-specific
tool is not a challenge as long as the domain is sufficiently formalized. Accord-
ingly, for our GOLD Framework it is sufficient to formalize the explicit and tacit
(business modeling) knowledge to generate corresponding domain-specific tools.
Unfortunately, today’s approaches to business modeling do not provide this kind
of accuracy. Thus the main challenge is to establish formalization processes that
make the business knowledge sufficiently transparent and tangible for the IT
experts to design the domain-specific IT tools enabling holistic customization,
guidance and integration. Here, the business and information systems communi-
ties can learn a lot from computer science concerning the potential of syntactic,
semantic and pragmatic accuracy.

2.4 Towards Holistic Business Modeling

As a provisional conclusion, we consider today’s solutions as rather generic. They
might support brainstorming at the ideas stage pretty well but lack support for
more sophisticated applications. Not only has this assessment been confirmed
by studies in recent literature but it also appears evident that the identified
research agenda with regards to tool support does not focus on the necessary
leverage of existing modeling capabilities for exploiting the specifics of business
modeling and other strategic notions in a thorough and consistent manner.

We are convinced that such support can only be achieved with specific IT tools
customized towards the respective target domain taking the purposes of the mod-
eling languages as well as the mind-sets of the involved stakeholders into account.
Hence, the overall goal is not to build one tool that fits all generic requirements
but to establish a full workshop of utility tools for rapid crafting of accurate and
customized solutions. Building reliable (business modeling) solutions fast requires
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profound knowledge in specifying modeling languages as well as technology that
supports rapid generation of complete modeling environments from these spec-
ifications. We benefit from many years of expertise in language design incorpo-
rated into the CINCO Framework when using it for generating tailored GOLD
Tools for specific use cases that leverage the conceptual ideas and requirements
formulated for the GOLD Framework. This way, we not only support the generic
modeling tasks like the other available tools but we also can meet the more sophis-
ticated and advanced requirements emerging from the high demands on support
for holistic business modeling solutions.

In turn, we argue that the lack of support for holistic business modeling in
today’s solutions is not caused by the lack of expertise or tool support for gen-
erating powerful and comprehensive modeling environments. We are confident
that, from an IT perspective, everything is in place. In contrast, we see a strong
need for concretizing and formalizing fundamental rules for refining and combin-
ing different types of models and components as well as for complex relationships
and mutual dependencies in terms of, in particular, multi-model approaches. The
GOLD Framework is designed to deliver domain-specific solutions for holistic
business modeling, independent of the complexity of the requirements.

3 The GOLD Framework and Tool

Based on the arguments and findings above, we revisit the GOLD Framework
and discuss existing and envisioned features of the GOLD Tool. As the full fea-
ture set has already been discussed in [36] along with tangible examples, here
we mention briefly those features that are particularly useful to tailor specific
solutions towards different use cases and application domains in order to create
a simplicity-driven yet powerful and accurate modeling environment that pro-
vides the best guidance for users in creating holistic business models. Hence, we
highlight those features that distinguish GOLD from existing generic solutions.

3.1 Tailored Modeling Environment

The GOLD Framework has been designed from the ground up to meet the
demanding needs of a holistic business modeling approach. It sets out to deal
with the heterogeneous landscape spanning business models and similar strategic
notions by integrating well-defined types of models and components and inter-
linking them in a consistent manner. Thereby, we provide contingencies for all
in terms of different dimensions of specialization.

Domain-Specific aspects comprise the prevailing terminology as well as con-
straints and regulations from a particular field or the identified domain. Think of
technical or special terms used in a particular business as well as a set of ground
rules associated with the respective surroundings. In this context, sophisticated
guidance by means of tool support means taking all these aspects into account
and validating the generated model against identified boundary conditions.
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Purpose-Specific aspects address the goal and task orientation of a particular
modeling approach. Providing an appropriate tool set to choose from may very
well depend on which concrete goals and tasks have to be supported. The better
the tool set is adapted to specific tasks the better the overall guidance and sup-
port. All-purpose tools might be universally usable but less useful for a different
specific task.

Mindset-Specific aspects address the knowledge, skills and expertise of the
respective individual. Additionally, different stakeholders involved may have dif-
ferent views, opinions and beliefs on a range of issues. Addressing different views
and perspectives is key for an effective tool to provide guidance, support knowl-
edge sharing and increase the overall user experience.

This tailoring towards specific needs has two goals: Accuracy in model design
and simplicity for the users involved. Although simplicity has been identified as
a driver for agile innovation in general [17] as well as for the creation of tools
for business model design in particular [4], it is only vaguely understood and
receives little formal attention [14]. Simplicity cannot be regarded as a universal
feature as it depends on the mindset, experience and knowledge of the respective
user. Hence, simplicity requires tailored solutions.

These considerations do not mean that the GOLD Tool ships with a com-
plete set of possible variants and options from all thinkable target domains,
purposes and mindsets. Instead, in order to cover domain-/purpose-/mindset-
specific aspects, we are prepared for tailoring the modeling environment towards
specific requirements and constraints stemming, for example, from a particular
application domain. This may either result in a specific product line or lead
to the integration of various types of models, components and properties into
the same tool and let users pick suitable subsets that are particularly useful
for the respective use case. However, we explicitly do not want to provide yet
another generic business modeling tool. Instead, we strive for accuracy by means
of being as specific as possible and only as generic as necessary (cf. Fig. 6). We
believe that this approach is best suited to provide comprehensive guidance in
a simplicity-driven manner.

3.2 Model Types and Customization

In order to achieve a customized modeling environment the GOLD Framework
facilitates tailoring available model types and component types to domain-
/purpose-/mindset-specific requirements and needs. This does not only mean
selecting and integrating various types of business models and similar strategic
notions but also allowing for their customization. The latter may reach from
changing the model design in terms of, for example, available fields or categories
in common canvas-based notions, to customization down to specific properties
of model components. In general, the basic customization comes down to which
types of models and components are available as well as what properties these
models and components have. The latter permits the definition of various char-
acteristics over different instances of one and the same type of model or model
component.
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3.3 Consistent Interlinking

The GOLD Framework natively supports the interlinking of models. This is
realized by means of providing model components whose primary task is to rep-
resent another model. As the latter, again, may contain such proxy elements, the
modeling environment natively supports hierarchical refinement. This facilitates
pushing details or further descriptions into sub-models or even distributing sep-
arate aspects across multiple sub-models for one and the same model element.
By repeating these steps for the elements in these sub-models an ongoing hierar-
chical refinement can be achieved. However, each of these sub-models may again
be of different types depending on which one is the most suitable to express the
respective aspects of interest.

From an opposite perspective, the logical separation of specific aspects by
means of interlinked model elements and sub-models of different types allows for
re-use on the model level. Furthermore, the approach naturally facilitates the
creation of separate standalone yet self-contained models to become part of an
ever-growing collection constituting a library of building blocks. If shared, these
building blocks may even be re-used across different modeling projects and may
thereby spread common knowledge and foster consistency even across project
boundaries. Altogether, the users of the GOLD Tool can continuously extend
the modeling environment with re-usable components in a dynamic yet intuitive
manner.

3.4 Component Taxonomies

Just like for model types, the selection of suitable component types depends on
the actual domain, the purpose of the models to be created as well as on the
mindset of the involved users. The outcome may significantly differ according
to whether the modeling environment is tailored towards specific user groups,
like analysts or consultants, towards specific industries, like automotive or cloth-
ing, or even towards single departments, teams or individuals within a specific
organization. The GOLD Framework facilitates the creation and integration of
domain-/purpose-/mindset-specific taxonomies of model components. Typically,
based on the concepts and terminology from the target domain, users can define
entities and arrange them in taxonomy models to apply hierarchical classifica-
tion based on certain criteria. This way, in contrast to today’s generic business
modeling approaches based on painting notepads and putting unrelated words
on them, the GOLD Framework encourages a more structured approach using a
well-defined library of components. This allows re-using these components across
various models by means of selecting a component from the library and add it
to the respective model. Each of these added components holds a reference to
the very same element in the component library. This way, consistency can be
achieved. The various components across different models can never be out-of-
sync as they all reference the component library as the single source of truth.
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Changing information or properties of a particular component in the library
would have immediate effect on all related components throughout the models.

As already discussed in [36] the creation of such taxonomies may happen in
a preceding customization step or on-the-go during modeling, either manually
or automatically by, for example, making use of knowledge discovery techniques.
However, the result is a custom library of “building blocks” which holds the
available model components and delivers formalized information by means of
the components’ characterization that paves the way for model validation as
well as modeling guidance.

3.5 Model Validation and Modeling Guidance

In general, using components based on well-known terms and concepts, e.g. from
the target domain, significantly improves the expressiveness and meaning of the
created models and simplifies the whole model creation process. The modeling
environment can guide this creation process by providing a well-defined set of
components for the user to choose from. Additionally, different component types
may even have specific graphical presentations in the diagram.

Just like the task of building a meaningful library of building blocks also
model validation largely depends on well-defined component types. In contrast
to generic approaches, where the model validation can only tell that an element
is missing, in presence of a suitable classification it can communicate which type
of element is missing. Furthermore, the components’ properties can be taken
into account to even validate the usage and combination of specific component
variants. Altogether, it means switching from mere syntactical checks to validat-
ing semantics, i.e. what the models and the comprised components with their
respective characteristics actually mean.

Model validation and modeling guidance are closely connected topics. When
model validation checks various syntactical rules and formal constraints to dis-
cover potential defects and violations it follows clear formal instructions on what
is allowed and what is not. Thereby, such constraints can be automatically veri-
fied at the model level in order to provide the modeler with feedback or enforced
by construction to make it completely impossible to construct violating mod-
els [43]. The very same instructions as used to check syntactical rules can be
used to provide guidance not only by means of communicating the identified
defects and rule violations but also by making proposals for fixing them and
improving the models. The more concrete and specific these recommendations
are, the more likely it is that users adopt them to reach their design goals. Hence,
the quality of guidance increases with the domain-/purpose-/mindset-specificity
of the modeling languages in terms of both syntax and semantics. However, the
challenging task in building valuable guidance and model validation is not a
technical one. From a tooling perspective, it is clear how to implement it but
today the theory of business modeling and other strategic notions only vaguely
define what the semantics actually are.
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The GOLD Tool is envisioned to validate whatever syntactic specifications
are defined for specific model types. Such syntax rules may restrict which types of
model components can be used, how they are arranged and whether they can be
associated with each other by means of different types of connections between
them. In context of the GOLD Tool, syntax validation is built in by design
because it is developed with the CINCO SCCE Meta Tooling Framework [22]
that facilitates the definition of graphical modeling languages and generates the
respective model editors, including validation routines for the specified syntax.
This also includes type and consistency checks for interconnected models, in
particular in terms of sub-model integration for hierarchical refinement.

Beyond that, arbitrary validation routines can be defined in the course of the
tool creation process for dynamically checking whatever semantic rules need to
be ensured for the model structure. These checks may take the types of models
and components as well as their properties into account. They may also rely on
the characterizations of model components as defined in component taxonomies
(cf. Sect. 3.4). Altogether, model validation not only ensures the correct use of
models, components and their properties but also enforces consistency, especially
across different interconnected models.

3.6 Aggregation and Views

When it comes to managing a heterogeneous landscape of interlinked models
and components, data aggregation is key for understanding complex contents and
relationships. In the context of modeling languages, aggregation means collecting
and processing vast information spread across models and their components
to prepare combined datasets and clear presentations for an easier overview
that supports well-informed decision-making. In the GOLD Framework, such
aggregation can be applied on different parts of the modeling landscape.

– On a global level, the modeling environment can collect and present data
regarding the usage of different types of models as well as associated charac-
teristics and model properties.

– For each single model, relevant information about integrated sub-models can
be collected recursively and presented in an aggregated manner.

– Just like for models themselves, the characteristics and properties of their
components can be collected, processed, aggregated and presented in a clear
and concise manner.

– Apart from the actual models and their components, aggregation may as
well be applied on model validation results to efficiently highlight errors or
insufficiencies at convenient places.

The presentation of aggregated data is not limited to text or numerical values. As
the GOLD Tool is comprising mainly graphical modeling languages we can make
use of various kinds of catchy indicators for the visualization of such aggregated
values. This way, even small differences in similar values can be spotted at first
glance.
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As already discussed in [36], we plan to integrate the support for different
views into the GOLD Framework to address different stakeholders involved with
different skills, knowledge, roles and responsibilities.

3.7 Collaboration

In contrast to the discussed characteristics of model structures, available compo-
nents and their properties, collaboration means exchanging ideas and informa-
tion about models, model components or even whole modeling projects. Further-
more, collaborative modeling also means being able to work on shared artefacts
(models, projects, etc.) simultaneously, independent of the type or structure of
those artefacts. However, these aspects can be considered orthogonal to those
directly addressing the modeling languages with regards to model structures and
component characteristics. As an example, allowing collaborative modeling by
means of enabling different users to work on the same model at the same time
has little to do with the modeling language in the first place but is a matter of
platform capabilities and the features provided by the respective editor.

Our approach to collaborative business modeling involves migrating the
GOLD Tool from a classical desktop application to modern web technologies.
For this, we make use of the CINCO CLOUD project (originating from [54])
that is currently in active development. It eases the creation of domain-specific
collaborative online modeling environments [53] and, in particular, allows using
any CINCO product directly in the web browser. Hence, as the GOLD Tool
is a CINCO product, we will be able to migrate to the web by the push of a
button. The required collaboration features will then be provided by means of
platform services offered by CINCO CLOUD, which aims at realizing aligned,
purpose-driven cooperation [54]. This out-of-the box includes features like real-
time collaborative editing, user and role management, project management and
task sharing. Furthermore, the GOLD Tool will benefit from the increasing num-
ber of features eventually built into CINCO CLOUD, like version control, issue
management, discussion boards and many more.

4 Exemplary Application of the GOLD Framework

This Section demonstrates the benefits of the GOLD Framework’s lever to design
holistic and customized business modeling IT tools. GOLD has been developed to
allow (business modeling) domain-experts to define and implement a holistic and
customized support for tackling the envisioned users’ challenges. This Section
introduces one use case implemented as domain-specific instantiation. The use
case’s business model design gets embedded into the three-stage approach of the
dynamic capability theory (cf. the basis of the holistic structure of Fig. 2 and
Fig. 5). Adopting this theory ensures that business models address a specific
purpose and get implemented following a suitable plan.
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Designing Multilateral Data-Sharing Collaborations
Today, data and data-driven business models are hot topics [16]. For years

software-driven organizations like Google, Amazon, Apple and Uber have demon-
strated the lever of data for generating value and new business models. Now also
more traditional industries like automotive or manufacturing aim at making use
of their (existing) data, data of their supply chain partners, and of other ecosys-
tems. As the potential value increases with the access to more data and/or more
diverse data sources, the Collaborative Condition Monitoring (CCM) project
group of the Plattform Industrie 4.0 project works on concepts, pre-conditions
and enablers for multilateral data-sharing [10]. To enable data-sharing and the
design of multilateral data-sharing collaborations beyond the typical bilateral
settings, the CCM team developed a domain-specific, hierarchical, canvas-based
guidance structure to, in particular, address the vital economic, legal and techni-
cal interoperability (cf. Fig. 7). Following this domain-specific structure supports
the design of multilateral collaborations for data sharing to deal with the fol-
lowing three challenges:

– designing new inter-organizational collaborations,
– pre-evaluating the organizations’ fit for collaboration before investing time

and resources, and
– aligning the organizations with their unique sets of interests, needs, com-

petences and resources, while maintaining data sovereignty, i.e., without
disclosing their intellectual property.

Fig. 7. Towards the holistic design of multilateral data-sharing collaborations.

The domain-specific canvas support consists of four interlinked canvas types
(cf. Fig. 7). Each of the three stages gets addressed via one canvas type except
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for stage two - seizing - which gets addressed by two different canvas types
better matching the different profiles of the data producers and data consumers.
While in both the sensing and transforming stages one canvas gets filled out
by all envisioned collaborators together the seizing stage asks each envisioned
collaborator to define a viable and attractive business model by herself to ensure
that each organization benefits from the collaboration (also presented in cf. Fig. 7
by the number of canvases at each stage). Thus, together the four canvas types
are designed to cover, refine and align the design of new collaborations following
the dynamic capability theory to:

– define one shared vision and the available resources (cf. sensing), to
– enable each partner to design attractive business models (cf. seizing) and to
– aggregate the legal and technical requirements of the partners to derive one

shared data exchange infrastructure fulfilling the diverse demands (cf. trans-
forming).

The overall goal is to answer the following three questions by/for each partner
individually to increase transparency and tangibility easing the collaboration,
alignment and execution or to reveal misfits early ensuring to fail fast :

– Does the offered data fit the demanded data?,
– Do all collaborators benefit “sufficiently”?,
– Can the partners agree on a suitable implementation strategy?

In the following, we demonstrate the advantages of integrating the multilateral
data-sharing canvas-set into the GOLD Framework [36] to derive a domain-
specific GOLD Tool (cf. Fig. 8). The benefits of this integration can be grouped
into built-in holisticity, customized guidance, and access control and integration.

Built-In Holisticity: Figure 8 shows a formalized instantiation of Fig. 7 demon-
strating that GOLD adopts and supports the three-stage approach proposed by
the dynamic capability theory, where the three stages are organized horizontally
in a hierarchical and interlinked fashion. To benefit from this hierarchical struc-
ture users should follow the suggested top-down approach to refine their shared
vision into several business models and one suitable implementation strategy.

It is part of the corresponding domain modeling to define links between the
domain-specific components and elements of the various canvases via arrows
as shown in Fig. 9. Here, Fig. 9 zooms into and refines the interlinkages of two
canvases of Fig. 8: The “Sensing - Why” canvas and the left “Seizing - What”
canvas addressing the data provider.

In particular, GOLD enables to link and connect components on the intra-
and inter-canvas levels: An example for an intra-canvas interlinkage can be seen
in the top canvas of Fig. 9. Here, the element Shared Vision is e.g., dependent
and thus interlinked with the elements Motivation DP and Motivation DC refer-
ring to the pre-defined motivation of the data provider(s) and data consumer(s).
The inter-canvas level connection can, e.g., be seen in Fig. 9 between the ele-
ment Offered Data of the upper canvas and the elements Specification Offered
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Fig. 8. Domain-specific GOLD tool integration for holistic and customized guidance.

Data and Access Offered Data of the lower canvas. These interlinkages and con-
nections ensure that users consider the elements of the previously filled out
canvases/components to achieve alignment.

Please note that new refinements and findings could also lead to updates
bottom-up on the aggregated levels. For example if the collaborators agree on
specific license options and rules for dealing with the property rights of the
different collaborators on the “Transforming - How” level, it is important that
also the information and plans on the “Seizing - What” level get updated to
check whether the envisioned business models are still possible given the agreed
upon changes of the conditions on the “Transforming - How” level (cf. Fig. 8).

These interlinkages ensure the up-to-dateness of all components by making
changes visible and suggesting to revisit interlinked components/elements to
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Fig. 9. Zooms-into Fig. 8: two canvases revealing intra- & inter-canvas interlinkages.

re-check their correctness. See e.g., the components Licensing of Data, Data
Value Chains and Property Rights on the “Transforming - How” level where
the individual elements of the “Seizing - What” level get aggregated allowing to
discuss contradictions and define acceptable conditions (cf. Fig. 8).

Additionally, in contrast to grey boxes, blue boxes refer to another model on
a lower hierarchical level. Here, all blue boxes with an identical name reference
the same sub-canvas. E.g., in Fig. 8, Motivation DP exists twice, once on the
“Sensing - Why” level and once on the “Seizing - What” level of Fig. 9. These
two blue boxes are connected via a bi-directional arrow underlining that changes
made on the sub-canvas of Motivation DP shown in Fig. 10 count automatically
for both.
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Fig. 10. Cross-referenced sub-canvas: Motivation Data Provider (DP).

Whenever elements become more complex or should be analyzed more care-
fully also currently grey boxes only detailing the information written on them
can turn blue by transforming them into a link to a new hierarchical sub-canvas.
Here, taxonomies and ontologies define the reference points and establish a sin-
gle source of truth structuring elements at different hierarchy levels, canvases,
components, etc.

Customized Guidance: Domain-specificity is a powerful customization concept
which, in particular, supports user guidance during business modeling in a col-
laborative fashion. Three kinds of GOLD-based guidance can be distinguished.

– Domain-Specific Guidance. Formalized knowledge in terms of (business)
knowledge may be used, e.g., to ensure that at least one data-provider canvas
and one data-consumer canvas get filled out (ensuring that data is offered
and demanded), that at least three canvases get filled out (fulfilling the pre-
condition of multilateral data-sharing), or that certain fields are required and
must therefore be filled out, e.g., ensuring that the requirements of all collab-
orators get considered on the how-level. Moreover, based on adequate domain
models, GOLD may also structurally support that only admissible elements
are possible, e.g., that the elements have the right format, or more restric-
tively, that they need to be taken from a predefined set.

– Process-Driven Guidance. Collaborative business modeling comes with
natural bottlenecks, e.g., that progress is prohibited by a missing entry. In
this case GOLD may send reminders to the responsible organization/person.

– User Profile-Oriented Guidance. Individual users can be individually
guided based on their roles, rights, and competences. This increases the effi-
ciency by allowing experts to, e.g., fast track the entries, but, at the same
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time, also allows to control the distribution of data, e.g., to secure intellectual
property. This is of vital importance, as data sovereignty is one of the central
requirements for data sharing-based business models.

Access Control and Integration: Finally, once we have migrated to CINCO
Cloud [54], each domain-specific GOLD Tool will run on the web allowing syn-
chronized collaboration and up-to-dateness at all times and at all places. This
also eases revisiting the canvases and continually updating the information. Here,
the collaborators can keep track of their as-is analyses also allowing them to
derive new knowledge and learnings for future decisions and projects. Further,
the tool allows to track the history of the canvases with regard to who made
which changes when. In addition, changes relevant for all collaborators asking
for new joined decisions get highlighted to ensure that they get revisited in the
next meeting.

5 Conclusion and Outlook

In this paper we have illustrated the power of domain-specificity as lever to
enhance the tool support for business modeling. Domain-specificity enables cus-
tomized guidance of diverse stakeholders as part of a holistic collaborative model-
ing process. This guidance is particularly important when dealing with complex
scenarios like multilateral collaborations for data sharing where the needs of
various involved stakeholders have to be aligned. Such an alignment requires a
holistic approach to design one global vision which gets refined by individual and
diverse business models which then get realized via one global implementation
strategy. To achieve this it is success critical to enable and guide the hierarchical
and stakeholder-specific refinement from vision to implementation.

We have argued that using GOLD, our framework for the development of
domain-specific (e.g., business modeling) IT tools, allows to build IT tools from
formalized domain models that do not only provide customized user support,
but also achieve the required alignment of the contributions of the individual
users along a globally consistent and hierarchical modeling process.

In fact, the GOLD Framework is designed to automatically generate domain-
specific IT tools that are customized to the specific needs, strengths and weak-
nesses of particular industries, organizations or technologies as soon as a suffi-
cient formalization of domain-specific knowledge, e.g., in terms of ontologies and
business rules, is provided.

Thus, to develop the desired domain-specific IT tools only requires that the
corresponding domain-experts learn to sufficiently formalize their currently rather
tacit knowledge. This is particularly difficult in domains that primarily focus on
human interaction and that are not used to express their explicit and tacit knowl-
edge at the required level of accuracy for generating suitable IT tool support [37].
This does not mean, however, that reaching the required level of formalization is
impossible in these domains, as one can achieve this level in a guided specifica-
tion refinement process that successively increases the accuracy and thereby the
potential support of the accordingly generated, domain-specific tool.
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To live up to the latest requirements of accessibility and interdisciplinary
collaboration, we are currently migrating the GOLD technology to the web uti-
lizing CINCO CLOUD [54]. It is planned to make the web-based version of
GOLD available to early adopters like consultants for innovation projects. Their
feedback will be vital to improve GOLD’s domain modeling functionality and to
evaluate the impact of the provided domain-specific modeling support.
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Abstract. The establishment of sovereign data spaces is a cutting-edge
topic in industrial data sharing scenarios. For instance, organizations
like the International Data Spaces (IDS) Association and the Gaia-X
European Association for Data and Cloud design standards for sovereign
data exchanges and involved governance structures. As an implementa-
tion of these standards, data space technologies are of central importance
for ensuring secure and sovereign processes and thus establishing trust
between data space participants. In this paper, we present our approach,
an IDS Connector reference implementation, to integrate data sharing
and processing systems into data spaces by providing identity and data
management, secure communication protocols, easy-to-use digital con-
tract administration, and prototypical data usage control enforcement.
After presenting the software architecture and design, we outline the
successful application in selected use cases and derive lessons learned for
further developments of data space technologies.

Keywords: Data space technologies · Data sovereignty · International
Data Spaces · IDS Connector · Data sharing · Usage control

1 Introduction

Ideas and approaches focusing on the management and economic value of data
assets have been of great importance since the early 80s. Recent work in research
and industry demonstrates that data as economic goods and a strategic resource
is becoming increasingly relevant and can be seen as an “essential feature of
digitization and data economy” [28] (p.1). Thereby, innovations from data are
mainly created by combining and analysing heterogeneous data (in terms of their
format, preparation, value) from different sources [38]. However, as a prerequisite
for such processing, data first needs to be collected and aggregated. This is why
corresponding research fields are primarily dealing with issues related to the
topic of data sharing and, in this course, with the establishment of data spaces.

In this context, the advantages of joint data processing are often obscured by
the business stakeholders’ major fear of particularly malicious actions and data
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misuse by, e.g., competing companies [37]. As a result, the importance of data
sovereignty meaning the “capability of being entirely self-determined with regard
to [...] data” [40] (p.71) grows. The data provider, typically the data owner, that
wants to share their data within a data space takes an active role by defining
the purpose of the data usage [32]. In return, a data consumer that wants to
use and process accessed data must ensure the compliance with any predefined
regulations (hereinafter referred to as usage policies).

Allowing data transfers in a controlled manner and under mutual gover-
nance rules is a central benefit of building common data spaces. By doing so,
it is particularly important and at the same time challenging to design software
components that are able to establish and implement trust between data shar-
ing stakeholders [27]. By focusing on standardized communication and transfer
processes, the Dataspace Connector, as a software artifact following the speci-
fications of the IDS [39], addresses previously named challenges and technically
ensures a confidential and secure handling of data.

The remainder of this paper is structured as follows: As a basis, Sect. 2 intro-
duces existing data space standards, particularly the IDS. Section 3 describes our
approach of a sovereign data space technology, covering architecture and imple-
mentation. Afterwards, Sect. 4 presents the development of this approach and its
application in selected use cases. From this, Sect. 5 addresses gained experiences
and derives learnings for future work and developments of sovereign data space
technologies. In Sect. 6, similar implementations and approaches are described
and evaluated. Finally, the conclusion in Sect. 7 summarizes the contents of this
paper and outlines future work.

2 Background

The aforementioned governance rules and technical specifications are facilitated,
for instance, by evolving data space standards like Gaia-X and the IDS. Both
projects focus on solving data sharing problems in industrial contexts. In doing
so, they build on existing standards, like the Data Catalog Vocabulary [53] or the
Open Digital Rights Language [52], and leverage well-known cloud technologies.
With its Reference Architecture Model (RAM) [31], the IDS, formerly Industrial
Data Space, describe business processes and key components of a sovereign data
space to create “secure, trusted, and semantically interoperable” [3] (p.1) data
processes between different stakeholders. In the context of this, detailed specifi-
cations and concepts state how the deployed components authenticate, integrate,
and communicate [30]. To ensure interoperability, various working groups focus
on the specification of a common ontology, the IDS Information Model [33], and
the definition of legal and technical participants of a data space [2].

One of the central components in this context is the IDS Connector. This
enables participants to share or consume data respecting sovereignty concepts by
its integration with existing data providing, processing, or maintaining systems.
To publish a data offer, data is enriched with metadata and, as part of this,
usage policies that specify how data may be accessed, processed, or distributed
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(all the way from the data source to the data sink). These usage policies are
negotiated as part of digital contracts and are enforced on a technical level by
any service along the data value chain. For this purpose, the IDS Connector
can intercept data flows, prohibit data accesses, or even modify data in transit.
In doing so, it allows for decentralized peer-to-peer data transfers and serves
as a gateway to an IDS ecosystem for proprietary systems, encapsulating their
capabilities and APIs [25,35]. In summary, an IDS Connector takes care of the
following tasks: sharing data offers, negotiating usage policies within contracts,
transferring data, making data flows observable, and enforcing usage policies
to ensure data sovereignty. While doing so, it communicates with other central
IDS services that address the main disciplines of a data space: identity, catalog,
vocabulary, service, and logging.

Supplementing and improving the fundamental ideas of the IDS, projects
around and members of Gaia-X aim for building a distributed data infrastruc-
ture in Europe. Next to adopting previously mentioned concepts for sovereign
data exchanges, they concentrate on standardizing fully decentralized data space
technologies that can be deployed on any cloud infrastructure [6,7].

3 Approach

As previously stated, novel data space standards introduce multiple new con-
cepts to participating organizations, in particular the importance of sovereign
data handling and the relevance of usage control. The Dataspace Connector
(DSC) is a software artifact that addresses the technical manifestations of these
concepts in industrial data sharing scenarios. Since, in the DSC’s design phase,
the IDS provided new approaches of combining both the ideas of data spaces
and sovereignty, these were considered as part of the functional requirements.
Thereby, the focus is not on redefining data security, but rather on using estab-
lished technologies and standards, as the security requirements for industrial
automation and control systems (DIN EN IEC 62443-4-2 [9]), and incorporating
them with the concepts of data sovereignty. Hence, the DSC follows best prac-
tices for software engineering [26,34,50] and is written in Java using the Spring
Framework [51] with PostgreSQL [49] as metadata storage.

3.1 Architecture

The DSC is designed as a stateless REST server composed of multiple APIs. It
interacts with other data space services (authentication, cataloging, logging) and
follows the standards for defining requirements for a security gateway focusing
on the exchange of industrial data and services (DIN SPEC 27070 [10]). Similar
to a data space that is divided into different disciplines (see Sect. 2), the DSC, as
an IDS Base Connector reference implementation, focuses on conforming respon-
sibilities: identity, cataloging, discovery, contract, transfer, service.

As depicted in Fig. 1, the DSC integrates into an IT environment with mon-
itoring, data consuming (processing), and/or data providing systems. In doing
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Fig. 1. Systems and users interacting with the DSC as a data flow orchestrator.

so, it adopts multiple roles: First, it acts as an adapter and proxy by forwarding
data requests while ensuring sovereign data handling. In addition, it acts as a
data storage that persists metadata and administers data sources and/or raw
data. Finally, the DSC is a logical component that incorporates additional data
space-specific elements (authentication, discovery, usage control) into common
data transfers. Details are explained in the following.

– Identity: During communication with other data space components, the DSC
must identify itself and its owning company. This is done by using X.509
certificates and involving a trusted third-party (OAuth [41] server) into com-
munication processes. Thus, all interactions can be uniquely assigned, and,
on this basis, data access control can be enforced. As a backend service that
integrates into existing IT landscapes, the DSC does not offer user manage-
ment itself, but could easily be connected to any external identity and access
management systems, e.g., via Spring Security.

– Cataloging: As stated in Sect. 2, a core task of an IDS Connector is the man-
agement of data offers. For this, the DSC provides a REST API that allows
to enrich data with information about its context (metadata), e.g., a title or
license. Nesting multiple metadata entities increases the amount of available
information: Data can be grouped as resources and catalogs. Each group may
contain data that is exposed via different representations. Each representa-
tion describes and links to an artifact that in turn points to the actual shared
data asset (e.g., a file or a data stream) and encapsulates specific attributes
(e.g., byte size, access information). Additionally, linked contracts and rules
add enforceable usage policies to available data offers. After creation, these
data offers can be exposed for discovery.

– Discovery: Being part of a data space means exchanging data and infor-
mation. To make data offers discoverable, the DSC serves an API for
(un)registering them at a cataloging service. In doing so, the metadata stored
inside the DSC (following the previously described semantics) is translated
to the data space ontology, e.g., the IDS Information Model [33], on the fly.
This separation and the way of abstracting the used communication protocol
(IDS Multipart [30]) allows to exchange versions or technologies dynamically
and, thus, to integrate into different data spaces (using a domain-specific
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Fig. 2. Interaction example for the data transfer API.

Information Model) easily. The provided API helps to identify other data space
participants as well as browse published data offers and attached contracts.

– Contract: As introduced in Sects. 1 and 2, data sovereignty is enabled by
clearly defining who is allowed to access data and how it should be used in a
first step. For this, contract agreements, based on contract offers that are part
of the data offers, are negotiated before access to the data is granted. This
mandatory process is called contract negotiation and, in this approach, follows
the definition of the IDS RAM [31]. Initiating a contract negotiation requires
the identifier of the data offer the data consumer is interested in and the usage
policies it agrees to in turn for gaining access to it. Next, the DSC will start
a communication with the offering data connector. In case of a rejection, a
new contract request must be provided. If the offering participant agrees, the
DSC will automatically start communication sequences to add and persist
the metadata and data as managed data. This includes the final contract
agreement. In the course of policy enforcement, the DSC will continuously
scan managed agreements ensuring compliance with policies and take further
actions if necessary (e.g., required data removal).

– Transfer: To ensure access and usage control enforcement as defined by the
negotiated contract agreements, the DSC exposes a dedicated API that allows
managed data to be consumed via HTTP(S). As depicted in Fig. 2, on each
data request, the DSC will check for existing agreements and evaluate their
content. If any agreement, that matches the requested data and requesting
participant, allows the access, the data is returned without obstruction. If
the evaluation prohibits the access, the DSC will reject the request. For cus-
tomization of data flows (on the data provider and consumer sides), the DSC
offers an API to setup workflows using Apache Camel [48] and integrate data
applications that are downloaded as Docker [11] images.

– Service: The integration of sovereign data handling needs to fit into the IT
environment of the utilizing organization/company (data space participant).
For this reason, the DSC can be deployed in multiple environments ranging
from baremetal (without virtualization) over containerized to cloud environ-
ments. To fully utilize and integrate with IT environments, the DSC offers a
Service API. This exposes health and status information as well as control
endpoints for automating the DSC to the environment it integrates with.
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Fig. 3. Process of providing and consuming data with the DSC.

3.2 Integration

The interfaces to the data space follow the specifications of the IDS [30], while
all other interfaces that can be accessed by data consuming/providing systems,
graphical user interfaces, or human users (i.a., administrators) (see Fig. 1) are
based on established standards such as HTTP 1.1 [15] and JSON [8].

The usage of well-known frameworks and programming languages allows for
an easy integration, and the stateless design allows for a scalable deployment.
By using Java, as previously mentioned, the DSC can be run baremetal, in a
container, and in the cloud. Thus, it can be used in projects across a wide range
of domains and can help to perform simple data flows in various deployment
scenarios, in compliance with the concepts of sovereign data handling.

As Sect. 3.1 outlined the provided functionalities, Fig. 3 visualizes the interac-
tions in order to participate in a data space via a running DSC. In the presented
process, a data space participant that could be a single human being or a whole
organization first acts as a data provider (left-hand side) and then as a data con-
sumer (right-hand side): At the beginning, the DSC is configured and adapted to
the data space by integrating the interfaces of the central data space components
and assigning an issued identity for participation. Next, as a data providing ser-
vice, the DSC is filled with information (metadata) about the data that should
be shared. This will be provided as a data offer either via the component’s IDS
self-description or published at a central cataloging system. In the same way, the
DSC can be used to search the data space as a data consumer. Once a suitable
offer has been found, a data space participant can trigger its DSC to negotiate
an appropriate contract and to download the data, while policy enforcement is
ensured. As additional functionality, the DSC can continuously exchange infor-
mation with a central third-party to log data requests and usages, and data flows
can be enriched, e.g., by data processing applications.

4 Evaluation

The DSC is published as open-source software on GitHub [22] (further maintained
in a Git fork [23]), licensed under the Apache 2.0 License [47]. Its development
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Fig. 4. Representative illustration of the DSC’s integration in selected use cases.

process adapted the Extreme Programming software development method [4],
whose focus is primarily on developing an approach in small iterations and with
an extensive involvement of the user and customer group. In our case, this group
(hereinafter referred to as focus groups) included, i.a., project managers, software
developers, and DevOps from partners of various industry and research projects
who were involved in the application of the DSC in their use cases.

These use cases served as a starting point. As examples, we want to outline
two manifestations of a data space in which the DSC can enable data sovereignty:
In Fig. 4, the visualization on the left-hand side depicts the application of data
sovereignty in a laboratory platform. For instance, the Bauhaus.MobilityLab
(BML) unifies the domains of logistics, energy, and mobility. Within the scope
of this project, a new lab platform allows companies, as customers, to aggregate
and process data and to test, evaluate, and further develop AI services in real
world scenarios. For this purpose, the citizens of a district of Erfurt, Germany,
volunteer as participants in a living lab. The DSC is used to implement data
sovereignty for data exchanges within the lab platform or between different data
suppliers or lab customers. Following the specifications of the IDS, this ensures
the interoperability with other IDS ecosystems [24], as the Energy Data Space
[5] or the Mobility Data Space (MDS).

The representation on the right-hand side shows how the concepts of data
sovereignty can be applied in data marketplaces. For instance, the MDS focuses
on establishing a secure and trustworthy data space in the mobility domain. In
cooperation with various companies/organizations from this industry, different
use cases are set up in which partners exchange, e.g., mobility or weather data,
e.g., to optimize smart parking or traffic forecasting. Following the setup pre-
sented in Fig. 1, data transfers are realized by using DSCs. As shown in Fig. 4,
according to the decentralized architecture of the IDS, the MDS also provides
a data platform serving central IDS components, such as the Identity Provider
and a Metadata Broker (cataloging system) [12].

A summary of the essential steps of the development process is shown in
Fig. 5. As illustrated, after collecting the requirements within the Exploration
Phase, these were prioritized and development efforts were estimated in the
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Fig. 5. Development process adapting the extreme programming life cycle in [1].

Planning Phase. As a next step, the Release Phase included various development
cycles, which in turn followed a waterfall model: analysis, design, implementa-
tion (coding), and testing [4]. New features were developed in multiple iterations
and with continuous integration and testing. The latter included unit tests, inte-
gration tests, and end-to-end tests, as well as experimental deployments by the
project partners, e.g., in the MDS or BML. For the design phase, especially the
communication with the IDS community and upcoming data space initiatives
was of major importance to advance and comply with evolving standards.

During the Productization Phase and Maintenance Phase, small releases were
published on a regular basis and bugfixes and security patches were provided.
The DSC was continuously tested and evaluated by the focus groups so that
decisions could be quickly confirmed or requirements refined. This was espe-
cially helpful due to the simultaneous application of our approach in numerous
projects. The Death Phase shown in Fig. 5 marks the date of this publication.
The results of the retrospective and feedback sessions are discussed next.

5 Lessons Learned

In summary, the development process that was outlined in the previous section
was very agile and close to the actual industrial contexts where data space tech-
nologies finally are being used. The continuous communication (bi-weekly Q&A
sessions, project jour fixes, hands-on sessions) with the focus groups (see Sect. 4)
allowed to gain experience and identify problems. From those, in collaboration
with IDSA working groups, feedback for further work and the refinement of the
IDS as a data space standard has been provided. However, our experiences are
not limited to this project, nor are they limited to the IDS Connector as such.
From a combination of requirements, retrospectives, and the successful or unsuc-
cessful application of formal specifications, we draw the following lessons learned
that can provide benefits to the development of sovereign data space technolo-
gies in general. These lessons learned are divided into the openly communicated
expectations of the focus groups and our general observations.

5.1 Expectations

Most of the formal functional and non-functional requirements for data space
technologies can be described with common best practices in software devel-
opment, which have already been mentioned in Sect. 3. In the following, we



374 J. Pampus et al.

highlight the most important topics (derived from the frequency and intensity
of discussions with the focus groups) and consider them primarily in the context
of their applicability in further designs of data space technologies.

Integration. The DSC acts as a gateway between proprietary systems and a
data space. The related additional functionalities, such as the incorporation of
metadata and the connection of data sources, must be applied within existing IT
landscapes and without causing changes to external systems. The implementa-
tion of data space technologies has thus to identify deployment environments and
communication protocols that are broadly supported. Experience from the pre-
viously mentioned use cases has shown that the choice of referring to HTTP 1.1
and JSON for all APIs of the DSC was appropriate for an easy integration.
For instance, the Silicon Economy Logistics Ecosystem, with its aim to build
up a platform economy for the logistics sector [42], developed an IDS Integra-
tion Toolbox [45] that simplifies the integration of IDS components, such as
the DSC. Even though this already encapsulates complex data space standards,
some interactions can be aggregated and further abstracted according to the
needs. This reduces the development effort for integration tools to a minimum.

Extensibility. As the development of data space standards integrating the con-
cept of data sovereignty is young and fast-moving, any data space component
must be easily extensible to communicate with upcoming and evolving tech-
nologies. This extensibility is not limited to the communication within the data
space but also includes requirements such as connecting to other systems that
provide, consume, or process data. As the communication with the focus groups
has shown, workflows and processes for consuming and producing data, as well
as system management, can vary significantly in any new use case. Therefore, a
sovereign data space component needs to be a platform for validating and execut-
ing user-defined processes and workflows. In this course, it has to be designed
in a way that it can be easily customized, resulting in a lightweight core and
clearly defined interfaces for extensibility. Using a modular architecture allows
for exchanging needed capabilities in order to provide a seamless integration and
easy adaptation to changing requirements.

Nevertheless, there is a risk of providing too much extensibility as integrating
software approaches are more beneficial than one software monolith that adapts
to an arbitrary number of use cases. As an example, data space technologies that
are designed for cloud deployments may not suit IoT systems at the same time.

Stability. For the scalability of a data space and systems to constantly integrate
and still be able to communicate with each other, compatibility and interoper-
ability are required first and foremost. As described in Sect. 2, the IDS aim to
fulfil these requirements by standardizing interfaces and communication proto-
cols. The application within projects like the MDS showed that the required sta-
bility of existing data space technologies (following the IDS standard) is not yet
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in place. Despite complex and reliable processes, especially in terms of changes,
both IDS reference architecture and technical specifications, currently, are more
likely to be considered as living documents. The root cause is primarily a slow
top-down development process and the late incorporation of technical implemen-
tations and real-world requirements by industrial stakeholders. The multitude
of adaptations that are required at this stage, such as the detailed elaboration
of existing specifications, causes challenges to especially the compatibility and
interoperability, and results in breaking changes on a technical level.

By providing stable interaction interfaces, not all changes need to be prop-
agated to the user interacting with a data space component like the DSC, or
to any systems connecting with it. Moreover, stable interfaces allow for cross
version compatibility between different components. This allows data space par-
ticipants to focus on their use cases and prevents artificial version lock-in that
could obstruct adoption of data sovereignty concepts.

Usability. By entering data spaces, an organization encounters challenges, e.g.,
about how to interact with other participants adhering to the paradigm of data
sovereignty. Any data space component needs to increase the usability by self-
documenting and providing as much information as possible to the user about
the current context, functionalities, and changes applied to the system. By serv-
ing detailed and well-prepared context information, the user may utilize the
component easily and without any profound knowledge about data sovereignty.
This has been particularly clear in the previously mentioned projects.

Deriving from this, data space technologies should further be considered from
a user-centric perspective. The DSC and other IDS components are designed as
backend services that primarily address the technical aspects of data sovereignty
by focusing on machine-to-machine interaction according to appropriate stan-
dards. The provided interfaces are intended to simplify the automation and
integration of the system into existing deployments, and to abstract complex pro-
cesses. However, the current data space concepts lack human-to-machine inter-
action with regards to sovereignty aspects. The components and their graphical
user interfaces are currently not designed to be operated by a non-technical per-
son without domain knowledge. However, data sovereignty should not only be
addressed at a technical level but should also involve the human user. Here, the
challenge is to design processes transparently and to create trust so that the user
can comprehend and understand information and data flows. With solving this,
there will be a better comprehension of data space concepts like the IDS.

Sovereignty. The exchange with the user group of the DSC showed that espe-
cially the technical integration of data sovereignty aspects is still in an early
stage. Many companies already address security issues and apply strict guide-
lines in their daily business. How data security is differentiated from sovereignty
is often not entirely clear. As shown in Sect. 4, many use cases focus primarily
on data transfers between IDS Connectors and focus on access policies. Thereby,
the value and application of usage policies, and therefore usage control, is mostly
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disregarded and not considered in the short-term. It is also apparent that many
companies do not solely trust technologies such as the DSC, but rather make
consortium agreements in data space projects that determine the data exchanges
from a legal point of view. In this context, the technical possibilities of data space
components are merely a nice-to-have.

5.2 Observations

In addition to the clearly communicated requirements of the focus groups, we
made some general observations regarding the development and utilization of
data space technologies that should be considered in future works and discus-
sions. These are explained below.

There is a Need for a Common Understanding of Data Spaces.
Although there is a lot of literature about data spaces and ecosystems (cited in
Sects. 1 and 2), it appeared that people have a different understanding of used
terms like policy or contract, e.g., due to various levels of expertise or personal
experiences. What characterizes a data space on a business and technical level?
How does one data space differentiate from another one? How can data spaces
interact with each other? A major concern in this regard is the lack of clear role
and rights concepts and the alignment of legal contracts, access policies, and the
delimitation of both terms from their usage in the context of data spaces. Due
to this, the DSC currently does not implement any role concepts, nor does it
support the integration into more than one data space at runtime. To build up
a data space and establish a common understanding, fundamental role concepts
and used terms need to be defined and agreed on at an early stage.

Usage Control Enforcement is the Biggest Challenge for the Tech-
nical Realization of Data Sovereignty. Usage control extends access con-
trol by providing the ability “to continuously monitor and control the usage of
resources such as files or services” [43] (p.289). This way, the data owner/provider
cannot only restrict access to their data but control its usage. However, the
implementation of this is conceptually as well as technically difficult, especially
in cloud environments. The DSC currently focuses on implementing policies
that provide or restrict the access to data (connector-, time-, or security-level-
restricted). As it comes with a default database integration, data can even be
deleted after a specified time interval. The usage control capabilities of the DSC
likely cover the basic needs of users, yet one fundamental question came up
frequently: How to ensure that data does not leave the controlled system envi-
ronment or is copied, especially within complex cloud deployment scenarios or
third-party data processing? This results in necessary future research and work,
especially regarding the importance of usage control in sovereign data spaces.

Open Source is a Chance for the Evolution of Data Space Tech-
nology. Essentially, open-source software development is an opportunity for
companies to bring together various skill sets and to collaboratively work on a
topic and drive innovation. The concepts and core ideas behind open source are
reflected especially in the context of data spaces and data sovereignty: establish-
ing a high level of transparency and trust both in an open-source project and
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in a sovereign data space [46]. Thus, as shown by the application of the DSC
(see Sect. 4) and the increasing interest and engagement of potential users via
GitHub, the collaborative development of software in this domain helps to build
data spaces in which organizations can participate by using jointly developed
software. This in turn results in increased trust in the used technology.

6 Related Work

In the design phase of the approach presented in Sect. 3, only few implemen-
tations of sovereign data space technologies were available – most of them in
the context of IDS. In general, the open-source software movement for data
space technologies was not that advanced and, i.a., nowadays often presented
and referenced IDS Connectors like the ones from TNO [36] and Engineering
[14] were not publicly available. For instance, the Trusted Connector [16], as
an IDS Connector reference implementation, focuses on IoT systems. Due to
the high level of security, the Trusted Connector requires the use of hardware
anchors and cannot communicate with components that do not implement a
specific IDS communication protocol that integrates remote attestation [44]. In
addition, missing persistence capabilities and REST interfaces do not allow for
an easy integration and out-of-the-box usage. The Clearing House [17] builds on
the Trusted Connector while focusing solely on information logging by leveraging
blockchain technologies. The Enterprise Integration (EI) Connector [19], which is
no longer being developed, excelled in implementing the IDS Information Model
natively. Its usage was restricted to locally stored files and the connection of a
graph database. A special version of the EIC is the Metadata Broker [20] that
completely focuses on cataloging capabilities and the management of metadata.
Usage control is not supported by either component.

A comparison of chosen criteria (availability of code, integrated technologies,
deployment options, supported protocols, level of security, implemented usage
control) shows that the DSC combines more requirements than any approach
at that time: (1) It is available open-source. (2) It connects to easily exchange-
able relational databases. (3) It can be executed in various deployment environ-
ments. (4) It implements interfaces that follow established standards and best
practices. (5) By supporting two IDS protocols (IDS Multipart and IDSCPv2
[30]) and implementing all mandatory communication processes (authorization,
discovery, contract negotiation, logging), the DSC is compatible with many of
the mentioned technologies: Trusted Connector, EI Connector, TNO Connector,
TRUsted Engineering Connector, Metadata Broker, Clearing House, and the
meanwhile existing IDS AppStore (combination of IDS Connector and Docker
registry) [18]. (6) With the use of IDSCPv2 and remote attestation, the DSC,
just like the Trusted Connector, can be run with an increased level of security.
(7) By natively integrating Apache Camel, data flows (routes) can be customized
and intercepting usage control frameworks, such as LUCON [43] or MyData [21],
can be easily integrated to extend the provided usage control enforcement.

Being labelled as IDS-ready [29] and recently being used in a variety of
industrial and research projects, as outlined in Sect. 4, demonstrates the need
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for technology that enables data sovereignty in industrial contexts, and shows
that the DSC provides major functionalities to be leveraged as a sovereign data
space component.

7 Conclusion

At the beginning of this paper, we introduced the relevance of data spaces
and data sovereignty. As an approach addressing these topics, the concepts
of IDS were briefly presented. To address the technical manifestations of data
sovereignty in industrial data sharing scenarios, we developed a data space con-
nector following the specifications of the IDS. Next, we highlighted the success-
ful adoption of our approach in different projects as proof-of-concept. During
the development of the DSC, we initiated discussions with various focus groups
from industry and research and achieved acceptance in the community that crit-
ically deals with the implementation of data space technologies. To conclude, we
derived lessons learned that can be considered for further designs and develop-
ments of data space technologies, not only in the context of IDS or Gaia-X.

Based on its successful adoption, the DSC is further evolved in the Eclipse
Dataspace Connector (EDC) project that was founded in summer 2021. The
EDC, as open-source software, aims at providing a highly scalable, modular,
and extensible framework for sovereign data exchanges. By adopting the essen-
tial concepts and learnings of the DSC, it addresses advanced data sharing chal-
lenges, such as identity management and interoperability across multiple juris-
dictions and data sovereignty in cloud-native environments [13].
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Abstract. The aim of this paper is to develop an appropriate method-
ology for formally analyzing federated identity management (FIM) sys-
tems. For this purpose, two different formal frameworks are considered;
the first uses TLA+, a specification language for modeling complex
industrial systems, whereas the second uses the Maude language, a more
research-oriented approach. Using these frameworks, we first model an
API Connector, developed in the context of an EU eIDAS project to facil-
itate the integration of Service Providers with the eIDAS Network. On
the basis of the produced specifications we verify the aforementioned API
Connector by model-checking an important security property. Finally,
the two approaches are compared in terms of efficiency and accessibility
based on a set of carefully selected criteria.
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1 Introduction

Federated identity management (FIM) refers to an architecture for connecting
authoritative identity resources (Identity and Attributes Providers) with Relying
Parties (Service Providers) within the trust framework of a voluntary association.

FIM systems provide “third party” user authentication and authorization to
the members of the federation. As a result, the federation’s end-users utilize their
authorization credentials, issued from one or more Identity/Attribute Providers,
to gain automatic access to online services offered by any Service Provider in
the federation [1,2]. Today there is an increasing need for the use of federated
identity networks both in the private and in the public sector, such as cloud com-
puting platforms, private organizations, and global markets. Prominent examples
of identity federations are the network operated by the academic and research
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institutions (eduGAIN) [3], the EU/EEA countries (eIDAS Network) [4], or the
private partnerships enabled by the use of commercial software, such as Oracle
Identity Federation [5]. One of the challenges when implementing such complex
systems is the proper interoperation of the different system components. For fed-
eration to optimally work, users’ identity information should be shared between
the federation entities entrusted with authentication. But not all components of
a federation conform to the same security standards, especially components that
usually exist to translate core federation standards such as SAML to common
enterprises technologies (JWT, OIDC etc.) which may exhibit critical vulnera-
bilities. As trust and security are top concerns in these environments, it is not
surprising that industries like IBM have invested in the development of tech-
niques to eliminate the security risks of FIM systems, the biggest of which seems
to be user’s identity theft. In order to avoid potential flaws that could endanger
the security of federated identity networks, we need to have a precise description
of their architecture, especially of the periphery parts (i.e. federation-edge). For-
mal methods can help to protect FIM systems, especially the “Service Provider”
type of entities, from attacks capable of compromising the security of protocols
used at the edge of the federation. To this end, in order to enhance the formal and
rigorous analysis of FIM systems, we present two alternative formal approaches;

– One that expresses an FIM system as a rewrite logic theory, written in Maude,
– Another that expresses the same FIM system as a temporal logic of actions

specification, written in TLA+.

Both approaches allow us to formally reason about the specified system,
and automatically verify the desired security properties, using model checking
techniques.

The rest of this paper is organized as follows: in Sect. 1.1, we briefly present
related work and discuss differences with our approach. Section 2 describes the
theoretical foundations of the two approaches. In Sect. 3, we present the proposed
frameworks which formally express the actions of FIM systems as rewrite rules
and temporal actions (in Maude and TLA+, respectively). In Sect. 4, we apply
those frameworks in a case study. In Sect. 5 we compare the two approaches and
report on the lessons learnt. Finally, Sect. 5 concludes the paper and discusses
future research.

1.1 Related Work

Research has revealed critical logic flaws in commercial web SSO systems like
Microsoft Passport, OpenID and SAML, as well as vulnerabilities in detection
flaw [7,8]. Following these findings several solutions have been proposed, span-
ning from alternative federated identity architectures [9], to more secure FIM
protocols like BBAE [10]. The same has been done for cloud environments like
OpenID and OAuth [11,23]. Aiming at enabling secure online business collabo-
ration, IBM has developed Tivoli, a federated access management solution that
provides web and federated SSO to end users across multiple applications [13].
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To develop this commercial software IBM invested on extended research, includ-
ing the security analysis and proofs of existing browser-based FIM protocols
like SAML [8]. The federated identity architecture of the European eID system
has also been analysed and evaluated in terms of performance and scalability
[2]. Nevertheless, most of the early security analyses were informal, except from
the development of a generic framework for security proofs of browser-based
protocols supported by IBM, which uses state machines and state machine dia-
grams [14]. This formal framework was used to model the WS-Federation Passive
Requestor Interop profile - an important FIM protocol -, and prove that it pro-
vides authenticity and secure channel establishment in a realistic trust scenario.
According to the authors this constitutes the first rigorous security proof for a
browser-based identity federation protocol.

Formal approaches are gaining in popularity and more companies offer and/or
use formal methods [15], but it remains an open question which of the existing
relevant tools are best suited for the task of formally analysing FIM systems.
In the analysis of the InfoCard protocol in [16], for example, Wuang et al. use
AVISPA [17], a push-button integrated tool for the Automated Validation of
Internet Security Protocols and Applications. AVISPA provides - among others
- a role-based (and TLA-based) specification language for security protocols,
properties, channels, and intruder models, called HLPSL; and a model-checker
called OFMC, which employs several symbolic techniques for the exploration of
the state space in a demand-driven way. Our work supports this line of develop-
ment, namely, the formal analysis and verification of FIM protocols and imple-
mentations, as the best way to tackle the critical security issues involved in
federated identity.

Our approach differs from the ones already mentioned in the following points:
TLA+, one of the tools we chose to experiment with, is a mathematical language
for describing the abstraction of state machines, and Maude is based on rewrit-
ing logic and membership equational logic. Most importantly, both tools produce
executable specifications unlike [14], and have a much more general field of appli-
cation than AVISPA [17]. Finally, in Maude the agreement of mathematical and
operational semantics is proven by the existence of the relevant isomorphism
[18]; this makes automated verification using Maude a well-founded approach.

2 Preliminaries

2.1 Federated Identity Management Systems

Federated identity management refers to the agreements, standards, and tech-
nologies that enable the portability of identities, attributes, and entitlements
across multiple enterprises and numerous applications, supporting thousands -
or even millions - of users. The sharing of digital identities allows users to access
applications and resources across multiple domains, managed by different orga-
nizations, by authenticating only once. The cooperating organizations form a
federation based on agreed-upon standards and mutual levels of trust.
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A generic FIM system architecture includes users, identities, identity
providers, and service providers. In this setting, an identity is defined for each
user - which is further associated with a set of attributes - and a means is estab-
lished by which the user can verify his identity.

In most federated identity management schemes, the user stores his creden-
tials in the identity provider. Then, when logging into a service he does not need
to provide credentials to the service provider; the service provider trusts the iden-
tity provider to validate the user’s credentials (the identity provider acquires
attribute information through dialog and protocol exchanges with users and
administrators). Consequently, the user only has to provide credentials directly
to the identity provider. This is how single-sign-on (SSO), the ability of a user
to access all network resources after a single authentication, is implemented.

One of the biggest advantages of FIM systems is that they allow companies
to share applications without having to adopt the same authentication tech-
nologies, directory services, and security. Furthermore, SSO authentication min-
imizes costs, as it simplifies the authentication process, and increases security, as
it lowers the risks associated with authenticating identity information multiple
times. FIM systems also improve privacy compliance by effectively controlling
user access to information sharing. Finally, it leads to a significant enhancement
of the end-user experience by eliminating the need for managing a large number
of accounts and passwords. However, FIM systems can exhibit security and trust
vulnerabilities because of their many components and their complex interaction.

2.2 Specification Languages

Maude is a declarative programming and specification language based on rewrit-
ing logic, a computational logic that can naturally deal with state and concurrent
computations. It was developed by José Meseguer and his research team in SRI
International [19], and has been influenced by Goguen’s OBJ3 language1. More
details about Maude and its syntax can be found in the Annex (Sect. A.1).

In Maude distributed systems are modelled as rewrite theories, and the rel-
evant requirements are formalized using linear temporal logic. Data types are
defined algebraically by equations (which amounts to defining functions in a
functional programming language), while the dynamic behaviour is defined by
rewrite rules, which describe how a part of the system’s state can change in one
step. In other words a Maude program is a logical theory, and a Maude compu-
tation is a logical deduction using the axioms specified in the theory/program.
Thus, similar to TLA+, a system is represented as a set of behaviours described
by an initial condition and a set of rewrite rules playing the role of state transi-
tions of the system.

TLA+ is a specification language based on temporal logic of actions (TLA),
a variation of linear temporal logic2 developed by Leslie Lamport [24]. TLA adds

1 OBJ3 is a version of OBJ based on order-sorted rewriting.
2 Linear temporal logic (LTL) was first proposed by Pnueli [20] as a tool for the

specification, formal analysis, and verification of reactive and concurrent programs
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the concept of actions to temporal logic, providing ways to formalize the actions
used in concurrent systems. More details about TLA+ and its syntax can be
found in the Annex (Sect. A.2).

3 Proposed Frameworks

In this section we describe two formal approaches for specifying federated iden-
tity management systems: Rewriting Logic and Temporal Logic of Actions
(TLA). An older version of the above general approach (based on the formalism
of equational logic) has been presented in [6].

The key entities of a federated identity management system are the identity
provider, the user and the service provider3, as shown in Fig. 1. The objects
of such a system are the user’s attributes, a “security” token and the user’s
credentials. Finally the main actions of the system are the user’s authentication,
and the actions of sending and receiving the authentication attributes.

3.1 Specifying FIM Systems Using Rewriting Logic

Rewriting logic specifications are created using:

– Observable values which are pairs of (parameterized) names and values [Obs];

Fig. 1. Federated identity management system key components.

and systems, and is currently the most popular and widely used temporal logic in
computer science. LTL is especially useful for expressing safety, liveness, fairness,
and precedence properties of infinite computations in reactive systems [21].

3 https://www.networkworld.com/article/2285444/understanding-federated-identity.
html.

https://www.networkworld.com/article/2285444/understanding-federated-identity.html
https://www.networkworld.com/article/2285444/understanding-federated-identity.html
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– States which are expressed as collections (soups) of observable values [State];
– State transitions which are described by rewrite rules [Trans Obs < State].

A federated identity management system can be expressed in terms of rewrit-
ing logic, if we map the actions of the system into (conditional) rewrite rules.
In order to describe the effects of the actions, we use observable values.

Since some actions correspond to the exchange of user’s attributes, in order to
describe them we need an observable value Attributes that stores the authentica-
tion attributes, and another observable value Response that stores the response
containing the received user attributes.

op Attributes[_]:_ : User Attributes -> Obs.
op Response:_ : Attributes -> Obs.

The entities and the objects of the system are expressed as modules with
appropriately defined operators and equations.

Definition 1. Assume the state space Y and the following set of Actions of a
federated identity management system; Ai, i = 1 ≤ i ≤ n. We define the following
set of observable values (O) and transitions (T):

– O = O′ ∪ Attributes ∪ Response
– T = {Ai | 1 ≤ i ≤ n}

In the above definition, O′ denotes additional observable values that may be
used for the definition of generic actions and their side effects. Transitions are
the actions of the system. These can be generic actions with external changes,
Ai: Y D → Y (where D = D1, . . . , Dn are datatypes that may be needed for
the definition of the actions of a specific FIM system), or some of the predefined
actions of the system, sendAttributes: Y U A → Y (send a set of Attributes A
of User U) and receiveAttributes: Y A → Y (receive a set of Attributes A).

The actions of the federated system are defined as transitions through the
following steps;

1. If Ai is the action of sending a set of authentication attributes its effect on
the Attributes observable value is defined as;

crl [sendAttributes] : sendAttributes(u, a) (Attributes : a1) (Response : r1)
⇒ sendAttributes(u, a) (Attributes : a) (Response : r1) if Ci(d1, . . . , dn) .

2. If Ai is the action of receiving the authentication attributes its effect on the
observable value Response is defined as;

crl [receiveAttributes] : receiveAttributes(a) (Attributes : a1) (Response :
r1)
⇒ receiveAttributes(a) (Attributes : a1) (Response : r1 ∪ a) if
Ci(d1, . . . , dn) .
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3. If Ai is a generic action, we define;

crl [Ai] : Ai(d1, . . . , dn) (oi : vi) D ⇒ Ai(d1, . . . , dn) (oi : vj) D.

In the above definitions inside the brackets [ ] we declare the label of the
transition rule. The keyword crl is used because the rewrite rule is conditional. a1
and r1 denote arbitrary values of the observable values Attributes and Response
in the previous state, respectively. Also, D = D1, . . . , Dn denotes arbitrary data
types that may needed for the definition of the transition (that depends on the
specified system). Finally, oi are extra observable values that may be needed for
the definition of the rules and vi, vj are variables of appropriate sorts. In step 4
for example, we state that the observable value will become vj if the condition
of the rule is true, as this is the effect of the generic action Ai.

3.2 Specifying FIM Systems Using TLA

A federated identity management system can be expressed in terms of temporal
logic of actions, if we map the actions of the FIM system to TLA actions.
The effects of the actions are described using appropriate variables. The basic
variables are called Attributes and Response, and have the same meaning as
before.

The entities and the objects of the system are defined as constants using
appropriate functions. For expressing the functionalities of a FIM system we
need a function that takes as input a user and returns his attributes, and another
function that given a set of attributes returns the corresponding user, as shown
below:

getAttributes[u ∈ userset] == Attributes[CHOOSE i ∈ 1..Len(User) : User[i]
= u]
getUser[att ∈ attset] == User[CHOOSE i ∈ 1..Len(Attributes) : Attributes[i]
= att]

Definition 2. Assume the following set of Actions of a federated identity man-
agement system; Ai , i = 1 ≤ i ≤ n. We define the following set of the variables
(V) and TLA actions (A):

– V = V ′ ∪ Attributes ∪ Response
– A = {Ai | 1 ≤ i ≤ n}

In this definition, Attributes and Response are the predefined variables that
store the user’s attributes and contain the received user attributes, while V ′

denotes additional variables that may be used for the definition of generic actions
and their side effects. The set of TLA actions A are the actions Ai of the FIM
system.

The actions of the FIM system are defined as temporal actions through the
following steps;
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1. If Ai is the action of sending a set of authentication attributes, it is defined
as;

sendAttributes(a, u, d1, ..., dn) == IF Ci(d1, ..., dn) = true
THEN Attributes′ = a
ELSE Attributes′ = Attributes
UNCHANGED << Response >>

Where a denotes the set of attributes of user u, Ci(d1, ..., dn) is the condition
of the action, and d1, . . . , dn are other datatypes that may be needed for the
definition of the action.

2. If Ai is the action of receiving the authentication attributes it is defined as;

receiveAttributes(a, d1, ..., dn) == IF Ci(d1, ..., dn) = true
THEN Response′ = a
ELSE Response′ = Response
UNCHANGED << Attributes >>

3. If Ai is a generic action, we define;

Ai(u, d1, ..., dn) == IF Ci(d1, ..., dn) = true
THEN vi′ = ni
ELSE vi′ = vi

In more details; Step 1 states that the action sendAttributes(a, u, d1, ..., dn)
is applied successfully if the condition Ci(d1, ..., dn) of the action holds, and as
a result the variable Attributes takes the value a while the variable Response
remains unchanged (otherwise, i.e. if the condition does not hold, the variable
Attributes remains unchanged). In step 2 it is stated that when the action
receiveAttributes(a, d1, ..., dn) is applied, the variable Response stores the value
a (while the variable Attributes remains unchanged). Finally, step 3 states that
when we have the application of a generic action, we describe its effects using
additional variables vi, which define how their values change when the action is
applied successfully.

4 Case Study: eIDAS LEPS API Connector

4.1 System Description

eIDAS Network provides a pan-European infrastructure to connect national IdPs
and eID schemes based on SAML 2.04. Online Service Providers who are part
of this infrastructure can transparently use a trusted federated environment for
cross-border user authentication, based on technical specifications which have
emerged through STORK 2.0 pilots experience, and from requirements laid down
in the eIDAS Implementing Act.

4 https://ec.europa.eu/digital-building-blocks/wikis/display/DIGITAL/eID.

https://ec.europa.eu/digital-building-blocks/wikis/display/DIGITAL/eID
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LEPS project [46] introduced the concept of a stand-alone API Connector
that can be easily deployed within SP’s premises and interoperate with existing
applications and operations modes, thus making integration with a (proxy-based)
eIDAS Node a standardized and lean process. The eIDAS ISS 2.0 API Connec-
tor aims to allow the SPs to retrieve eIDAS authentication values as part of a
federation, resulting in the simplification of the SP deployment process within
the eIDAS network.

These values contain personal private data of the person that requests autho-
rization and thus it is important not to be forged or exposed to third parties. In
addition, the adoption by the SPs requires stable and secure API connectors.

The protocol defined by the LEPS API Connector5, is shown in Fig. 2, and
can be defined as follows:

1. The user visits SP page.
2. The user’s login request is redirected to ISS, this is a browser redirection.

The required redirection parameters are session identifier generated by the
SP, the id of the SP on ISS and the user’s country of origin.

3. ISS retrieves the list of eIDAS attributes requested by the SP based on
received SP id, this is done via a backchannel API call to the SP.

4. The ISS generates a suitable eIDAS SAML request and sends it to connected
eIDAS node.
(a) User Authenticates
(b) ISS receives list of eIDAS attributes from eIDAS node

5. ISS sends list of received eIDAS attributes to the SP. This is done via a
backchannel API call. The parameters of this call include the original session
identifier and the received attributes as a JSON. The SP responds with an
acknowledgment

6. The ISS redirects the browser to the SP success or fail page, depending on
the response from the previous step (with the session id as the redirection
parameter)

Additional goals of the LEPS Interconnection Supporting Service protocol
are:

1. Privacy for the users: the protocol must guarantee the privacy of the user
identification attributes.

2. Security for the Service Providers: The protocol must guarantee the authen-
ticity and integrity of the received user attributes.

3. Safety for the Service Providers: The protocol must ensure that the user
identified is the one actual using the service.

4.2 Formal Analysis Using Maude

Specification. A state in rewriting logic is described as a collection (soups)
of observable values. In order to specify the LEPS API connector as a rewrite
transition system using Definition 1, we use the following observable values.
5 For more details about the LEPS ISS 2.0 API Connector Architecture we refer the

reader to [28].
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Fig. 2. LEPS ISS 2.0 API Connector Architecture.

op issPending:_ : TS -> Obs .
op issReceivedAttributes[_]:_ : Token Attributes -> Obs .
op spReceivedResponse[_]:_ : Token Attributes -> Obs .
op authNUser[_]:_ : Token User -> Obs .
op loggedInUser[_]:_ : Token User -> Obs .

Thus, an arbitrary state of the system is defined as: (issPending: T)
(issReceivedAttributes [uuid1]: a1) (authNUser[t1]: u1)
(spReceivedResponse[uuid1]: a1) (loggedInUser[t1]: u1).

Where TS is the sort denoting a Set of Tokens, and T , uuid1, a1 and u1 are
predefined variables representing arbitrary values of the corresponding sorts.

The transitions of the system are the actions of the FIM system:

op startsession : Token -> Trans .
op eidasauthent : User Token -> Trans .
op issResponse : Attributes Sender Token -> Trans .
op loginuser : User Token -> Trans .

The action of the authentication of a user, for example, can be described by
the following rewrite rule:

crl [eidasauthent] : eidasauthent(u,t) (issPending: T) (issReceivedAttributes[uuid1]:
a1) (authNUser[uuid1]: u1) (spReceivedResponse[uuid1]: a1) (loggedInUser[uuid1]: u1)

=> eidasauthent(u,t) (issPending: T) (issReceivedAttributes[uuid]: attr(u))
(authNUser[uuid]: u) (spReceivedResponse[uuid1]: a1) (loggedInUser[uuid1]: u1)

if (uuid in T) .
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The action eidasauthent(u, t) is applied successfully if a token uuid belongs
to the set of the pending iss requests (uuid in T). After its application the
observable value issReceivedAttributes[uuid] stores the attributes of the user u
(attr(u)), while at the same time the observable value authNUser[uuid] stores
the value u. The rest of the observers stay the same during the application of
this rewrite rule.

The action of the login of the user in the SP’s service is defined as follows:

rl [loginuser] : loginuser(u,uuid) (issPending: T) (issReceivedAttributes[uuid]:
attr(u)) (authNUser[t]: u) (spReceivedResponse[uuid]: a1) (loggedInUser[t1]: u1)

=> loginuser(u,uuid) (issPending: T) (issReceivedAttributes[t]: attr(u))
(authNUser[uuid]: u) (spReceivedResponse[uuid]: a1) (loggedInUser[uuid]:

if a1 == attr(fakeuser) then fakeuser else u fi) .

After the successful application of the action loginuser(u, uuid), the observ-
able value loggedIn
User[uuid] takes the value u, if in the previous state we had received and stored
in the observable value loggedInUser[uuid] the attributes of the user u. Other-
wise it takes the value of a fake user.

In an analogous way, we define the rest rewrite rules of the system. The full
specification of the FIM system as a rewrite transition system can be found
at [29].

Verification Support. For the verification of the FIM system, we use Maude’s
model checking tools to establish whether or not the desired security properties
hold. We will explain the methodology using the current case study.

For the LEPS API Connector, a desired invariant security property is pre-
sented below:

SP 1 The response received by SP should denote the actual user identified
via eIDAS.

This property expresses the main purpose of the system and its security goals
and thus it is important for the FIM system. To prove such a property, we first
define the initial state of the system:

eq init = (issPending: emptyTS) (issReceivedAttributes[uuid0]: null)(authNUser
[uuid0]: nil) (spReceivedResponse[uuid0]: null) (loggedInUser[uuid0]: nil) .

Initially the set of pending iss requests is empty, the iss received attributes
and sp received response are empty as well, and there is no authenticated or
logged in user in the system.

Then we use the search predicate of Maude (=⇒) asking to find a state
reachable from the initial state of the system, in which the safety property does
not hold. If the predicate does not return any such state it means that it could not
find a counterexample and we can proceed with verifying the property with other
stronger proving techniques such as theorem proving. In the case where Maude
returns a state in which the property is violated, we have found a counterexample
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and we should revisit our specification and maybe redesign our system. Finally,
if Maude has found a counterexample we can use the command show path id,
to see the exact path of rewrite rules causing the property violation.

Returning to our case study, we ask Maude to find a state starting from the
initial state of the FIM system in which the sp received response is different from
the iss received attributes. This is expressed in the following way:

search in SYSTEM-INIT : init =>*
(issPending: T) (issReceivedAttributes[uuid2]: attr(u)) (authNUser[uuid2]: u)
(spReceivedResponse[uuid2]: a2) (loggedInUser[uuid2]: u1)

such that a2 =/= attr(u) .

In this case Maude finds a counterexample:

Solution 1 (state 4)
states: 5 rewrites: 24 in -25734788537461ms cpu (0ms real) (~ rewrites/second)
uuid2 --> uuid2
T --> emptyTS
u --> u
att1 --> a
att2 --> fake
u1 --> fakeuser

By using the command show path 4 Maude returns detailed feedback about
the state path that leads to the security violation of the system (Table 1):

Table 1. LEPS API connector security violation.

System’s state State description

State 0 Initial state
State 1 = startsession(uuid2) User initiates a session with ISS for eIDAS

authentication
State 2 = eidasauthent(u,
uuid2)

User u authenticates through eIDAS under ISS
session uuid2

State 3 = issResponse(att1, iss,
uuid2)

ISS sends attributes att1 to SP for session uuid2

State 4 = issResponse(att2,
intruder, uuid2)

Adversary sends attributes att2 to SP for session
uuid2

State 5 = loginuser(u, uuid2) ISS redirects user browser to the SP with token
uuid2

Counterexample: State 4

This means that the above violation can occur after the execution of the
following steps:

1. The Service Provider starts an ISS 2.0 session to authenticate a user (by
generating the appropriate session id and redirecting the browser of the user)
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2. The Adversary (or fake user) gains access to session id. This can happen
because the user’s front channel communications are not secure (either by an
Adversary performing MiTM attack or actual user is malicious)

3. The user authenticates through eIDAS.
The next steps may change order depending on SP implementation:

4. ISS 2.0 sends the received eIDAS identification attributes to the SP using the
session id

5. Next, the Adversary sends fake attributes to the SP back end using the
spoofed session id (in a sense impersonates ISS 2.0 to the SP, i.e. there exists
an authenticity breach in the protocol). Depending on the SP business logic
it will:
(a) either store the first received set of attributes (in which case the adversary

will try to send the fake attributes to the SP backend before the ISS)
(b) or it will store the last set of attributes received for a session id.

6. ISS 2.0 redirects to SP success page with the session id as a redirection param-
eter

7. Finally, the SP following these steps has given access to a user with fake
attributes received from step 5 (This consists the Integrity breach of the
system)

Therefore, it is clear that there is a security hole in the FIM system and
that it should be redesigned to avoid such security attacks. The full proof can
be found at [29].

4.3 Formal Analysis Using TLA+

Specification. In order to specify the LEPS API connector in TLA+ we define
the following constants and variables (according to Definition 2):

CONSTANT User, Token, Attributes, Sender

VARIABLES issPending,
issRcvdAttributes,
spRcvdResponse,
loggedInUser,
authNUser

The initial state of the system is defined as follows:

Init == /\ issPending = {}
/\ issRcvdAttributes = {}
/\ spRcvdResponse = {}
/\ loggedInUser = {}
/\ authNUser = {}

As we can see in the initial state all the variables are empty.
The temporal actions of the system are the actions of the FIM system. For

example, the action of sending the attributes of the user back to the SP is defined
as follows:
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issResponse(sender, uuid) == /\ (uuid \in issPending)
/\ \E r \in authNUser: r.sid = uuid
/\ ~(\E r \in spRcvdResponse: r.sid = uuid)
/\ IF sender = "ISS"

THEN spRcvdResponse’ = spRcvdResponse \cup
{[sid |-> uuid, att |-> getAttributes
[(CHOOSE r \in authNUser: r.sid = uuid).user]]}

ELSE spRcvdResponse’ = spRcvdResponse \cup
{[sid |-> uuid, att |-> "a"]}
/\ issPending’ = issPending \ {uuid}
/\ UNCHANGED <<issRcvdAttributes, loggedInUser,
authNUser>>

This action is applied successfully if the token uuid belongs to the set of iss
pending requests. After the application of the action, and if the sender of the
attributes is the ISS, the variable spRcvdResponse stores the attributes of the
user that had previously been authenticated. Otherwise, it stores the attributes
of a fake user. Also the token uuid is removed from the set of pending requests.
The rest of the variables remain unchanged.

In an analogous way, we define the rest actions of the system. The full spec-
ification of the FIM system in TLA+ can be found at [29].

Verification Support. The security property of the FIM system (SP1) is for-
mally defined in TLA+ as follows:

SP1 == \A att \in attset, uuid \in Token:
IF \E r \in spRcvdResponse: r.sid = uuid
THEN att = (CHOOSE r1 \in spRcvdResponse: r1.sid = uuid).att =>

getUser[att] = (CHOOSE r2 \in authNUser: r2.sid = uuid).user
ELSE TRUE

In order to prove such properties using TLC model checker we first define the
model of the system. In our case we specify the following values for the declared
constants:

Attributes <- <<"u1","u2","u3">>
Token <- {t1, t2, t3}
Sender <- {"ISS","AD"}
User <- <<"u1","u2","u3">>

Then we check if the invariant SP1 holds for every reachable state of the system.
For the above model, TLC informs us that the invariant SP1 is violated.

In the error trace we see that the actions that lead to the state where the
property does not hold are the following: startSession(t1), eidasAuth(u1, t1),
issResponse(iss, t1) and issResponse(adv, t1).

In this state the variables of the system have the following values:
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/\ authNUser = {[sid |-> t1, user |-> "u1"]}
/\ issPending = {}
/\ issRcvdAttributes = {[sid |-> t1, att |-> "a1"]}
/\ loggedInUser = {}
/\ spRcvdResponse = {[sid |-> t1, att |-> "a"]}

As we can observe the value of the variable issRcvdAttributes is different from
the value of the variable spRcvdResponse and thus the property is violated for
the reasons explained above. The full proof can be found at [29].

5 Discussion

In choosing the criteria on the basis of which the two approaches will be com-
pared, first we need to take into account the basic characteristics of FIM sys-
tems, and the degree to which each language can express them. In particular,
FIM systems are concurrent, distributed, non-deterministic, and complex (multi-
component). These characteristics can be expressed in the form of the following
evaluative criteria:

– Support for concurrency
– Support for distribution6

– Support for non-determinism
– Support for composition

Both languages satisfy the above (FIM) domain-specific criteria, and this is
one of the reasons why they were chosen to begin with [27,30]; the other reason
is that they are representatives of two basic families of formal methods used for
the specification and verification of safety-critical systems.

Apart from this, the two methodologies should also be evaluated in terms of
their technical characteristics, the support they offer to the various development
phases, their usability, and how appropriate they are for modelling industrial
FIM applications [32].

Table 2. Comparison of TLA+ and Maude based on modeling criteria.

Modeling criteria TLA+ Maude

Support for modelling of time and performance properties x x
Expressibility of various special (domain-specific) concepts x x

Regarding the above modeling criteria, in TLA+ time must be defined explic-
itly, typically following Lamport’s idea that time is just another “variable”. Fur-
thermore, according to [39], TLA+ does not allow analyzing system performance
6 i.e. being able to model a distributed system.
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and time. On the other hand, Maude provides support for both the modeling of
real-time systems and their timed/metric temporal logic model checking through
the Real-Time Maude tool [40]. But Maude does not provide much support for
probabilistic systems, although they can be modeled “by hand” by specifying the
probability distributions and the samplings explicitly. Then the PVeStA [41] or
MultiVesta [42] tool could be used to statistically analyze these systems (Table 2).

Table 3. Comparison of TLA+ and Maude based on supported development phases.

Supported development phases TLA+ Maude

Specification x x
Verification x x
Detailed feedback when a property is violated x

While both languages are flexible enough when it comes to specifying FIM
systems - both languages can specify (domain-specific) concepts, by allowing the
user to define his own datatypes and can express rich concepts, because of their
modular structure - an important drawback in the case of TLA+ is the way it
treats types. In particular, while Maude expresses them - as well as their relations
- in the form of sort declarations within the respective modules, in TLA+ types
are not declared; instead the user has to perform type checking himself.

For the verification of the system’s properties, TLA+ and Maude support
both model checking and theorem proving techniques. This allows for the exten-
sion of the proposed methodologies to include stronger verification tools. Note
however that in Maude the agreement of mathematical and operational seman-
tics is proven by the existence of the relevant isomorphism [19]; this makes
automated verification using Maude a well-founded approach.

Finally, when it comes to the feedback returned when a property is violated,
Maude ranks higher than TLA+, based on our experience. While TLA+ gives
a counterexample consisting in the sequence of states leading to the violation,
in Maude - by using the show path command - the user gets a detailed account
of the sequence of the applied rewrite rules. This is important in the case of
industrial applications, as “industry is mostly interested in tools that find bugs
rather than tools that prove correctness” [44] and counterexamples are a means
of debugging [45] (Table 3).

Table 4. Comparison of TLA+ and Maude based on technical criteria.

Technical criteria TLA+ Maude

Interoperability with other methods and/or other
tools

x x

Integration of methodology and tools with the
usual development methods and tools (IDEs)

x x
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Even though we haven’t explored the interoperability of TLA+ and Maude
with other methods and/or tools, there are several attempts to combine them
with other frameworks [34,35] as well as with each other [36]. Especially Maude,
due to its reflective logical framework of rewriting logic, can be used to combine
different logical formalisms [37].

Each specification language comes with a set of development tools integrated
in an eclipse-based IDE; the TLA toolbox can be used to write and edit spec-
ifications, and run the TLC model checker, or the TLA+ proof system. The
Maude system, on the other hand, is embedded into the eclipse environment via
two plugins, the Maude Deamon and the Maude simple GUI (comprising a text
editor and the Maude console view to control the Maude execution). Based on
our experience, the TLA+ IDE is easier to use; in particular, using the Maude
IDE we encountered some tedious problems, especially with the function of the
Maude console view (Table 4).

Table 5. Comparison of TLA+ and Maude based on usability criteria.

Usability criteria TLA+ Maude

Learning curve x
Available (online) documentation x
General understandability x

Maude has a steeper learning curve than TLA+, based on our experience.
TLA+ requires two-to-three weeks of practicing with the language, until someone
is capable of applying it to a medium scale project. This is achieved mainly
by the use of PlusCal and the available documentation. On the other hand,
learning Maude is a more time-consuming process, since the user has to get
familiarized with the semantics of the logics behind it. TLA+, is easier to learn
and understand due its underlying “ordinary logics” [43].

Available online documentation is better in the case of TLA+, which except
from a detailed webpage and the respective manual, also provides a series of easy
to follow video courses. Maude also provides a detailed wiki page and manual,
but has a limited number of online resources.

When it comes to general understandability (which refers to the specified
model), our experience showed that Maude specifications can be understood
more easily by non-experts. This is due to the fact that Maude supports equa-
tional logic, which is closer to everyday reasoning. However, L. Lamport has
developed another formal specification language called PlusCal which resem-
bles C and transpiles to TLA+, making specifications easier for programmers to
understand. Nevertheless, PlusCal is designed to be used as an entry point to
modelling, since it cannot express more complex specifications [47]. We should
mention here that both languages support visualization/animation of the sys-
tem’s model [35,38] (Table 5).
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Table 6. Comparison of TLA+ and Maude based on industrial applicability criteria.

Industrial applicability TLA+ Maude

Scalability x x
Amount of (industrial) experience x x
Availability and licensing of method and tools x x

Although we have not examined how well the two languages scale in larger
problems - this is left to be explored as future work -, both can and have been
used in modeling complex real-life systems [23,39]. In the first approach, Real-
Time Maude is used for analysing a novel safety pattern for medical devices. The
authors demonstrate practicality and applicability of their pattern by instantiat-
ing it to a pacemaker specification, and they then validate this pattern by verify-
ing the safety invariant in the pacemaker instantiation. In the second approach,
Amazon engineers use TLA+ to prevent serious but subtle bugs from reaching
production. The drawback that the Amazon engineers found with TLA+ is that
it did not allow analyzing system performance and time.

As regards the amount of industrial experience, although formal methods
are not yet widely adopted by the industry, both languages have been used in
significant individual projects (TLA+ in formalizing Amazon Web Services, and
Maude in NASA). However, due to the proliferation of safety-critical AI systems
such as smart contracts and cryptocurrencies, and the security attacks they have
suffered, many industrial companies have begun considering the use of formal
methods to ensure the reliability of their software products [15].

Finally, both languages are open source, and free to download and use
(Table 6).

Concluding, based on the experience gained throughout our research, we
believe that Maude - and therefore the rewriting based proposed methodology -
is more promising for the specification and verification of FIM systems.

6 Conclusion and Future Work

In this paper, we have presented two alternative approaches for the formal anal-
ysis of FIM systems, based on rewriting logic and the temporal logic of actions.
Both produce executable specifications, which can then be used for the auto-
mated verification of security properties via model checking techniques. The
process of formally analysing FIM systems deepened our understanding of their
behavior and, thus, we believe such approaches can significantly increase the
reliability of their design.

The proposed approaches were used to create two different formal models of
the LEPS API Connector, and to model-check an important security property. In
both cases, we discovered that the original protocol failed to satisfy the desired
property, which means that the system needs to be redesigned.
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To address the security violation of the FIM system we propose to “Salt and
Hash” the session identifier of the ISS 2.0 response back to the SP. The SP and
the ISS 2.0 admin can agree on a salt/secret during the configuration of the ISS
2.0 (same as configuring endpoints). With this change the protocol of the API
Connector remains the same except from one step, i.e. instead of simply sending
a JSON containing the attributes received from eIDAS and the session identifier,
the ISS 2.0 sends the attributes to the SP’s backend, the session identifier (uuid)
and the salted hash of these values together (using MACSHA256). This way
the SP can verify the authenticity of the sent information by simply calculating
the same hash (since the salt is secret, it can be certain that the attributes are
indeed sent from the ISS 2.0).

The redesigned API Connector was further used in the context of other
projects (SEAL [48] and GRIDS [49]).

As a next step, we plan to use the rewriting logic based approach, as it is
expected to be more effective for the analysis and verification of FIM systems,
in more complex case studies and tackle the important issue of scalability. Our
intent is to specify a composite system and see how effectively our approach
can support composition/decomposition, and the expression of global system
properties of correctness.

We also plan to apply the presented approach beyond FIM systems, to decen-
tralised protocols for identity management (usually referred to as Self Sovereign
Identity Management [50]). This new approach to identity management offers
increase privacy protection for the user [51]. However, the protocols involved are
significantly more complex due to their decentralized architecture. As a result
this field could significantly benefit from the application of formal reasoning to
ensure their security.

A ANNEX

A.1 Maude: Basic Syntax and Notation

In Maude, operators are functions taking zero or more arguments of some
sort and returning a term of a specific sort [22]. Sorts are declared as
sort 〈Sort〉, or sorts 〈Sort-1〉 . . . 〈Sort-n〉 Subsorts can also be defined as
subsort 〈Sort-1〉 . . . 〈Sort-2〉. Variables are constrained to range over a partic-
ular sort and are declared as var 〈V arName〉 : 〈Sort〉. Operators are declared
as op 〈OpName〉 : 〈Sort-1〉 . . . 〈Sort-n〉 → 〈Sort〉, while a constant is
defined by an operator having no domain op 〈OpName〉 : → 〈Sort〉. The ground
terms of our system are defined by function symbols. Ground terms denote the
data values, and are build up by the data constructors which are declared as
op 〈OpName〉 : 〈Sort-1〉 . . . 〈Sort-n〉 → 〈Sort〉 [ctor]. Equations define the
declared functions and have the form eq 〈Term-1〉 = 〈Term-2〉. A term is either
a constant, or a variable, or the application of an operator to a list of argument
terms. Data types as natural numbers, and Boolean values are defined as many-
sorted equational specifications which consist in: a set of sorts, a set of function
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symbols (operators), and a set of equations defining the functions. Rewrite rules
are declared as rl [〈label〉] : 〈Term-1〉 ⇒ 〈Term-2〉. If a rule is conditional it
has the form crl [〈label〉] : 〈Term-1〉 ⇒ 〈Term-2〉 if 〈Cond-1〉∧· · ·∧〈Cond-n〉.

A Maude specification is organized as a collection of modules, each of which
constitutes a rewrite theory comprising a term language, equations, and rewrite
rules7. A module is declared as [mod . . . endmod], except if it does not con-
tain rewrite rules, in which case it is called functional, and is declared as
[fmod . . . endfm]8. Thus functional modules are included as a special case
in system modules. To build a new module on the basis of an old one we write
protecting 〈MODULE-NAME〉.

The overall system has the form of a module - usually named SY STEM -
build upon a number of other modules, whose rewrite rules are meant to define its
concurrent evolution. States can be expressed as tuples of values 〈a1, a2, b1, b2〉,
or as collections of observable values (o1[p1] : a1) (o1[p2] : a2) (o2[p1] : b1) (o2[p2] :
b2), where observable values are pairs of (parameterized) names and values. The
initial state is usually defined in a separate module called SY STEM -INIT as
an equation: init = 〈initialstate〉. When Maude executes, it rewrites terms
according to the given specifications. Rules are applied at “random”, and if an
equation might be applied to a term, it will always be applied before a rewrite
rule. The command search performs a breadth-first search to check whether
a given state pattern can be reached from the initial state and has the form
search [n,m] in 〈ModId〉 : 〈Term-1〉 =⇒ 〈Term-2〉. Where n and m state the
number of desired solutions and the maximum depth of the search respectively,
ModId is the module where the search is performed, and 〈Term-1〉, 〈Term-2〉
the terms we wish to match. Whenever there exists a match from the left-hand-
side argument to the right-hand-side argument the predicate =⇒ evaluates to
true. After the creation of the system’s specification using the appropriate nota-
tion and syntax, we can employ Maude’s built-in search command to model-check
the desired system properties.

A.2 TLA+: Basic Syntax and Notation

In TLA+ functions are closer in nature to hashes, or dictionaries, except that
you can choose to programmatically determine the value from the key. More
specifically, functions can be defined in two ways: either as Function == [s ∈
S |→ eq], or as Function[s ∈ S] == eq, where eq can be any equation. An
ordered n-tuple, declared as 〈e1, . . . , en〉, is a function with domain 1, . . . , n that
maps i to ei. Records in TLA+ are functions (that is, hashes) specified as [key |→
value], and we query them using either [“key” ], or .key. Note that instead of

7 Note that the distinction between equations and rewrite rules is only semantic. They
are both executed as rewrite rules by rewrite engines, following the simple, uniform
and parallelizable match-and-apply principle of term rewriting.

8 a module’s set of equations must be confluent and terminating. This is not auto-
matically checked by Maude, but there are separate termination and confluency
checkers.
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key |→ value, we can also write key : set, in which case instead of a record we
get the set of all records having, for each given key, a value in the set.

Variables are of two types: rigid variables and flexible variables. Rigid vari-
ables are the well-known variables of predicate logic, which are here called con-
stants (like the bound variables introduced by the constant operators). Flexible
variables are simply called variables.

Non-constant operators include action and temporal operators. An action is a
Boolean formula that may contain primed and unprimed variables. In an action
an unprimed instance of a variable denotes its value in the current state, and a
primed instance denotes its value in the next state. For action reasoning x and
x′ can be considered to be completely unrelated variables. The action operators
can be defined in terms of primed variables, i.e. p′ equals p with every variable
x replaced by its primed version x′, [A]e equals A ∨ (e′ = e), < A >e equals
A ∧ (e′ �= e), and UNCHANGED equals e′ = e. Finally, some of the temporal
operators are �F (F is always true), ♦F (F is eventually true), and F � G (F
leads to G).

A TLA+ specification is organized as a collection of modules, each of
which comprises a sequence of statements, where a statement is a decla-
ration, definition, assumption, or theorem. A declaration statement adds to
the module the declarations of constant and variable symbols, and has the
form CONSTANT Name1, Name2, Name3 and V ARIABLES Name1,
Name2, Name3. A declared symbol is a “free parameter” of the module. A def-
inition always defines a symbol to equal an expression containing only declared
symbols, bound variables that are different from any symbols typed by the user,
and built-in operators of TLA+. Symbols can also be defined to equal operators
that take arguments. A module can contain assumptions of the form ASSUME
exp, where exp stands for an expression which can contain symbols declared
or defined anywhere in the module. A module can also contain theorems of
the form THEOREM P , which assert that P can be proven using the mod-
ule’s definitions and assumptions. Finally, one builds large hierarchical speci-
fications by building a new module on the basis of old modules. One way of
doing this is by using the EXTENDS statement at the beginning of the mod-
ule i.e. EXTENDS ModuleName, which amounts to adding the declarations
and definitions from an existing module to the current one.

In TLA+ an execution - or behaviour - of a system is modelled as a sequence
of states, where an event is represented by a pair of consecutive states (a step).
The overall system is represented as the set of behaviours describing all of its
possible executions. Such a set is described in TLA+ by an initial condition
specifying the possible starting states, and a next-state relation, specifying the
possible steps. In other words, each possible system behaviour must begin with
a state satisfying the initial condition and its every step must satisfy the next-
state relation. Note that the next-state relation which consists of a finite number
of next-state actions, specifies what steps may happen; it does not specify what
steps, if any, must happen. Thus, the necessary steps for the verification of a
system using TLC (a model-checker and simulator of executable TLA+ speci-
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fications) are the following: first the system’s specification is written using the
language’s specific notation and syntax. Then a model is created, for which
we specify the initial condition, the next relation, and the values9 of declared
constants. Finally, after we have checked the type-correctness invariant (usually
named TypeOK), we can proceed to check the invariance of further conditions10
(formulas which are required to be true in every reachable state), or the validity
of desired properties (temporal formulas required to be true in every possible
behaviour). Note that the execution time and space grow exponentially with the
size of the model.
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Abstract. In the Internet of Things (IoT) era, devices and systems gen-
erate enormous amounts of real-time data, and demand real-time ana-
lytics in an uninterrupted manner. The typical solution, a cloud-centred
architecture providing an analytics service, cannot guarantee real-time
responsiveness because of unpredictable workloads and network conges-
tion. Recently, edge computing has been proposed as a solution to reduce
latency in critical systems. For computation processing and analytics on
edge, the challenges include handling the heterogeneity of devices and
data, and achieving processing on the edge in order to reduce the amount
of data transmitted over the network.

In this paper, we show how low-code, model-driven approaches bene-
fit a Digital Platform for Edge analytics. The first solution uses EdgeX,
an IIoT framework for supporting heterogeneous architectures with the
eKuiper rule-based engine. The engine schedules fully automatically
tasks that retrieve data from the Edge, as the infrastructure near the
data is generated, allowing us to create a continuous flow of information.
The second solution uses FiWARE, an IIoT framework used in industry,
using IoT agents to accomplish a pipeline for edge analytics. In our archi-
tecture, based on the DIME LC/NC Integrated Modelling Environment,
both integrations of EdgeX/eKuyper and FiWARE happen by adding
an External Native DSL to this Digital Platform. The DSL comprises
a family of reusable Service-Independent Building blocks (SIBs), which
are the essential modelling entities and (service) execution capabilities in
the architecture’s modelling layer. They provide users with capabilities
to connect, control and organise devices and components, and develop
custom workflows in a simple drag and drop manner.

Keywords: Smart manufacturing · Internet of Things · Edge
analytics · Model-Driven development · XMDD · DIME ·
Low-code/No-code

1 Introduction

The key challenges in the adoption of advanced knowledge, information manage-
ment and AI systems in smart manufacturing ecosystems [7,9,28] center on close
c© The Author(s), 2022
T. Margaria and B. Steffen (Eds.): ISoLA 2022, LNCS 13704, pp. 406–421, 2022.
https://doi.org/10.1007/978-3-031-19762-8_29

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-19762-8_29&domain=pdf
http://orcid.org/0000-0001-7927-129X
http://orcid.org/0000-0001-9272-2622
http://orcid.org/0000-0002-5547-9739
https://doi.org/10.1007/978-3-031-19762-8_29


Model-Driven Edge Analytics: Practical Use Cases in Smart Manufacturing 407

Fig. 1. Conventional approach for developing an edge analytics pipeline

collaboration between industries and research centres and sustainable manufac-
turing and products. These problems require the orchestration of the different
actuators involved, dealing with heterogeneous protocols, different types of archi-
tectures and latency in edge devices. Such requirements pose great challenges to
the stakeholders, due to the inherent complexity of the systems themselves, the
possibility of boilerplate or legacy code needing to be understood and amended,
and people lacking necessary skills that are nevertheless required to fully build a
system with the desired characteristics. Therefore, solving the underlying data
integration problem needs to be simplified. We adopt two open-source frame-
works to address this heterogeneity and the corresponding integration problem.
FiWARE [27] is an open-source platform supported by the European Union to
develop and deploy IoT applications. The main idea behind FiWARE is to sup-
port collaboration and establish an open, free architecture that allow companies
to develop their products in this context. On the other hand, EdgeX Foundry
is a scalable and flexible software framework that facilitates the interoperability
between devices and applications at the IoT Edge level. It acts as a middleware
between the cloud and enterprise applications on one side, and the devices and
“things” on the other side, providing a uniform way to define communication
pipelines [8].

The traditional approach shown in Fig. 1 presents a significant complexity
during the development cycle: to complete an entire application, one has to
define and manage at the code level a frontend, backend, databases, setting
up IoT frameworks and the IoT devices, and finally creating the workflows to
interact with the Edge. In this approach, users deal with:

1. having to produce code by hand, that could be possibly be prone to errors,
2. a steep learning curve to fully understand the procedures involved, and
3. a large number of state-of-the-art technology skills, where is difficult to find

specially trained people.
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Fig. 2. MDD approach for developing the edge analytics pipeline using EdgeX/eKuiper
in DIME

Fig. 3. FiWARE Architecture using the Context Broker and the IoT Agent in DIME

In contrast, building the same system application using models brings advan-
tages over the conventional direct code approach. As shown in Fig. 2 and Fig. 3
this model-centred approach provides a more straightforward way to build the
system: adequate models provide the low-code solutions. They enable a rapid
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and efficient development of applications involving IoT, EdgeX/FiWARE and
eKuiper/IoT Agents using the DIME Domain-oriented Integrated Modelling
Environment [1]. DIME empowers prototype-driven application development fol-
lowing the One Thing Approach [18] and enables an Extreme Model-Driven
Design collaboration between domain experts and programmers [19]. Our low-
code solution integrates both platforms by means of the DIME extension through
an External Native DSL for eKuiper (see Fig. 2) and the FiWARE IoT Agent (see
Fig. 3). This way, the rich facilities provided by the EdgeX/FiWARE framework
become part of the DIME ecosystem, recreating in the context of the Digital
Platform, a m2m communication in a low-code fashion way. Either way, users
can build and deploy a cohesive platform without having to deal with complex
cross-platform integrations. We take advantage of DIME’s flexible capability to
extend its behaviour by adding a new palette of external native SIBs, imple-
mented using Java code. Once the code is available, we define our convenient
SIB-level API to interact with the Edge.

Considering the three challenges posed by a traditional code-based adop-
tion, there is no need to deal with complex logic functionality or to understand
boilerplate code (1), as in our architecture we rely on reusable Service Inde-
pendent Building blocks (SIBs), executable and reusable modelling components
previously defined and implemented by experts, and the application develop-
ment amounts to composing the entire workflow process using such provided
SIBs, and then generating the code automatically from that workflow and the
SIBs that occur in it. This also lowers the learning curve (2), as the user of our
system does not need to master the technical details nor implementation of the
platform, and thus we also avoid the shortage of trained experts (3).

The rest of the paper is organized as follows: Sect. 2 covers related work in
the application domain as well as some examples of our technology of choice.
Section 3 explains in detail our API and DSL setup, the architecture developed
to support the functionalities enabled and the corresponding integration work.
Section 4 describes a use case that uses the developed DSL, and Sect. 5 reports
our conclusions.

2 Related Work

2.1 Literature Review

Related work in the context of Model-Driven design with a focus in Smart Man-
ufacturing evidences the importance of low-code approaches. Cadavid et al. [3]
state the goal is “to be able to reuse processes definitions, by having readily avail-
able manufacturing actions that can be chained together to form compound pro-
cesses”. The authors utilise Eclipse Papyrus [14], an open-source Model-Based
Engineering tool that uses different representation schemas (such as UML 2.5.0,
SysML 1.1 and 1.4, etc.) to create a high-level representation of the system. It
also contains a framework called Moka [10], that enables executing models using
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an animation and simulation framework. It leverages the usage of models to fully
setup a working workflow “representing a gain of time and effort as it provides a
starting point of existing processes”. Trenzer et al. [30] provide a model-driven
approach for developing data collection architectures. The authors consider these
model-driven solutions as “capable of significantly lower manual implementation
efforts” and leverage the usage of Eclipse Modeling Framework (EMF) [26]. EMF
is a framework and code generation facility for building tools based on a struc-
tured data model. It provides support to produce a set of Java classes for the
model, along with a set of adapter classes that enable viewing and command-
based editing of the model, and a basic editor1 to build the architecture itself,
making the development more straightforward. The framework developed by the
authors still is not being considered for productive environments, as there is no
automatic link and synchronization between the graphical representation and
the model instances, which represents a clear impediment when deploying an
application. Vogel-Heuser et al. [31] propose a Model-Based System Engineer-
ing (MBSE) approach based on the systems modeling language SysML [12] that
“enables an optimized deployment of a production system’s automation software
to automation hardware resources”. The system might leverage itself from imple-
mentations such as SystemC [20] used for functional and timing verification and
code synthesis (hardware and software). SystemC allows design and verification
at the system level, allowing to test and verify any kind of architectural decision
at a high level. Thramboulidis et al. [29] utilizes a Model Integrated Mecha-
tronics (MIM) in the context of a cyber-physical system, where MIM belongs to
the MDE paradigm for the development of Manufacturing Ecosystems. These
ecosystems are defined as a composition of other mechatronics components, such
as mechanics, electronics and software with the objective to do specific tasks.
The authors define a meta-model with UML [13] notation and leverage from tools
such as SysML and RDF [2]. The process goes through a “translation process”
in order to get the specification of then tasks and act in consequence.

2.2 Own Previous Work

Previous state-of-the-art solutions developed with DIME, show the potential
of this approach in simplifying the integration of heterogeneous components
and application development. In the smart manufacturing context, in terms of
integration of heterogeneous domains and technologies. Margaria et al. [16] show
a remote control of a UR3 robot through a web-based application connecting to
an IP address. Operations through domain-specific languages (DSLs) are added
to DIME for the UR3, then used in the workflow of the Web application to
control the robotic arm. Margaria et al. [17] show how to extract the digital
twin of this composite system (robot and controller). Chaudhary et al. [6] show
use cases for integration of the platform to support R and REST services. R is
a programming language for statistical computing and graphical visualization
of the outcomes. It provides statistical capabilities (linear, nonlinear, statistical

1 https://www.eclipse.org/modeling/emf/ - accessed 4th Sept. 2022.

https://www.eclipse.org/modeling/emf/
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tests, time series analysis, classification etc.), one of its strengths is the ease to
produce well-designed publication-quality plots with mathematical symbols and
formulas [22]. Representational State Transfer (REST), in the other hand, is an
architectural style for service-oriented computing, very popular as a simple way
of exposing service interfaces, especially in comparison with earlier protocols
such as the complex and heavyweight SOAP/WS-* and similar RPC-inspired
protocols [21]. Guevara et al. [11] includes a preliminar work in eKuiper as well,
where sets the foundations of SIBs to leverage the MDD approach for Edge
Analytics in the context of a Smart Manufacturing case.

The integration of FiWARE and eKuiper in DIME presented in this paper
is a contribution to the construction of the Digital Thread Platform described
in Margaria et al. [15], that aims to include heterogeneous technologies within a
DIME-based low-code platform for application development in order to facilitate
a seamless and rapid development of end-to-end applications that include func-
tionalities stemming from different domains. Currently, the platform also includes
a persistence layer with MongoDB and ElephantSQL, analytics in R and using
cloud-based services (AWS), IoT capabilities using MQTT directly and through
EdgeX, and the already mentioned robotics and REST capabilities.

3 Methodology

For both integrations, we introduce virtualization through the Service-
Independent Building blocks (SIBs) mechanism of DIME. SIBs are high-level
abstractions that hide their implementation details, and lift the technical vocab-
ulary used in the system design and implementation to the domain specific lan-
guage of the domain experts. This reduces the technical complexity of definition,
design, and implementation of use cases, focussing the design on the specific step
of the problem. Domain-specific collections of SIBs that integrate external tools or
platforms are called here External Native DSLs (domain specific languages). This
significantly speeds up the development of larger components and applications.

We sketch next the integration process (Sect. 3.1), then delve into EdgeX
(Sect. 3.2) and FiWARE (Sect. 3.3) the analytics on the Edge (Sect. 3.4), and
through eKuiper (Sect. 3.5).

3.1 The Integration Process

To achieve a proper integration of external resources and capabilities, application
and DSL designers need to tackle together the following steps:

1. definition of the use case,
2. define the SIBs palette,
3. if the SIBs are missing, define functions and methods
4. define the application logic inside the SIB
5. test functionality,
6. use the SIB in the application domain
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As in the traditional software development lifecycle, once the use case is
defined (Step 1), we define in general terms the SIBs needed in our system
(Step 2). A SIB declaration (Step 3) has a very user-friendly syntax, as shown
in Fig. 4 (left) to upload device profile into system. A SIB declaration consists
essentially of its signature, which is easy to read and produce: it has the same
structure and elements as a function/method declaration. It starts with the SIB
name, then it specifies the full path to the Java package where the class is located
(the functionality itself) and the name of the method to call it. Then it lists the
input parameters and the outgoing branches, i.e., the different continuation paths
the function can take, they are mostly failure/success, but in general there can
be many outgoing branches) and the (optional) outputs associated with each
branch.

Fig. 4. Syntax and representation of a SIB within DIME

Once the SIB is properly declared, in Step 4 we define the functions and
methods that implement it in Java code. A Java SIB body takes advantages of
all the services and functionality provided by the Eclipse IDE and the Open-
JDK 11, which include performance improvements and functional programming
approaches that are useful for improving syntactic sugar. Alternatively, a com-
plex SIB can itself be implemented by a process (Step 4 too) and contain business
logic and other SIBs.

In Step 5, once a SIB has both a declaration and an implementation, it is
thoroughly tested in order to make sure it fulfils the expected behaviour. We
recommend using unit testing and integration tests for the expected use and the
most common kinds of incorrect use: trying to emulate a typical use case it will
be expected to work with is effective to find potential issues and resolve them.

Finally, in Step 6 the functionality is ready to be used into the DIME devel-
opment environment (loading the SIB, or the palette to which it belongs), and
then used in applications by dragging and dropping its symbol from the list of
SIBs available in our platform.

3.2 Architectural Components in EdgeX

The EdgeX Foundry framework facilitates this interaction with simpler data
structures to get the information from the IoT devices. The architecture is basi-
cally composed by four main services: 1) Device Services 2) Core Services 3)
Supporting Services. 4) Application Services. The first layer are the connectors
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which interacts with the IoT devices (sensors, actuators, sensors + actuators) to
get data from/to them. The second layer, Core Services, contains the informa-
tion about what devices are connected, the type of data going through and how
to connect with them. The third layer, Supporting Services, contains eKuiper
(the rule engine framework), and other frameworks for logging, scheduling and
data cleaning. Finally, the fourth layer, the Application Services which extracts,
process and send data from EdgeX to any endpoint of choice2

3.3 Architectural Components in FiWARE

FiWARE as previously mentioned, is another open source platform to deploy
Internet of Things applications. FiWARE uses Docker containers and the archi-
tecture consists of two main components: 1) the Orion Context Broker and 2)
the IoT Agent. The Contex Broker allows us to manage the entire lifecycle of
context information, including updates, queries, registrations and subscriptions.
The information consists of entities (i.e., objects we want to track) and their
attributes (i.e., the properties of the objects). Orion implements an NGSIv2
server to manage information and availability, and it also provides creational
capabilities to include elements and manage them through updates and queries.
NGSI is a standard by the ETSI (European Telecommunications Standards Insti-
tute) to improve the communication framework with these types of devices. The
IoT Agent acts as a bridge between the IoT devices and the Context Broker
which maintains the state for each of them. The IoT Agent takes care of the
requests from IoT devices and the petitions created from the user in an uniform
way, also taking into consideration the security for each actuator/sensor3.

3.4 Computing on the Edge and Data Analytics

Edge Analytics could be defined as “receive and interpret data from Edge com-
puting”. Specifically, based on the information collected from the sensors, we
establish a decision-making process and take actions based on those decisions.
Edge Analytics can span several levels of complexity, from a simple SQL query
to retrieve a few rows of data to complex heterogeneous machine learning sys-
tems to leverage a PdM system (predictive maintenance). There are currently
two main approaches to accomplish Edge analytics:

1. run the analytics service in each device/sensor, or
2. deliver data from sensors to an analytics service in the cloud.

According to Shi et al. [23], the first option has an advantage over the second
one for three main reasons:

1. Computing tasks in the cloud are efficient, but it faces a bottleneck in the
speed of data, i.e., the bandwidth to transport the data towards the network.

2 https://www.edgexfoundry.org/software/platform/#ApplicationServices - accessed
7th Sept. 2022.

3 http://www.fiware.org - accessed the 7th of September.

https://www.edgexfoundry.org/software/platform/#ApplicationServices
http://www.fiware.org
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Fig. 5. SIB Library created to abstract and virtualize the logic building blocks from
the EdgeX eKuiper Rule Engine

2. Everything is becoming part of the Edge IoT environment, leading to a mas-
sive production of data for which the conventional cloud computing approach
is not efficient enough.

3. Security: as the edge devices are becoming data consumers, it makes sense to
process data in edge devices (e.g., mobile phones) instead of uploading raw
data to cloud services for subsequent processing.

3.5 Towards Model-Driven Edge Analytics with IoT Agents
and eKuiper

Our providing a model-driven approach for edge analytics using two main tools,
1) EdgeX and 2) FiWARE, builds upon previous work already done with DIME
and EdgeX [4,5], where we retrieved data from IoT devices using REST API.
Both EdgeX and FiWARE technologies provide many functionalities to handle
data from the Edge. However, they still rely on complex code that an adopter
needs to understand. Due to the complexity of the system itself, it also lacks
the simplicity of an easy setup of the environment. In the specific context of
the Digital Thread Platform realised with DIME, its XMDD paradigm gives
us several benefits. The integration via SIBs, as per steps 2 to 6 described in
Sect. 3.1, leads to the DSLs of Figs. 5 and 11, which show the SIBs created to
automate the set-up and use workflow.

Fig. 6. Code using the traditional approach (part 1)
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Fig. 7. Code using the traditional approach (part 2)

Fig. 8. Code using the traditional approach (part 3)

As we can see in Fig. 6, Fig. 7 and Fig. 8, the traditional code-level approach
requires an average of 15 LOC per functionality. The code concerns the manage-
ment of: 1) REST API requests and 2) Stream Java API, therefore requiring to
be versed also in 3) functional programming, 4) exceptions, and 5) Java HttpRe-
quest API. In a quick comparison with the DIME solution shown in Fig. 9, the
workflow solution is more straightforward to setup and execute over the system.
Despite the fact we still need to define the technical properties, this model level
is more manageable and easier to understand than the traditional code-based
approach.

4 Results and Discussion

4.1 EdgeX and eKuiper Integrations

The DIME version of the Edge Analytics application system, using EdgeX and
eKuiper, has the simple setup workflow shown in Fig. 10 and a simpler way to
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Fig. 9. DIME workflow to support interaction with FiWARE

connect the different functionalities and tasks, such as create a device or start
a rule to perform analytics on the edge. Also, here we rely on the model-driven
approach: defining the different properties of each SIB and connecting them
along the control flow and data flow puts the focus on the problem instead of in
the implementation details:

1. we create a given Device (with an internal reference to it),
2. start it,
3. create a stream to communicate,
4. create a rule,
5. show the available rules,
6. and finally the available streams.

In spite of its simplicity, this application is complete and serves as template
for adoption and blueprint for further evolution. The definitions of the SIBs
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Fig. 10. DIME workflow for the set-up and use of eKuiper rule-based analytics

happen through their declaration: it is easy to understand and change by any
person with no technical knowledge of software development, as the SIBs decla-
rations and use are very intuitive to follow. Due to the formal nature of these
models, they are also a vehicle to formal verification and in perspective auto-
mated synthesis techniques, e.g., along the lines of Steffen et al. [24].

There is still much more functionality to be addressed in both platforms. The
DSLs integrations will happen organically over time, following the requirements
of the additional use cases. We expect the additions to be carried out mostly by
adopters of the Digital Thread platform, and not by ourselves. Our concern here
is to show the simplicity and elegance of this set up in DIME, as a combination
of SIB DSL and workflows. In parallel we are working on refining and testing
this approach on productive environments.

We rely for the rule definition language on SQL queries (this is the origi-
nal eKuiper language of choice) and on the expertise of those who define them,
as well as their understanding for structuring a JSON object. With the DIME
approach one could consider a further abstraction layer that frees the user form
the need to know SQL and JSON, through another DSL that lifts those func-
tionalities to a more intuitive language/schema followed by transformation to
SQL/JSON. This is similar to the approach taken in [25] for the DSL-driven
integration of highly parameterized HTTP services and REST services as a hier-
archy of DSLs at different levels of abstraction and virtualization.

We intend to tackle these still pending issues in the future, in order to make
the model-driven programming environment more appealing to expert users
who are not programmers. So far, we consider our contribution to constitute a
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considerable progress in delivering a more user-friendly solution to the academic
community and to our industry partners.

4.2 FiWARE and IoT Agent Integrations

Another DIME solution for Edge Analytics was developed using FiWARE and
IoT Agents, as shown in Fig. 11. The solution provides a different perspective,
as we need to deal with two main components, the Context Broker and the IoT
Agent which will act as middleware between the Edge and the requests from the
user. The solution in terms of complexity ends up being more simple, as we don’t
need to rely on another technology such as SQL. Instead of creating a stream
and rules with SQL statements to retrieve data from the “things”, we simply
use a query describing the values and conditions we want to filter and the IoT
Agent will take care of the interpretation and gathering of the data.

Fig. 11. SIB Library created for interaction with FiWARE

5 Conclusion

This paper establishes a major step towards an edge analytics low-code solu-
tion for Smart Manufacturing environments. This happens in the context of
the Digital Thread Platform for smart advanced manufacturing currently under
development, and through the adoption and extension of the DIME no-code/low-
code platform. This technology choice privileges domain-specific abstractions
that empower people with non-technical or non-programming expertise to cre-
ate, deploy and run fully functional analytics solutions, virtualizing the under-
lying technologies, and thus making them opaque to the application designers
that reuse the SIBs as pre-defined, pre-tested building blocks. We showed this
on the basis of the eKuiper Rule Engine, that is part of the EdgeX ecosystem
and IoT Agents as part of the FiWARE ecosystem, The effect is to democratise
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the development cycle and tackle down the high learning curve that is other-
wise required in order to manage all these layers of knowledge. We believe this
move can have a significant impact on the ability of manufacturing experts to
use advanced analytics and, more in general, integration and interoperability
platforms that they would not be able to program, manage and evolve with the
current need of heterogeneous coding and architectural expertise.

The platform still needs some refinement (testing in productive environments
and improvement of user experience), but we have a fairly complete palette
of Service-Independent Building blocks (SIBs) to encapsulate the behaviour of
each step and provide a high-level abstraction to the users. All they need to
do is understand the SIBs and their parameters, and then orchestrate them in
an appropriate way using our Digital Thread platform. Our case study targets
the usage of the EdgeX Foundry framework and its advanced services like the
eKuiper Rule Based engine for analytics, and FiWARE with the Context Broker
and the IoT Agents, leverages a more straightforward way to use it, having to
deal much less with configuration files and boiler-plate code.
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