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Preface

The World Health Organization (WHO) proclaimed a COVID-19 pandemic in 
March 2020 (WHO 2020). COVID-19 is a multi-system disorder caused by the 
SARS-CoV-2 coronavirus. Vaccine development was prioritized for managing and 
controlling the pandemic due to concerns about the disease’s spread and severity, as 
well as the effectiveness of available therapies. During epidemics or pandemics, 
such as the current Coronavirus Disease 2019 (COVID-19) crisis, healthcare prac-
titioners (HCPs) face a variety of difficult situations. The stress of treating patients 
during an epidemic or pandemic may be detrimental to HCPs’ mental health. 
Evidence-based recommendations on what would be useful in reducing this impact 
are lacking. Digital healthcare has been a hot topic among people for quite a while. 
The pre/post pandemic situations have led patients and subjects to be monitored 
outside the hospital environment with more digital equipment to avoid spreading of 
COVID. Tapping into the available data to extract useful information is a challenge 
that’s starting to be met using the pattern matching abilities of machine learning 
(ML) – a subset of the field of artificial intelligence (AI). In order to provide smarter 
environments, machine learning needs to be implemented in the Internet of Things 
(IoT). Machine learning will allow these smart devices to become smarter in a lit-
eral sense. It can analyze the data generated by the connected devices and get an 
insight into the human’s behavioral pattern. Without implementing ML, it would 
really be difficult for smart devices and the IoT-based digital healthcare to make 
smart decisions in real time, severely limiting their capabilities. This book provides 
the challenges and the possible solutions in these areas. Various image-based and 
data-based artificial intelligence approaches are discussed in this book to improve 
the healthcare services in hospital.

Chennai, India  G. R. Kanagachidambaresan  
Shillong, India   Dinesh Bhatia  
   Dhilip Kumar  
   Animesh Mishra  
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Pandemic Effect of COVID-19: 
Identification, Present Scenario, 
and Preventive Measures Using Machine 
Learning Model

A. Nazar Ali, Jai Ganesh, A. T. Sankara Subramanian, L. Nagarajan, 
and G. R. Subhashree

 Introduction

Coronaviruses are a category of viruses belonging to the Coronaviridae family. 
Coronaviruses produce enveloped virions with a diameter of around 120 nm. The 
envelope’s club-shaped glycoprotein peaks give the infections a crown-like look. 
The viral nucleic acids are contained in a protein coat called a nucleocapsid that is 
either helical or spherical. One favorable strand of RNA makes up the entirety of the 
coronavirus DNA. Corona infections are wrapped, single-stranded, positive-sense 
RNA infections that are phenotypically and genotypically assorted. These compo-
nents have not only prompted the occurrence of a variety of known coronaviruses 
but have also encouraged the rise of infections with new characteristics that permit 
the living being to adjust to new haven and ecologic specialties, in some cases caus-
ing zoonotic events. In humans, poultry, and cattle, coronaviruses are common 
causes of gastrointestinal illness. A kind of coronavirus known as SARS produces a 
highly contagious respiratory infection in humans that is characterized by 
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symptoms like fever, coughing, and muscle pain, frequently coupled with dynamic 
difficulty in relaxing. In 2002, more persons became infected; it likely infected 
humans from bats, i.e., horseshoe bats. Coronaviruses are not only found in bats, but 
they can also be found in numerous different species, including feathered creatures, 
felines, hounds, pigs, mice, ponies, whales, and people. Depending on the type of 
the organism, they may have varying degrees of severity; they may induce respira-
tory, intestinal, hepatic, or neurologic disorders. Without even a doubt, genetic alter-
ations to the infection were necessary for the SARS coronavirus to be able to spread 
to humans. Since the SARS illness seen in horseshoe bats cannot legitimately infect 
people, it is believed that these progressions took place in the palm civet. Additionally, 
a SARS outbreak in humans was brought on by a heretofore unheard-of coronavirus 
in 2003. The RNA-subordinate RNA polymerase’s dishonesty, the high frequency 
of RNA recombination, and the remarkably large genomes considering RNA infec-
tions all contribute to the coronaviruses’ good diversity.

 Coronavirus First Case

Some other coronavirus that was believed to cause the Middle East respiratory syn-
drome (MERS), a severe respiratory disorder, was discovered in people in 2012. 
The first case was discovered in Saudi Arabia, and since the identification of MERS, 
countries like United Arab Emirates, Germany, Qatar, Jordan, France, and the UK 
have also reported cases of MERS. Every case that was recorded had an indirect or 
direct connection to the Middle East respiratory syndrome. Roughly 33% of the 
alleged cases that were tallied as of 2019 ended in fatalities. The coronavirus that 
caused the Middle East respiratory syndrome was similar to other coronaviruses 
that were believed to have originated in bats and spread from bats to other species 
ultimately reaching humans. And the main reservoir of MERS was thought to be 
camels. An infection with clear links to the SARS coronavirus emerged in Wuhan, 
China, early in 2019. It was named COVID-19 disease which was caused by a virus 
named SARS-CoV-2 and has similar symptoms to SARS, i.e., fever and respiratory 
problems [10]. The disease is highly contagious and the infection is extremely dif-
ficult to prevent. By the middle of 2020, it had reached every part of China, as well 
as the USA and Europe, after being spread by travelers from the infected regions. 
The World Health Organization declared a pandemic to be in progress in March [2, 3].

 Corona Cases in India

On January 30, 2020, the first case of COVID-19 infection in India was identified. 
A total of 1637 cases, 133 recoveries, and 38 deaths have been reported throughout 
the country as of April 1, 2020, according to the Ministry of Health and Family 
Welfare. Since India’s sickness rates are some of the lowest in the world, experts 
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believe there may be more ailments than we realize. The rate of COVID-19 expo-
sure in India is taken into account; it is fundamentally lower than it is in the nations 
with the worst environmental conditions. Over 12 states and associate areas have 
declared the event to be a plague, and as a result, plans under the Epidemic Diseases 
Act of 1897 have indeed been made, leading to the closure of various corporate 
foundations as well as educational institutions. Due to the fact that the majority of 
the confirmed cases involved other nations, India has stopped all visitor visas. At the 
behest of Prime Minister Narendra Modi, India observed a 14-hour deliberate open 
limited time on March 22, 2020. In addition to every major city, the authorities 
planned lockdowns in 75 locations where COVID infections had occurred. 
Additionally, on March 24, the chief admin asked for a 21-day nationwide lock-
down, affecting India’s entire 1.3 billion people. As the second populous country, 
India would have a huge impact on the ability of the globe to control the coronavirus 
outbreak, according to World Health Organization official CEO Michael Ryan. 
Figure 1 displays the current COVID-19 cases in India. Those are the coronavirus 
introductions, which help us to understand how these viruses were created, how 
they spread around the world (e.g., in India), and how the countries around the 
world are combatting these viruses. In this paper, a machine learning method that 
can correctly predict the presence of SARS-CoV-2 illness by using RT-PCR testing 
is developed. It works by posing eight simple questions. The model has been trained 

Fig. 1 Current COVID-19 cases in India
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using information from each Israeli who had undergone a SARS-CoV-2 test during 
the initial months of the COVID-19 pandemic. Thus, for effective viral screening 
and prioritizing inhabitant testing, our approach may be used globally. The structure 
of coronaviruses is covered in Chap. 2, along with their developmental stages, and 
statistical data gathered from all around the world is covered in Chap. 3.

 Structure of Coronavirus

The structure is characterized by spikes enveloped as crown-like on its exterior [1]. 
It is named after its spike structure that looks like a crown, which comes from the 
Latin term coronam, meaning crown. The coronavirus is composed of the following 
major components: spike protein, genome single-stranded +RNA (ss  +  RNA), 
nucleocapsid protein, membrane, and envelope. This coronavirus is nanometeric in 
size ranging between 65 and 125 nm. The spike protein is projected outside the 
envelope of the virus particle [3]. It is composed of glycoprotein. This glycoprotein 
helps in binding virus to the host cell surface especially to angiotensin-converting 
enzyme 2 (ACE2) receptor and facilitates entry into cytosol. This spike protein has 
more affinity to ACE2 than MERS and SARS that is why it is spreading widely. The 
genome (ss  +  RNA): The nuclei contain a single-stranded +RNA genome, with 
sizes ranging between 26 and 32kbs in length containing all information necessary 
for making viral component. Nucleocapsid protein: This ss + RNA contain a struc-
tured protein-forming complex known as nucleocapsid. This nucleocapsid again 
envelops the ss + RNA. Membrane and envelope: The nucleocapsid is enclosed by 
the membrane also composed of lipid protein; it forms the central organization of 
CoV assembly, which determines the shape of the virus [9]. Different from MERS 
and SARS, the sequence data and amino acid data of COVID replicate that is why 
this coronavirus spreads widely (Fig. 2).

 Growing Stages of Virus

Stage 1: Binding of virus spike region to ACE2 of the host cell, which allows the 
entry of virus inside the cytoplasm.

Stage 2: Release of ss + RNA genome and its protein synthesis. In this stage, this 
ss + RNA is ready for translation.

Stage 3: Replication and transcription of complex substances. This is done by rec-
ognizing eukaryotic ribosome instantly as it has MRNA 5prime cap and a poly-A 
tail. Here replication of sub-genome also happens with all proteins.

Stage 4: Replication of RNA genome by the enzyme, which is RNA-dependent. 
Translation of sub-genome RNA forms nucleocapsid, spike protein, membrane, 
and envelop protein.
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Fig. 2 Structure of coronavirus

Stage 5: Genome RNA is also released and it multiplies with the help of replication 
and genome is released into cytoplasm along with nucleocapsid.

Stage 6: Release of virion into the infected host cell and this multiplication goes on 
leading to pneumonia. Figure 3 shows the growth of coronavirus. Moreover, this 
virus replicates another virus called SARS [11–14].

 Statistical Data of COVID-19 at Present Scenario

 COVID-19: Confirmed Cases and Causalities

The coronavirus outbreak is said to have its first recorded case in a market in Wuhan, 
China, in the mid of December 2019 which rapidly becomes an epidemic infecting 
people with symptoms similar to a common cold or without symptoms. But if not 
addressed on time, it could become life-threatening to an infected individual. The 
sources of World Health Organization in its report clearly made a global warning 
and alerting all countries to make suitable arrangements for preventing their citizens 
from getting affected [4–8]. The total confirmed cases globally are around 750,890 
with causalities of 36,405 as of the end of March. More cases with symptoms still 
need to be identified. The region-wise classification of confirmed cases is shown in 
Fig. 3. The WHO itself declares the situation is very crucial and the statistics avail-
able is changing from time to time. The data available from WHO is based on the 
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hospitalized cases and one must be aware that there are even more cases with symp-
toms that still need to identified. From Fig. 4 it is observed that the European region 
is the most affected by sharing around 56% of the total confirmed cases followed by 
Region of Americas (22%), Western Pacific Region (14%), Eastern Mediterranean 
Region (7%), South-East Asian Region (1%), and finally African Region (0.5%).

Figure 5 shows the number of causalities among the confirmed cases. Though the 
Eastern Mediterranean Region has lower number of infections (50,349) when com-
pared to Region of Americas (1,63,014) and Western Pacific Region(104,868), it 
has the second highest causalities with 5.8% of death among its confirmed cases. 
The most affected region is the European Region in terms of not only the number of 
confirmed cases but also the number of deaths, i.e., 6.2% of infected people so far 
lost their lives to this deadly disease.

A. N. Ali et al.
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 COVID-19: Transmission Rate and Statistics on Different 
Stages of Transmission

With the global alert from the World Health Organization and the pandemic assess-
ment sectors of individual countries, many countries started implementing self- 
quarantine procedures on their people. Since no vaccine has so far assured to cure 
the COVID-19 disease, there is no way other than preventing its spread further. But 
the statistical data presented in Fig. 6 is not encouraging as it clearly shows there is 
a tremendous growth in the spread of the disease starting from its first infection in 
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Fig. 6 Growth rate of COVID-19 globally

Fig. 7 Day-to-day changes in the CFR of different countries

Wuhan. It spreads throughout the world in a faster rate as an airborne or contact type 
viral spread. But still different countries or territories have different rates of trans-
mission which depend on many factors such as climatic conditions, populations, sex 
ratio, age, etc. Everyday thousands of new cases are registered among millions of 
people who are tested globally [21, 22]. The scenario will become worse if the 
country enters into stage 3 of transmission, that is, the communal spread from 
unidentified infected people.

Figure 7 shows the stage of transmission of COVID-19 disease among different 
countries or territories among the six regions classified earlier. However, the statis-
tics shows only two basic categories, namely, local transmission and imported cases. 
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There will be always many more combinations which cannot be accurate because of 
the complexity in identification and collection of data. As per the WHO report [23], 
it is clearly stated that the stages of transmissions are subjected to change based on 
the availability of detailed reports on root cause analysis. It is observed that many 
countries are already experiencing community transmission or at the verge of reach-
ing that danger zone and it is not a good sign for human life. It is noticeable that 
there are more imported cases in American and African regions where infected 
people from other countries migrated to such countries resulting in more infections. 
However, local transmission is low in those two regions. Still more precautionary 
measures are needed as prescribed by WHO such as lockdown of infected areas or 
even countries.

 COVID-19: Case Fatality Rate (CFR)

Case fatality rate is the ratio of confirmed deaths to confirmed cases. Figure 7 shows 
the day-to-day percentage of case fatality rate in a pool of 15 countries worldwide.

It is observed that China where the disease is first identified flattened its curve 
along with South Korea to some extent, whereas other countries such as Iran, Spain, 
Italy, the UK, and the USA are fighting hard to save their people. Germany, Malaysia, 
Australia, Brazil, and India are keeping their case fatality rate well within their con-
trol. The success of the countries purely depends on the concept of “flatten the 
curve” principle and it seems all the countries are working their best toward it 
[16–20].

 COVID-19: Category-Wise Fatal Cases – Age Factor 
and Medical History

During outbreak of any worldwide pandemic, it is highly impossible to present the 
exact number of infections without testing all possible infected individuals, still 
from the available data and the best possible observations. Fatal cases of COVID-19 
are categorized based on patients’ age group and their medical history bringing out 
a clear idea about the worst result that this disease can give to a society. It is clearly 
observed that the elderly are more vulnerable compared to the young people to be 
infected with COVID-19 that targets the respiratory system of an individual. The 
data about the fatal cases in China, South Korea, Italy, and Spain is shown in Fig. 8. 
The elderly aged over 60 are more prone to be infected with COVID-19 and also 
children below 10 years of age but no casualties are observed under age 10. Still 
there are many other factors as discussed earlier apart from age that play an impor-
tant role in transmitting and increasing the fatality rate of this disease. Italy and 
Spain are found to have more causalities as they have the most aged population 

Pandemic Effect of COVID-19: Identification, Present Scenario, and Preventive…
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Fig. 8 Age-based case fatality rate in different countries

around the world, i.e., around 60% of their total population is more than 50 years of 
age. It replicates the data of CFR when it comes to age-wise diseased people 
[24, 26–29].

The case fatality rate in China is a sample-based analysis to predict what age 
groups of people are more vulnerable to COVID-19. There are also cases being 
confirmed without any major symptoms. But in general, based on the available data, 
healthy people with no medical history have less chance of being infected compared 
to people having long-term health issues such as allergic asthma, leukemia, cancer, 
hypertension, chronic respiratory diseases, diabetes, and cardiovascular diseases. It 
is observed that people with cardiovascular diseases have high mortality rate 
(10.50%) followed by people with diabetes (7.30%) and chronic respiratory dis-
eases (6.30%). So it is advisable that people who already have the above health 
issues should be more cautious about the disease.

 Machine Learning Model for COVID-19 Prediction

 Baseline Model

The model made predictions based on the area under the receiver operating charac-
teristic curve for the potential test set. The feasible working points based on test set 
predictions are 84.54% sensitivity and 78.20% specificity or 85.60% sensitivity and 
70.68% specificity.

An additional spreadsheet file has all of the metrics from each ROC curve that 
was used in this study. Fever and cough were crucial indicators of the disease’s 
impending onset. As predicted, close contact with a person who had been diagnosed 
with COVID-19 was also a significant factor, supporting the illness’ high transmis-
sibility and emphasizing the value of social isolation. Additionally, the model found 
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that male gender was a predictive factor of a favorable outcome, correlating with the 
reported gender bias.

 Training Using Unbiased Features

Limits and biases exist in the information that the Indian Ministry of Health reported. 
For example, symptom reports were more thorough for those who tested positive for 
COVID-19, and this finding was supported by a focused epidemiological investiga-
tion. Therefore, it is anticipated that people who tested negative for COVID-19 may 
mislabel their symptoms. The percentage of those who were COVID-19 positive 
compared to all of the people who were positive for each symptom reflects this. As 
a result, our approach distinguished between symptoms having balanced reporting 
and characteristics with biased reporting (headache, 95.1%; sore throat, 92.8%; 
shortness of breath, 92.6%; cough, 27.5%; and fever, 45.5%). Misclassification of 
sensations may also result from those who tested negative underestimating and 
underreporting their symptoms. Finally, it gets an auROC of 0.842 with a modest 
shift in the Shapley additive explanations summary plot if we train and test our 
model while pre-filtering out signs of strong bias (Figs. 9 and 10).

 Discussion

Depending on straightforward clinical manifestations, the model offers first 
COVID-19 test screening. By enabling optimal administration of healthcare 
resources throughout upcoming waves of the SARS-Cov-2 pandemic, improving 
clinical priorities may lessen the strain now placed on health systems, which is par-
ticularly crucial in resource-constrained emerging nations. There are some issues 
with this study. For patients whose contact with a confirmed COVID-19 carrier was 
indicated, additional information such as the time and place of the encounter was 
not accessible. Previous research has found some symptoms as being highly indica-
tive of a COVID-19 infection, but the Health Ministry did not document them. It 
demonstrated that a model may be trained and tested while having severe bias 

34%
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Biased reporting 
headache sore throat shortness of breath

Fig. 9 Biased reporting 
characteristics
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Fig. 10 Symptoms with 
balanced reporting 
characteristics

symptoms removed beforehand and yet attain very high accuracy. Additionally, 
keep in mind that all illnesses had been self-reported; hence, a negative result for a 
symptom may indicate that it was not recorded. Therefore, it’s crucial to evaluate 
the performance of the model using absent or missing information rather than 
through negative ones. In the projected test set, researchers randomly picked nega-
tive reports for each of the five symptoms at a time and then deleted the negative 
values to create a less biased scenario. The model continued to produce encouraging 
results with regard to these generated test sets, boosting our faith in the approach. 
All the people tested had reasons for testing, notwithstanding the possibility that 
this model may have limitations due to variations in how symptoms are reported. 
This suggests that for the vast majority of the participants in this sample, there was 
no referral bias. Coughing and cold were listed as the primary symptoms in the 
Ministry of Public Health guidelines, and it is thought that even in people who 
tested negative for SARS-Cov-2, these indications are difficult to detect [15].

Furthermore, we assume that biases pertaining to the COVID-19-negative group 
were lessened by the comparatively large sample size. This emphasizes the need for 
more reliable data to supplement the concept and acknowledge the bias that always 
exists when symptoms are self-reported (Fig. 11).

As the COVID-19 epidemic spreads, it is essential that reliable data are continu-
ously collected and shared between government agencies and the science process. 
Additional indications might be incorporated into future devices in addition to our 
awareness of how different symptoms affect the diagnosis of the disease.

 Development of the Model

A gradient-boosting machine model created with selection base-learners was used 
to produce predictions. Many effective algorithms in the field of machine learning 
use gradient boosting, which is usually regarded as state-of-the-art for forecasting 
statistics. The gradient-boosting predictor treated missing data by default, as sug-
gested by earlier investigations. We made use of the LightGBM Python package’s 
gradient boosting predictor. Early halting was tested using the validation set, and 
auROC was utilized as the performance indicator. SHAP values were computed to 
determine the key characteristics influencing model prediction [40]. These 
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Fig. 11 Shapley Additive explanations summary plot – auROC

parameters are appropriate for sophisticated models like gradient-boosting machines 
and ANN [41]. The SHAP values, which have their roots in game theory, divide 
each sample’s prediction performance into the contributions made by each individ-
ual feature value. This is accomplished by estimating model differences using 
subsets of the feature space. SHAP values calculate the relevance of each attribute 
to final predicted results by average across samples.

 Evaluation of the Model

The auROC was used to evaluate the model on the test set. Plots of the PPV versus 
sensitivities were also created across several thresholds. Sensitive, specific, prog-
nostic, and predictive values, false-positive and false-negative rates, false discovery 
rates, and accuracy rate were all determined for all the threshold values because of 
all the ROC curves. The bootstrap percentage approach with 1000 trials was used to 
derive confidence intervals (CI) for the different performance metrics [37–39].

Pandemic Effect of COVID-19: Identification, Present Scenario, and Preventive…
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 Transmission and Prevention of COVID-19

 Transmission of COVID-19

Exact mode of transmission cannot be predicted, but some modes of transmissions 
are discussed. Sneeze and Cough: When the infected person sneezes or coughs, then 
the infected droplets spread in the air for 1 meter and deposits on the nearby objects 
and cause aerosol. When the non-infected person touches the object, then he will 
become the host, and by this method, the transmission can be single or group 
depending upon the place [30].

 Close Contact

When a person has a close contact with the infected person, then that person may 
also be infected [31, 32]. By this method, group of persons may have the chance 
being infected when they have contact with family members and healthcare work-
ers. The shopkeeper who is infected may also spread this.

 Prevention and Control Measures

The only method to avoid the transmission is quarantine, social distancing, wearing 
of face mask, frequent handwashing with soap and water, and alcohol sanitizing.

Self-quarantine: This is adopted by the infected person himself, in a room of his 
home, in order to avoid spreading of the virus [33, 34].

Quarantine ward (isolation ward): In this ward, persons who are severely infected 
are admitted. This ward is under the surveillance of NGO or government. These 
organizations are responsible of the infected persons. They provide all medicines 
and hygienic dieted food besides continuously monitoring the infection rate. If 
the person is cured from the disease, then he/she will be sent home [35, 36].

Social distancing: This is maintaining a distance of more than 1 meter from every 
person in the infected region. This will prevent the other person from inhaling the 
aerosols.

Wearing of face mask: Since the size of the COVID-19 is in nanometer, it will be 
filtered by mask during inhaling [28].

Hand washing and sanitizing: Hands should be frequently washed with soap and 
water for about 20 seconds with more foam, because the enveloped membrane of 
COVID-19 which is made of lipid can easily destroyed by soap and alcohol 
disinfectants.

Figure 12 shows COVID 19-transmission possibility and its preventive mea-
sures [25].
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Fig. 12 COVID-19 transmission possibility and its preventive measures

 Conclusion

With the analytical results of the current scenario of coronavirus outbreak based on 
the available subsets of data, the 2019-nCOV is found to have different growth pat-
tern with different degree of casualties in different regions. It is observed that the 
changes in the structure of coronavirus are vital in creating this disgusting situation 
resulting in increased mortality rate throughout the affected areas. It is found that 
the elderly aged 70 and people with preexisting medical conditions such as cardio-
vascular problems, diabetes, and chronic respiratory diseases are more prone to get 
infected, and these factors play an important role in increasing the fatality rate. Now 
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it has become an important responsibility of the individual to follow the proven 
preventive measures as discussed in this study. Moreover, there are also positive 
observations, i.e., more than 20% of infected people are treated in response to com-
mon antiflu microbial treatments, more than 70% of affected people are only expe-
riencing mild symptoms, and only less than 15% of patients required intensive care 
treatment. “Flatten the curve” is the basic idea the countries are trying to achieve 
through continuous, tireless, well-planned, and disciplined medical and social mea-
sures to get away from the ruthless hands of COVID-19. In summary, this created a 
model that can predict COVID-19 diagnoses by posing eight fundamental questions 
based on data collected across the country and published by the Ministry of Health. 
When testing resources are limited, this methodology can be used, among several 
other things, i.e., to prioritize COVID-19 testing. The approach used in this study 
could also help the health system react to subsequent epidemic waves of this illness 
and of other respiratory pathogens in particular.

References

1. N. Wang, X. Shi, L. Jiang, S. Zhang, D. Wang, P. Tong, et al., Structure of MERS-CoV spike 
receptor-binding domain complexed with human receptor DPP4. Cell Res. 23(8), 986 (2013)

2. C.-C. Lai, T.-P. Shih, W.-C. Ko, H.-J. Tang, P.-R. Hsueh, Severe acute respiratory syndrome 
coronavirus 2 (SARS-CoV-2) and corona virus disease-2019 (COVID-19): The epidemic and 
the challenges. Int. J. Antimicrob. Agents 105924 (2020)

3. Organization WH, Laboratory Testing for Coronavirus Disease 2019 (COVID-19) in Suspected 
Human Cases: Interim Guidance, 2 March 2020 (World Health Organization, 2020)

4. C. Wang, P.W. Horby, F.G. Hayden, G.F. Gao, A novel coronavirus outbreak of global health 
concern. Lancet (2020)

5. L.T. Phan, T.V. Nguyen, Q.C. Luong, T.V. Nguyen, H.T. Nguyen, H.Q. Le, et al., Importation 
and human-to-human transmission of a novel coronavirus in Vietnam. N. Engl. J. Med. (2020)

6. J. Riou, C.L. Althaus, Pattern of early human-to-human transmission of Wuhan 2019 novel 
coronavirus (2019-nCoV), December 2019 to January 2020. Eur. Secur. 25(4) (2020)

7. J. Parry, China Coronavirus: Cases Surge as Official Admits Human to Human Transmission 
(British Medical Journal Publishing Group, 2020)

8. Q. Li, X. Guan, P. Wu, X. Wang, L. Zhou, Y. Tong, et al., Early transmission dynamics in 
Wuhan, China, of novel coronavirus–infected pneumonia. N. Engl. J. Med. (2020)

9. J. Huynh, S. Li, B. Yount, A. Smith, L. Sturges, J.C. Olsen, et al., Evidence supporting a zoo-
notic origin of human coronavirus strain NL63. J. Virol. 86(23), 12816–12825 (2012)

10. J.F.-W. Chan, K.-H. Kok, Z. Zhu, H. Chu, To KK-W, S. Yuan, et al., Genomic characterization 
of the 2019 novel human-pathogenic coronavirus isolated from a patient with atypical pneu-
monia after visiting Wuhan. Emerg. Microbes Infect. 9(1), 221–236 (2020)

11. S. van Boheemen, M. de Graaf, C.  Lauber, T.M.  Bestebroer, V.S.  Raj, A.M.  Zaki, et  al., 
Genomic characterization of a newly discovered coronavirus associated with acute respiratory 
distress syndrome in humans. MBio 3(6), e00473–e00412 (2012)

12. X. Xu, P. Chen, J. Wang, J. Feng, H. Zhou, X. Li, et al., Evolution of the novel coronavirus 
from the ongoing Wuhan outbreak and modeling of its spike protein for risk of human trans-
mission. Sci. China Life Sci. 63, 457–460 (2020)

13. V.M.  Corman, N.L.  Ithete, L.R.  Richards, M.C.  Schoeman, W.  Preiser, C.  Drosten, et  al., 
Rooting the phylogenetic tree of middle east respiratory syndrome coronavirus by character-
ization of a conspecific virus from an African bat. J. Virol. 88(19), 11297–11303 (2014)

A. N. Ali et al.



17

14. P. Richardson, I. Griffin, C. Tucker, D. Smith, O. Oechsle, A. Phelan, et  al., Baricitinib as 
potential treatment for 2019-nCoV acute respiratory disease. Lancet (2020)

15. C.S. Ng, D.M. Kasumba, T. Fujita, H. Luo, Spatio-temporal characterization of the antiviral 
activity of the XRN1-DCP1/2 aggregation against cytoplasmic RNA viruses to prevent cell 
death. Cell Death Differ., 1–20 (2020)

16. M.L. Holshue, C. DeBolt, S. Lindquist, K.H. Lofy, J. Wiesman, H. Bruce, et al., First case of 
2019 novel coronavirus in the United States. N. Engl. J. Med. (2020)

17. M.  Wang, R.  Cao, L.  Zhang, X.  Yang, J.  Liu, M.  Xu, et  al., Remdesivir and chloroquine 
effectively inhibit the recently emerged novel coronavirus (2019-nCoV) in vitro. Cell Res., 
269–271 (2020)

18. H.  Bisht, A.  Roberts, L.  Vogel, K.  Subbarao, B.  Moss, Neutralizing antibody and protec-
tive immunity to SARS coronavirus infection of mice induced by a soluble recombinant 
polypeptide containing an N-terminal segment of the spike glycoprotein. Virology 334(2), 
160–165 (2005)

19. K. Stadler, A. Roberts, S. Becker, L. Vogel, M. Eickmann, L. Kolesnikova, et al., SARS vac-
cine protective in mice. Emerg. Infect. Dis. 11(8), 1312 (2005)

20. U.J. Buchholz, A. Bukreyev, L. Yang, E.W. Lamirande, B.R. Murphy, K. Subbarao, et  al., 
Contributions of the structural proteins of severe acute respiratory syndrome coronavirus to 
protective immunity. Proc. Natl. Acad. Sci. 101(26), 9804–9809 (2004)

21. N. Takasuka, H. Fujii, Y. Takahashi, M. Kasai, S. Morikawa, S. Itamura, et al., A subcutane-
ously injected UV-inactivated SARS coronavirus vaccine elicits systemic humoral immunity 
in mice. Int. Immunol. 16(10), 1423–1430 (2004)

22. K.V. Holmes, SARS coronavirus: A new challenge for prevention and therapy. J. Clin. Invest. 
111(11), 1605–1609 (2003)

23. C. Huang, Y. Wang, X. Li, L. Ren, J. Zhao, Y. Hu, et al., Clinical features of patients infected 
with 2019 novel coronavirus in Wuhan, China. Lancet (2020)

24. M. Bolles, E. Donaldson, R. Baric, SARS-CoV and emergent coronaviruses: Viral determi-
nants of interspecies transmission. Curr. Opin. Virol. 1(6), 624–634 (2011)

25. V. Vara, Coronavirus outbreak: The countries affected. 11 MARCH 2020.; Available from:  
https://www.pharmaceutical- technology.com/features/coronavirus- outbreak-the-countries-  
affected/

26. Q. Li, X. Guan, P. Wu, et al., Early transmission dynamics in Wuhan, China, of novel corona-
virus infected pneumonia. N. Engl. J. Med. (2020)

27. A.E. Gorbalenya, Severe acute respiratory syndrome-related coronavirus e the species and its 
viruses, a statement of the coronavirus study group. bioRxiv (2020)

28. N. Zhu, D. Zhang, W. Wang, et  al., A novel coronavirus from patients with pneumonia in 
China, 2019. N. Engl. J. Med. 382, 727e33 (2020)

29. Y. Si, B. Tai, D. Hu, et al., Oral health status of Chinese residents and suggestions for preven-
tion and treatment strategies. Glob Health J 3, 50e4 (2019)

30. W.J. Guan, Z.Y. Ni, Y. Hu, W.H. Laing, C.Q. Ou, J.X. He et al., Clinical characteristics of 2019 
novel coronavirus infection in China. medRxiv (2020)

31. N. Chen, M. Zhou, X. Dong, J. Qu, F. Gong, Y. Han, et al., Epidemiological and clinical char-
acteristics of 99 cases of 2019 novel coronavirus pneumonia in Wuhan, China: A descriptive 
study. Lancet 395, 507 (2020)

32. S. Ryu, B.C. Chun, An interim review of the epidemiological characteristics of 2019 novel 
coronavirus. Epidemiol Health 42, e2020006 (2020)

33. P.  Colson, J.M.  Rolain, D.  Raoult, Chloroquine for the 2019 novel coronavirus. Int. 
J. Antimicrob. Agents 55, 105923 (2020)

34. H. Chen, J. Guo, C. Wang, F. Luo, X. Yu, W. Zhang, et al., Clinical characteristics and intra-
uterine vertical transmission potential of COVID-19 infection in nine pregnant women: A ret-
rospective review of medical records. Lancet 395, 809–815 (2020)

35. https://www.mohfw.gov.in/pdf/FAQ.pdf
36. https://en.wikipedia.org/wiki/2020_coronavirus_pandemic_in_India

Pandemic Effect of COVID-19: Identification, Present Scenario, and Preventive…

https://www.pharmaceutical-technology.com/features/coronavirus-outbreak-the-countries-affected/
https://www.pharmaceutical-technology.com/features/coronavirus-outbreak-the-countries-affected/
https://www.mohfw.gov.in/pdf/FAQ.pdf
https://en.wikipedia.org/wiki/2020_coronavirus_pandemic_in_India


18

37. B. Efron, R.J. Tibshirani, An Introduction to the Bootstrap (CRC Press, 1994)
38. S. Lundberg, S.-I. Lee, A unified approach to interpreting model predictions. arXiv:1705.07874 

[cs, stat] (2017)
39. S.M. Lundberg et al., Explainable machine-learning predictions for the prevention of hypox-

aemia during surgery. Nat. Biomed. Eng. 2, 749–760 (2018)
40. J. Josse, N. Prost, E. Scornet, G. Varoquaux, On the consistency of supervised learning with 

missing values. arXiv:1902.06931 [cs, math, stat] (2019)
41. T.  Chen, C.  Guestrin, XGBoost: A scalable tree boosting system, in Proceedings of the 

22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining 
(Association for Computing Machinery, 2016), pp. 785–794

A. N. Ali et al.



19

A Comprehensive Review of the Smart 
Health Records to Prevent Pandemic

Kirti Verma, Neeraj Chandnani, Adarsh Mangal, and M. Sundararajan

 Introduction to a Smart Health Record

The meaning of smart is organized, precise, efficient, measurable, analytical, pros-
ecutable, and technology-driven in all manner. We have to use the statistics of a 
patient in real time to store it on the cloud so that we can interpret the information 
through various mobile apps and smartphones and find out some patterns, images 
recognition techniques, and previous records of the patient, e.g., X-ray reports and 
ultrasound reports, to evaluate these records through machine learning model/tech-
niques with maximum accuracy by accommodating advance health services that 
have never been existed before [1].

Technology is coming with conviction and zeal and the peoples are obtaining and 
grasping it openhandedly as it is a powerful and transformational technique to make 
millions of people’s lives better and healthy. The intention behind the technology is 
to gather real-time data using wearable gadgets like a smartwatch, smart glasses, 
bio-patch, smart hearing aids, etc. to track the improvement or any implication 
through the day-to-day monitoring and to collect the real-time data at the 
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centralized server and fetch these data through a mobile application in times of 
emergency [2].

This is the collective exercise between researchers, doctors, specialists, develop-
ers, and engineers to implement the machine learning algorithm by recognizing the 
patterns of previous images of organs and comparing them with a healthy one, so we 
can easily identify the ramifications with current health statistics of patients and 
start the treatments as early as possible [3].

Fig. 1 describes the various records smartly stored in any network device. Instead 
of managing a lot of documentation for a single patient, it is easier to have a single 
medical record. We are creating huge decentralized records through job cards, 
patient’s admission forms, procedure sheets, evaluation sheet, medication sheets, 
recovery sheets, etc. as the day in and day out that are at present existing in almost 
every healthcare institution among health records of outpatient offices, ICUs, and 
treatments [4].

Physicians, healthcare experts, and medical professionals are spending a lot of 
time preparing the records of patients who have already been surrounded by chronic 
diseases or having such kind of history for a long time. They use to create the 

Fig. 1 Smart health management
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documentation for a large number of patients as per day, week, and month by mak-
ing files or manual diagnosis through huge previous medical records and repeating 
the tests to check the health implications of patients [5].

 Various Types of Records in Smart Health

Health records are generally classified into four categories:

 1. Clinical records: It is the awareness of various cases of patients’ seizure, break-
throughs of their betterment, and various types of facilities provided by medical 
staff and higher authorities. Such kinds of records are having a few salient fea-
tures like the following:

 (a) Experimental, objective, and authorized.
 (b) Records are prudently handled by medical personnel.
 (c) Proper documentation should be given to patients about their treatments.
 (d) Duplication should also be avoided as it enhances paperwork and a lot of 

documentation
 (e) Real data on research and other related modules have to be provided by the 

hospital.
 (f) Better service should be provided in the up-gradation of health.
 (g) Insurance and safety are also major concerns to the staff members, nurses, 

doctors, and physicians.
 (h) Proper sanitization of a building should be provided to disinfect the people 

near to patients.
Some of the examples related to clinical records:

• Physician’s order form
• Patient’s procedure sheet
• Nurse’s admission appraisal form
• Medical history of patients
• Physician’s annotations/impressions
• Treatment records
• Improvement statistics

 2. Staff records: Independent set of records for each staff member. These individual 
records have to be maintained by producing the details of the particulars of their 
presence, their medical conditions, e.g., insurance, personal information, experi-
ence, etc., in the digital form [6].

Some of the examples related to staff records:

• An individual’s appraisal form
• The number of patients handled at a particular time
• Daily attendance records
• Medical history of an individual staff member

A Comprehensive Review of the Smart Health Records to Prevent Pandemic



22

 3. Department/ward records: It is the kind of records connected with an individual 
department or ward.

Some of the examples related to ward records:

• Circular of the ward to maintain the records daily.
• Presence and absence record at a particular time or at the time of the round.
• The ward duty of each individual should be checked on frequently.
• The inventory of the ward should be kept in a digital form.
• Patients about that particular ward record.
• Billing of medicine records.
• Records containing the ward’s daily activities.
• Numbers of patient’s daily procedure records.

 4. Administrative records: It is the kind of records in which the administration is 
responsible to make sure that every activity is under supervision electronically to 
achieve the goal of the better flow of everything in any organizations [7].

Some of the examples related to ward records:

• The daily basis treatment record
• Discharge record with medications
• Service records
• Organization notice board records of various activities
• The procedure of each manual frequently

 Development of EHR Standards for India

The Ministry of Health, Government of India, proposed the EHR standards to rec-
ommend a system that is highly flexible in conserving and generating the health 
records of patients in the country in the long run by healthcare workers. So, in the 
coming generation of the twenty-first century, the government of India is focused on 
electronic health records with the mission of digital India. The vision of this new era 
would be implemented in such a way that in the case of emergency, a person does 
not need to take any documentation like the previous history of their health treat-
ments, last visit summary reports, etc. So with these standards, a person can go to 
any hospital having the best medical facilities and physicians, specialists, or experts 
and start his treatments as early as possible without wasting a lot of time as a fully 
unified electronic record has already been there at the cloud and anyone can access 
it at the time of need through connecting devices like software and application- 
embedded laptops, tablets, etc. [8].

The Ministry of Health had planned to suggest the EHR standards for the country 
in 2013. Again it was revised in 2016 introducing information technology, machine 
learning, big data analytics, sensor-based live streaming of data by using the Internet 
of things, and other technologies to make healthcare system efficient and easy to 
access in the upcoming years throughout the country by hospitals, researchers, and 
development centers pertinent to healthcare, various organizations, and medical 

K. Verma et al.



23

Fig. 2 The advancement of electronic health records through various devices with the help of web 
networks

institutions and advised them to update the system with new technology and imple-
ment the system in such a way that it would be within reach of a common man at the 
time of urgency with full transparency [9] (Fig. 2).

 Traditional Paper Records vs Smart Health Records

Even in today’s scenario, hospitals are still using traditional paper records to evalu-
ate the files having the previous summary of their patients. A lot of documentation 
against the confidentiality of patients and the emphasis of being accessible to the 
records of patients delinquently the location from where they belong to take huge 
dominance to make the shift to EHRs. An electronic health record (EHR) is an elec-
tronic adaptation of a patient’s admission form to any healthcare institution. EHRs 
belong to live data that proceeds as real-time information on the cloud; these records 
produce the data by using data analytics techniques which are easily accessible and 
steadily authorized [10].

Medical staff like nurses, practitioners, and trainers who are using electronic 
health records have seen a large attrition rate in paper work, patient’s admission 
form, job cards, or other documentation by more than 40%. Electronic health 
records are one of the most impeccable approaches to get specific information on 
patients rapidly. Becoming paperless boosts our business. As we all know, in today’s 
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Fig. 3 Electronic health records

cut-throat competition, time is very crucial for all of us, and this has been proved 
that in various industries especially in the healthcare industry, electronic health 
records have become the buzzword as they help reduce a lot of time and efforts by 
using electronic gadgets, smartphones, etc. [11].

In electronic health records, we can get the data in real time by using telemedi-
cine’s techniques (Fig. 3).

 Comparison Between Paper-Based Records and Electronic 
Health Records

Paper-based records Electronic health records

Paper-based records dissipate among 
several hospitals and care centers and are 
inadequate as this piles up the records of 
patients as irrelevant and redundant

Electronic health records smartly curtail the 
redundant data by taking all information in mobile 
applications or software using smartphones, 
gadgets, tablets, etc.

K. Verma et al.



25

Paper-based records Electronic health records

Paper-based records are also disorganized 
as many physicians have to collect the 
records of the previous history of the 
patient from a lot of sources like 
documentation of the last admission 
submission forms, previous medications, 
procedures, as well as recovery rates

Electronic health records allow the accumulation 
of all previous records in one storage so that it can 
be easily accessible without viewing all previous 
documentation and a lot of files reducing the time 
and efforts of medical staff members, e.g., doctors, 
specialists, physicians, etc.

In paper-based records even if you are 
taking the records from various sources like 
email and fax, it will take a lot of time to 
proceed, and to start the treatment late 
would be fatal in case of emergency

In EHR, the system takes the complete records of 
the medical history of the patient, so there is no 
need to bring the data/information from any other 
resources and don’t even need to fill the partial or 
full record in the system again

In this type of record, as you are not having 
the whole medical history of patients at one 
single location, this is very cumbersome to 
put all together with the previous 
medication and treatments

Due to real-time streaming of data/records 
application can be updated automatically as it can 
work 24/7 with the help of the internet like ATMs. 
Thus, we are not bothered about the current 
scenario of patient health because by wearing 
some connecting devices, these devices themselves 
fetch the real-time data and store it on a cloud

Physician’s admittance is very less as he or 
she is only available within their job hours; 
thus, this can crunch the patient’s health at 
the time of emergency or in any critical 
situations

In electronic health records, we can get the data 
live from any cloud platform and doctors can 
monitor this data from any location even from their 
home, and by using the telemedicine’s techniques, 
they can prescribe any medicines at the time of any 
urgency

 Interoperability and Standards in the Smart Healthcare System

The bundle of various standards circumscribed in this topic is introducing a cumula-
tive approach:

 1. Medical equipment and uses cases should be studied carefully.
 2. Various wearables and connecting devices shall accept interoperability and 

standards.
 3. Accepting standards and executing requirements for the flawless exchange of 

health information between various institutions and IT infrastructure.
 4. Consolidate vendors around the domain with mutual medical issues and health- 

related challenges.
 5. Establish various frequently used tools and gadgets and their related services.
 6. Develop various phases of the requirement specification process by integrating 

attempts among public and private sector shareholders, in which vendors are col-
laborating to create willingness.

 7. Various guidelines we should follow proposed by the government for health 
information networks throughout the country.
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Fig. 4 Interoperability and standards in the smart healthcare system

 8. Technology should be established to achieve the final goal of nationwide health 
measures so information technology, ICT, and machine learning will work 
together to fulfill the technical requirements (Fig. 4).

 Guidelines for Proposed Smart Health Records

We all aware of the new technology named machine learning through which we are 
deliberately making our medical history on the server and with the help of RPC API 
and Google Cloud Vision using ML models to recognize the data with the pattern or 
recognition techniques and produce electronic health records in a digital form. 
Whole data would be stored on the cloud and we can access it through mobile apps 
by using smartphones, and these data or records can be easily accessed and con-
trolled by our physicians, doctors, and pharmacists.

In recent times, many think tanks of the country in the health industry generate 
movable and “interoperable” electronic health records which means easy to access 
and understand by masses. Institutions of medical sciences, where a lot of informa-
tion is participating against healthcare vendors, are amicably the most important 
domain; the deep-rooted EHR providers assured to intent their information exchange 
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platforms instead of standards of the industry for partaking unprocessed informa-
tion [12].

Electronic health records are less pricey to create and store and easy to move 
everywhere at the time of need. These are the reasons behind the picture of the new 
healthcare regime that the government is also taking interest to distribute and main-
tain the sharing regimen nationwide. Without the specialists and healthcare provid-
ers filling out the right information in the applications, electronic health records 
would become personal assets so that we can regulate it on our own at any time and 
send it to doctors to make urgent appointments or can take the help of telemedicine. 
Google Health and Microsoft’s Health Vault online platforms are among the biggest 
IT giants in which consumers can accumulate and share their electronic health 
records.

Security and privacy specialists are concerned about the safeness and aegis of 
networked information of health records. Several experts, e.g., Center for Democracy 
and Technology, proposed guidelines that cannot be advocated, e.g., both buyers 
and consumers of the healthcare industry can share the common interest as their 
needs and requirements specifications are the same. According to the research, 
sources stated that the healthcare industry will see a 25% increase in IT jobs by 
2022. In many hospitals that are having advanced medical facilities in almost every 
sector of the healthcare projects, there is a demand for productive smartphone appli-
cations and cloud servers for storing real-time data and computerized diagnosis.

 Introduction of Machine Learning in Healthcare

Machine learning aggrandizes manual tasks without the intervention of humans. 
Electronic health records (EHR) are unregulated and enigmatic and opposing com-
puterization so we can be muddled in fetching the information by taking the pricey 
time. Machine learning algorithms can forecast the data which is adjustable or fit 
according to patient’s health specifications and is majorly on top priority so we can 
enlist the further steps to take appropriate actions as earlier as possible to save 
human lives and enhance the life expectancy of patients at the time of emergency. 
AI with machine learning algorithms work with generative adversarial networks 
(GANs) and anticipate the more precise shapes of molecules with high accuracy. 
Statistics uses R language to predict the chart for the remarkable representation of 
data so we can easily understand the graphs which gradually show the improvement 
measures of any individual to boost the capability and provide easy access.

Image recognition techniques, using machine learning classifying pathology 
e.g.: to find out tumors in healthcare modules by showing the images of different 
patterns showing in the human body so physicians can easily detect the body of hav-
ing tumors with a healthy body which is showing a different image. Another path-
way that is materializing is by using wearables with connecting devices like a 
smartwatch, Fitbit, etc. With the use of these wearables, we can store the real-time 
information of an individual, and with the machine learning model, we can 
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conclude the data as a result, e.g., deterioration or wreckage. Wearables produc-
tively take the data while walking, running, and jogging. Because they are collect-
ing data through live streaming module, when this data has reached to a particular 
danger point, it quickly informs a person or an individual to take appropriate actions 
before something worse can happen, e.g., a stroke risk, heartbeat enhancement, 
excessive sweating, etc.

Machine learning algorithms stimulate research in the field of healthcare with 
huge enthusiasm. Biologists, computer scientists, IT professionals, physicians, and 
faculties of applied science all are working together and practicing day and night in 
a collaborative environment to come up with all related technologies and to end up 
with some creative solutions like outbreak prediction and personalized medicines. 
And they often use the machine learning models to diagnose and identify the dis-
ease before happening. With the help of natural language processing, professionals 
related to this field can handle a lot of administrative tasks.

 Introduction to Vector Machine Techniques

Machine learning (ML) has become the buzzword in almost every industry, and it 
has been acknowledged as an essential part of AI. Moreover, ML is a data analysis 
technique that computerizes the declarative structure. Algorithms used by machine 
learning are captivating all big IT giants in an industry collaborating with all major 
sectors, e.g., banking, transport, healthcare, etc. Support vector machines are one of 
the classification techniques that distribute pieces of information varying with pat-
terns matching with supervised learning technique with hyperplanes provided by 
the machine learning technology. So SVM is well known as the ML technique for 
classification. SVM is a selective classifier. It generates the result as an outcome of 
the hyperplane, which organizes new data sets with examples that accept the tech-
nique of hyperplane called support vectors.

In the two-dimensional (2D) region, this technique is a straight line divided into 
two sectors wherein each sector is temporal on one side by taking two unique data 
sets or pieces of information shown in bullets or dots. This graphic representation 
proposes a confirmative interpretation as shown in the figure. Figure 5 shows vari-
ous images differentiating sickly from healthy persons.

This visual representation comes up with an acquiescent interpretation (Fig. 5). 
The table below shows the various data set to analyze the data with the machine 
learning model.
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Healthy Person Hyper PlaneFig. 5 Various 
differentiation of the health 
categories

Fig. 6 Various types of machine learning models

Person suffering from obesity

Fasting Just after Eating 3 h after eating

Normal 80–100 170–200 120–140
Pre-diabetic 101–125 190–230 140–160
Diabetic 126+ 220–300 200+

Data can be displayed through various models, e.g., classification model, cluster-
ing model, and regression Model (Fig. 6).

Sometimes we use to make mistakes while considering hyperplane as choosing 
an optimal one is a tedious job as noise sensitivity and rationalization of different 
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Fig. 7 Illustration of support vector machine

data sets should be in a proper manner with higher accuracy. Support vector 
machines are trying to upgrade hyperplane that provides substantially less distance 
to obtain skilled data set (Fig. 7).

 Introduction to OCR Techniques in Healthcare

The optical character recognition technique we are using in healthcare is primarily 
helping us to process and enhance the adaptability of the plan you have taken related 
to your health status. The number of processes has been performed with the help of 
an image recognition technology which is used to remove the use of highly inten-
sive data entry process on papers.

We are using the optical character recognition technique extensively in medical 
science which is based on the proficiency of an optical character recognition scan-
ner. As the same suggests, it can scan alphanumeric characters present in files by 
recognizing the characters carefully and cache the data as e-files.

 Flood of Paper Claims After the Arrival of Optical 
Character Recognition

In the insurance sector, a simple healthcare plan contains a huge number of 
individual paper claims which is used to be scanned by an OCR and translated 
into e-files which is based on the healthcare system’s preference with a 
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Fig. 8 Benefits of optical character recognition

predefined formatted model. We normally use the X.12 format to verify claims 
related to this technique. Like an electronic data exchange file, we can insert our 
file into the system. The images residing in the document are saved so that they 
can be used shortly by referencing the same images and comparing with future 
incoming data to understand patterns easily with the help of machine learning 
models. Machine learning models tend to be highly sophisticated so that in this 
interface our e-files having a lot of images can percolate and bring back quickly 
and comfortably. The whole process eliminates the use of papers and manual 
documentation.

The frequently incoming claims with manual documentation or in paper format 
per day are increasing at a fast speed. With the help of connecting devices like 
smartphones in a particular network having kiosks, cloud servers, and various apps, 
saving the electronic information, and transporting these e-files anywhere at the 
receiver end, has become an effortless system by the use of optical character recog-
nition in healthcare.

Different modules have benefits of OCR using EDI (Fig. 8).
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 Electronic Exchange of Documents

Another application of optical character recognition in healthcare or medical sci-
ences is that it composes the paper files or documents electronically exchangeable 
with the EDI module. By generating an on-screen paper module, all manual files 
that contain images are primarily stored in the system’s forms. By doing this, we 
can easily accessed and simply transfer these files with efficiency. Later on, by 
using the EDI technique, images and pictures would be transformed into text format 
and be stored automatically into the databases in a cloud-based server worldwide so 
that we can retrieve this information easily for use at the time of need in a secure 
way [13].

 Advantages of OCR in Healthcare

 1. Tremendous speed to access and retrieve files.
 2. Enhanced capacity of storing e-files, thus taking less space instead of storing 

very cumbersome paper files.
 3. The accuracy rate is highly captivated even in a fraction of seconds.
 4. Storage is less costly as compared to the storage of manual files for which we 

have to create a huge space to place the files.
 5. Transportation is extremely easy as we are free to transfer the files from one 

location to another with a single click.
 6. Many organizations are assisting with the problem of data loss and damage to 

unreliability. OCR has been extricating a lot of these problems to diminish errors.

 Privacy and Security in Smart Health Records

With the invention of technology, the government of India has initiated a tremen-
dous attempt to revolutionalize traditional health records by integrating them with 
information technology (IT). Electronic health records can produce huge profits and 
welfare by fixing responsibility and cutting costs. However, by computing and 
streamlining health records at the cloud, EHR systems have now become vulnerable 
to security threats as most of the vital information are made available not only in the 
hands of medical doctors or physicians but also on the cloud server, making them 
within the reach of hackers, crackers, and cybercriminals. Due to these privacy and 
security threats in health records, a new measure has emerged named cybersecurity 
because for policymakers this is an extreme affair for medical science in the era of 
the digital world. Many journals, articles, and papers have been issuing cyberbully-
ing and security and privacy concerns in healthcare. A lot of research is still going 
on in recent times to amend the privacy and security in EHR systems [14].
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Fig. 9 Introduction to Google Cloud Vision API

Uncompromising security and privacy safeguards are now essential for the ever-
lasting accomplishments of EHR systems. If the trust and belief of patients have 
evacuated that EHR systems are apprehensive, most probably they are not going to 
use it and feel hesitant to use it; thus, not a single piece of information should be 
available to unauthorized person. If a hacker is trying to access the record of any 
individual or trying to penetrate the medical history of any patient, then security is 
imposed (Fig. 9).

Google Cloud Vision endeavors the products that adopt machine learning con-
cepts to understand our data as inputs by labeling the objects and after executing 
providing the result with a high level of accuracy interacting with the algorithms or 
pre-trained model in between our inputs and the final result. The following are the 
types of Google Cloud Vision:

 1. AutoML Vision
 2. Vision API

Let us explain each of them:

 1. AutoML Vision: As the name suggests, personalizing our machine learning stan-
dard and developing a model, we can use AutoML Vision’s technique which is 
easy to access with the feature of the API (application programming interface). 
With the help of code, which we use to perform different classification by using 
classes and objects concept, we can develop an application which is highly 
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 optimized with the following features: low latency, small size, and maximum 
accuracy.

Later on, we can transport the complete structure to the application on the 
cloud and it can also be stored to an array of various connecting network devices 
at the end user and deploy the model to our apps and comprehend objects to 
make the difference from which we can easily compare right things to get the 
result with an optimized manner, e.g., prediction of diseases quickly, emotional 
intelligence patterns, buying behavior of customers, and business analysis.

 2. Vision API: In this module, we can use the REST and Remote Procedure Call 
API, which is known as the elementary form of application programming inter-
face. It helps us to deploy our block of code to another remote server through 
Remote Procedure call. If we have to take the code block into HTTP through 
HyperText Markup Language, it can be treated as Web API. By the REST and 
Remote Procedure Call API, we make our machine learning model as skilled and 
pre-trained.

Fig. 10 depicts the working of the training data set into optimal result by using 
AutoML Vision through the proper training of the model by flawless algorithms.

1. Upload and label 
images

2. Train your 
model

3. Evaluate

Healthy Heart

Healthy Kidney

Healthy Liver

Auto ML 
Vision

Fig. 10 Machine learning model in the healthcare system through the Google Cloud Vision API
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 Conclusion

From the above discussions, we have to conclude that as day in and day out, the 
healthcare system is now gripping into human’s life without involving the absolute 
presence of patients as it has been diversified with a lot of devices and technologies 
to handle the data of any individual at various remote locations and prescribe them 
with any medicines with emerging techniques, e.g., telemedicine. As we all know 
that in the next decade, the number of older adults suffering from chronic diseases 
will increase, putting the health records and the previous history of their chronic 
diseases securely with the help of database servers and collecting them any time of 
urgent need will be of utmost importance so that doctors can give appropriate treat-
ments in a limited time to save lives. The adoption of all the new technologies like 
smart health records, telemedicine, and virtual prescriptions of the treatments would 
improve well-being of patients.
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Automation of COVID-19 Disease 
Diagnosis from Radiograph

Keerthi Mangond, B. S. Divya, N. Siva Rama Lingham, 
and Thompson Stephan

 Introduction

Coronavirus is indeed a highly infectious disease, known as COVID-19. It doesn’t 
have a specific treatment and can also be lethal with a 2% mortality rate. Because of 
extensive lung damage and respiratory failure, this severe illness can result in death 
[1]. The COVID-19 virus, which started on December 31, 2019, by the unawareness 
of the reasons for lung fever in Wuhan, Hubei province of China, turned out to be a 
pandemic. Many recent articles [2–4] have discussed the impact of COVID-19 on 
people’s livelihoods and their health. COVID-19 is caused by the virus SARS- 
CoV- 2. In a short period of 1 month, this virus has spread from Wuhan to most of 
the world [5, 6]. Severe acute respiratory syndrome coronavirus (SARS-CoV) and 
Middle East respiratory syndrome coronavirus (MERS-CoV) have caused severe 
acute respiratory syndrome and many deaths [10].

To that end, we have explored the possibility of using technology to help detect 
patients who are infected with the virus. Furthermore, unlike laboratory procedures 
that require the patient’s respiratory system to be controlled, X-rays may be per-
formed without an increased risk of pathogen aerosolisation [7]. X-rays can also 
allow patients to be categorised as having COVID-19 positive or negative. The pur-
pose of this research work is to automate the identification of the COVID-19 virus 
in the patient’s respiratory system using their chest X-ray images. Society will ben-
efit from early identification of COVID-19 as it facilitates quarantining the patients 
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promptly. Using lung X-ray radiograph images, the automated identification of 
COVID-19 has life-saving value for both patients and physicians. The automated 
diagnosis of COVID-19 will decrease the diagnosis’s price and result in a fast 
report. This cost reduction will be a boon to the governments of the countries that 
pay for the healthcare services.

A doctor may conveniently and precisely diagnose a chest X-ray for pneumonia 
with a computer-aided diagnostic (CAD) [5]. Due to their ability to perform beyond 
human capacity in the medical field, the use of artificial intelligence techniques is 
rapidly growing in medical services [8]. Implementing CAD methods into radiolo-
gists’ diagnostic systems significantly decreases doctors’ workload and increases 
performance and quantitative analysis [9]. Machine learning and medical imaging 
CAD systems are more popular fields of study [10]. Many researchers [22] have 
recently developed various automated diagnostic algorithms based on machine 
learning techniques. This research aims to build an automated system with the 
capacity to detect coronavirus diseases by using computer vision and medical image 
processing techniques. There are also differences in the volume of data used in stud-
ies. This research aims to present the use of machine learning over lung X-ray 
images for high-precision diagnosis of coronavirus with a limited dataset. The state- 
of- the-art coronavirus analysis solution using lung X-rays can be implemented by 
applying the latest deep learning techniques and computer vision techniques. One 
of the efficient architectures for analysing visual imagery is the convolutional neural 
network (CNN), a deep learning method. CNN is formulated to mimic the brain in 
analysing visual data [11, 12]. Alex designed a CNN with Ilya Sutskever and 
Geoffrey Hinton and submitted the design in the completion of the ImageNet Large 
Scale Visual Recognition Challenge (ILSVRC-2012) and showed a surprising result 
of 15.3%, followed by the runner-up with 26.2%. From then on, CNN opened a new 
era for computer vision. K.  Simonyan and A.  Zisserman proposed the VGG16 
model again at ILSVRC-2014, which obtained an error rate of 7.3%. VGG16 
improves over AlexNet by reducing the kernel size from 11 to 5 to 3.

 Materials and Methods

 Dataset

We have collected the lung X-ray radiographs of normal and COVID-19 lung X-ray 
radiograph images. The COVID-19 patient dataset was taken from Dr. Joseph Paul’s 
account and the normal patient dataset was taken from the Kaggle website [13]. And 
the collected dataset was split into two categories: COVID-19 and normal. These 
two categories were provided for both the training and testing phases. For this pur-
pose, two separate training and testing folders are created. For training normal, 70 
images, and COVID-19, 60 images, and for testing normal, 25 images, and 
COVID-19, 25 images, were used.
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 Proposed Classification Model

The proposed image automatic classification architecture is as depicted in Fig. 1. It 
follows majorly two phases:

 1. Data preprocessing.
 2. A pre-trained VGG16 model.

 Data Preprocessing

The number of images in the present dataset was too small for a deep learning algo-
rithm. So the number of images in the dataset was increased. ImageDataGenerator 
class was called to increase the size of the dataset. The images were resized to 
224, 224.

The number of images was increased in only the training set, not the validation 
or test data. This data augmentation is different from the preparation of data, such 
as resizing of images and pixel scaling. The data augmentation methods used are as 
follows:

 1. Image shifting was done by the width shift range and height shift range.
 2. Image flipping was obtained by the horizontal flip and vertical flip.
 3. Rotation of the image was done by the rotation range.
 4. Zooming of the images was also done by the zoom range.

The proposed X-ray radiograph classification model is as shown in Fig. 1. As the 
dataset was too small to train the CNN, data augmentation techniques were used to 
increase the size of the dataset. The CNN architecture for VGG16 [7], shown in 
Fig. 1, was used for feature representation, as it has several convolutional layers, 
max-pooling layers, and fully connected layers for classification. The convolutional 
layers detect the discriminative features from the image regions by identifying pixel 

Fig. 1 Proposed classification model architecture
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patterns. The max-pooling layers scale back computational complexity by only 
choosing the utmost output value of the output of the convolutional layers. The 
resulted output from the convolution and max-pooling layers will be flattened, which 
will then be provided as input to the 512-d dense layer, and finally to the output 
layer, which is a softmax activation function for getting the classification result [14].

 The Pre-Trained VGG16 Architecture

VGG framework was introduced by Simonyan. The two main VGG16 CNN archi-
tecture blocks are as follows:

The First Block The VGG16 framework had 13 convolutional layers in the order 
Cn1, Cn 2, Max pool 1, Cn 3, Cn 4, Max pool 2, Cn 5, Cn 6, Cn 7, Max pool 3, Cn 8, 
Cn 9, Cn 10, Max pool 4, Cn 11, Cn12, Cn13. Three dense layers follow this with 
softmax as transfer function for the classification. Cn 1 and Cn 2 have 64 feature maps 
resulting from 64 filters of size 3 × 3. Cn 3 and Cn 4 have 128 maps resulting from 128 
of size 3 × 3. Cn 5, Cn 6, and Cn 7 have 256 feature maps resulting from 256 masks 
of size 3 × 3. Cn 8, Cn9, and Cn10 have 512 maps resulting from 512 masks of size 3 
× 3. Cn 11, Cn 12, and Cn 13 have 512 maps resulting from 512 filters of size 3 × 3.

The convolutional layers were calculated by a one-pixel stride and one pixel of 
zero padding. All four Max pools were done on a 2 × 2 pixel window and with stride 
2. Every convolutional layer will follow a ReLU layer. The convolutional layers and 
pooling layers are considered the first blocks, so the first block will do the feature 
extraction. For this, it will do the template matching by applying filter operations, 
and in this block, the first layer will filter the image with kernels and then give back 
feature maps, and then these feature maps are resized with a max-pooling layer. 
This process is repeated, and at the end, the values of the last feature maps are com-
bined into a vector. This obtained vector is the output of the first block, and at the 
same time, it will be the input for the next block.

The Second Block This block has three dense layers for the classification, of 
which two serve as hidden layers and the last one will be the classification layer. 
This block is mainly helpful for classification, so it is used at the end of the CNN 
networks. The input vector values are transformed to give back another new vector 
to the output along with many activation functions and linear combinations. And the 
final vector holds many elements in which each element i represents the image 
probability that belongs to a class. Therefore, every element resides between 0 and 
1. For the calculation of these probabilities, the last layer of the second block is 
used. Finally, logistic activation is used for binary categorisation in the final layer, 
and the softmax transfer function is used for multiclass classification [6, 15].

Transfer Learning Algorithm Transfer learning uses previously learned knowledge 
from one dataset to solve similar problems on another dataset with less information 
and fewer data points. The network may use these learned features instead of training 
the model from the beginning.
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 Results and Discussion

The required system specifications are the Intel Core i5 processor, a graphics card of 
2 GB, the 64-bit operating system at 1.80 GHz, and RAM that should be 4 GB. For this 
work, we needed a considerable number of radiographs of COVID-19-positive cases for 
better classification, but due to a small dataset, we applied data augmentation techniques 
and transfer learning techniques. Further, the model will mine the attributes from the 
training images and use those attributes to detect class labels (COVID-19 and normal).

 First Phase (Data Augmentation)

Data augmentation was used to increase the size of the dataset. And this data incre-
ment will also help to succeed in dealing with the overfitting problem in transfer learn-
ing. The dataset contains 60 COVID-19-positive images and 70 images of normal 
patients, as tabulated in Table 2. Figure 2 will represent the sample chest radiographs 
of normal and COVID-19 cases from the dataset. X-ray radiograph images were used 
in this. At the first stage of the detection, the images given as input data had varied 
resolutions. So, in the prepossessing, the images were processed to have a resolution 
of 224x224x3 to maintain uniformity. The types of augmentation applied are shown 
in Table 1. Augmentation was applied only to the training images, not to test images.

Fig. 2 Sample chest X-ray images of COVID-19 and normal patients. (a) COVID-19 X-ray 
images (b) Normal X-ray images

Table 1 Types of data augmentation

Data augmentation technique Parameters

Flip Vertical/horizontal (true)
Rotation Rotate (50)
Zoom Zoom range (0.1)
Split Validation split (0.2)
Shift Width/height (0.2)

Channel shift (20)
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Table 2 Dataset details used in the work

Category Training data Testing data

COVID-19 60 25
Normal 70 25

 Second Phase Pre-Trained VGG16

The required image size for the transfer learning model is VGG16 (224x224x3). 
Only the last three dense layers were trained to classify the chest radiograph images 
based on the class labels of the training images that were normal and COVID-19. 
Furthermore, if we need to classify other different images, we can retrain the model 
by updating the layers based on the new input images. In the training phase, the 
parameters given to the developed model were as follows:

 Performance Metrics

The model’s performance was calculated based on the following parameters: accu-
racy, precision, sensitivity, F1-score, and specificity. A confusion matrix is a table 
that provides us with a summary of the model’s performance. The format of the 
confusion matrix for a binary categorisation is shown in Table 3.

 COVID-19 Classification Results

The data was split into training and validation to avoid overfitting during the train-
ing phase. Figures 3 and 4 present categorical entropy loss and model accuracy, 
respectively, for training and validation data. And the model achieved a maximum 
score of 98% on the validation data, as shown in Fig. 5.

 Confusion Matrix and Feature Maps

The main reason for introducing the confusion matrix was to analyse the steadiness 
between the guessed result produced by the proposed technique and the actual 
results. And the confusion matrix is one of the best methods for classifying multi-
class objects. Here, each column will represent the predicted class, and each row 
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Table 3 Confusion matrix

Actual values

Predicted values T P F P
T N F N

Fig. 3 Training and validation loss

Fig. 4 Accuracy on training and validation set
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Fig. 5 Confusion matrix

will represent the actual class. The confusion matrix for COVID-19 categorisation 
is represented in Fig. 5, and the feature maps for the trained model layers are repre-
sented in Fig. 6. The performance was evaluated and tabulated as shown in Table 4. 
Table  4 shows the score of the performance metrics of the X-ray classification 
VGG16-based model.

 Comparison with State-of-the-Art Methods

In the automatic classification of images, deep learning methods can be helpful in 
the very first diagnosis of a disease. As shown in Table 5, using the methods of 
deep learning techniques, we can easily achieve faster and better results in com-
parison with other classification techniques. In this work, an efficient COVID-19 
detection technique is proposed. The methodology will classify chest radiographs 
into different classes such as normal and COVID. The comparison of the perfor-
mance in this work with the state-of-the-art methods is given here to assess the 
proposed CNN model. While Table 5 shows the performance values of the listed 
studies [9, 16–21] but using different datasets, our design outperformed almost all 
the previous studies, except Khan et al., who used a comparatively large dataset 
and complex network.
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Fig. 6 Feature maps from second CNN layer

Table 4 Performance measures

Accuracy 98%
Precision 0.961
Recall 1
F1-score 0.97

 Results and Discussion

In the present research work, the detection of COVID-19 from radiograph was done 
by the VGG16 convolutional neural network architecture. The experiment was con-
ducted to evaluate the pre-trained VGG16 convolutional neural network’s perfor-
mance on the publicly available COVID-19 dataset. As the dataset was small, the 
data augmentation method was adapted to increase the number of images in the 
dataset. T, the data augmentation method, was adapted. To achieve an effective 
result, the transfer learning-based model was used. This work proposes a two-phase 
methodology to identify the considered radiograph into COVID-19 and normal 
classes. In phase 1 data, augmentation was implemented. In phase 2 classification, 
the operation was performed using a transfer learning-based architecture known as 
VGG16. The proposed framework will support the fast and precise detection of 
COVID-19 from X-ray radiograph images.
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Table 5 Comparison with state-of-the-art methods

Author Model Dataset used Accuracy F1-score

Sethy and Behera 
(2020)

ResNet50 + 
SVM

Dr. Joseph
Cohen+ open-i repository

95.38

Narin et al. (2020) ResNet50 Dr. Joseph
Cohen

98 0.98

Apostolopoulos 
and Mpesiana 
(2020)

VGG19 Public medical repositories-  
Cohen+
Radiological Society of North 
America, Radiopaedia, and Italian 
Society of Medical and 
Interventional Radiology

98.75

Hemdan et al. 
(2020)

VGG19 Dr. Joseph Cohen1 + Dr. Adrian 
Rosebrock

90 0.91

Ozturk et al. 
(2020)

DarkCOVIDNet Cohen JP+
Wang

98.08 0.96

Khan et al. (2020) CoroNet Joseph+ (Radiological Society of 
North America
(RSNA)

99 0.98

Toraman et al. 
(2020)

CoroNet Cohen JP+
Wang

97.24 0.97

This study VGG16 Dr. Joseph
+Cohen JP

98% 0.97
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Applications of Artificial Intelligence 
in the Attainment of Sustainable 
Development Goals

Nisha Solanki, Archana Chaudhary, and Dinesh Bhatia

 Introduction to Artificial Intelligence and Sustainable 
Developmental Goals (SDGs)

In its basic form, artificial intelligence is a multidisciplinary strategy that combines 
computer science with substantial datasets to solve problems. AI not only is con-
fined to systems that think and act like humans but also provides rationalised think-
ing to act accordingly. With the emergence of new technologies in the nineteenth 
century, lots of progress is made in computer sciences which has influenced society 
Hanson III and Marshall [7]. The majority of technologies were beneficial; how-
ever, some have a detrimental impact on society which needs to be criticised ratio-
nally and needs to be worked on so that loopholes may be overcome. Artificial 
intelligence has attained breakneck speed and made progress in every aspect of life 
and has supercharged humanity. The AI makes further benchmark by incorporating 
more data computing and other applied areas such as image progressing, artificial 
neural network (ANN) and Internet of things (IoT). This multiplier effect of AI can 
accelerate the achievement of objectives and goals of SD Hanson III and Marshall 
[7]. The application of AI having multiplying effect allows the achievement of the 
SD goals. This plays an extremely important and a decisive role in the evolution of 
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changes towards a new model that involves improving development and accelerat-
ing the achievement of objectives and goals of SDs [3].

The entire world is synergising combined efforts to achieve the Sustainable 
Development Goals (SDGs) for anticipating the future needs of upcoming genera-
tions in the developed economy. ‘Circular economy’ and ‘smart cities’ are consid-
ered as common concepts to boost sustainable development for a nation [3]. 
Artificial intelligence (AI) has been proved as an efficient and effective tool for 
developing the economy by contributing to various sectors. According to the latest 
report published by Nature, AI has contributed to the achievement of a major por-
tion of SDGs (79%) [10]. This contribution of AI is the sum of all contributions 
from various sectors such as agriculture, transportation, manufacturing, construc-
tion, etc. AI helps transportation with traffic management and conservative mobility 
by sharing vehicles that not only save energy and effort but also benefit the environ-
ment. It also helps farmers in agriculture for better surveillance and pest control 
through drones and microscopes that help in enhancing the crop quality by efficient 
manuring and also stops the damage by effective control [10]. AI helps to overcome 
major errors which could be ignored by human oversight and helps in improving the 
overall supply chain management of any industry and manufacturing unit. AI also 
helps in ensuring the safety of millions of people through quality checks in build-
ings, dams and other infrastructural units. Hence, the contribution of AI is immense 
in several fields, and it could help in the near future to the fulfilment of the SDGs 
through various dimensions [4].

The Sustainable Development Goals (SDGs) are a worldwide plan to end pov-
erty, protect the environment and ensure the prosperity of all people. They consist 
of 17 goals totalling 169 targets. While the United Nations Sustainable Development 
Goals (SDGs), which were established as part of the 2030 Agenda for Sustainable 
Development, do not need a long explanation, their effective implementation cer-
tainly requires a thorough assessment of investment and corporate strategies [4]. 
Fortunately, it was in 2015 that the SDGs had a significant impact on the worldwide 
investment climate. Their inherent granularity offered the necessary flexibility and 
universality, enabling investors and private sector players to identify and solve key 
sustainability issues linked to their business models while staying consistent with 
their fiduciary obligations. International cooperation’s development efforts through 
2030 will be guided by these benchmarks and indicators [4]. In order to achieve 
sustainable development, the 17 goals need to be treated as a whole, and AI aids in 
giving answers for the difficulties encountered. Our future behaviours will be 
greatly influenced by AI, which is one of the most rising technologies. AI is antici-
pated to expand at a compound annual growth rate (CAGR) of 42.2% between 2020 
and 2027, according to Grand View Research. Because of its rapid development, 
technology will be used in many aspects of society, including ensuring sustainabil-
ity. Though there is no denying that AI is still in its infancy and has the potential to 
make game-changing advancements, there is a constant need to improve by combin-
ing advanced and customised technology [4]. Human interactions, on the other 
hand, are always vital and must be embraced properly as the need of the hour, par-
ticularly in building a sustainable society.
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• Good Health and Well Being

• Quality Education

• Affordable and Clean Energy

• Decent work and Economic Growth

• Responsible Consumption and 
Production

• Peace, justice and strong institutions

• Partnership for the goals

Quantitative

• No Poverty

• Zero Hunger

• Gender Equality

• Clean Water and Sanitation

• Industry, Innovation and 
Infrastructure

• Reduced Inequality

• Sustainable Cities and 
Communities

• Climate Action

• Life below Water

• Life on Land

Qualitative

Fig. 1 Categorisation of SD goals as quantitative and qualitative goals

 Artificial Intelligence and SDGs

Although United Nations SDGs were well elaborated with basic targets and indica-
tors so that the progress can be calculated and tracked still out of 17 SDGs, some 
goals are qualitative and some are quantitative in nature if we compare with each 
other based on the extent of quantification of indicators for each SDG. The different 
SD goals require customised AI technologies and skills for achieving targets [12]. 
For better understanding, the SDGs can be classified into two categories of quantita-
tive and qualitative (Fig. 1) for proper understanding the concept behind them.

 Role of AI in Quantitative SDGs

 Good Health and Well-Being

The 2030 agenda recognises the interdependence between good health and sustain-
able development. We’ve made tremendous strides against many major killers with 
the help of AI and have raised life expectancy significantly by attaining good health 
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and well-being [12]. This is further achieved by significant decrease in mortality 
rates of newborn babies and maternal cases, along with halved malaria fatalities. On 
the one hand, AI addresses fight against hunger through successful implementation 
of biotechnology techniques to multiply crop yields, while on the other hand, it 
addresses climate change and environmental concerns, giving earlier predictions 
and warning sign to farmers for growing crop varieties resistant to inclement 
weather and pathogens to grow crops accordingly [12].

AI also contributes to the resolution of issues such as no communicable diseases 
by eradicating poverty and reducing inequality through the successful implementa-
tion of universal health coverage [15]. AI open the way to customised precision 
medicines and treatments for diseases and epidemics. Now it is possible to make 
projections on diseases and outbreaks, favouring the availability and forecast of 
health services by utilising big data. With AI, healthcare professionals are more 
prepared for illnesses and health practices, and patients have more access to treat-
ments and facilities [15]. The artificial intelligence-based identification method out-
performed professional dermatologists, according to the findings. Wearable gadgets 
that can detect early signs of diabetes using heart rate sensor data are another exam-
ple of how artificial intelligence is being used in the health sector. AI is capable of 
anticipating and detecting illness at a faster rate than the majority of medical prac-
titioners. In one study, an AI model combining algorithms and deep learning 
detected breast cancer at a higher rate than 11 pathologists, demonstrating the power 
of artificial intelligence [13]. Another aspect of healthcare that can be improved 
through artificial intelligence is drug development. It is possible that the application 
of deep learning algorithms to whole-slide pathology images would increase the 
accuracy and efficiency of diagnostic evaluations [15].

According to Mara Geller (2020), one of AI’s possible advantages is keeping 
people healthy so they don’t need doctors as frequently. As AI and the Internet of 
Medical Things (IoMT) are already benefiting patients, apps and technology pro-
mote better behaviour and assist in maintaining a healthy lifestyle to give customers 
control over their health [13]. Also, AI helps healthcare practitioners better under-
stand their patients’ daily routines and requirements, allowing them to offer greater 
feedback, advice and support for remaining healthy. It helps healthcare companies 
use cognitive technologies to better diagnose patients and examine and retain more 
medical data than any person, including every medical publication, symptom and 
case study of therapy and reaction worldwide [13].

It is also solving real-world healthcare issues alongside doctors, researchers and 
patients. The technique blends machine learning and systems neuroscience to create 
neural networks that resemble the human brain. Beyond scanning health data to 
detect chronically sick patients at risk of adverse events, AI can assist doctors in 
better controlling illness, coordinating care plans and helping patients better man-
age and adhere to long-term treatment regimens. Medical robots have been around 
for almost 30 years. In addition, they may assist a human surgeon or do surgeries on 
their own. They are also utilised in hospitals and laboratories for repeated activities, 
rehabilitation, physical therapy and long-term diseases [13]. It is finding widespread 
use in the assistive and wearable devices market which has huge growth potential.
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 Quality Education

Certain rising nations’ growth has been hampered by poverty, conflict and other dif-
ficulties. More youngsters are not attending school as a result of the ongoing armed 
conflict in Western Asia and North Africa [1]. The gravity of the situation is now 
becoming apparent. The primary school enrolment rate in Sub-Saharan Africa 
increased from 52% in 1990 to 78% in 2012, the largest increase of any rising 
region. As many as four times as many children from destitute homes skip school as 
those from rich ones. Disparities between rural and urban areas persist.

Quality education for all students is an important part of ensuring a more pros-
perous future for everybody [1]. There will be free elementary and secondary 
education for all children of all sexes by the year 2030. Equal access to high-
quality education for all students is also a goal of the programme. As per the 
changing role of AI technology in education, many shifts have been seen espe-
cially in distance education where VR emerged as a subtheme to bring vivid expe-
riences to classrooms, big data for student profiling models and learning analytics 
[1]. It has brought a boom in the field of education and made changes in acquiring 
education.

AI-based systems can assist students with their learning experience, especially in 
changing the form and nature of content to suit the student. ‘Smart content’ is gener-
ated to ensure that learning takes place through frequent testing which can be used 
as feedback to alter the course content and trajectory [1]. AI cannot entirely replace 
the human teacher, but an AI system can play an intermediate role by providing 
timely feedback to students and teachers.

While educators, psychologists and parents argue how much screen time is 
acceptable for children, another new technology, artificial intelligence, and machine 
learning, is starting to change education tools and institutions, and altering the 
future of education [5]. According to the study, artificial intelligence market in the 
US education sector would increase by 47.5% from 2017 to 2021. Even while most 
experts think teachers’ essential presence is irreplaceable, the work and educational 
best practices will change.

Artificial intelligence (AI) is a strong technology that has a wide range of appli-
cations. Globally, the education sector is no exception. Various schools throughout 
the nation are using AI in education [5]. The application of AI in education has 
offered instructors, students, parents and educational institutions a fresh viewpoint 
on education.

Here are some facts about AI in education:

• It will be worth $1 billion by 2020. Between 2021 and 2027, it is projected to 
expand at a 40% CAGR (GMI).

• It is projected to generate 25.7 billion USD by 2030 (strategic intelligence).
• It is projected to reach USD 3.68 billion by 2023 (markets).
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 Affordable and Clean Energy

To promote the use of clean and reasonably priced renewable energy by using arti-
ficial intelligence (AI), it is possible to coordinate the use of electricity against a 
wide range of renewable energy sources using smart power grids, for example. 
However, we must be cautious here as well [5]. The need for ICT solutions is 
increasing as digital technology advances. As a result, electricity consumption is 
increasing as a result of the expanding manufacturing of ICT solutions.

As more renewable energy is sent into the system, anticipating capacity levels is 
critical to maintaining a stable and efficient grid [5]. Because renewables are taking 
up more grid space, sources like coal, which supply grid inertia through heavy rotat-
ing equipment like steam and gas turbines, are losing out. Power grids will be unsta-
ble and prone to blackouts without grid inertia [14]. Sensor technology now allows 
solar and wind production to give massive amounts of real-time data, enabling AI to 
forecast capacity levels. Before AI, most forecasting depended on specific weather 
models that only looked at a few factors that influence renewable energy supply 
[14]. New AI algorithms integrate self-learning weather models, historical data, 
real-time weather station measurements, sensor networks and satellite and sky cam-
era cloud data.

The outcome is a 30% increase in solar forecasting accuracy, leading to numer-
ous benefits. According to IBM Distinguished Researcher and Chief Scientist for 
Geoinformatics Hendrik Hamann, better solar predictions lowered operating energy 
production costs and reduced start-up and shutdown costs of conventional genera-
tors [14]. It is possible to forecast the basic factors, such as wind speed and global 
horizontal irradiance, together with the resultant power production, minutes to 
hours ahead (for grid stability and resource dispatching), days ahead (for plant 
availability) and even weeks ahead (scheduling maintenance). With bigger datasets 
available, computers may now be trained to anticipate more spectacular events [14], 
e.g. the extra electricity consumed during a vacation or large-scale international 
event, or how altitude affects a community’s energy use. It also enables generators 
and dealers to better plan their production and bid in the wholesale and balance 
markets – all while avoiding fines.

 Decent Work and Economic Growth

Employees living in extreme poverty have reduced by a third in the last 25 years, 
according to a news report. In developing countries, the middle class rose almost 
thrice between 1991 and 2015. The global economy is rebounding at a slower rate 
because of a growing workforce. The International Labour Organization (ILO) esti-
mated that 204 million people were looking for work in 2015. Aiming towards the 
SDGs helps to boost economic growth, worker efficiency and technological 
advancement. This can only be accomplished via the promotion of commerce and 
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the creation of jobs, as well as the elimination of slavery and other forms of human 
trafficking. These targets must be accomplished if we are to have full and productive 
employment for all women and men by 2030. Experimentation is no longer an 
option for established businesses. Large corporations are pouring money into AI 
technology and applications. Since 2010, the number of patents registered on AI 
technology in G20 nations has grown at a compound annual growth rate of more 
than 26%. The amount of money invested in AI companies has increased at a com-
pound annual growth rate of almost 60%. Governments in the G20’s most powerful 
nations are embracing AI for the greater benefit.

With the exponential increase, invaluable data and computer power are being 
used by both public and commercial entities all around the globe [2]. With the recent 
convergence of a revolutionary collection of technologies, economies are entering a 
new age in which artificial intelligence (AI) has the potential to transcend the physi-
cal constraints of capital and labour, opening up new sources of value and develop-
ment. In India, the stakes for AI are enormous. The country is still the most 
competitive in South Asia, although it lags behind several other G20 nations in 
terms of AIQ. Despite Indian businesses embracing AI on a wider scale, the coun-
try’s expenditures in digital infrastructure and its people’s increasing computer 
abilities, this remains the case [2]. To fully exploit AI’s potential, India’s policymak-
ers, universities, businesses, entrepreneurs and workers must work together and 
accomplish much more. Indeed, India must leverage both an inventive private sector 
and a supportive governmental and regulatory environment to increase its AIQ, 
adopting a balanced approach to AIQ improvement across stakeholders.

 Responsible Consumption and Production

To accomplish this objective, proper management of natural resources and the dis-
posal of hazardous waste and pollutants are both responsibilities we all share. By 
2030, we should assist developing countries adopt more environmentally friendly 
consumption patterns by encouraging businesses and individuals alike to recycle 
and reduce their own personal trash [2]. More than half of the world’s population 
does not consume enough food. Global food waste per capita must be reduced in 
order to improve production and supply chain efficiency. Food safety and resource 
conservation may be improved as a result. With vertical green farms, artificial intel-
ligence is achieving optimum consumption and output levels while reducing waste 
and increasing yields and resource efficiency [2]. Individuals may interact with oth-
ers and monitor personal progress on daily habits via the United Nations Campaign 
for Individual Action Act Now, which enables them to make a difference and have 
an effect for the better. On a global scale, 79 nations and the European Union stated 
that they have implemented at least one strategy to encourage sustainable consump-
tion and production. In addition, 93% of the world’s 250 biggest corporations are 
now required to report on their environmental and social performance [6]. The 
United Nations Development Programme (UNDP) collaborates with governments 
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and organisations to develop carbon-neutral economic models. Individual towns 
and nations across the globe, including Bhutan, Chile, Costa Rica, Norway and 
Morocco, have made commitments to achieve carbon neutrality by 2050.

 Peace, Justice and Strong Institutions

Armed conflict and instability impede the expansion of a country’s economy and 
breed resentment across generations. Governments must protect people who are 
most at risk from crimes such as sexual assault, crime, exploitation and torture that 
are frequent under conflict and lawlessness [6]. The SDGs work with governments 
and communities to eliminate conflict and insecurity by partnering with them. Rule 
of law and human rights, as well as reducing illegal arms transfers and increasing 
the participation of poor countries in global governance organisations, are critical. 
One of the most interesting applications of artificial intelligence is in the criminal 
justice system [6]. AI may assess the danger posed by a criminal and assist courts in 
making sentence choices. Understandably, the application of artificial intelligence 
in criminal justice is raising concerns about the technology’s inherent bias.

Criminal activity like money laundering and terrorist financing can be detected 
by using artificial intelligence to help law enforcement agencies better prosecute 
these crimes. This includes more mundane offences like employee theft or cyber- 
fraud or fake invoices, which can also be detected using artificial intelligence [6]. 
The use of artificial intelligence technologies may aid in the monitoring of content. 
Content monitoring may aid in the prediction process. And, in the long run, antici-
pating crimes will assist in their prevention. Artificial intelligence can assist in mon-
itoring a person’s digital traces and identifying any odd behaviours.

 Partnership for the Goals

It’s simpler than ever before. Improving access to technology and knowledge 
encourages people to share their ideas and be more creative. It is vital to coordinate 
strategies to assist rising countries in controlling their debt in order to achieve long- 
term growth and development. Through the support of national plans, the goals seek 
to strengthen North-South and South-South cooperation. Promoting international 
commerce results in a global, rules-based and equitable economic system that is fair 
and open to everyone.

Despite the fact that the Sustainable Development Goals (SDGs) did not enter 
the global lexicon until 2015, investors have been known to direct their focus and 
concerted efforts towards ‘socially responsible investments’, which were essentially 
designed on an early premise of ‘social screening’, which had enabled them to weed 
out companies with detrimental business models and/or obvious exacting environ-
mental impact. Investors were better able to match their interests and tactics with 
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Fig. 2 Categorisation of global intelligence market (revenue, USD billion, 2017–2028)

broader societal aims once the UN Principles of Responsible Investing embraced 
ESG (environmental, social and governance) issues in 2006. This paved the way for 
ESG investing to gain traction. Surprisingly, the global movement now has over 
1600 participants managing over USD 70 trillion in assets, indicating rapid global 
expansion. Despite this positive market response, corporate participation and activi-
ties frequently fall short of both commitment and output, which is often attributed 
to their inability to integrate sustainable business practices into their overall busi-
ness plan. Investors and enterprises, it is claimed, have challenges in terms of think-
ing and direction in order to maximise capital utilisation for social and environmental 
development. While ESG investing has paved the path for more rapid and meaning-
ful market reforms, there has always been a considerable disconnect between pos-
sible investment opportunities and their execution. Unfortunately, chronic hunger 
and malnutrition continue to obstruct many countries’ progress. In 2017, it was 
estimated that 821 million people were chronically hungry, owing to environmental 
deterioration, drought and biodiversity loss. Obesity affects around 90 million chil-
dren under the age of 5. Undernutrition and severe food insecurity seem to be rising 
in virtually all African and Latin American areas. For this study, Grand View 
Research has segmented the global artificial intelligence market report based on 
solution, technology, end-use and region (Fig. 2).

 Role of AI in Qualitative SDGs

 No Poverty

Getting rid of poverty is one of the most serious challenges in the world at the 
moment. People in severe poverty reduced by half between 1990 and 2014, yet far 
too many still lack even the most basic necessities in their homes. 738 million 
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people were living on less than $1.91 a day in 2016. Food, clean water and sanita-
tion are all in short supply for many people [9]. Millions have been lifted out of 
poverty as a result of globalisation, yet development has been uneven. Poor women 
have less opportunities for paid work, education and property than wealthy women. 
South Asia and Sub-Saharan Africa, which account for 80% of the world’s impov-
erished, have made little progress. Climate change, war and food insecurity all mean 
that lifting people out of poverty will take more effort [9]. By 2030, the SDGs indi-
cate a firm commitment to eradicating poverty in all of its forms and dimensions. 
Aiding communities affected by war or climate-related disasters necessitates a 
focus on the most vulnerable. People, particularly in underprivileged communities 
and remote or resource-poor places, can receive education, thanks to online access 
and 5G reach. We can mimic scenes that we conceive in fiction using virtual reality.

 Zero Hunger

In order to feed the world’s population by 2050, the United Nations estimates that 
we would need to increase the global food supply by 70%. AI systems may be used 
to speed up the discovery of possible answers when time is of the essence [8]. As a 
result of rapid economic growth and increased agricultural output, undernutrition 
has dropped by about half in the previous two decades. There are no longer any 
famines in many developing countries. In Central and East Asia, Latin America and 
the Caribbean, extreme hunger has been considerably decreased. The progress of a 
child’s cognitive growth and physical health may be tracked using AI-based solu-
tions [8]. The early detection of diseases, such as stunted development and epidem-
ics, may be helped by image recognition systems. Using this information, the 
programme officers may then propose remedial measures. The AI systems may help 
with the identification of issues such as drought, poor sanitation and insufficient 
supply by integrating information from various sources [8].

‘Precision farming’ can be developed with the assistance of AI. Scientific 
American reports that techniques have resulted to more efficient use of inputs and 
greater harvests. Sensors measure the moisture content of the soil and the condition 
and colour of the leaf. The system uses this data to calculate how much water and 
fertiliser are needed. It also identifies which section of the plant requires these 
resources. Higher yields and lower agricultural inputs have also been reported for 
these systems. It’s important to keep in mind that under Indian circumstances, farm-
ers have far smaller land holdings and are less well-off.

Around half of the food produced today is thrown away, a shocking statistic. 
When it comes to food, AI can classify it as either ‘good’ or ‘bad’. This is terrible. 
The use of big data and machine learning may help identify areas that are particu-
larly vulnerable to food shortages, droughts and floods, as well as to increasing food 
prices and the deterioration of agricultural land. One example of how AI may be 
used is to better predict the spread of illnesses and viruses by integrating many types 
of alternative data, such as geolocation information (such as social media data), 
telecommunications data (such as Internet search data) and vaccination data.
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 Gender Equality

A growing body of research shows that empowering young women and girls has a 
positive impact on the nation’s economy. This commitment to gender equality is a 
20-year-old UNDP priority. Since 1990, the number of girls attending school has 
increased, and gender parity has been attained in most regions of primary education. 
Land, property, sexual and reproductive health and technology must all be accessi-
ble to women on an equal basis. Gender equality will be achieved if more women 
are given the opportunity to serve in high-ranking positions in the public sector. 
Algorithms and artificial intelligence (AI) provide enormous potential for human 
advancement, but they also represent significant dangers. But technology frequently 
absorbs and reproduces restrictive conceptions of gender and race that are then per-
petually re-enforced. Consequently, the use of AI technology necessitates a highly 
advanced and well-planned infrastructure. When bias is present in AI systems, gen-
der preconceptions and prejudices are reflected in the outputs, leading to discrimi-
natory behaviours and choices.

Policymakers seem to have fallen short of adequately addressing the issues of an 
algorithmic society, according to this analysis. Research on how to include human 
rights into AI is still lacking, despite all the reports and plans about AI’s role in 
reaching sustainable objectives. There is a significant issue with the lack of gender 
diversity in the AI industry, which is exacerbated by language processing and 
biassed ML algorithms in several sectors. Some of the Sustainable Development 
Goals’ social objectives are hampered by these issues.

 Clean Water and Sanitation

As temperatures rise, the number of individuals affected by water shortages is 
expected to climb as well. Despite gains in sanitation for 2.1 billion people, there is 
still not enough water on every continent. Several countries are already experienc-
ing worsening conditions due to drought and desertification. At least one in four 
individuals will be affected by water shortages by 2050.

For the year 2030 to be a reality, we must put money into infrastructure, sanitisa-
tion and personal cleanliness. Protecting and restoring aquatic environments is 
essential.

 Industry, Innovation and Infrastructure

Eco-economic development is fuelled by investments in infrastructure and innova-
tion. There is a pressing need for public transportation, renewable energy and new 
businesses, as well as the use of ICT in cities. Technology aids in the creation of 
new jobs as well as the promotion of greater efficiency in the use of energy. One of 
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the most effective ways to encourage long-term progress is to provide resources to 
scientific research and development.

People in developing nations account for 90% of those without Internet access, 
according to a recent report from the World Bank. Access to information, knowl-
edge and entrepreneurship is critical if the digital divide is to be closed.

 Reduced Inequalities

The richest 10% of the population earns up to 40% of global income, while the 
poorest 10% only get 2–7% of world income. When population growth is taken into 
account, inequality has increased by 11%. Inequality has increased over the world 
over the last several decades, although at different rates. The lowest and highest 
points may be found in Europe. There must be policies that empower low-income 
earners in order to achieve economic equality for everybody.

It is critical to address global wealth disparities, control the financial system, and 
promote foreign direct investment in regions with the highest need. The importance 
of ensuring the safety and mobility of people cannot be overstated.

 Sustainable Cities and Communities

For the most part, our lives are spent in cities. More than 6.5 billion people will live 
in cities by the year 2050. Cities must undergo significant shifts in their design and 
management in order to expand sustainably. A result of population growth and 
migration, especially in developing countries, are the proliferation of megacities 
and slums. Creating employment, affordable housing and resilient communities and 
economies are essential to making cities sustainable. There is an emphasis on public 
transportation, the creation of green public spaces and the improvement of equitable 
urban planning and management. AI might also be used to keep tabs on the health 
of public transportation networks like trains and bridges. Traffic light systems, for 
example, may be modified using real-time traffic camera data and Internet of things 
sensors in order to enhance vehicle throughput.

 Climate Action

Goal 13 and other SDGs are directly supporting underprivileged regions. Catastrophe 
risk reduction, sustainable resource management and human security must also be 
included in national development plans in order to keep global average temperatures 
from rising by more than 2 °C above preindustrial levels. Moreover, we also need 
strong political will, more investment and the best available technology.
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 Life Below Water

Oceans also take up around 30% of the CO2 that is created by humans, and since the 
Industrial Revolution, there has been a 26% rise in the acidity of oceans. There is a 
concerningly high level of pollution in the ocean; around 13,000 pieces of plastic 
rubbish are found in every square kilometre of water. One of the Sustainable 
Development Goals (SDGs) that takes into consideration ocean acidification is 
included in this list. The improvement of ocean conservation and the usage of 
resources in a sustainable manner via international legislation would be beneficial 
to our waters as well.

 Life on Land

Each year, 13 million hectares of forest are cut down, and 3.6 billion hectares of dry 
land are turned into desert. This has a disproportionately negative effect on indi-
viduals who are already living in poverty. On the other hand, just 15% of the land is 
protected in some way. The illicit trade of animals and plants involves around 7000 
different species. The illegal trade in wildlife leads to the loss of biodiversity, exac-
erbates existing conflicts and fosters corrupt practices. The conservation of natural 
ecosystems and biological diversity is an immediate need for achieving global food 
and water security, mitigating and adapting to the effects of climate change and 
maintaining peace and security. Technologies that are driven by AI may be utilised 
to construct automated processes that gather data about biodiversity via the use of 
remote sensing. This data may assist stakeholders in recognising trends in the 
behaviour of the species and acting appropriately when they see anything that is not 
typical.

Therefore, technologies that are based on AI have the potential to play a signifi-
cant role in the preservation of the environment. A more in-depth comprehension of 
the particular behavioural patterns of the inhabitants of protected areas allows for 
more efficient administration of such regions.

 Conclusion

The advent of modern technology such as artificial intelligence and machine learn-
ing has led to their massive applications in almost all known fields. They have led to 
opening up of new areas having immense potential for sustainable development and 
growth. This would allow efficient, quality-based task accomplishment and ease of 
doing business. It would also help in achievement of the sustainable goals as decided 
by member UN nations, thereby improving human life and opening new avenues.
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A Novel Model for IoT Blockchain 
Assurance-Based Compliance to COVID 
Quarantine

M. Shyamala Devi, M. J. Carmel Mary Belinda, R. Aruna, P. S. Ramesh, 
and B. Sundaravadivazhagan

 Introduction to Blockchain

Blockchains are made up of any number of nodes, each of which has its own dis-
tributed ledger that allows numerous system nodes to contact and manipulate a 
single edition of a ledger while maintaining mutual contact regulation [1]. The 
blockchain nodes contain a disseminated ledger which could securely and perma-
nently saves the action among the system devices. By connecting databases among 
nodes, blockchain expertise eradicates the requirement for third-party mediators 
to turn as reliable representatives to verify, detect, stock, and organize connec-
tions [2]. Blockchain effectively released statistics from the record that was previ-
ously reserved in a secure manner by succeeding the field from traditional 
integrated to decentralized [3] and then to distributed grid systems and is shown 
in Fig. 1 and Fig. 2.
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Nodes

Centralized Server

Fig. 1 (Left) centralized system framework, (right) distributed system framework

Fig. 2 Blockchain data structure

 Blockchain

The blockchain data structure [4] is depicted in Fig. 2 and comprises the following 
apparatus:

 – Former header block.
 – Merkle root hash.
 – Timestamp.
 – Nonce.
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Fig. 3 Blockchain header Merkle hash root

A blockchain is an organized information assembly that is being utilized to gen-
erate a cardinal register of connections and is pooled among nodes in a distributed 
network [5]. Using cryptographic techniques, each network node user needs to per-
form secure manipulation on the distributed ledger without the need for a central 
authority [6]. The Merkle root hash of the blockchain is exposed in Fig. 3.

It is not necessary to alter or remove data from the blockchain after it has been 
updated on the blockchain distributed ledger [7]. Miners are contributors in the 
blockchain network. The blockchain miners have duplicates of the prevailing block-
chain. When a fresh contestant node wishes to supplement a fresh action [8], net-
work’s miners use procedures to estimate and authenticate the projected contract [9].

 Blockchain Design Architecture

Blockchain system is a promising application [10] that allows businesses to gener-
ate and authenticate economic businesses on an Internet in real time without the 
need for a dominant expert [11]. The blockchain architecture enables dispersed net-
work of systems to achieve agreement deprived of relying on centralized authentica-
tion [12], and the design architecture of blockchain is shown in Fig.  4. The 
implementation steps involved in the blockchain network are depicted in Fig. 5.
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Fig. 4 Blockchain design architecture

 IoT Blockchain Assurance-Based Compliance 
to COVID Quarantine

This paper presents a proposed model for IoT Blockchain Assurance-Based Compliance 
to COVID Quarantine. In COVID Quarantine blockchain network, the system in the 
blockchain gets the input data from the sensors that are integrated to sensor nodes in the 
COVID Quarantine process. The overall framework is modeled for IoT Blockchain 
Assurance-Based Compliance to COVID Quarantine and is shown in Fig. 6.

The systems that are integrated with the IoT Blockchain Assurance-Based 
Compliance to COVID Quarantine are as follows and are shown in Fig. 7:

 1. Temperature sensor node.
 2. Respiration sensor node.
 3. Pulse rate sensor node.
 4. Accelerometer sensor node.
 5. Blood pressure sensor node.
 6. Motion sensor node.
 7. Glucometer sensor node.
 8. EMG and EEG sensor node.
 9. Patient doctor smartphone node.
 10. Wi-Fi/Bluetooth node.
 11. Health authorization node.
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Fig. 5 Steps in blockchain technology

 IoT Design Architecture

The IoT allows system nodes to be organized by end-user procedures such as com-
puters or portable phones. The Internet of Things network can communicate an 
infinite number of devices. The sensors collect information about the things, which 
is then retrieved by mobile terminals that are linked to the devices via Internet 
entries. The end system nodes participate in the IoT system with absence of mortal 
interference. The design framework of IoT is depicted in Fig.  8 and it has high 
degree of scalability.
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Fig. 6 IoT Blockchain Assurance-Based Compliance to COVID Quarantine

In this paper, we attempt to integrate blockchain with IoT technology in order to 
improve security, overcome data loss, and increase data transparency. Let us begin 
by discussing the blockchain development process [13, 14]. The steps involved in 
the blockchain development process are depicted in Fig. 9.

 Temperature Sensor Control Node

All the nodes in the blockchain grid are depicted as a miner. Every system point 
contains the current replicate of the blockchain with the entire sanctioned transac-
tions. Accessing, storing, and monitoring sensor data are the transactions involved 
in each node. The updating of information occurs concurrently with the storage 
process. The operations of the temperature sensor node in IoT Blockchain 
Assurance-Based Compliance to COVID Quarantine are as follows:
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Fig. 7 IoT Blockchain Assurance-Based Compliance to COVID Quarantine

 1. Temperature initial process.
 2. Store and access temperature details transaction.
 3. Monitor temperature status transaction.

The global policy-checking consensus and link embedding sensor for blockchain 
algorithm are shown below.

Blockstructure  =  hash[Previous block], timestamp, Nonce, Merkle Root, 
hash[current block].

Algorithm 1: Policy-Consensus-Checking (IncomingDetails[])

 1. Policy checking of the smart contract operation is done.
 2. Raising the consensus for storing Incomingdetails[] from other blockchain nodes
 3. Permit the temperature range information to enter in blockchain.
 4. Store {Blockstructure, Incomingdetails[] }.
 5. Combine this fresh node block along with the earlier one.
 6. Refresh the disseminated ledger with the most recent blockchain.
 7. Distribute updated blockchain distributed ledger to all blockchain nodes.
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Fig. 8 Architecture of IoT

Algorithm 2: Link-Embedding-Sensor (IncomingSensorNode, IncomingDetails[])

 1. Embed the IncomingSensorNode based on smart contract to patient.
 2. Link the IncomingSensorNode with RFID sensors.
 3. Assign IncomingSensorNode identifier.
 4. Receive the IncomingDetails from RFID sensors through Internet gateways.
 5. IncomingDetails is stored for data analysis in the cloud storage.
 6. IncomingDetails is retrieved by IncomingSensorNode.
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Fig. 9 Development process of blockchain

The algorithms for all the transactions of the temperature sensor control node are 
explored here.

Algorithm 3: Temperature primary procedure

 1. Initiate the procedure of accessing the temperature of the patient.
 2. Call Link-Embedding-Sensor (temperature sensor node, temperature range 

details)
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Algorithm 4: Store and access temperature details transaction

 1. Get patient temperature range details from the sensor node.
 2. Call Policy-Consensus-Checking (temperature range details).
 3. Acquire and extract patient’s temperature range details from temperature sen-

sor node.

Algorithm 5: Monitor temperature status transaction

 1. Monitor the continuous fluctuations of temperature range information of patient 
from the temperature sensor node.

 2. If the needed time gap is expelled, then initiate the method of receiving tempera-
ture range information from the sensor node.

 3. Call Policy-Consensus-Checking (temperature range details).

 Respiration Sensor Control Node

The procedures of the respiration sensor system in IoT Blockchain Assurance- 
Based Compliance to COVID Quarantine are as follows:

 1. Respiration initial process.
 2. Store and access respiration sensor node information.
 3. Monitor respiration sensor node Information.

The processes for all the transactions are explored below.
Algorithm 6: Respiration primary procedure

 1. Initiate the procedure of accessing respiration of the patient.
 2. Call Link-Embedding-Sensor (respiration sensor node, respiration range 

details).

Algorithm 7: Store and access respiration sensor node information

 1. Get patient movement of the chest wall and abdomen circumference during res-
piration to compute the respiration rate and volume details from the sensor node.

 2. Call Policy-Consensus-Checking (respiration rate, volume details).
 3. Acquire and extract patient’s respiration rate and volume details from respira-

tion sensor node.

Algorithm 8: Monitor respiration sensor node information

 1. Track the frequent motion of the chest wall and abdomen circumference during 
respiration to obtain the respiration rate and volume information of patient from 
the respiration sensor node.

 2. If the needed time gap is expelled, then initiate the method of receiving respira-
tion rate and volume details from the sensor node.

 3. Call Policy-Consensus-Checking (respiration rate, volume details).
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 Pulse Rate Sensor Control Node

The procedures of the pulse rate sensor node in IoT Blockchain Assurance-Based 
Compliance to COVID Quarantine are as follows:

 1. Pulse rate initial process.
 2. Store and access pulse rate sensor node information.
 3. Monitor pulse rate sensor node information.

The processes for all the transactions are explored below.
Algorithm 9: Pulse rate primary procedure

 1. Start the process of accessing the pulse rate of the patient.
 2. Call Link-Embedding-Sensor (pulse rate sensor node, pulse wave signal details).

Algorithm 10: Store and access pulse rate sensor node information

 1. Monitor the change in blood vessel volume which is the blood flow rate of the 
person that changes following heart contractions over time to calculate the pulse 
wave signal from the pulse rate sensor node.

 2. Call Policy-Consensus-Checking (pulse wave signal details).
 3. Acquire and extract patient’s pulse wave signal details from pulse rate sen-

sor node.

Algorithm 11: Monitor pulse rate sensor node information

 1. Track the blood flow rate (change in blood vessel volume) that changes following 
heart contractions over time to obtain the pulse wave signal details of patient 
from the pulse rate sensor node.

 2. If the needed time gap is expelled, then initiate the method of receiving pulse 
wave signal details from the sensor node.

 3. Call Policy-Consensus-Checking (pulse wave signal details).

 Accelerometer Sensor Control Node

The procedures of the accelerometer sensor node in IoT Blockchain Assurance- 
Based Compliance to COVID Quarantine are as follows:

 1. Accelerometer initial process.
 2. Store and access accelerometer sensor node information.
 3. Monitor accelerometer sensor node information.

The processes for all the transactions are explored below.
Algorithm 12: Accelerometer primary procedure

 1. Initiate the procedure of accessing the vibration details of the patient.
 2. Call Link-Embedding-Sensor (accelerometer sensor node, vibration details).
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Algorithm 13: Store and access accelerometer sensor node information

 1. Get patient activity count and vibration rate details from the accelerometer sen-
sor node.

 2. Call Policy-Consensus-Checking (activity count, vibration rate).
 3. Acquire and extract patient’s activity count and vibration rate details from 

accelerometer sensor node.

Algorithm 14: Monitor accelerometer sensor node information

 1. Track the activity count and vibration rate details from the accelerometer sen-
sor node.

 2. If the needed time gap is expelled, then initiate the method of receiving vibration 
rate details from the sensor node.

 3. Call Policy-Consensus-Checking (activity count, vibration rate).

 Blood Pressure Sensor Control Node

The methodologies of the blood pressure sensor node in IoT Blockchain Assurance- 
Based Compliance to COVID Quarantine are as follows:

 1. Blood pressure initial process.
 2. Store and access blood pressure sensor node information.
 3. Monitor blood pressure sensor node information.

The processes for all the transactions are explored below.
Algorithm 15: Blood pressure primary procedure

 1. Initiate the method of accessing the blood pressure of the patient.
 2. Call Link-Embedding-Sensor (blood pressure sensor node, blood pressure 

details).

Algorithm 16: Store and access blood pressure sensor node information

 1. Get patient systolic, diastolic, and mean arterial pressure details from the accel-
erometer sensor node.

 2. Call Policy-Consensus-Checking (systolic pressure, diastolic pressure, mean 
arterial pressure).

 3. Acquire and extract the patient’s systolic, diastolic, and mean arterial pressure 
details from blood pressure sensor node.

Algorithm 17: Monitor blood pressure sensor node information

 1. Track the systolic, diastolic, and mean arterial pressure details from the blood 
pressure sensor node.

 2. If the needed time gap is expelled, then initiate the method of receiving systolic, 
diastolic, and mean arterial pressure details from the sensor node.
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 3. Call Policy-Consensus-Checking (systolic pressure, diastolic pressure, mean 
arterial pressure).

 Motion Sensor Control Node

The methodologies of the motion sensor node in IoT Blockchain Assurance-Based 
Compliance to COVID Quarantine are as follows:

 1. Motion initial process.
 2. Store and access motion sensor node information.
 3. Monitor motion sensor node information.

The processes for all the transactions are explored below.
Algorithm 18: Motion primary procedure

 1. Initiate the method of accessing the motion details of the patient.
 2. Call Link-Embedding-Sensor (motion sensor node, motion details).

Algorithm 19: Store and access motion sensor node information

 1. Get patient step count, motion rate, and movement range details from the motion 
sensor node.

 2. Call Policy-Consensus-Checking (step count, motion rate, movement range 
details).

 3. Acquire and extract patient’s step count, motion rate, and movement range 
details from motion sensor node.

Algorithm 20: Monitor accelerometer sensor node information

 1. Track the patient’s step count, motion rate, and movement range details from the 
motion sensor node.

 2. If the needed time gap is expelled, then initiate the method of receiving patient’s 
step count, motion rate, and movement range details from the sensor node.

 3. Call Policy-Consensus-Checking (step count, motion rate, movement range 
details).

 Glucometer Sensor Control Node

The methodologies of the glucometer sensor node in IoT Blockchain Assurance- 
Based Compliance to COVID Quarantine are as follows:

 1. Glucometer initial process.
 2. Store and access glucometer sensor node information.
 3. Monitor glucometer sensor node information.
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The processes for all the transactions are explored below.
Algorithm 21: Glucometer primary procedure

 1. Initiate the method of accessing the glucose level of the patient.
 2. Call Link-Embedding-Sensor (glucometer sensor node, glucose level).

Algorithm 22: Store and access glucometer sensor node information

 1. Get patient glucose level details from the glucometer sensor node.
 2. Call Policy-Consensus-Checking (glucose level).
 3. Acquire and extract patient’s glucose level details from the glucometer sen-

sor node.

Algorithm 23: Monitor glucometer sensor node information

 1. Track the patient’s glucose level details from glucometer sensor node.
 2. If the needed time gap is expelled, then initiate the method of receiving patient’s 

glucose level details from the sensor node.
 3. Call Policy-Consensus-Checking (glucose level).

 EMG and EEG Sensor Control Node

The methodologies of the EMG and EEG sensor node in IoT Blockchain Assurance- 
Based Compliance to COVID Quarantine are as follows:

 1. EMG and EEG initial process.
 2. Store and access EMG and EEG details transaction.
 3. Monitor EMG and EEG status transaction.

The processes for all the transactions are explored below.
Algorithm 24: EMG and EEG primary procedure

 1. Initiate the method of accessing the EMG and EEG of the patient.
 2. Call Link-Embedding-Sensor (EMG and EEG sensor control node, glu-

cose level).

Algorithm 25: Store and access EMG and EEG transaction

 1. Get patient EMG and EEG details from the sensor node.
 2. Call Policy-Consensus-Checking (EMG and EEG details).
 3. Acquire and extract patient’s EMG and EEG details from EMG and EEG sen-

sor node.

Algorithm 26: Monitor EMG and EEG

 1. Monitor the continuous updation and fluctuation of EMG and EEG details of 
patient from the EMG and EEG sensor node.

 2. If the needed time gap is expelled, then initiate the method of receiving EMG and 
EEG details from the sensor node.

 3. Call Policy-Consensus-Checking (EMG and EEG details).
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 Patient Doctor Smartphone Sensor Control Node

The methodologies of the patient doctor smartphone sensor node in IoT Blockchain 
Assurance-Based Compliance to COVID Quarantine are as follows:

 1. Patient doctor smartphone initial process.
 2. Store and access patient details transaction.
 3. Monitor patient details transaction.

The processes for all the transactions are explored below.
Algorithm 27: Patient doctor primary procedure

 1. Initiate the method of accessing the patient details to doctor’s smartphone.
 2. Call Link-Embedding-Sensor (patient doctor smartphone sensor node, patient 

health details).

Algorithm 28: Store and access patient details transaction

 1. Get patient details from all the sensors from the sensor node.
 2. Call Policy-Consensus-Checking (patient health details).
 3. Acquire and extract patient’s details from all the sensor node.

Algorithm 29: Monitor patient details

 1. Monitor the continuous fluctuation of patient details from all the sensors.
 2. If the needed time gap is expelled, then initiate the method of receiving patient’s 

details from the sensor node.
 3. Call Policy-Consensus-Checking (patient health details).

 Wi-Fi/Bluetooth Sensor Control Node

The methodologies of the Wi-Fi/Bluetooth sensor node in IoT Blockchain 
Assurance-Based Compliance to COVID Quarantine are as follows:

 1. Wi-Fi/Bluetooth initial process.
 2. Store and access Wi-Fi/Bluetooth details transaction.
 3. Monitor Wi-Fi/Bluetooth details transaction.

The processes for all the transactions are explored below.
Algorithm 30: Wi-Fi/Bluetooth initial process

 1. Initiate the method of accessing the smartphone of the patient and doctor through 
Wi-Fi/Bluetooth.

 2. Call Link-Embedding-Sensor (Wi-Fi/Bluetooth sensor node, Wi-Fi/Bluetooth 
connection details).
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Algorithm 31: Store Wi-Fi/Bluetooth connection details transaction

 1. Get Wi-Fi/Bluetooth connection details between the patient and doctor 
smartphone.

 2. Call Policy-Consensus-Checking (Wi-Fi/Bluetooth connection details).
 3. Acquire and extract patient’s details from all the sensor node.

Algorithm 32: Monitor Wi-Fi/Bluetooth connection

 1. Monitor the continuous fluctuation of Wi-Fi/Bluetooth connection details 
between the doctor and patient smartphone.

 2. If the needed time gap is expelled, then initiate the method of receiving Wi-Fi/
Bluetooth connection details from the sensor node.

 3. Call Policy-Consensus-Checking (Wi-Fi/Bluetooth connection details).

 Health Authorization Sensor Control Node

The methodologies of the health authorization sensor node in IoT Blockchain 
Assurance-Based Compliance to COVID Quarantine are as follows:

 1. Health authorization initial process.
 2. Store and access health authorization details transaction.
 3. Monitor health authorization details transaction.

The processes for all the transactions are explored below:
Algorithm 33: Health authorization initial process

 1. Initiate the method of health authorization of the patient through doctor’s 
smartphone.

 2. Call Link-Embedding-Sensor (health authorization sensor node, health authori-
zation details).

Algorithm 34: Store and access health authorization details transaction

 1. Get health authorization details from the doctor smartphone.
 2. Call Policy-Consensus-Checking (health authorization details).
 3. Acquire and extract health authorization details from all sensor node.

Algorithm 35: Monitor health authorization details

 1. Monitor the continuous fluctuation of health authorization details between the 
doctor and patient smartphone.

 2. If the needed time gap is expelled, then initiate the method of receiving health 
authorization connection details from the sensor node.

 3. Call Policy-Consensus-Checking (health authorization details).
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 Results and Efficiency Analysis

This paper proposes a proof of concept for the proposed IoT Blockchain Assurance- 
Based Compliance to COVID Quarantine System using the Ethereum Private 
Blockchain network as a genesis block. The throughput of the management hub is 
assessed, which influences the latency of blockchain methods and is shown in 
Table 1 and Fig. 10.

IoT devices are built using the LibCoAP library, which is a C procedure of the 
built-in CoAP framework. The LibCoAP framework was altered to produce a public 
key and private key for each system node, which uniquely authorizes the IoT sys-
tems. In this paper, the benchmark tool CoAPBench is used to validate the effective-
ness of the proposed model. The latency timeout analysis of the management hub 
and IoT device is shown in Table 2 and Fig. 11.

Table 1 Management hub throughput analysis

Number of concurrent users IoT device throughput Management hub throughput

1 5 900
2 10 945
3 15 960
4 20 980
5 25 1000
6 30 975
7 35 950
8 40 920
9 45 900

Fig. 10 Management hub throughput
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Table 2 Management hub timeout analysis

Number of concurrent users IoT device latency timeout Management hub latency timeout

1 5 20
2 10 40
3 15 50
4 20 60
5 25 70
6 30 80
7 35 90
8 40 100
9 45 120

Fig. 11 Timeout latency of management hub

 Conclusion

This work is explored to investigate the characteristics of blockchain and the Internet 
of Things. The theoretical verification of this proposed model, namely, IoT Blockchain 
Assurance-Based Compliance to COVID Quarantine, remains to be assessed. This 
work ended up with the model called IoT Blockchain Assurance- Based Compliance 
to COVID Quarantine System, as well as a framework of working process model that 
improves data safety and transparency. The systems that are integrated with the IoT 
Blockchain Assurance-Based Compliance to COVID Quarantine System are depicted 
clearly, and the blockchain algorithm for all the nodes is elaborated. The throughput 
and the latency timeout of the management hub and IoT device are assessed and the 
results are discussed. Furthermore, the proposed model can be upgraded by employ-
ing several consensus procedures to forecast efficiency indices. This paper’s future 
work will include adding and upgrading the devices that are utilized to estimate the 
clinical attributes of patients. The security of the sensor devices is also developed to 
be implemented with respect to context- based clinical data.
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Deep Learning-Based Convolutional 
Neural Network with Random Forest 
Approach for MRI Brain Tumour 
Segmentation

B. Leena

 Introduction

The medical business has profited in recent years from the advancement of informa-
tion technology and e-healthcare systems, which have enabled clinical profession-
als to provide better healthcare to patients. Pereira et al. [26] define tumour as an 
abnormal rise of cancerous cells in several areas of the body, whereas a brain tumour 
is an abnormal proliferation of cancerous cells in the brain. A benign brain tumour 
does not harm the surrounding normal and healthy tissue, whereas a malignant 
tumour can harm the brain’s surrounding tissues, perhaps leading to death. Accurate 
brain tumour segmentation is essential to locate the tumour, as well as to give the 
appropriate treatment for a patient and to provide the key to the surgeon who will do 
the surgery. Tumours are produced from the tissues of the brain itself and are known 
as primary brain tumours. The cancer tumour from another place in the body will 
extend to the brain part and it is called as metastasis. The options of treatment can 
be differed according to the tumour form, range and place [4].

The aims of treatment are therapeutic or focus to lessen the symptoms. The 
tumour symptoms can be repeated headache and migraines. It can still direct to 
vision failure. By this time, science can be insufficient about the beginning and the 
factor directing to this unusual expansion of tumour. In common, the tumours can 
be categorised depending on the two bases such as their source place and whether 
they can be cancer tumour or not [25]. The noncancerous tumour is called as benign 
tumour because it does not affect other parts of the human body. It can be simply 
noticeable and it contains a slow rate of expansion. Cancer-based brain tumour also 
known as malignant tumour can affect other parts of the brain, and it can be very 
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Fig. 1 MRI image of the 
brain

life-threatening as it can be difficult to identify. The doctors will select either a 
magnetic resonance imaging (MRI) or X-ray in identifying a tumour. If every exam-
ination fails to give adequate information, then MRI scan can be suitable. The mag-
netism properties and radio waves are utilised by the MRI scan to make perfect 
images [28]. The images of the brain parts are more clearly seen in the MRI scan 
than in CT, X-ray and ultrasound scans, which produces detailed two- or three- 
dimensional images of the brain stem and pituitary gland. The MRI image of the 
brain has been illustrated in Fig. 1.

Basically, MRI scan is a high-quality imaging technique used to image the 
brain’s activity, and this kind of scanning technique is the most reliable in identify-
ing the tumours in the brain area. However, it cannot take images of skull bones, and 
consequently CT scans they will not demonstrate the tumour effects on the skull 
part of the human body. The radio waves and strong magnets have been exploited by 
the MRI scans to take the images of the brain. Contrast objects, e.g., gadolinium, 
can be injected into a vein before the examination to aid in observing the details. 
MRI scan of the brain can give a secure and painless experiment that will utilise the 
radio waves and magnetic area to make comprehensive images of the brain parts of 
the human body. An MRI scan has been varied from a computed tomography (CT) 
since it will not utilise radiation waves [3].

In general, the MRI scanner has a huge doughnut-shaped magnet field that fre-
quently contains a channel in the middle. In this testing process, the patients will be 
located on a table that slides into the channel. The various of centres can be opened 
in MRI machines that contains superior opening and it can be supportive to patients 
with claustrophobia. In hospitals and radiology centres, MRI machine is available 
to test the brain. The radio waves are direct the magnetic location of the human body 
atoms while the testing process that can be selected by an influential antenna and be 
sent to a computer. The computer can execute millions of estimations, resulting in 
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the body’s obvious white images [12]. These kinds of images have been transformed 
into three-dimensional (3-D) image of the scanned region of the body [2]. This type 
of scanning process will assist in finding out the disorders in the brain, while the test 
focuses on those locations. On the medical side, radiologists may face the challenge 
of differentiating brain cells and their nuclei from the content of an MRI image. 
Nowadays, segmenting brain tumours from MRI images might be problematic due 
to the shape and location of tumours in the human brain when using multimodal 
imaging data. As a result, picture segmentation may be the most difficult component 
of brain MRI image tumour identification. However, in order to distinguish the can-
cer tumour and provide an accurate diagnosis, the task of tumour segmentation and 
separation must be prioritised. The correct segmentation process can provide quan-
titative and qualitative data about a benign or cancerous tumour, which can be uti-
lised to select the best treatments for the patient and assist the treating physician in 
developing a better plan [16].

The medical image processing is the most important method to examine the peo-
ple’s health position and sentimental analysis [18]. The mass is discovered by using 
the image processing methods with some enhancements, whether it is present in the 
inner organs or not. Methods that can execute this process are known as CAD meth-
ods. CAD methods can be used as a tool to augment the effectiveness of medical 
imaging procedure. The principles of the CAD methods are to enhance diagnostic 
accurateness; to identify abnormal structures, e.g. tumour in the brain or breast or 
any part of the body; and to assist radiologists by applying the computer methods. 
Pre-processing, image segmentation, feature analysis, feature extraction [17, 31], 
collection of feature and confirmation of feature, and finally, the classification phase 
that has been established in Fig. 2 are some of the phases in the CAD approach. The 
high-quality images can be utilised in the recognition methods.

This is an important concept that speaks directly to the success rate in the field of 
medical image processing. The pre-processing phase’s main purpose is to increase 
the image quality of the brain MRI. Histogram equalisation is now the most com-
monly used method for improving image quality in MRI brain images. Two key 
histogram-based strategies that can be used to improve the MRI image quality are 
histogram equalisation and histogram equalisation of an image’s dynamic set of 
values. The following method is offered to overcome the aforementioned challenges 
with brain tumour segmentation and to efficiently segment the brain tumour from 
an MRI image at an early stage in order to save the patient’s life. The Convolutional 
neural network (CNN) with RF (Random Forest) algorithm for brain tumour seg-
mentation are proposed.

The remainder of this chapter is organised as follows: Section “Literature review” 
discussed about brain tumour prediction and its related work, Section “System 

Fig. 2 Image processing of MRI image
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design” discussed about proposed algorithm and implementation process, Section 
“Result and discussion” compares the experimental findings of the proposed and 
current systems, and Section “Conclusion” concludes with some closing remarks 
and a discussion of the work’s future scope.

 Literature Review

In this chapter, computer vision-based and image processing methods for brain 
tumour detection can be surveyed. The importance of accuracy and tumour classifi-
cation has been extensively discussed in this literature. Different research works are 
obtainable on brain tumour detection utilising an effective image classifier in 
this survey.

Demirhan et  al. [6] developed a new brain MR imaging tissue segmentation 
method that separated tumour, WM, GM, CSF, and oedema. Since the emergence of 
tumours on healthy brain tissues, the identification of healthy brain tissues has been 
done in tandem with the identification of malignant tissues. It has the potential to be 
the most crucial when it comes to treatment planning. In this investigation, T1, T2, 
and fluid-attenuated inversion recovery MR images of 20 people with glial tumours 
were employed. Before the segmentation phase, an algorithm for striped skull was 
improved. A self-organising map was created utilising a learning vector quantisa-
tion technique and an unsupervised learning algorithm to accomplish picture seg-
mentation. In this way, an algorithm for clustering the SOM replacement of an 
additional network was enhanced. The input feature vector was measured using the 
features generated from the coefficients of the stationary wavelet transform.

The brain tissues’ automatic segmentation from MRI image is more significant 
for the scientific research and the clinical purpose. In supervoxel-level examination, 
new development has enabled the robust segmentation of brain tissues by discover-
ing the intrinsic data amongst multiple extracted features on the supervoxel process. 
The complexities are occurring within this common structure in clustering reserva-
tions compulsory by the redundancy of the MRI features and the heterogeneity of 
tissues. Kong and Hong [20] have presented a robust discriminative segmentation 
technique from the vision of information theoretic examination. The famous objec-
tive of the technique was to concurrently choose the useful feature and to decrease 
the supervoxel assignment’s uncertainties for the process of discriminative brain 
tissue segmentation.

Meiyan Huang et al. proposed a new automatic tumour segmentation technique 
for MRI brain images [13]. In the therapy of tumour segmentation, this method has 
been proven to be highly effective. In addition, using the LIPC technique, each 
voxel was classified into several classes. To create this categorisation framework, 
the LIP was incorporated into the standard classification approach. The computation 
of local independent projections for LIPC required a high level of locality. Locality 
has also been investigated to see if local fix embedding is better than other coding 
approaches for resolving linear projection weights. Furthermore, LIPC looked into 
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a softmax regression method that produced classification performance in order to 
assess data sharing between different classes.

El-Melegy and Mokhtar [8] developed a novel fuzzy method for segmenting 
standard and volumetric datasets of sick brain MRI. The well-known FCM tech-
nique has been altered in this way to extract information about the image’s class 
centre. These data have also been simulated to account for uncertainty. This type of 
information helped to standardise the FCM algorithm’s clusters, improving their 
presentation in unexpected data collection and noisy settings. In addition, the 
convergence process of the approach has been improved. This method was com-
pared to other well-known fuzzy and non-fuzzy methods on simulated and real MRI 
volumes of the human brain, both normal and pathological, and it was discovered 
that this method had much greater segmentation accuracy, noise resistance and 
response time [10].

Atiq Islam et al. [15] proposed a new multiFD feature extraction and supervised 
classifiers for improved brain tumour segmentation and identification, as well as a 
modified AdaBoost algorithm to account for the extensive unpredictability in sur-
face features of hundreds of multiple patients’ MRI slices for expanded tumour and 
non-tumour tissue. The process of separating distinct brain tumour tissues from 
normal brain tissues is known as brain tumour segmentation. In most cases, the 
survival of abnormal tissues may be easily measured during a brain tumour exami-
nation. On the other hand, consistent and exact abnormality segmentation and cat-
egorisation has been proven difficult. A review of the brain tumour segmentation 
procedure was published by several researchers in the fields of MRI imaging and 
soft computing. The semiautomated and fully automated methods were presented at 
this time. Medical segmentation approaches were chosen based on the ease of seg-
mentation and the degree of user management. Semiautomated or interactive proce-
dures were used to keep the performer in charge for an extended period of time, 
especially in situations when erroneous understandings are unacceptably danger-
ous. After obtaining the image, Nelly Gordillo et al. [11] gave a basic overview of 
the most commonly used brain tumour segmentation techniques. Because of the 
benefits that MRI has over other types of diagnostic imaging, the focus of this 
review was on MRI brain tumour segmentation approaches. The semiautomated and 
fully automated methods have been highlighted in this survey.

This segmentation method was utilised by Friedrich et al. [9] to investigate sim-
ple scenarios such as fitting a circle, line, cubic spline contour, or ellipse. In phase- 
contrast magnetic resonance (PC-MR) pictures, the cross-section shaving the CSF 
wherever the object of interest was indicated by applying the deformed ellipse was 
utilised to discover subarachnoid gaps. The findings were used to segment a CSF 
structure utilising a s–t graph cut in this technique. The arithmetical contour method 
and force area were successfully configured using this way. This approach has the 
potential to effectively eliminate noise and defects in MRI images. This method 
does not require huge training datasets and does not require physical labelling of the 
training images when employing point sharing methods because it uses an arith-
metical contour method.
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D. Divyamary et al. [7] proposed a quick and forceful useful approach for solid 
tumour segmentation with the least amount of user intervention to aid researchers 
and clinicians in radio-surgery planning and treatment response evaluation. On con-
trast-enhanced T1-weighted MR images, a CA-based kernel tumour segmentation 
technique was utilised, which normalised the kernel selection and volume of inter-
est (VOI). Initially, the CA-based segmentation connection was demonstrated to the 
graph-theoretic techniques to demonstrate that the iterative CA structure has solved 
the shortest path difficulty. In this method, the CA’s state transition function has 
been modified in order to compute the accurate solution of shortest path problem. In 
addition, a parameter of sensitivity was presented to adjust to the heterogeneous 
tumour segmentation difficulty. An implied level set outside was progressed on a 
tumour likelihood map built from states of CA to inflict spatial softness. From the 
user, adequate data to initialise the method has been gathered by using the line 
drawn on the utmost tumour size. In addition, CA was introduced to distinguish the 
necrotic and improving the tumour tissue content that has obtained significance for 
a comprehensive evaluation of radiation therapy reaction [21].

Jason J Corso et al. [5] proposed a novel approach for automatically segmenting 
heterogeneous picture data that bridges the gap between top-down generative 
model-based methods and bottom-up affinity-based segmentation techniques. By 
introducing a Bayesian formulation into the computation of similarities, this method 
made a substantial contribution to the integration of soft model assignments. The 
model-aware affinities were incorporated into the multilevel segmentation process 
using the weighted aggregation methodology, and the method was applied to the 
process of finding and segmenting brain tumours using MRI.  The solution was 
implemented faster than current state-of-the-art methods that can produce equiva-
lent or superior results.

Heba Mohsen et al. [24] suggested a method for classifying brain MRI images 
into normal, metastatic, sarcoma and glioblastoma using the DWT and DNN. For 
brain tumour segmentation, fully convolutional networks (FCNs) were the most 
often employed convolutional neural networks. FCNs are voxels that have a direct 
spatial relationship between units in FMs and comparable classified voxels at a 
specific place. Because the FMs were combined in a convolutional layer to create 
novel FMs, channel mixing may be required. On the other hand, not all FMs are 
equally applicable to each class. The Squeeze-and-Excitation (SE) blocks were pre-
sented in classification concerns to recalibrate FMs as a whole and reduce the less 
beneficial ones. On the other hand, during the spatial association of voxels and units 
in FCN, this cannot be the best [29].

Sergio Pereira et al. [27] demonstrated feature recombination for semantic seg-
mentation using linear extension and compression to generate more complex fea-
tures as a consequence. In addition, a segmentation SE (SegSE) block for feature 
recalibration that has collected contextual data while keeping spatial meaning has 
been constructed. Finally, these techniques were approximated in brain tumour seg-
mentation utilising the given data. CNNs have become the state-of-the-art presenta-
tion for automatic medical picture segmentation techniques [30]. They were, on the 

B. Leena



89

other hand, insufficiently precise and effective for medical use. They were also lim-
ited by the need for image-specific edition and the need for generalisability to previ-
ous concealed object classes.

Guotai Wang et al. [33] proposed a new deep learning-based interactive segmen-
tation method by merging CNNs into a scribble-based segmentation pipeline and 
bounding box methodology. Image-specific fine-tuning was employed to create a 
CNN model that could adapt to either a supervised or unsupervised detailed exami-
nation image in this work. For fine-tuning, a weighted loss function was created that 
took interaction-based uncertainty and the network into consideration. This frame-
work was used for two purposes: 2-D multiple organ segmentation from foetal MR 
slices and 2-D multiple organ segmentation from foetal MR slices with only two 
types of these organs explained for the training process. More than half of cancer 
patients were treated with radiotherapy. If artificial intelligence techniques aren’t 
used to assist with the preparation and release of radiotherapy treatment, it can be a 
difficult task. Deep learning is the hottest issue in artificial intelligence right now, 
and it’s being applied successfully in a variety of medical applications.

Philippe Meyer et al. [23] were the first to propose the concept of deep learning, 
which they came upon while researching machine learning. The typical architec-
tures were available, but with a focus on CNNs [14]. Following that, a study of vari-
ous studies on deep learning methods employed in radiation was undertaken, and 
they were categorised into seven divisions linked to patient workflow, as well as a 
number of future application ideas. This research used radiotherapy and deep learn-
ing communities, which was motivated by a unique collaboration between these two 
domains to increase enthusiastic radiotherapy applications.

Using the CNN deep learning technique, Wang Mengqiao et al. [22] proposed 
architecture for segmenting brain tumours. This method incorporates both global 
and local aspects as structure, which could be significant in the development of 
brain tumour segmentation in brain MRI images. Zeynettin Akkus et al. [1] deep 
learning architectures for anatomical brain lesions and brain structure segmentation 
were examined and contrasted in terms of speed, implementation and advantages.

 System Design

In general, deep learning algorithms can pass data through several neural network 
layers, each of which transmits a compressed data representation to the next layer of 
the neural network approach. Deep learning algorithms will examine the MRI pic-
ture more closely as it passes through each NN layer. Initial layers can learn to 
recognise low-level aspects such as edges, while following layers have combined 
the properties of previous layers to create a more holistic depiction. Convolutional 
neural networks, deep auto-encoders and deep belief networks are examples of 
common deep learning approaches. These methods are described in detail and dem-
onstrated in Fig. 3.

Deep Learning-Based Convolutional Neural Network with Random Forest Approach…



90

Sample MRI Image

Pre-processing

Nosie removal using Laplacian of 

Gaussian filtering method

Smoothed MRI Image

Image enhancement using contrast limited Adap-

tive histogram Equalization

Feature Extraction using Gray Level Dependency 

matrix (GLDM)

Feature Selection

Image Classification Using random forest 

based on selected features

Normal brain image

Abnormal Brain Image

Tumor is segmented and classified by utilizing deep 

learning algorithm (CNN)

Benign Tu-

mor

Malignant 

Tumor

Fig. 3 Flow chart of proposed work

 Convolutional Neural Network

CNNs are created through stimulating design of a visual system, and they are most 
wealthy literature approach for multilayer network training structures. This strategy 
combines spatial linkages with a smaller number of factors to investigate in order to 
increase training performance. CNN can be acted as a multilayer sensor neural net-
work, in which every n-plane is described by a plurality of individual neurons and 
each layer contains plurality of two-dimensional plane. In handwritten character 
detection, the CNN has been used [19].
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In most cases, CNN may be used to identify dislocation in two-dimensional 
images, as well as other types of deformation invariance and scaling. This strategy, 
which examines the training data without reservation, prevents the explicit feature 
sampling type. This can result in a CNN that is notably different from other neural 
network-based classifiers, and the network is a separate study, and it can be a big 
advantage of the convolutional neural network over neurons that are connected to 
each other. A convolutional neural network features a hierarchical local connection 
structure and a relatively tiny input for each neuron, which can help biological neu-
ral network’s CNNs become more definite. It offers particular benefits in image 
processing and picture segmentation, with good feature extraction outcomes. This 
method will be utilised to handle medical photographs directly based on the classi-
fication process, and it will also deal with grey level images.

DBN is a DAG that can have any number of variables. The subsequent layer has 
linked a top-down directly from the previous layer, the bottom unit condition may 
be seen as an input data vector, and therefore this model has been defined as a bias 
probability technique generation since the CNN and DAE layers lack symmetry. In 
order to build a DBN from the bottom-up, the DBN unit joins different restricted 
Boltzmann machines (RBM).

The greedy unsupervised learning technique works by splitting a DBN network 
into numerous layers and doing unsupervised learning on each layer. Finally, the 
complete network is fine-tuned using the supervised learning method. The training 
process can map visible vector values to hidden units, which then reconstruct pic-
ture components in the hidden layer unit. Finally, the novel hidden unit is created by 
mapping the hidden unit to the new image component. If the random forest classifier 
classified the MRI image as abnormal, then there’s the technology of deep learning. 
With a lower error rate and less time, CNN might be utilised to efficiently separate 
tumour cells from a brain MRI picture based on kernels. In this approach, CNN is 
combined with a random forest classifier. A CNN can be used to segment the 
tumour, and a random forest classifier can be used to classify it as benign or malig-
nant. A CNN is a multilayer neural network with a general architecture. The popular 
RBF kernel is currently being used as a smart basic kernel choice. This chapter 
introduces spectrum mixing to the fundamental kernel in order to boost the tumour 
segmentation procedure’s versatility.

When image analysis is simple to grasp and segment, effective tumour identifica-
tion can be achieved. As a result of the difficult tumour segmentation process in 
MRI images, several algorithms and methods for manual, semiautomatic and fully 
automated tumour segmentation have been developed. Many of them were only 
performed on limited datasets. As a result, deep learning-based approaches and 
algorithms are now being used to improve tumour segmentation and tumour recog-
nition in the brain. Deep convolutional neural networks have already been used to 
tackle tumour segmentation difficulties, and this methodology has produced signifi-
cant performance improvements over earlier algorithms or methodologies. This 
chapter demonstrates an automated system kernel-based CNN with RF M for brain 
tumour segmentation with minimal time complexity, high accuracy and low 
error rate.
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 Result and Discussion

This section discusses the proposed hybrid for brain tumour segmentation utilising 
CNN with random forest, which efficiently deals with MRI brain image datasets 
(https://www.kaggle.com/datasets/sartajbhuvaji/brain- tumor- classification- mri) in 
the tool of matlab2013a and classed outcomes. The image matrix is created after 
extracting the pixel intensities from the test MR brain image and assigning a win-
dow with a certain number of rows and columns. This pixel’s value is compared to 
the value of the neighbouring pixel, and if the deviation is large, the mean value of 
the pixels is calculated, or a Gaussian value is determined. Throughout the image, 
the window is also moved. As a result, as illustrated in Fig. 4, the filtered output is 
free of image acquisition noise and artefacts.

Adoptive histogram removes the skull from the test image with two separate 
thresholds that attempt to detect the strong and weak edges, respectively, as well as 

Fig. 4 (a) Input images and (b) filtered images
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noise removal using the Laplacian filtering technique stated earlier. Figs. 5 and 6 
demonstrate the extraction of the skull’s output image.

The filtered image is now transformed to its binary counterpart, and each pixel in 
the image is labelled. The test image after deleting all the unnecessary pixels in the 
edges is shown in Fig. 7 and Table 1. The skull is eliminated from the given input 
image using morphological processes, which compare the intensities of each pixel 
with the intensities of the surrounding pixels. Fig. 8 shows the MR test image after 
the skull has been removed.

Table 1 MRI brain image segmentation: normal and abnormal image result

Description Normal image Abnormal image

Figure 5 Adoptive histogram 
process of normal 
image and abnormal 
images

Figure 6 Pixels of zero value 
adaptive histogram of 
normal image and 
abnormal images

Figure 7 Removal of 
unnecessary pixels 
from normal image 
and abnormal images

Figure 8 MRI brain image after 
skull elimination of 
normal image and 
abnormal images

Deep Learning-Based Convolutional Neural Network with Random Forest Approach…



94

Fig. 9 Segmented output of MR brain image with astrocytoma

As a result, a proper segmentation algorithm is necessary to solve the constraints 
of combinational segmentation. The combinational segmentation methodology 
based on CNN with random forest method and other segmentation techniques are 
limited by the limits of the textural pixel connection-based technology. Figure 9 
depicts an example of MR image segmentation.

Sensitivity, specificity and accuracy are the metrics used to evaluate the perfor-
mance. This approach was put to the test using a variety of datasets from various 
data bases. The results are given in Table 2 and Fig. 10, respectively.

This section shows that proposed CNN with random forest method can be applied 
to MRI brain image datasets and compared to different existing methods: SVM 
[32], decision tree and random forest. Typically, only below 90% conventional 
accuracy could be achieved which even proposed system exceeded in 95.4% of 
the cases.

This shows that deep learning approach has better potential in CVD diagnosis. 
Comparatively, other conventional methods proposed systems that have more effi-
ciency and time consumption for predicting the final result with better classifica-
tion result.

 Conclusion

When compared to prior studies, the provided CNN with random forest algorithm 
produces better results. The purpose of MRI image segmentation is to find question-
able spots in an MRI image. It’s a lengthy procedure. The detection of suspicious 
areas must be done with greater precision. A CNN with a random forest algorithm 
is used to detect brain cancers by identifying questionable spots in an MRI brain 
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Table 2 Performance analysis of proposed and existing system

Parameters Proposed method SVM Decision tree Random forest

Sensitivity 94.6 84 81.55 84.65
Specificity 95.8 86.4 79.84 88
Accuracy 95.4 83.22 83.14 84.22
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Fig. 10 Performance analysis of proposed and existing system

image. These methods are then integrated with a deep learning methodology to 
adaptively calculate the threshold value. The results of the experiments showed that 
the proposed strategies outperformed standard algorithms and delivered very accu-
rate segmentation results. In the future, the research could be expanded to address 
issues with detecting various types of tumours and predicting the development 
direction in cases of grade I and II tumours, allowing for simple cell elimination in 
the early stages.
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Expert Systems for Improving 
the Effectiveness of Remote Health 
Monitoring in COVID-19 Pandemic: 
A Critical Review

S. Umamaheswari, S. Arun Kumar, and S. Sasikala

 Introduction

Viruses that cause diseases like influenza, pneumonic plagues, and COVID-19 
transfer the infection from person to person who are in close contact. Both public 
and health professionals are affected majorly due to this contagious disease. For the 
past 2 years, COVID-19 (SARS-CoV-2) infectious lung disease has been a major 
problem all over the world. The economic and social disruption caused by this pan-
demic puts nearly half of the world’s 3.3 billion workforce at risk of losing their 
jobs. Many of us are still suffering from this deadly disease. The above factors 
necessitate to investigate the various methods and technologies available to combat 
this disease.

Practicing some steps such as vaccination, wearing face mask, washing hands 
frequently, avoiding close contact with infected people, avoiding unwanted travel, 
following guidelines given by government, and increasing immune system by eat-
ing healthy food are certain protection methods to get away from COVID-19.

Another best method in public health scenario is making use of the technological 
applications and initiatives listed in Fig. 1.

The lockdown makes it more difficult for infected patients to reach the hospital 
faster, and the day-to-day problems faced by healthcare professionals while attend-
ing COVID patients become more severe. Further, during this pandemic, medical 
personnel experienced emotional stress, depression, insomnia, and respiratory 
illness.

To address all the above issues, remote treatment added value to the existing 
medical infrastructure by reducing the infection rate, cost, and treatment time. 
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Fig. 1 Different technologies in public health emergencies

Technological evolution from wired to wireless devices, reduction in size, and 
development of wearable devices and sensors has led to the rapid use of remote 
health monitoring systems.

Remote health monitoring market of pandemic disease can be analyzed by split-
ting the examining area into disease, location of the patient, and instrument based. 
Triggering forces of the market are pandemic diseases and changes in the living 
style, and due to comfort treatment at homes, most instruments in remote monitor-
ing are handy with only cost as a controlling factor. A lot of studies and research 
shows that patient monitoring request is in increasing mode from 2017 to 2025 and 
further hike in the market is possible due to the present consequence of COVID-19 
variant, black fungus, Zika, etc. According to the WHO report, many people are 
infected by the current COVID-19 variant, and thus there is a large market for respi-
ratory disease in the global market from 2020 to 2025.

Since India is the second largest overpopulated country, mortality rate is also 
higher. It is observed from various studies that remote monitoring management in 
India will be elevated more in the near future as compared to other countries.

The above influencing factors motivated us to focus toward reviewing the effec-
tiveness of remote health monitoring in the pandemic under telehealth 
technologies.

Rapid growth in technologies such as  IoMT  Internet of  Medical Things), 
Artificial Intelligence  (AI) techniques, Wireless Body Area Networks (WBAN), 
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sensor technologies, and medical robotics have paved way for the effective use of 
remote health monitoring for COVID-19 in the pandemic.

 Internet of Things

Information from a patient can be transmitted using communication devices such as 
Zigbee, Bluetooth, ultrawideband, and short-range wireless communication. Various 
modules could be used to analyze blood pressure, heartbeat, body temperature, etc. 
IoT-based systems for remote monitoring improve the accuracy. Communication 
overhead and energy consumption are majorly less due to the Internet of medical 
things. Throughput, packet loss rate, and end-to-end delay are comparatively better 
than existing technology in remote health monitoring.

 Artificial Intelligence (AI) and Robotics

Deep learning and image/signal processing techniques have been used along with 
smartphones to analyze vital parameters such as heart rate, cough, etc. When tradi-
tional measurement methods are compared to AI-based measurement methods, it is 
observed that most of the results in AI techniques are better with the least cost setup.

Medical robotics have been widely used in electronic health record creation and 
maintenance, mass production of vaccines and drugs, surgery, and telemonitoring.

 Wireless Body Area Networks

Even if COVID patients have recovered from the disease, people with mild COVID 
symptoms and some individuals must be monitored on a regular basis. By integrat-
ing some features with their mobile phones, doctors can easily monitor patients 
from a distance, allowing infected people to receive treatment in complete comfort. 
To process the patient data, sensors, controllers, gateways, mobile application plat-
forms, and web application platforms will be used on both sides.

The use of a coronavirus body area network, wearable biosensors, and machine 
learning techniques resulted in a high degree of accuracy in diagnosing COVID in 
earlier conditions.

The significant contributions of this chapter include:

• Analysis of need of remote health monitoring in COVID-19 pandemic.
• Analysis of the impact of use of remote health monitoring in improving the treat-

ment of COVID-affected people.
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• A review on the use expert systems such as Wireless BAN (Body Area Network), 
IoT (Internet of Things), Artificial Intelligence (AI), and robotics to improve 
the effectiveness of remote health monitoring in a pandemic like COVID.

 COVID-19 Pandemic

The severe acute respiratory Syndrome coronavirus 2 (SARS-CoV-2) virus had a 
significant social impact. The virus-caused disease (COVID-19) has spread through-
out the world, disrupting people’s daily lives. Several studies indicate that COVID-19 
is formed during experimentation in a research laboratory, and it is not a variation 
of an existing virus [1].

Being feverish, coughing, and difficulty in breathing are the most known reported 
symptoms. Coronavirus infection mostly affects the lungs, but the extensive distri-
bution of enzyme receptors in organs can impact the cardiovascular, gastrointesti-
nal, renal, liver, central nervous system, and eyes, all of which must be closely 
watched.

Appropriate treatment at early stage is required to save the lives of people 
infected with COVID-19 virus. This chapter proposed expert system-based solu-
tions to improve the effectiveness of COVID-19 in remote health monitoring.

 Remote Health Monitoring System

Remote health monitoring will be the best option for the elderly, the disabled, those 
with early symptoms of COVID, people in quarantine, and patients whose homes 
are away from hospitals, to avoid the unnecessary spread of viruses and provide 
continuous support. We all know that many physicians lost their lives during differ-
ent COVID waves. This technology will be safe for health professionals also.

 Advantages of Remote Health Monitoring System for COVID-19

• Minimizing frequent visits to hospitals.
• Reducing travel time to the hospital.
• Allowing educational videos to be distributed and updated instantaneously.
• Patient-reported outcomes are derived from survey questions that have been 

carefully constructed.
• Data input by the user, such as blood pressure or temperature, is incorporated 

into the workflow through cloud technology.
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• The monitoring platform is controlled from a central location and is updated in 
real time to reflect new disease information or updated symptom 
questionnaires.

• Feasibility of obtaining exact details via live video.
• Features such as secure bidirectional conversation are included.
• A patient can ask for a follow-up call or, in other words, call back for assistance.

While treating patients infected with COVID-19 viral disease, the sensor tech-
nology provides one of the most efficient and secure remote treatment options with-
out exposing healthcare workers or infected patients to becoming easy targets or 
infected with any type of virus. This sensor records the environment’s physical con-
dition as well as the COVID-19 patient’s health parameters such as are temperature, 
respiratory problem, and oxygen saturation and heartbeat through wearable sensors.

Vital parameters [2] are very important for health officials in remote to monitor 
COVID patients. Integration of hardware and software modules in remote health 
monitoring task will provide better results. Modules used in hardware section are 
depicted in Fig. 2.

The Pan-Tompkins algorithm (PTA) for detecting QRS peak detection in ECG 
signal and support vector machine for abnormality classification in the software 
module play an important role in remote monitoring technology. PTA will be used 
to process the electrocardiographic signals. Noise elimination and smoothing will 
be done by PTA algorithm. Support vector machines are used to differentiate 
between non-QRS waves and QRS waves from ECG signals.

Table 1 summarizes the more effective hardware and software modules for 
remote monitoring technology.

Fig. 2 Important modules in hardware section
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Table 1 Summary of hardware and software in remote health

Hardware and software used in remote health More effective Less effective

Air-coupled sensors ✓
Contact sensors ✓
Condenser microphone ✓
Piezo-microphone ✓
Dynamic microphone ✓
Infrared-based temperature sensor – Contact ✓
Infrared-based temperature sensor – Noncontact ✓
PTA ✓
SVM classifier ✓

 Wireless Body Area Network for Remote Monitoring 
of SARS-CoV-2

Wireless body area networks consist of sensors that are placed either near or in the 
human body. It consists of three sections, viz., sensor section, data collection sec-
tion, and user section. It can be used for both medical and nonmedical applications. 
For infectious diseases like COVID-19, WBAN will be very supportive. This 
WBAN will be helpful to alert soldiers in nonmedical applications.

In [3], a WBAN architecture is proposed to combat COVID-19 virus. First, the 
user must register, which can be done in the same way as regular registration in a 
web portal/mobile application. After successfully enrolling, the user must fill out all 
the health-related conditions, stored in the cloud. The data collected from sensors is 
subjected to machine learning algorithm, to determine if the person is suffering 
from a common cold or the infectious disease COVID-19. Once a person’s COVID- 
positive status is confirmed, sensors are placed on their bodies to monitor their 
health. The body state will be measured using Arduino microcontroller and My 
Signal Hardware chip portion, and the obtained data will be sent to a remote server 
of a physician for therapy using LoRa. The architecture is shown in Fig. 3.

Algorithms such as the logistic regression algorithm, the naive Bayes algorithm, 
the random forest algorithm, the support vector machine algorithm, and the multi-
layer perceptron algorithm are all used for classification. For these five classifiers, 
precision, recall, error rate, accuracy, and Brier score are evaluated. Random forest 
(RF) and multilayer perceptron (MLP) algorithms outperformed over other 
algorithms.

In [4], quarantine management and remote monitoring of infected patient is 
experimented. Sensors such as the electrocardiogram (ECG), oxygen measuring 
medical device (SpO2), body temperature, respiration sensor, accelerometer, and 
gyroscope are used to extract the patient’s physiological data. Wi-Fi is used for data 
transmission from the body of the patient to Raspberry Pi microcontroller. Based on 
the disease severity, boundary limits can also be fixed for the patient. Location of 
the patient is also checked here to manage quarantine. If the patient exceeds the 
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Fig. 3 Intelligent wireless network with sensors integrated with artificial intelligence technique 
and LoRa gateway

Fig. 4 A Distributed wireless body area network

coverage area, an alarm will be sent to both patient and health professional. The 
real-time data obtained from body sensors is fed as input to machine learning algo-
rithm for disease identification and further treatment. The system architecture of [4] 
is depicted in Fig. 4.

Remote monitoring will be the best treatment for COVID-19 in all aspects. 
Unnecessary spreading will be greatly avoided. For patients who have been sick for 
a long time, for elderly people, and for emergency situations, this method will be of 
good choice. Sensor model, prediction model, and remote monitoring model in 
WBAN are used for remote COVID monitoring [5].

Expert Systems for Improving the Effectiveness of Remote Health Monitoring…



106

 Workflow of WBAN Architecture

The proposed distributed wireless body area network [5] consists of four sections: 
Wireless medical sensor, wireless sink mode, Android application, and remote mon-
itoring center. All four modules work together to complete the task of remote moni-
toring and diagnosis. The functions of each module are clearly discussed below. The 
workflow is illustrated in Fig. 5.

 Wireless Medical Sensors

During initialization, the serial timer is fired, and the serial module is opened. The 
byte is read and will be computed to write a buffer. This buffer will be directed to 
wireless timer. There, the buffer is read. If the data is present in the buffer, it will be 
sent to wireless sink mode using wireless transmission.

Fig. 5 Workflow in WBAN architecture for medical supervision
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 Wireless Sink Mode

The data from the buffer will be received and it will be sent to the Android 
application.

 Android Application

The data from the previous module will be received serially. The data received is 
displayed in a Liquid Crystal Display (LCD) screen. Then, the data is checked based 
on the byte it encloses. If the data is found dangerous, a warning is displayed in the 
LCD screen. If the data is safe, it is stored and uploaded to remote monitoring center.

 Remote Monitoring Center

Upon initializing the module, a new thread is created and a socket is produced. 
Using the socket produced, the data from the Android application is received. The 
socket is then closed to avoid overlapping or contamination of any other data. Once 
the socket is closed, the data will be displayed on the screen, and the data is success-
fully stored in a cloud-based storage platform.

 Security Constraints in Wireless Body Area Network

Security of medical data is a concern in WBAN. In a remote monitoring setup, secu-
rity is to be maintained to avoid intruders altering the data collected from sensors. 
Mainly attackers will affect the WBAN at three levels [6].

• Data collection level – Data is collected from various sensors which are placed 
on different parts of the body.

• Transmission level  – Data is transmitted from patient to healthcare 
professional.

• Storage level – Data is stored for further treatment.

Using intrusion detection systems in conjunction with machine learning algo-
rithms, attacks can be avoided [7]. Prediction of attack will also be made instantly 
by identifying the attacks based on the attribute information collected from the body 
area network [8]. Stronger routing algorithms and shortest path discovery methods 
provide correct results, which make diagnosis and treatment perfect for a patient in 
remote [9, 10]. Implementation of cluster and key generation architectures also pro-
vides better results [11, 12]. Even though there are many intrusion detection and 
security algorithms for telemedicine technology, there are also many threatening 
factors. In designing a remote technology, high security is needed to avoid failure of 
the system and to give better treatment for remote patient.
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 IoT in COVID-19 Remote Health Monitoring

Internet of Things (IoT) is an interconnection of devices, objects, and people pro-
vided with unique identifiers. IoT systems possess inherent ability to transfer data 
over a network without human intervention. The thing in IoT refers to a person with 
an implant, animal with a transponder, automobile with a sensor, or a thing (natural/
man-made) which can transfer data over a network when assigned to an Internet 
Protocol (IP) address.

IoT in conjunction with Artificial Intelligence (AI) makes more easier, dynamic, 
and meaningful decisions.

Internet of Medical Things (IoMT) refers to interconnection of medical devices, 
hardware infrastructure, and software in a healthcare scenario. IoMT helps in 
remote devices to communicate over the Internet for transferring medical data. 
Thus, IoMT or IoT in healthcare enables building of efficient remote health moni-
toring systems in COVID-19 pandemic. The IoMT architecture is shown in Fig. 6.

Many works in literature [13–23] focused on using remote health monitoring 
systems using IoT for contactless treatment and telemonitoring.

Fig. 6 Medical IoT architecture
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IoMT is used in [13] to remote monitor the vitals and for rapid diagnosis, contact 
tracking, screening, reducing the workload of healthcare professionals, and disease 
containment and control. The use cases are depicted in Fig. 7.

 Remote Monitoring of Vitals

Blood pressure, glucose, heart rate, pulse rate, and oxygen saturation are the vital 
parameters collected from wearable IoT sensors placed in the patients. The data 
collected from the sensors can be connected to the Internet, enabling the clinicians, 
healthcare workers, and caregivers to remote monitor the COVID-19 patients. This 
could prevent infection and save time.

 Rapid Diagnosis

IoT enables sharing of rapid diagnosis results of COVID-19 obtained from patients 
with travel history to the officials to take possible actions. Persons with travel his-
tory can be connected through network applications to afford services for fast 
diagnosis.

Fig. 7 Use cases of IoT-enabled healthcare in COVID-19 pandemic
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 Contact Tracking

Health authorities can track positive cases by accessing the location history of 
patients stored in a database. Location- and zone-wise case details can be obtained 
if the healthcare units are connected via IoT.

 Screening

Facial recognition data collected through thermal imaging sensors at various entry 
points in a city can be used to effectively screen the patients if data is shared via a 
common network. Screening can reduce the movement of confirmed positive cases.

 Reducing the Workload of Healthcare Professionals

Remote health monitoring using fusion of AI and IoT and telemedicine can reduce 
the workload of healthcare professionals.

 Disease Containment and Tracking

Use of IoT can enable timely intervention by healthcare officials and corporation 
officials to contain the disease and track contacts. The positive cases in proximity 
can be notified to a common public through various apps (Aarogya Setu in India).

In [14], a combination of hardware and software modules is used to automate 
health monitoring in COVID patients. IoT module, mobile app, and cloud server are 
the various modules used in the study.

Various sensors such as heartbeat sensor, temperature sensor, and SpO2 sensor 
are connected to a Raspberry Pi controller. The data collected from the sensors are 
transmitted to a mobile phone via Bluetooth. Activities of daily living (ADL) are 
monitored in mobile phone and transmitted to cloud over a network connection. The 
mobile app notifies the monitoring status to the user. Further, the collected data 
from the cloud server is analyzed using a fuzzy system. The COVID safe platform 
is supplemented with LoRa-based network to meet network failure in rural areas.

Telemedicine is driven by digital technologies such as IoT, AI, block chain, and 
big data. IoT can be used in telemedicine in the following areas to contain the infec-
tion in COVID times: rural healthcare, post-COVID care, remote monitoring, 
chronic disease management, system-initiated reminders for follow-ups, elderly 
care, and mobile healthcare [15].
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A robust IoT platform with layered architecture is proposed in [16] for effec-
tively combating the spread and containment of COVID-19 pandemic. Layered 
architecture includes four different layers such as perception layer, network layer, 
fog layer, and cloud layer as shown in Fig. 8.

Perception layer collects data from the sensors placed in the patient, hospital/clinic, 
and environment.

In network layer, the sensed data is transmitted to the fog node using Wi-Fi, or a 
network connection (4G/5G).

Fog layer uses higher-end computing resources to reduce the latency in real-time 
analysis. In fog layer, computations related to non-pharmaceutical interventions 
(NPIs) for effective COVID tracking, monitoring, and isolation can be implemented.

Cloud layer is used to compute complex prediction use cases such as COVID 
forecasting and identifying virus mutation changes with powerful resources.

Social distancing is one of the effective means to control COVID. An end-to-end 
IoT architecture depicted in [17] is presented in Fig.  9. Data acquisition setup 
includes body sensors and environmental sensors. Wi-Fi and GPS are used for 
patient localization in indoor and outdoor environment, respectively. Communication 
module is used to transmit data from the acquisition unit to controller in the hand-
held mobile unit. Mobile unit can be used for contact tracking through a Bluetooth 
module and alert creation based on the sensor data. IoT gateway is used to forward 
the data to the cloud server. Cloud platform performs essential services based on the 
desired use case.

In developing countries, shortage of healthcare professionals and limited medi-
cal infrastructure to cater large population necessitate the need of expert systems in 
COVID-19 pandemic [18]. Three different approaches are proposed for COVID 
screening.

The first approach focuses on building COVID-19 screening device using low- 
cost wearable sensors to measure heart rate, SpO2, and temperature. The acquired 
data is processed by an Arduino microcontroller and transmitted to Ubidots cloud 
using Wi-Fi. Data visualization can be done from cloud data for further actions and 
follow-ups by the clinician/caretaker.

Fig. 8 Layered architecture in IoT-enabled healthcare in COVID-19 pandemic
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Fig. 9 IoT architecture for building expert systems. Expert systems in COVID-19 pandemic

Table 2 Digital technology for IoT-enabled health care in COVID

S. no Digital technology Usage

1. Big data Used to store COVID data in digital form.
Data stored can be used to make quick decisions.
Electronic health records can be maintained.

2. Cloud Data description using internet.
On-demand data storage for remote diagnosis.

3. Sensor technology Data acquisition.
Health monitoring.

4. Actuators Parameter control.
Maintains accuracy.

5. Artificial intelligence Detection and classification.
Prediction.
Data visualization.

6. Software Improves patient care.
Disease diagnosis.
Medical history.

7. Virtual/augmented reality Digital imagery/audio information.
Improves patient safety and service quality.

In the second approach, rule-based methodology based on the collected data is 
proposed. A rule base is created based on the expert’s opinion and clinical guide-
lines. Symptoms are matched with the data in rule base to grade the severity of 
COVID-19 patients. Data collected from sensors is transmitted using a cloud infra-
structure for data visualization and real-time tracking.

Authors in [19] review the application use cases of IoT-enabled healthcare in 
COVID pandemic. Further the use of various digital technologies for IoMT during 
COVID is listed in Table 2.

In [20], a Health 4.0 framework is formulated to improve the treatment and pre-
vention of COVID-19 disease. To enhance the diagnosis, a four-stage IoT pipeline 
is proposed. Data collection from wearable, data transmission over a network, data 
processing using feature engineering, and assisted decision-making using AI are the 
steps involved in the pipeline. The framework is illustrated in Fig.  10. In using 
medical robotics in assisted surgery, emergency ambulatory care is also analyzed.
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Fig. 10 Health 4.0 framework for building expert systems in COVID-19 pandemic

Table 3 Technologies used in Health 4.0 framework

S. no Actors Technology Usage

1. Caretaker Smartphones Remote monitoring
2. Hospital Software Data entry and tracking
3. Patient Sensors and smart implants Data collection
4. Robot AI and computer vision Surgery
5. Cloud Higher-end computing resources Data storage

The technologies used in IoT architecture at various actors, in a Health 4.0 
framework, are listed in Table 3.

In [21], IoT and early warning system are used to strengthen the remote health 
monitoring of COVID-19 patients. In addition, the challenges associated with 
remote monitoring are analyzed and listed as follows:

• Precise identification of health deterioration and risk conditions.
• Patient-specific analysis based on the health condition and previous medical 

history.
• Customizing assessment methods and devices in a wireless infrastructure.
• Scalability – To support concurrent monitoring of COVID patients, as disease 

spreading is quick.
• Component failure in IoT framework.
• Reliability of network infrastructure in rural areas.
• Accuracy of prediction and issuing early warning signs.
• Data confidentiality while sharing data from sensors to cloud.
• Integrating the sensor data to legacy systems available in hospitals.
• Usage of low-cost IoT framework that suffers from speed, memory, and process-

ing issues.
• Power and energy requirement of sensors and controllers used.

A mobile-based framework COVIDApp in [22] is used for early detection and 
rapid tracking of cases in COVID-19 pandemic. Further, remote monitoring using 
mobile application is also proposed for remote deployment of protocols. The details 
of the patients are collected through a questionnaire. Based on the options given in 
the questionnaire, a rule-based approach is used to grade the presence or absence of 
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COVID based on collected symptoms. Further follow-ups and treatment are sug-
gested based on the severity.

A mobile-based m-health monitoring system used for monitoring the vital 
parameters in elderly people is experimented in [23]. Video consultations, vital 
monitoring, self-tracking, and informing the caregivers are the services offered by 
mobile health monitoring systems.

 Robotics and AI Technologies in COVID-19 Pandemic

Robotics and AI were vastly used for the betterment of the situations during 
COVID-19 pandemic in various use cases as shown in Fig. 11. A detailed literature 
in [24] analyzes the impact and use of robotics and AI in COVID-19 pandemic in a 
remote monitoring scenario.  An overview  of Robotics and AI technologies pre-
sented in [24] is discussed in the following section.

Fig. 11 Robotics and AI use cases in COVID pandemic
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In diagnosis, rapid testing was extremely useful in diagnosing the infection. 
Though it is very much essential to identify the infected people, it was the most 
challenging task during the pandemic as the direct contact with the affected people 
increases the chance of getting viral infection and also lack of medical resources. To 
overcome the difficulties faced in those situations, contactless collection of samples 
could be done remotely with the help of robotic technology to minimize the chances 
of getting the infection.

AI algorithms may be used to prioritize and expedite the testing of suspects, 
allowing for more testing to be done with less labor.

Another way of combining medical imaging modalities such as X-ray, CT, and 
processing techniques along with AI algorithms can be used to assess the persons 
with suspected symptoms [25].

Many literatures suggested various learning-based classification models incor-
porating linear/nonlinear classification models using CT and/or X-ray images for 
early detection of COVID-19 infection and reported good results. In the same way, 
many deep learning-based models for COVID detection have been proposed and 
revealed promising results. Also, some of the researchers have introduced some 
hybrid techniques combining normal machine learning models and customized 
deep CNN architectures to improve the performance of the detection. Few of the 
transfer learning methods also proved to be better for detection. Another set of 
researchers have focused on combining the features of both lung CT and chest 
X-ray images to improve the detection performance.

Apart from the features from those images, for COVID-19 screening, AI algo-
rithms have been used to combine some of the acoustic signal properties such as 
cough, speech, breathing, voice, and so on. The COVID Symptom Study is used to 
predict COVID symptoms by comparing user’s symptom with COVID-positive 
patient symptoms. More than three million users used the app to report their health 
issues, indicating that it was well received.

Lab-on-a-chip device integrated with laboratory functions can be used for ana-
lyzing the sample and making quick decision for COVID screening in a single chip.

 COVID-19 Risk Assessment

Coronavirus has different effects on different people. Some people, for example, 
may not require extensive medical care, treatment, or consultation. Other individu-
als, particularly the elderly and the frail, require extra attention and a timely reaction 
from the service provider to survive. However, determining the severity of 
COVID-19 is a difficult task. AI-based approaches (ML or DL) have also been 
expanded to detect high-risk patients based on their preexisting health issues, respi-
ratory difficulties, and chest X-ray and/or CT image results, and a vulnerability 
index or score has been created.
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Many of the AI methods created can reliably identify whether newly infected 
COVID-19 patients will develop severe respiratory illness or whether they will have 
problems.

 Surveillance During COVID-19

Following the discovery of the first incidence of coronavirus, many countries had 
major healthcare crises as a result of this unexpected risk, since it was impossible to 
estimate the virus’s transmission, identify infection hot spots, and predict death due 
to the virus’s mutation over time. The government’s lack of preparation had exacer-
bated the problem.

It would be beneficial for policymakers to act proactively and take the appropri-
ate procedures if it were feasible to foresee the spread. In this regard, AI approaches 
can be quite beneficial in evaluating the geographical distribution of viral infection 
and identifying groups and hot spots. These data may be used to identify susceptible 
zones in various zones.

Individuals have been monitored using AI-powered contact tracking applications 
to identify risk and anticipate the disease’s future course of action. In comparison to 
the traditional medical data reporting system, which can establish effective strate-
gies for preventing the spread, epidemiological data may be analyzed swiftly by an 
AI tool to detect the COVID-19 transmission networks.

To monitor social distancing, a variety of AI-enabled smartphone applications, 
vision-based robotic solutions, and wearable devices were developed.

Customized, fully autonomous patrol robots have been developed to replace 
human patrols, particularly in risky areas to run inspections. They can monitor body 
temperature and social distancing and also check whether people are wearing facial 
mask and alert the concerned authorities to take real-time initiatives.

Guangzhou Gosunch Robot Company developed an IoT-based 5G patrol robot 
equipped with infrared thermometers and five high-resolution cameras deployed in 
China to monitor the prevention measures of COVID-19, which can scan high tem-
peratures of about ten people within a 5-meter radius. Steps involved in social dis-
tance monitoring are presented in Fig. 12.

Fig. 12 Steps involved in social distance monitoring in real time
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 Telehealth Care Services During COVID-19

During the COVID-19 crisis, telemedicine was regarded one of the most crucial 
necessities. Tele-robotics has aided frontline employees in a variety of activities, 
reducing the transmission of disease by reducing intimate contact with patients.

Telehealth services including telesurgery, teleconsultation, teleultrasound, self- 
checker services, telepresence robots, and AI chatbots have been widely employed 
in hospitals to relieve demand in healthcare departments.

CRUZR, an interactive robot created by the Belgian firm Zo-raBots, can approach 
guests, detect temperature, and converse with them in one of 53 languages. It can 
also do and learn the repeated tasks that medical personnel must perform.

Drug and fluid delivery into the blood vessels can be achieved using robotic 
tabletop designed by Rutgers.

Medical robotic devices in conjunction with AI and image acquisition systems 
can perform the above tasks in less time.

.

 Delivery and Supply Chain During COVID-19

Autonomous delivery robots are used in hospitals for various tasks to enhance the 
transfer of drugs, collection of samples, and dissemination of medical reports. 
Integrating self-driving robots into the supply and delivery chain can help to protect 
patients and medical workers while also easing the burden on healthcare 
professionals.

Phollower 100, an autonomous mobile delivery robot developed by Photoneo, a 
Slovakian company, is used to distribute medicines, laundry, etc. in hospitals and 
healthcare centers. Delivery robots are also used for enhancing delivery and supply 
chain. Steps involved in RPA in supply chain management are shown in Fig. 13.

RPA, often known as software robotics, is a method of automating business pro-
cesses while eliminating the need for human participation. RPA replaces frontline 
staff’s repetitive, monotonous, and time-consuming duties such as testing and diag-
nosis, ensuring more efficient use of human resources. To deliver advanced gover-
nance services, it also ensures enhanced efficiency and scalability while lowering 

Fig. 13 Use of robots in supply chain management in COVID-19 service automation
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operational expenses and reducing the frequency of mistakes. Use of RPA in 
COVID-19 scenario is depicted in Fig. 14.

RPA is used for medical record collection from patients and transferring records 
to concerned department for reducing manual errors.

The advantages of RPA are enlisted below:

• Automating appointment.
• Electronic health record maintenance through patient registration.
• Remote health monitoring.
• Fasten vaccine development.
• Enhance stock and supply chain management.
• Automating paperwork and reducing workload.
• Ease payment-related tasks.

Fig. 14 Use of RPA in COVID pandemic
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 Disinfection

Robots can be deployed for spraying disinfectant to control infection in the possible 
disease-contaminated areas. Many disinfectant robots manufactured by UVD 
Robots, Nimbus robot, Xenex, and Youibot are currently used as disinfectant robot 
in market.

 Research and Drug Development

Robotics can be used in mass manufacturing of drugs and vaccines to contain 
COVID-19 infection at a faster rate. Data collected from patients can be processed 
using AI algorithms such as machine learning and deep learning to aid decision- 
making from structured and unstructured data. Vaccine research, protein structure 
analysis, and analysis of drug target interaction can also be empowered using AI 
techniques.

 Conclusion

COVID-19 is a deadly disease which created a huge impact in the lives and the 
medical infrastructure of developed and developing nations. The use of WBAN, 
IoT, AI, and robotics technology to enhance remote monitoring is detailed in this 
chapter.

It is observed that sensors in wireless body area networks play a very important 
role in closely monitoring the patient’s body condition during COVID-19 remotely.

Most wireless body area network and IoT applications integrate with microcon-
troller and Android applications for processing and real-time display work. Different 
machine learning algorithms are used to identify whether the patient is affected or 
not affected. Cellular networks and LoRa technology are implemented in some sys-
tems to transmit the sensed information to the office of the health professional. Fast 
history access of the patient by the physician is also possible. Due to the equivalent 
development of wearable technology, infected patients can go and do their regular 
routines. A lot of research is going on to combine WBAN with virtual reality, cogni-
tive radio, and 5G technology. By incorporating stronger security algorithms into 
WBAN, it makes the work of health professionals easier and tries to make patients 
also work during the quarantine, thus increasing the country’s economic growth.

The use of IoT for improving the health infrastructure in remote health monitor-
ing through data collection, data analysis and processing, and data transmission to 
cloud is the basic step in IoT framework irrespective of the architecture.

AI and robotics technology are used for various use cases in COVID-19 pan-
demic. Disease diagnosis and prediction is enhanced using machine learning and 
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deep learning algorithm. Robotics technology is used for disease containment, 
accelerating medical research and mass production of vaccine.

Future work is to develop an expert system by integrating WBAN, IoT, AI, and 
robotics for betterment of people suffering from pandemic and epidemic diseases.
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 Origin and Background of Diseases

A medical condition that generally affects the normal structure or function of an 
organism and is related to specific signs and symptoms is termed a disease. This 
may be due to any external factor or internal body disorder resulting in pain, dys-
function, injury, or syndrome. It represents the impairment of the body’s normal 
homeostatic balance.

The different stages of a disease are its:

• Etiology
• Pathogenesis
• Morphological changes
• Corresponding functional alterations associated with the changes

 Classification

Diseases are classified into majorly four types:

 1. Infectious diseases are illnesses caused by pathogens and their toxic products 
such as bacteria, viruses, fungi, or parasites, e.g., COVID-19.

 2. Deficiency disease or malnutrition disease is caused due to deficiency, excess, or 
imbalance of nutrients affecting body tissues, e.g., anemia.

 3. Hereditary disease or metabolic disease gives rise to alterations in the gene or 
abnormality in chromosomes. The two subtypes under this category are genetic 
and nongenetic diseases, e.g., hemophilia.

 4. Diseases caused by abiotic factors (cold, high temperature, low pH) as well as 
nutritional imbalances are termed physiological diseases. The organs and organ 
systems of the body do not function properly leading to illness, e.g., diabetes.

There are other ways of disease classification.

 1. Based on spread, diseases are classified as follows:

• Communicable disease involves the transmission of the pathogen from an 
infected host through various modes of transmission, e.g., HIV infection.

• Noncommunicable diseases do not spread from individual to individual, 
e.g., cancer.
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 2. Based on the time frame, diseases can be classified as follows:

• The acute disease appears suddenly and persists only for a short term from a 
few days to weeks, e.g., common cold.

• The chronic disease develops gradually and persists for long periods usually 
from months to years, e.g., arthritis.

 3. Based on the cause of the disease, the disease can be classified as follows:

• A primary disease that occurs due to some initiating cause of illness, e.g., 
common cold.

• Secondary disease arises due to the complication caused by the primary dis-
ease or its underlying cause, e.g., rhinitis can be due to a common cold or 
bacterial infection.

 4. Based on the body system, diseases are classified as follows:

• Insanity on mental illness comprises a broad range of diseases which includes 
emotional imbalance, behavior disturbance, logical dysfunction, or cognitive 
impairment and can be biological or psychological, e.g., depression.

• Organic diseases can be brought about by the structural or functional changes 
to the organ systems of the body, e.g., stroke.

 5. Based on the extent, diseases can be classified as follows:

• A localized disease is confined to one part of the body, e.g., eye infection.
• Disseminated disease indicates the spread of disease from the site of its origin 

to a distant site, e.g., cancer.
• The systemic disease affects the entire body leading to illness, e.g., blood 

pressure

The course of a disease in an individual is the time taken from the inception of the 
disease until its complete recovery or eventual death. The progression of a disease is 
a set of biological events right from its etiology (cause) to the outcome (recovery or 
death). The important perspectives to characterize the history of a disease are that of 
the family doctor who can analyze the presence of health issues in an individual and 
that of an epidemiologist who can discover the occurrence of new diseases and their 
solutions by using health records and biostatistical information [1].

 Phases of Disease

There are three phases in the progression of the disease.

 1. Pre-pathogenic period – In this period, the disease arises but the person will not 
present any symptoms related to the disease in their body. So, the body condi-
tions, causative agent, and the environment play a major role.
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 2. Pathogenic period – In this period, alteration in the person’s body tissue origi-
nates but the person doesn’t yet find out any clinical signs of the disease. It 
includes two sub-phases.

 – The incubation period is a fast-evolving phase from hours to days and is the 
time taken for the disease-causing agent to propagate and produce symptoms 
after exposure to the pathogen in the host.

 – The latency period or pre-infectious period is a very-slow-evolving phase 
lasting from months to years and is the time taken to become infectious and 
capable of transmitting the disease.

 3. Clinical period – In this period, the patient shows clinical signs and changes, and 
the pathology of the disease keeps continuing without treatment and can result in 
recovery, disability, or fatality. It includes three sub-phases.

 – Prodromal  – Denotes the clinical beginning of the disease where the first 
symptoms appear

 – Clinical  – Indicates the appearance of specific symptoms which could be 
identified by the physicist to choose the right treatment protocol either to treat 
the patient or to avoid any long-term damage

 – Resolution – Represents the terminal phase where the disease can completely 
resolve or progress to an advanced stage or can result in death

 Transmission of Infection

This process follows the three factors mentioned below:

 – An infected individual.
 – A vulnerable individual.
 – An effective contact between the infected and the vulnerable individual is such 

that the infected individual affects the vulnerable individual.

The number of effective contacts made in unit time in a given population is 
termed effective contact rate (β). It is nothing but the multiplication of total contact 
rate (γ) (whether effective or not) and the risk of infection transmission (р) and is 
given by the expression

 B p� ��  (1)

Infectivity is the ability of an infectious agent to get access and amplify in the host 
causing an infection. Transmissibility is the chance of transmitting an infection 
from the infected one to the susceptible individual and can spread either by the com-
munity or local transmission. In community transmission, the epidemiological link 
among a group of people causing the spread of infection is not known, whereas 
in  local transmission, the origin of infection within a specified location can be 
identified.
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 Routes of Transmission

The routes of disease transmission between different populations are essential to 
know about the patterns of contact and the spread of the disease based on social- 
economic and cultural conditions. The disease-causing agent can be transmitted in 
either of the following ways:

 – Horizontal disease transmission – Infection can be acquired from the environ-
ment or unrelated people in the same generation either through direct or indirect 
contact.

 – Vertical disease transmission – It is the passage of the infectious agent from the 
mother to the offspring which can be intracellular or extracellular.

 – Mixed-mode disease transmission – Disease transmission can be vertical as well 
as horizontal depending upon the host density which can be low or high, 
respectively.

Mode of disease transmission can be in the following ways:

 1. Airborne infection – Refers to the transmission of very small dry and wet aero-
sols of size less than 5 μm that spread through evaporated droplets which can 
remain living in the environment for long periods and can affect the upper and 
lower respiratory tract, e.g., tuberculosis.

 2. Droplet infection – Transmission of a respiratory droplet is the most common 
route for respiratory infections produced by coughing, sneezing, or talking by 
infected hosts, wherein small and wet particles of size larger than 5 μm remain 
in the environment for a limited period over minimum distances. It can be trans-
mitted either directly to the susceptible mucosal surface or indirectly through 
contact with the contaminated area, e.g., coronavirus.

 3. Direct physical contact  – Direct contact happens through skin-to-skin touch, 
kissing, and sexual contact and can lead to a variety of infectious and contagious 
diseases, e.g., syphilis.

 4. Indirect physical contact – Also referred to as vehicle-borne transmission char-
acterizes the spread of infection through the contamination of insensate objects, 
which can act as vehicles transmitting the infection either through a vector or an 
intermediate host, e.g., malaria.

 5. Transmission by other organisms – Transmission is usually through a vector that 
may be of mechanical or biological origin and is not responsible to cause disease 
on its own but can spread infection by transmitting pathogens from one person to 
another, e.g., rabies.

 6. Fecal-oral transmission – This mode of transmission poses a serious health risk 
for people where the fecal particles pollute food and water so that the pathogen 
transmits from one person to the mouth of another due to poor sanitation and 
personal hygiene, e.g., cholera.
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 Morbidity and Mortality Rates

The two important and commonly used terms in epidemiology are morbidity and 
mortality which are denoted as a proportion or rate and represent the frequency and 
severity of a specific disease condition [2].

• Morbidity is defined as a state of having a particular illness or complication 
which is an unnatural consequence of a disease or treatment. It can be acute or 
chronic and can be presented either as the incidence or prevalence of a disease, 
e.g., heart disease, stroke, diabetes, obesity, and infection.

• The morbidity rate represents the rate of disease occurrence in a population and 
evaluates the overall health of a population and their health care requirements:

 

Morbidity rate
Number of casesof diseaseor injury or disability� �
� ��

� �Total population
 (2)

• Mortality indicates the number of deaths caused due to a specific illness or dis-
ease condition, e.g., in 2020, COVID-19 will be a remarkable cause of mortality.

• Mortality or death rate measures the count of deaths in a specific population 
scaled to the total population per unit of time.

Increased human and animal interaction due to expanded global trade events has 
resulted in the transmission of zoonotic pathogens and facilitated the continuous 
transmission of infections among mankind. The progressive population escalated 
the exposure and spread of novel illnesses to the increased risk for outbreaks, epi-
demics, and pandemics [3].

Let us review the significant terms for disease occurrence and transmission in 
various geographical regions [4].

• An endemic refers to the predictable rate of a disease condition that is present 
consistently among the population, e.g., malaria.

• An outbreak is a sudden rise in the count of people presenting a disease. It may 
occur in one place or extend widely and can last for days to years. It may be new 
to the community or has been absent for a long period, e.g., influenza.

• An epidemic spreads quickly to a large population over an extended geographic 
area and is considered an outbreak, e.g., polio.

• A pandemic spread across countries and continents affecting mankind globally 
and is an epidemic, e.g., COVID-19.

The mechanism of cross-species pathogen transfer relies on different phases.

 – Phase 1 – The infectious agent infects animals particularly.
 – Phase 2 – The pathogen progresses and enters the human system, but without 

human-to-human transference.
 – Phase 3 – A few cycles of secondary infection occur between humans.
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 – Phase 4 – Infection persists in animals although long periods of secondary infec-
tion exist among humans but without the presence of animal hosts.

 – Phase 5 – Infection persists in humans exclusively.

 Pathogens of Bacteria and Virus

The risk of pathogen transmission, in turn, depends upon the animal host carrying 
the infectious agent, the type of cross-species interaction, and its probability. The 
most notable past pandemics that have distressed mankind in world history include 
plague, cholera, influenza, smallpox, HIV and AIDS, and coronavirus disease [5] 
which are shown in Table 1.

 Plague or Black Death

Gram-negative rod-shaped facultative anaerobic bacteria Yersinia pestis causes 
plague which infects rodents and mammals through fleas. Fleas feed on infected 
rodents, receiving the bacteria which then multiplies in the flea’s gut. It regurgitates 
the blood to new rodent hosts and spreads the infection in three different routes.

 1. Bubonic – The most common form which is fatal due to an infected flea with 
flu-related symptoms (50–90%).

 2. Septicemic – The rare form affecting 10–25% of the host resulting in progressive 
infection of the bloodstream.

 3. Pneumonic – It occurs when the bacteria lodges in the lungs and is a rapidly fatal 
condition when untreated.

The three pandemic plague episodes are:

 1. The initial pandemic which occurred between 541 and 543 is the plague of 
Justinian which originated in Egypt and passed across Rome causing a high mor-
tality rate of 100 million people.

 2. In the early nineteenth century, the second plague pandemic wave called Black 
Death started in Europe and eventually caused the death of 200 million people.

 3. During the nineteenth century, the third plague pandemic existed in China and 
was endemic throughout the world in later years [6]. It is considered as a re- 
emerging infection by WHO affecting different parts of the world in a variety of 
periods and is proved to be highly fatal without immediate treatment and can be 
a major potential public threat.
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Table 1 Life-threatening diseases and their origin

Years
Epidemics/
pandemics Pathogens Vectors Death toll Location

541–543 Plague of 
Justinian

Yersinia 
pestis

Fleas associated 
with wild rodents

15–100 
million

Europe and West 
Asia

1347–
1351

Black Death Yersinia 
pestis

Fleas associated 
with wild rodents

75–200 
million

Europe, Asia, 
and North Africa

1817–
1824

First cholera 
pandemic

Vibrio 
cholerae

Contaminated 
water

1–2 million Asia, Africa

1827–
1835

Second cholera 
pandemic

Vibrio 
cholerae

Contaminated 
water

Less than a 
million

Europe, Asia, 
America

1839–
1856

Third cholera 
pandemic

Vibrio 
cholerae

Contaminated 
water

1–2 million Asia, Europe, 
Africa, and 
North America

1863–
1875

Fourth cholera 
pandemic

Vibrio 
cholerae

Contaminated 
water

600,000 Russia, Europe, 
Africa, and 
North America

1881–
1886

Fifth cholera 
pandemic

Vibrio 
cholerae

Contaminated 
water

Less than a 
million

Worldwide

1885–
ongoing

Third plague Yersinia 
pestis

Fleas associated 
with wild rodents

12–15 million Worldwide

1889–
1893

Russian flu Influenza 
A/H3N8

Avian 1 million Worldwide

1899–
1923

Sixth cholera 
pandemic

Vibrio 
cholerae

Contaminated 
water

Less than a 
million

Europe, Asia, 
and North Africa

1918–
1919

Spanish flu Influenza 
A/H1N1

Avian 17–100 
million

Worldwide

1957–
1959

Asian flu Influenza 
A/H2N2

Avian 1–4 million Worldwide

1961–
ongoing

Seventh cholera 
pandemic

Vibrio 
cholerae

Contaminated 
water

3–5 million Worldwide

1968–
1970

Hong Kong flu Influenza 
A/H3N2

Avian 1–4 million Worldwide

2002–
2003

Severe acute 
respiratory 
syndrome

SARS-CoV Bats, palm civets Less than a 
million

China, Hong 
Kong, Canada

2009–
2010

Swine flu Influenza 
A/H1N1

Pigs Less than 3 
lakhs

Worldwide

2015–
ongoing

Middle East 
respiratory 
syndrome

MERS- 
CoV

Bats, dromedary 
camels

Less than a 
lakh

Worldwide

2019–
ongoing

Coronavirus 
disease

SARS- 
CoV- 2

Bats, pangolins 5.7–23.8 
million (as of 
February 
2022)

Worldwide
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 Cholera

A Gram-negative comma-shaped facultative anaerobic bacteria Vibrio cholerae 
acutely infects the gastrointestinal tract and causes the most fatal disease called 
cholera. The bacteria reside in the small intestine producing cholera toxin leading to 
rapid dehydration resulting in hypovolemic shock and fatality. It involves the water-
borne transmission of the infection which can be mild or asymptomatic [7].

Cholera remained endemic in Asia up to 1817 and then became a pandemic 
spreading and infecting different parts of the world leading to seven cholera pan-
demics due to increased globalization and foreign trade resulting in a fatal condi-
tion. Cholera cannot be completely eradicated, and its persistence is due to poor 
living conditions and proper sanitation and inefficient sewage systems. Also, 
changes in the ecosystem and climate favored genetic exchange protocols in Vibrio 
cholerae making them more virulent causing mild to life-threatening infections 
leading to a potential threat for mankind.

 Influenza or Spanish Flu

Influenza viruses are enveloped RNA viruses (single, negative sense) belonging to 
the Orthomyxoviridae family coding for ten structural and nonstructural proteins 
causing severe illness and death worldwide. Influenza virus consists of four strains: 
A, B, C and D. Strains A and B types cause outbreaks in tropical areas and seasonal 
epidemics in temperate areas. They show asymptomatic or mild or classical illness 
and cause approximately 5 lakh deaths. They may also show severe illness and 
pneumonia along with secondary bacterial infection with Streptococcus and 
Staphylococcus species and Haemophilus influenzae. Strain A is endemic in 
humans, birds, and pigs [8].

Reassortments and genetic rearrangements lead to the antigenic shift resulting in 
the origination of new subtypes of virus influencing spontaneous human transmis-
sion and may result in a pandemic. The hit of a pandemic was majorly due to trans-
mission and pathogenicity of the different types of strains and the vulnerability of 
the people which varied among different age groups and their earlier exposure to the 
virus. The constant modification and interchange of genes between different species 
of the influenza virus along with cross-species transmission is a critical challenge 
for the origin of new strains of avian virus causing low pathogenic and highly patho-
genic avian influenza virus strains.
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 Smallpox

It was an acute, contagious, and deadly infectious disease caused by two strains of 
variola virus, namely, Variola major and Variola minor, belonging to the 
Orthopoxvirus family. Initial symptoms of infection were common to all viral dis-
eases and the smallpox virus attacks skin cells leading to the formation of character-
istic pimples which then spreads throughout the body ranging from ordinary, 
modified, malignant, or hemorrhagic forms. Pieces of evidence showed that the 
disease occurred in outbreaks and there were 500 million deaths in the last hundred 
years of its existence and it was completely eradicated globally in 1980.

 HIV or AIDS

Human immunodeficiency virus falling under retrovirus family causing acquired 
immune  deficiency syndrome (AIDS) is considered a global epidemic infecting 
37.9 million people including adults and children less than 15 years of age as of 
2018. The most affected region is Sub-Saharan Africa. The pandemic is heteroge-
neous within regions, with some regions more affected than others. After the initial 
infection, the person may experience a short period of influenza-like symptoms fol-
lowed by a long incubation period with the progression of infection, and the immune 
system gets weakened, thereby elevating the risk of other common infections, invit-
ing opportunistic infections and tumors associated with severe weight loss. This 
disease has a large impact on society as well as the economy.

 Coronavirus

The novel coronavirus termed severe acute respiratory syndrome coronavirus 2 
(SARS-CoV-2) belongs to the Coronaviridae family infecting animals and humans. 
They have enveloped RNA virus (+ sense, single-stranded) and include four gen-
era – Alpha, Beta, Gamma, and Delta variants. The virus was identified from an 
outbreak in China in Wuhan city causing the coronavirus or COVID-19 pandemic. 
The virus is of zoonotic origin from bats and related mammals. Human coronavirus 
can lodge in the upper and lower respiratory tract causing severe respiratory system 
diseases and sometimes to a lower extent can also cause gastroenteritis, although it 
is rarely fatal. It spread globally to more than 390 million people causing 5.72 mil-
lion fatalities making COVID-19 one of the deadliest diseases in world history. The 
symptoms range from mild to deadly conditions including fever, dry cough, and 
tiredness and are transmitted by small airborne particles enclosing the virus. Virus- 
infected people can transmit the disease for 10  days even if symptoms do not 
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develop. So, vaccination, social distancing, wearing of face mask, and quarantining 
are the recommended preventive measures to combat the coronavirus [9].

The common cold is caused by the Alpha-coronavirus genus, whereas the Beta- 
coronavirus genus causes severe respiratory tract infection. In addition, Beta- 
coronavirus includes three pathogenic strains of virus, namely:

 1. Severe acute respiratory syndrome coronavirus (SARS-CoV)
 2. Middle East respiratory syndrome coronavirus (MERS-CoV)
 3. Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the causative 

factor of COVID-19 inducing dreadful pneumonia

SARS-CoV originated in China and the natural reservoirs were bats and interme-
diary hosts were palm civets before human infection. The transmission was nosoco-
mial and caused influenza-related symptoms. The major cause of fatality was 
respiratory failure and patients infected also showed pneumonia and watery 
diarrhea- causing serious threats. MERS-CoV showed its first emergence in Saudi 
Arabia. Bats were the prospective animal reservoirs and Arabian camels were the 
intermediary hosts infecting humans showing clinical illness from moderate to dras-
tic pulmonary disease.

SARS-CoV-2 pandemic causing COVID-19 involving bats as an animal reser-
voir and pangolins as animal host before virus transmission to humans. COVID 
infection is asymptomatic and can show a range of mild symptoms to common 
complications affecting the major organs like the heart, lungs, and liver and can 
result in life-threatening conditions.

 Disease Management System

The spillover of zoonotic organisms and the transmission dynamics of infection to 
mankind are remarkably escalating due to various factors such as globalization, 
trade of animals, animal-based food products, land use and urbanization, modifica-
tions in the living habits of the pathogen, and increased animal-human interac-
tion [10].

This may pose new threats and challenges to public health, and there will be 
recurrence of epidemic and pandemic diseases. To control the spread of various 
diseases and to have a check over the increase, numerous protocols have been 
devised for disease management.

• Water, sanitation, and hygiene (WASH) programs to ensure safe drinking water 
access, effective sanitation methods, and hygiene practices.

• Vector control program targeting immature or adult stages of vector to control 
the spread of infection.

• Global surveillance program for quick detection of pathogen spillover to avoid 
cross-species transmission.
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• Global virome project began to encounter viral transmission and to develop 
pathogenicity markers for life-threatening viruses.

• Next-generation sequencing of viral genome analysis to enhance novel virus 
detection and characterization of the virome in the respiratory system.

• Vaccine development and their clinical trials.

In the pandemics, healthcare companies have initiated the use of big data analyt-
ics and prediction tools to better understand the pathogen and cross-species infec-
tion transmission. Thus, healthcare settings expanded the use of predictive 
algorithms and models to gain insight into the risks and outcomes of disease and the 
potential impact of the pathogen on humans.

 Role of Expert Systems

The expert system is one of the major applications in predicting the pandemic and 
epidemic illness. An expert system predicts the thoughts and behaviors of an indi-
vidual or organization having experience in a specific sector. It contains the prior 
knowledge and also a set of procedural guidelines as a base for each unique case. 
The major qualities of an expert system are a representation of the user data, infer-
ence, and detailed explanations which are all terms that come to mind when think-
ing about the user interface, etc. The advantages of an expert system are higher 
dependency, fewer errors, lower costs, a smart database, and lower risk. Even though 
there are many benefits, certain limitations lack common sense without artificial 
intelligence (AI) [11].

The ultimate focus of an expert system-based medical decision tool is to protect, 
cure, and identify diseases. The evidence obtained through such a system can be 
taken as a second opinion which could support the doctors and medical specialists 
in clinical decision-making. Among the existing algorithms and predictive tech-
niques, AI is the most promising one, where the infectious disease dataset will be 
collected in various forms and given as input. Based on the inputs, AI can predict 
disease like how mankind thinks and acts. However, in a few scenarios, unpredicted 
parameters are evolved during the transmission of infectious diseases such as influ-
enza, severe acute respiratory syndrome (SARS), etc. Hence, it is difficult for AI to 
predict results in the early stage, especially in cancer and lymphoma diagnosis. In 
such conditions, AI encompasses machine learning as a subdomain in the medical 
expert system for the early prediction of infectious disease using Bayesian distribu-
tion, artificial neural network (ANN), and so on. From Fig. 1, the expert system 
containing mathematics modeling, machine learning, and AI can be used to forecast 
numerous types of diseases. To reduce the spread of contagious diseases, standard 
operating procedures (SOP), self-testing, and quarantine are not sufficient. Rather, 
mass screening through a noncontact ecosystem would be the best alternative by 
adopting AI.
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Fig. 1 Medical expert system

 Mathematical Model for Predictive Modeling

Epidemic and pandemic diseases spread easily. Their outburst in the environment is 
due to the emergence of mass level interaction of pathogens and host bacteria in the 
atmosphere. To predict the pandemic disease, different types of modeling are avail-
able. Some of the specific components of spread can be predicted by mathematical 
models like compartment-based susceptible, infectious, and/or recovered (SIR) 
model, contact network model, disease control model, and many more. Mathematical 
modeling will follow particular rules depending on the behavior of diseases; it will 
also help us for the prediction of disease easily.

 Compartment Model

Since 1921, the compartment model has been used to detect infectious diseases like 
influenza, Ebola, and end-level kidney disease. In this model, different compart-
ments are combined and the comparative study on the different compartments from 
the predicted results can be easily done. SIR is the most important model used to 
predict measles and Nipah viruses accurately compared to other mathemati-
cal models.

SIR Model

The most widely used compartment model for infectious disease is the susceptible- 
infected- removed model [12]. Since individuals fall into any one of these catego-
ries, the SIR model is a basic predictive tool, primarily functioning on individual 
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Table 2 SIR model-based prediction tools

Predictive tools in a compartment model Diseases predicted
Prediction 
accuracy (%)

SIR model (pandemic disease) Measles, Nipah virus infection, 
Asian influenza, and so on

93

SIS model (disease not having permanent 
immunity like a seasonal disease)

Viral fever, cold, cough 96

Vertical transmission (where children got 
infected from parents)

AIDS and hepatitis 93.2

Vector transmission (not spread by human 
to a human directly)

Malaria, swine flu 94

concern reports. This model represents the probability of the disease spreading 
using the data of affected S(x), prone to get infected I(x), and recovered R(x) indi-
viduals. The SIR model has been tested with the COVID-19 dataset to predict the 
test results [13]. The SIR model starts to work when there is a combination of the 
number of people who got infected and people having the possibility of infection 
and runs until there is a change in this combination. The result is obtained from the 
count of the patient cured and the death rate of patients affected by this pandemic 
disease and is statistically represented. If the epidemic disease is spread worldwide 
in one shot or even if the mortality rate is very high, the SIR model can be recom-
mended as a predictive tool. Thus, the model can estimate the rate of recovered 
individuals, thereby determining the rate of infectious disease. Table 2 shows the 
predictive disease accuracy done on various predictive tools in the SIR model.

Limitations:

• The pathogen’s characteristics change due to age, environmental conditions, and 
genetic and environmental factors.

• It does not consider the latent period followed by exposure.
• It severely assumes the population with no migration and the number of deaths 

and birth apart from epidemics.
• Quantification of uncertainty cannot be expected in this model.

 Other Mathematical Models

As shown in Table 3, mathematical modeling can be used as a predictive tool in a 
variety of ways [14].

 The Implication of Machine Learning Algorithms

In recent years, machine learning algorithms have been utilized as a predictor of 
infectious disease during pandemics and epidemics. Machine learning is the best 
use of AI in which all the input is given to the computer, which then learns and 
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Table 3 Mathematical modeling used for predictions

S. no Types Methodology/algorithm Applications Accuracy (%)

1 Mathematical tools for 
biochemical biomarkers

Receiver operator curve 
analysis, logical regression 
analysis

Ebola, AIDS, 
influenza

88

2 Dynamic modeling Discrete-time epidemic 
modeling

Measles 95

3 Epidemic chain models Chain model Chicken pox, 
measles, mumps

93.2

4 Reversible jump Markov 
chain Monte Carlo 
methods

Bayesian network Staphylococcus 94.3

begins to react based on the data and is also capable of predicting future disease 
progression. Unsupervised and supervised algorithms are two types of machine 
learning algorithms [15].

 Supervised Algorithm

A supervised algorithm predicts an undefined disease based on the input informa-
tion that the expert trains over the output. Examples of supervised algorithms 
include Bayesian, ANN, support vector machine (SVM), K-nearest neighbor, con-
volutional neural network (CNN), multimodal logistic regression, and linear regres-
sion (LR).

The Bayesian Networks

The Bayesian network model is a fundamental and one of the most effective machine 
learning algorithms with 97% accuracy for predicting and interpreting diseases 
[16]. It represents the numerous connections between nodes, where each node has 
its own set of variables. Both statistical data and simply accessible algorithm frame-
works, such as STAN, Web Ontology Language (OWL), Semantic Web Rule 
Language (SWRL), naive Bayes, and the random forest method are used in Bayesian 
analysis. For convenience, graphical data can be depicted to deliver the right predic-
tion for various forms of terrible diseases as shown in Fig. 2 [17].

The Bayesian network is mostly used to analyze unpredictably large amounts of 
data as well as to develop forecasting algorithms for specific diseases. The STAN 
Bayesian network has been built using the available medical dataset and the knowl-
edge of experts. HMC sampling is the primary tool used in STAN to diagnose epi-
demic and pandemic diseases quickly and accurately. When compared to other 
Bayesian networks, the result obtained with this probabilistic programming 
approach is accurate [18]. The expert must anticipate the disease using two web 
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Fig. 2 Diagnostic tools for mass screening

languages, OWL and SWRL, based on medical facts [19]. Both web languages are 
knowledge-based prediction tools, and they can be combined with a Bayesian net-
work to provide an outcome.

Other Machine Learning Methods

There are various other machine learning methods for disease prediction. They are 
as follows:

 (i) Artificial Neural Network (ANN)
An ANN based on the Internet of Things (IoT) was created to forecast dis-

eases like typhoid and severe acute respiratory syndrome (SARS). The devel-
opment of an ANN network was based on the user’s perception to improve the 
quality of life for those suffering from life-threatening diseases [19]. It is the 
algorithm that will revoke the working of the human brain as a network to find 
a solution from it. It was built using ten types of networks and different hidden 
layers for the early diagnosis of Middle East respiratory syndrome (MERS).

 (ii) Support Vector Machine (SVM)
SVM works on the available input data and can classify the disease condi-

tions into two categories of infected and not infected groups. There are two 
optimizations in SVM, namely, linear and quadratic, based on the division of 
data into groups. If the data are separated equally, it will be classified under 
linear optimization otherwise quadratic optimization [20]. In quadratic 
 optimization, kernel values are used to obtain different results. SVM classifier 
can be used as a predictive tool so that it can identify the pandemic disease-
related microRNA [21] and DNA variation of the specified disease. Therefore, 
these are the two important vital parameters needed to identify or classify at 
the molecular level for the prediction of the spread of disease.
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 (iii) K-Nearest Neighbor (KNN)
The KNN classification model can be used even when the dataset is 

unknown. It is completely based on the K values of the nearest neighbor data 
values, which are determined using the Euclidean distance. Once the dataset is 
available, the “K” similar neighbor in the unknown dataset can be identified 
and classified based on the correlation of “K” values. The K-nearest neighbor 
algorithm has been used to predict diseases such as Parkinson’s and acute leu-
kemia [22].

 (iv) Convolutional Neural Network (CNN)
Convolutional neural networks (CNN) are automatically made up of numer-

ous levels such as pooling, convolution, and fully connected layers, and with 
these features, disease prediction can be extracted from a back-projection algo-
rithm. The input data for the network includes a dataset of symptoms. In com-
parison, the results showed that CNN is 85% more accurate than KNN because 
other factors, such as time and memory, were required in the K-nearest neigh-
bor method.

 (v) Multimodal Logistic Regression
Once trained, this network is the best method in biological sciences as the 

multimodal LR mostly uses the dependent variables, namely, regression and 
classification variables [23]. From each modal, common features can be cho-
sen for multiple variables. Multimodal or multi-task logistic regression finds 
application in the study of Alzheimer’s disease and cardiac arrest [24].

 (vi) Linear Regression
Usually, independent variables can work on linear regression. If there are 

two variables present in the same application, then linear regression can be 
used so that a comparative study could be made between them [25]. Depending 
on the type of application employed, the algorithm can differentiate between 
linear and logistic regression. In Table 4, the various machine learning tools 
used for the prediction of the pandemic disease with their accuracy level are 
depicted [26].

 Unsupervised Algorithm

The unsupervised algorithm is used to analyze and aggregate unlabeled symptom 
datasets of diseases. Using this algorithm, the identification of hidden patterns and 
data grouping can be accomplished without the assistance of a human being. The 
two techniques involved in unsupervised algorithm are as follows:

Clustering

It is the process of combining similar datasets into one cluster and dissimilar datas-
ets into another cluster. Depending on the common characteristics, clustering can be 
done easily for the prediction of the disease, e.g., chronic diseases like diabetes.
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Table 4 Machine learning tools used for the prediction of disease

S. no

Machine 
learning 
tools Techniques

Predicted 
disease

Percentage of 
prediction

1 ANN Three-layered network with 1000 
hidden layers, under the curve 
(AUC) specificity, and predictivity 
are determined

Breast cancer, 
Naples plague, 
SAARC, H1N1 
Flu

P curve value almost 
accurate to expert 
result
AUC = 0.939 
(P < 0.001)

2 SVM Select the set of variables and 
classify the individual into two 
categories. C-I (infected) vs C-II 
(not infected/maybe infected). The 
classification was done on common 
variables for pandemic diseases

Respiratory 
syndrome, 
MERS, Ebola, 
flu

93.34%

3 K-nearest 
neighbors

Alignment-free method for the 
prediction of new virus by a 
comparative study of the sequence 
of molecules

SARS, H1N1, 
MERS, West 
Nile fever

94.30%

4 CNN Classification using 16 layers, 
visual group network, mobile net, 
U-Net on imaging

Malaria, 
smallpox, 
SAARC, 
influenza H1N2

93%

5 Multimodal 
LR

The classifier network will classify 
the dataset into four different layers 
of classes so that prediction can 
occur

SARS, ARDS, 
malaria, 
influenza

96.2%

7 Linear 
regression

Tenfold cross-validation techniques 
using Synthetic Minority 
Oversampling Technique (SMOTE) 
data

Malaria, 
influenza, heart 
disease

Accuracy = 95.2%
AUC = 99%

Association

It is one of the unsupervised algorithms which can predict disease from the specified 
symptoms by the technique of association, e.g., genetic disease.

 Deep Learning Model for Big Medical Data Analytics

According to the World Health Organization, 12.8 million people died worldwide 
because of past pandemic diseases. This pandemic has generated a large amount of 
data, which is either structured or unstructured; the main job of Big Medical Data 
Analytics is to work on this large dataset and improve the efficiency of data process-
ing to provide useful information to the public to prevent epidemic diseases such as 
influenza, flu, and malaria [27].
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Big data processing includes data consolidation and fine-tuning and removing 
unwanted data to generate the required data in various forms. Multi-objective 
genetic algorithm (MOGA) is the algorithm used to generate big data in various 
efficient forms. This allows technicians to speed up data processing for early predic-
tion of pandemic disease but is the most time-consuming step [28].

The Internet of Things (IoT) and big data analytics are playing an important role 
in the prediction against pandemic disease to collect enormous amounts of data, to 
view disease information, dissipate pandemic disease risk, and take precautions 
against disease prevention. For processing all this data, a neural network model can 
be employed which provides 98% accuracy when compared to other machine learn-
ing models [29].

Another type of big data analytics is the gene prediction algorithm, where most 
of the predictive analysis for the epidemic disease is dependent on the type of gene 
prediction. Particularly, the genes that are coded like protein-coding genes will be 
collected from the infected person and studied for the identification of a specific 
gene responsible for a disease using an National Brain Mapping Laboratory 
(NBML) algorithm. According to the findings, big data analytics can predict disease 
with an accuracy of 96.05% [30].

Big data is simply a massive database gathered from the public in various sce-
narios. The main challenge in big data analytics is maintaining the privacy of public 
data. Digital Imaging and Communications in Medicine (DICOM), electronic 
health records (EHR), or IoT-based tools were deployed to store the data in the 
appropriate location for future analysis and diagnostic purposes. STATA and 
MATLAB R2021 are the tools used to maintain the privacy of the big data that are 
used in big data analytics [29].

 Tools Used for Mass Screening

According to the modeling study shown in Fig. 2, mass screening techniques uti-
lized can reduce the spread of pandemic disease by 60% and the mortality rate can 
be reduced from 0.66% to 0.19%. As a result, most experts believe that mass screen-
ing could reduce the spread of infectious diseases [31].

 Predictive Tool for Mass screening

 (a) Lyfas COVID Score is a DST-funded Android application developed by 
Bangalore- based Acculi Labs. It is a mobile phone application in which the 
individual places his/her index finger on the camera, and it analyzes 95 bio-
markers, namely, capillary pulse, blood volume variations, etc., using different 
processors and sensors to track the small changes in the physiological and path-
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Table 5 Mass screening software for prediction

S. no
Name of the 
software Developer Year Technology

1 DHIS2 (District 
Health Information 
Software)

University of 
Oslo

2020 National information system platform 
for data integration around 70 countries. 
Case-based surveillance to track the 
situation easily

2 SORMAS Helmholtz Centre 
for Infection 
Research

2020 Mobile e-health systems are mainly for 
disease control systems

3 Go. Data WHO and 
GOAN

2020 It is the data collection tool for Ebola, 
MERS, and COVID-19. From the 
pathological data collected by this app, 
contact list tracking can be done

ological conditions of the body. It can be used as a predictive app for mass 
screening.

 (b) Graphical User Interface Development Environment (GUIDE) is a platform 
that combines many predictive software tools, such as District Health 
Information Software into a single-window (DHIS2), Surveillance Outbreak 
Response Management and Analysis System (SORMAS), and GO. The various 
tools introduced by the vendors are shown in Table 5.

Thus, these expert systems for predicting pandemic and epidemic diseases help in 
the management and prevention of COVID-19 as follows.

 COVID-19 Prediction Tools

In 2019 SARS-CoV-2 is impacting global health and becoming a life-threatening 
disease. Many countries impose curfews and lockdown based on the impact of the 
COVID-19 virus and its variants. These restrictions by central and state public 
administrations affect the daily routines of individuals, professionals, and both pri-
vate and public organizations. It creates a major impact on the global economy, 
thereby affecting all the sectors like education, tourism, manufacturing, automobile, 
etc. Many COVID-19 medication solutions like vaccines, drugs, self-testing home 
kits, diagnosis, and treatment procedures are being proposed by healthcare research-
ers and professionals in various instances. As the SARS-CoV-2 virus is mutating 
into different characteristics and spreading as an airborne disease, the rate of mor-
bidity and mortality across the countries has become more critical to estimate [32]. 
The statistical data about the variants of coronavirus is very rare and almost not 
available for prediction and estimation. The evolving field of radiomics provides 
knowledge extraction from the clinical images that are acquired from different 
sources along with biological results.

Artificial Intelligence-Based Predictive Tools for Life-Threatening Diseases



144

AI plays a major role in the prediction and diagnosis of COVID-19 infections 
using various sources of datasets like CT X-ray images, reverse transcriptase- 
polymerase chain reaction (RT-PCR) examination results, the blood sample features, 
and the symptoms identified from the individuals. Many machine learning (ML) 
algorithms and CNN-based frameworks have been developed and published by 
researchers since January 2020. Apart from COVID-19-related predictions, recent 
technologies like the Internet of Things (IoT), fifth generation (5G) communication, 
and blockchain technologies are also adopted for the effective diagnosis and treat-
ment of coronavirus-affected patients. AI-based noncontact measurement tech-
niques of physiological parameters of an individual or group have become another 
research avenue during this pandemic situation [33]. Both ML and deep learning-
based algorithms are applied to predict the spread of the disease, disease classifica-
tion (pneumonia, non-pneumonia, COVID-19, and healthy), diagnosis, mortality 
risk, ICU admission, survival rate, and discharge period as illustrated in Fig. 3.

 Machine Learning Algorithm-Based Predictive Tools

COVID-19 disease management is being carried out by many professionals to find 
out the mortality rate, ICU admission, prediction of disease, disease classification, 
and survival rate of the severely affected persons. To accomplish these tasks, LR, 
Extreme Gradient Boosting (XGBoost), SVM, neural networks (NN), random for-
est (RF), recurrent neural network (RNN), long short-term memory (LSTM), and 
least absolute shrinkage and selection operator (LASSO) have been considered 
either individually or as a combined model with others to arrive at the best results 
[34]. The performance measures like sensitivity, specificity, F1-score, accuracy, and 
AUC are incorporated in the proposed system to justify their outcomes.

Li et al. [35] collected a total of 413 patient data such as age, CT scan results, 
cough and fever signs, and blood sample results. These significant features were 
considered to distinguish influenza and COVID symptoms using the XGBoost 
model. They achieved a sensitivity and specificity of 92.5% and 97.9%, respec-
tively. A similar dataset was collected [36] from the University Medical Centre 
Ljubljana to predict COVID-19 diagnosis using random forest (RF), deep neural 
network (DNN), and XGBoost. These data were collected from 5333 patients. They 
concluded that the MCHC, eosinophil ratio, prothrombin, INR, prothrombin per-
centage, and creatinine are the important factors that differentiate COVID infections 
from other bacterial infections.

Many articles related to COVID-19 are published based on machine learning and 
deep learning frameworks. Some of them are listed in Table 6.

Few researchers utilized LR to differentiate COVID infections from other respi-
ratory disorders. Most of the datasets, considered as inputs to the expert systems, are 
patient-related information such as age; medical history; smoking habits; self- 
estimated results like cough, fever, sore throat, smell, and taste sensations; and com-
plete blood count components [45, 48, 49]. Apart from this, LR has been adopted by 
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Fig. 3 Machine learning and deep learning approaches used for COVID-19 applications

many for the early prediction of COVID patients’ mortality rate. Hu et  al. [44] 
considered more than ten algorithms to find the mortality rate based on the data 
derived from 183 patients. Finally, they concluded that LR, partial least square 
(PLS) regression, elastic net, RF, and FDA yielded the best results by comparing the 
percentages of AUC. An interesting fact is that most of the non-survivors belong to 
the male gender and are older. From the results obtained by [50, 51], the proposed 
predictive tools suggest a few important factors that cause severe illness to 
coronavirus- infected patients. They are elevated heart rate, chronic obstructive pul-
monary disease (COPD), comorbidities, respiration rate, CRP, partial saturation of 
oxygen (SpO2), and LDH.
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Multiple algorithms are also considered for COVID data analytics by the 
researchers for the early prediction of disease diagnosis and the survival rate of the 
patients [38, 52]. Many methods have been deployed with a set of COVID data to 
predict the results. Each of their results ends up with certain predictions, cannot be 
taken as a universal solution for the same cause.

 Deep Learning-Based Predictive Tools

Generally, the predictions can be performed through statistical approach and medi-
cal data analytics. As the number of COVID morbidity, diseased, recovered, and 
death rates is increasing day by day across the countries, the traditional methods 
such as mathematical modeling and statistical-based approaches are not encourag-
ing to deal in a huge volume. Hence, the recent approach like deep neural network- 
based models is being imposed by many researchers. Many deeper neural network 
models with optimizers are adopted for COVID applications.

Karthik, R et al. [34] proposed a pixel-based upsampling module that encom-
passes an encoder to segment the chest CT images. This model provides a dice score 
of 85.43% and a recall of 88.10% for a dataset containing 50 samples of 3D CT 
scans chosen selectively from 1110 studies. A fuzzy rank-based algorithm along 
with the CNN model has been used to classify COVID and non-COVID cases from 
the CT scan images [53]. To rank the decision scores, three neural network models, 
namely, Visual Geometry Group (VGG), Wide ResNet, and Inception, were uti-
lized. Optimized data augmentation and hyperparameter tuning techniques associ-
ated with CovidXrayNet yield 95.82% accuracy with only 30 epochs of training in 
finding the COVID disease classification [54].

A dynamic CNN model constructed from the modification of MobileNet and 
ResNet finds COVID-19 features from both chest CT and X-ray images. It has pro-
vided 99.6% test accuracy [55]. Anamorphic depth embedding-based lightweight 
CNN (Anam-Net) is a lightweight CNN [56] to find the anomalies from COVID-19 
chest CT images. It extracts very few parameters to attain its task. This model has 
been implemented in Raspberry Pi, and other mobile-based Android applications to 
make it a point of care solution. Many COVID research articles explore the implica-
tions of deeper neural networks (DNN) on 3D chest images. To name a few, 3D 
DNNs are COVID-Nets, CNNBERT, LuMIRa, Telefax Library Network 
(TELINET), etc.

 Summary

In this chapter, a complete overview of pandemic and epidemic diseases, disease 
transmission ways, and various pathogens evolved across the globe at different 
instances was discussed. The pandemic data can be analyzed through some 
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statistical tools or mathematical models to predict the spread of disease and mortal-
ity and morbidity rates. During the mid-nineteenth century, mathematical models 
were imposed to know the severity of infectious diseases. During the interpretation 
by mathematical modeling, data inconsistency, nonavailability of global data, and 
lack of clinical and nonclinical data dropped the efficiency of the predicted results. 
Due to its simplicity, understanding of the data had been done through various 
assumptions. Constructing the mathematical model and execution time to arrive at 
the prediction results were not cost-effective. Data preprocessing and the removal of 
outliers are time-consuming processes. To overcome these limitations, machine 
learning-based algorithms have been adopted for various findings like severely 
infected person recovery rate, ICU admission, discharge rate, demographic wide-
spread rate, etc. Such results helped both private and public sectors to take neces-
sary steps before announcing night curfews and lockdowns across the country or 
part of it. Nowadays, the predictive peaks in data visualization alert the government 
to plan for healthcare establishments, procurement of drugs, and recurring and non-
recurring medical facilities.

The analytics on COVID data supports the governments to know the number of 
citizens who have taken up first, second, and booster shots (if required). It also 
helped the pharmaceutical companies to know their vaccine efficacy during drug 
trials. The major factor to be considered while imparting machine learning-based 
predictive tools is data inconsistency due to variants of pathogens. During this 
COVID pandemic, almost 42 crore people were infected and around 58 lakhs were 
deceased. This is the highest pandemic infection rate after the French flu. This data 
is publicly available and announced by various governments daily. Apart from that, 
many have not been revealed to the outside world. Still, data collection is a crucial 
part of medical data analytics and predictions. To handle billions and billions of CT 
chest data, patient information, and blood-related features, in which machine learn-
ing algorithms were not capable of handling in a large volume, many researchers are 
proposing deeper neural networks to handle high-dimensional data. Still, a bench-
mark network to handle heterogeneous medical data is a golden opportunity for data 
analysts to explore. However, during this pandemic situation, the public is being 
advised to follow all safety procedures and protocols like social distancing, sanitiz-
ing the hands often, wearing masks, and vaccinating to help everyone to “stay safe.”
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Deep Convolutional Generative 
Adversarial Network for Metastatic Tissue 
Diagnosis in Lymph Node Section

J. Arun Pandian, K. Kanchanadevi, Dhilip Kumar, and Oana Geman

 Deep Convolutional Generative Adversarial Network

A generative adversarial network (GAN) is an unsupervised learning-based neural 
network [1]. The GANs are commonly used as a data augmentation technique in 
computer vision applications [2]. Also, the GANs are used to create unique anima-
tion characters on animation and gaming applications. Getting a larger dataset is 
one of the most reliable ways to improve the performance of classification tech-
niques [3]. The GANs create new data without the collection of new real data for 
enhancing the training data. The GAN is a pair of deep neural networks, such as 
generator and discriminator [4]. The generator network in GAN generates new 
images based on the training data provided and a discriminator that attempts to 
distinguish between original and generator-produced data [5]. In every epoch, the 
generator and discriminator networks try to improve their performance. The new 
images are created by the generator to become more and more realistic than the 
previous epochs [6].

The objective of the GAN training process is to create a new image with more 
realistic image that cannot be identified as a fake image by the discriminator. If the 
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generator creates a realistic image, then it means the discriminator will fail to dif-
ferentiate between the real and fake image [7]. The training loss of the generator 
should be reduced in each epoch against the discriminator. Until achieving the mini-
mum training loss for the generator, the training process of the GAN will be contin-
ued [8]. The simple GAN architecture was shown in Fig. 1.

The discriminator is generally known as a binary classifier, and it is trained to 
classify the real and fake input data [9]. It also uses the convolutional layers for 
extracting the features for the classification process. There are several GANs that 
are proposed for various applications [10]. The deep convolutional generative 
adversarial network (DCGAN) is one of the commonly used GANs for the data 
augmentation process [11]. The DCGAN is a type of GANs that uses the sequence 
of convolutional layers to generate and classify the images [12]. Simple DCGAN 
architecture is illustrated in Fig. 2. The left part of the figure shows the architecture 
of the generator network and the right part shows the architecture of the 
discriminator.

Transposed convolutional layers and dense layers are used to construct the gen-
erator in the GANs. The transposed convolutional layers are used for up-sampling 
the input features to the sample data in GANs [13]. Furthermore, the convolutional 

Fig. 1 The simple architecture of the generative adversarial network

Fig. 2 The simple architecture of the deep convolutional generative adversarial network

J. Arun Pandian et al.



155

and max-pooling layers are used to classify the real and fake data in the discrimina-
tor network of the GANs [14]. To balance the number of images and increase the 
number of samples in both classes, the DCGAN model was proposed in this 
research. The subsequent section discussed the implementation of the DCGAN for 
data augmentation on the PCam dataset.

 Data Augmentation on PatchCamelyon Dataset Using DCGAN

A custom DCGAN model was proposed to generate augmented images on the 
PatchCamelyon (PCam) dataset in this section. The number of layers and filter or 
kernel size of each layer in the custom DCGAN model was optimized concerning 
the PCam dataset. Development of data augmentation process using DCGAN on 
PCam dataset was implemented on GPU environment. The PCam dataset prepara-
tion and DCGAN model development and training were discussed in the subsequent 
subsections.

 PCam Dataset Preparation

The PatchCamelyon (PCam) dataset consists of 327,680 scanned lymph node sec-
tion images [15]. Each image in the dataset is annotated with a binary label indicat-
ing the presence of metastatic tissue. The PCam dataset will be used to train the 
machine learning or deep learning model for the detection of metastatic tissues on 
lymph node section images. Figure 3 shows the random sample images on the PCam 
dataset.

Images on PCam dataset were resized to 64 × 64 pixels for training the DCGAN 
model. Also, the data are split with a batch size of 64 for efficient training. The data 
preparation part of the proposed work was developed using ImageDataGenerator in 
the TensorFlow keras package.

 DCGAN Model Design and Parameter Optimization

Design and development of proposed DCGAN were developed using Python pro-
gramming tool with TensorFlow keras library. Initially, one convolutional transpose 
layer was used to develop the model. The proposed DCGAN model receives 64 × 64 
pixel sized images and generates the same resolution images. The binary cross- 
entropy loss technique was used in the proposed DCGAN model. The convolutional 
layers in the model have used the stride size of 2 × 2 pixels. The zero-padding tech-
nique was used after the completion of each convolutional transpose function. The 
LeakyReLU activation function was used in the convolutional layers of the 

Deep Convolutional Generative Adversarial Network for Metastatic Tissue Diagnosis…



156

Fig. 3 Random sample images on PCam dataset

discriminator of the DCGAN network. One fully connected or dense layer was used 
in the discriminator of the DCGAN to classify the real and generated fake image.

The developed initial model was trained on the preprocessed PCam dataset. The 
initial DCGAN model was trained up to 100 epochs on GPU environment. The 
model achieved a training loss of 1.376 on the 100th training epoch. The initial 
model was extended using additional pair of convolutional transpose layer and 
batch normalization layer. The two convolutional transpose layer networks achieved 
a training loss of 1.079 on the 100th epoch, which is better than the initial model. 
After that, the model got updated using three pairs of convolutional transpose layers 
and a batch normalization layer. The updated model received the training loss of 
0.792, after the completion of 100 epochs.

Furthermore, the number of convolutional transpose layers in the model was 
updated to four layers in the DCGAN model for PCam data augmentation. The four 
convolutional transpose layer DCGAN networks achieved 0.627 as a training loss 
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Table 1 Optimized hyperparameters for proposed DCGAN

Hyperparameters Optimized value

Batch sizes 16
Optimizer Adam
Learning rate 0.001

after the 100 epochs. But the training loss of the five convolutional transpose layer 
DCGAN networks was lesser than the four convolutional transpose layer DCGAN 
networks. The five convolutional transpose layer DCGAN networks received only 
0.861 as a training loss after the completion of 100 training epochs.

The convolutional transpose layer extension process was ended with the four 
convolutional transpose layer DCGAN networks, since it achieved very less train-
ing loss than other variations of the DCGAN model on the PCam dataset. Also, the 
learning rate, batch size, and optimizer were tuned using random search hyperpa-
rameter optimization technique. Randomly selected hyperparameters were used to 
train the DCGAN model up to 100 epochs. Comparing several random selections, 
the optimization technique identified the most suitable combination of hyperparam-
eter for training DCGAN on PCam dataset. The optimized hyperparameter values 
are illustrated in Table 1.

Figure 4 illustrates the complete layered architecture of the proposed four convo-
lutional transpose layer DCGAN networks. The proposed DCGAN model for PCam 
data augmentation was trained up to 300 epochs on GPU environment. The training 
process of the proposed DCGAN model was discussed in the subsequent section.

 Training the DCGAN on PCam Dataset

The proposed DCGAN model was trained up to 300 training epochs using opti-
mized hyperparameter on PCam dataset for generating augmented images. The 
model used 90 percent of data for training and 10 percent of data for the validation 
process. Sample augmented images were visualized after completion of every 60 
epochs while training. Also, the model weights were stored after the completion of 
every 60 training epochs. Nine random images were generated for the visualization 
after the completion of each 60 epochs.

The DCGAN model achieved the training loss of 0.453 after the completion of 
the first 60 epochs. The Matplotlib package was used to visualize the sample images 
after every 60 epochs and training plot of the proposed DCGAN model in this 
research. Figure 5 shows the sample augmented images that are generated by the 
DCGAN model after the training of 60 epochs.

The visual quality of the generated image after the first 60 epochs is very low. 
The discriminator effortlessly detected the generated fake images at this stage. The 
training loss of the discriminator is 0.168 at the stage of 60 training epochs. The 
visual quality of the sample images after the 120 training epochs was improved 
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Fig. 4 The layered structure of proposed DCGAN

from the previous sample. Also, the training loss of the DCGAN model was 0.327 
on the 120th training epoch, which is better than the previous checkpoint epoch.

The discriminator of the DCGAN model produced the training loss of 0.273 at 
the 120th training epoch. The positive changes in generator loss, discriminator loss, 
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Fig. 5 Sample generated image after 60 training epochs

and the generated image quality gave the confidence to continue the training process 
of the DCGAN network on the PCam dataset for image augmentation. The trained 
weights of the proposed model were saved after the completion of 120 training 
epochs. The generated sample images after the completion of 120 training epochs 
were shown in Fig. 6.

The sample generated images after the completion of 180 epochs were illustrated 
in Fig. 7. Also, the image quality became improved compared with the previous 
epochs. The training loss of the generator at the stage of 180 epochs was 0.263.

The training loss of the model was reduced compared with the previous epochs. 
Figure 8 shows the sample generated images after completion of 240 training epochs 
with a training loss of 0.218.

Figure 9 illustrates the sample generated images after the completion of 300 
training epochs on the GPU environment.
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Fig. 6 Sample generated image after 120 training epochs

The model trained till 300 training epochs achieves the generator training loss of 
0.137. The training loss of discrimination was increased because of the improve-
ments in the generated image qualities. The sample generated image shows the 
improvement in image visibility compared with previous stages. Training loss 
changes in the entire training process were illustrated in Fig. 10.

The weights and architecture of the trained model were stored for future develop-
ments and testing processes. The trained model generated 37,856 unique augmented 
images. The image quality and performance of the proposed DCGAN model were 
discussed in the subsequent section.
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Fig. 7 Sample generated image after 180 training epochs

 DCGAN Performance Testing Using Frechet Inception Distance

Frechet Inception Distance (FID) is a widely used performance measurement tech-
nique for GANs. The FID value of the proposed DCGAN was compared with exist-
ing state-of-the-art GAN techniques. The following figure compares the FID value 
of the proposed DCGAN model with existing techniques (Fig. 11).

The comparison result shows that the proposed DCGAN model performs supe-
rior to the existing GAN models. The subsequent section discussed the significance 
of the augmented dataset using the proposed DCGAN model.
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Fig. 8 Sample generated image after 240 training epochs

 Development of Classification Models for Metastatic 
Tissue Detection

The augmented dataset was used to train the standard pre-trained models such as 
VGG19 Net and InceptionV3 Net. The classification models were used to examine 
the significance of the augmented dataset using the DCGAN model. Training and 
testing of both pre-trained models were performed in a GPU environment. The 
training and validation performance of the VGG19 Net was shown in Fig. 12.

After the completion of 300 training epochs, the model weights and architecture 
are stored for the testing process. Also, Fig. 13 illustrated the training and validation 
progress of the InceptionV3 Net.

In addition, the pre-trained models were trained on the original dataset. Around 
ten percentages of data was used to test the performance of the pre-trained models. 
The classification accuracy of the pre-trained models using original and augmented 
datasets was compared in the subsequent section.
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Fig. 9 Sample generated image after 300 training epochs

 Results and Discussions

Classification accuracy of the pre-trained models using original and augmented 
datasets was compared in this section. And the classification accuracy of the models 
was measured using test data on the GPU environment. 1500 images are used to test 
the trained classification models. Figure 14 compares the classification accuracy of 
the VGG19 Net and InceptionV3 Net using original and augmented data.

The VGG19 Net model with an augmented dataset produced 96.48 percentages, 
and the InceptionV3 Net model achieves 99.26 percent of classification accuracy on 
test data. The comparison result shows that the augmented dataset used classifica-
tion models produced superior classification accuracy to the non- augmented dataset 
used models.
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Fig. 10 Training loss of proposed DCGAN model

Fig. 11 Comparison of FID values

Fig. 12 Training progress of VGG19 Net
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Fig. 13 Training progress of InceptionV3 Net

Fig. 14 Comparison of classification accuracy

 Conclusion

Data augmentation is one of the commonly used approaches to increase the data 
samples without collecting new data. Data augmentation techniques can overcome 
the insufficient data issues in deep learning applications. The DCGANs are convo-
lutional neural network-based GAN; it creates new data from the set of existing 
samples. A novel DCGAN was proposed in this chapter to generate additional sam-
ples on the PCam dataset for enhancing the performance of the classification mod-
els for detecting metastatic tissue on the lymph node section. There are four 
convolutional transpose layers that were used in the DCGAN model. The DCGAN 
model achieved an FID value of 0.748. The FID value of DCGAN was better than 
other standard GANs. Also, the importance of the augmented dataset was proved 
using state-of-the-art transfer learning-based classification techniques. The aug-
mented dataset-based classification models performed superior to the original 
dataset- based model. The VGG19 Net and IncepptionV3 Net produced 
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classification accuracy using augmented data were 97.73 and 99.26 percentages, 
respectively. In the future, the research will consider other recent data augmentation 
techniques also to enhance the performance of the metastatic tissue diagnosis model.
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Transformation in Health Sector During 
Pandemic by Photonics Devices

Jyoti Ahlawat, Archana Chaudhary, and Dinesh Bhatia

 Introduction

Optical technologies pervade practically every facet of society, from microscopy to 
optical communications. As a result, it’s not surprising that concepts presented have 
been identified in optical technologies and created by optical professionals to 
address the concerns of a global pandemic. Despite the fact that work from home 
conditions have hampered endeavors in research and development and manufactur-
ing has been hampered by supply chain shortages, by modifying current systems 
and inventing new technologies, researchers and companies operating in photonics 
have significantly improved diagnostics and personal safety gear (PPE).

Many governments accelerated the approval of certain technologies or provided 
emergency use authorization in the context of the pandemic. As a response, the 
medical world had access to these precautionary measures within months.

Furthermore, to better meet COVID-19 standards, technologies were reconfig-
ured or changed.

A development of systems for tracking and accelerating pharmaceutical reme-
dies was highlighted in the mid- and long-term solutions. In order to decrease and 
manage COVID-19 transmission, a mix of software and technology is required to 
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reliably track infected persons (diagnostics). While software solutions were imme-
diately developed, effective diagnoses have been more difficult to adopt, owing to 
the various unanswered questions surrounding COVID-19’s pathophysiology. As a 
consequence, numerous diagnoses, notably diagnosis using light (optical diagnos-
tic), are being used to determine the disease’s type right away.

In the meantime, scientists are working on developing therapeutics and vaccines. 
Several prospective solutions are being researched, but they are outside the scope of 
this perspective, in the hopes that one may be shown effective fast.

This viewpoint will address the function of optics in healthcare, including disin-
fection and diagnostic technology. A brief background is provided for both themes, 
followed by a more in-depth review of contemporary inventions and their societal 
influence. Finally, we explore the field’s future potential and unresolved questions.

It’s also worth mentioning that the basic strategy to vaccination and treatment 
studies has been rethought, potentially reducing time to market.

 Existing Technologies for Healthcare Monitoring

Disease diagnosis has been important in medicine and healthcare since Hippocrates’ 
time. Palpation and analysis of physical signs, such as temperature, were used in the 
early stages. Medical professionals and researchers developed more sophisticated 
diagnostic techniques as technology developed, such as analyzing the color and 
form of red blood cells. From the cellular to the molecular level, medical diagnosis 
has progressed in the current era, and device development is often facilitated by an 
integrated transducer platform. With the emergence of equipment like ex vivo and 
in vitro, there are now additional imaging methods besides MRI, NMR, and CT.

Integrated diagnostic platforms has shown the possibility to identify both molec-
ular and protein signs of disease via mechanical, electrical, and photonic transmis-
sion methods. In scientific research, all three types of sensors have seen a lot of 
action. Individual cancer cells have been weighed. To test the efficacy of various 
therapies, cantilever-based mechanical sensor arrays were employed. Optical sen-
sors built on photonics were used to explore specific antibody binding interactions, 
while DNA analysis and sequencing have both been done using electrical sensors 
built on nanopore arrays. Technology based on optics, on the other hand, is used in 
the majority of marketed diagnostic systems used in medical settings for illness 
diagnosis due to their simplicity and their ability to work with several different 
types of samples. As photonic biosensors have made the sickness diagnosis preci-
sion and accuracy, optical detectors have allowed illness monitoring, while laser- 
based medications and therapies have enhanced treatment effectiveness and lowered 
recovery period.

Many contemporary technologies have been quickly reconfigured for COVID-19 
and are now being used for both self-development and self-illness progression 
tracking and diagnostics in a clinical environment.
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As a result, before a diagnostic can be produced, the RNA or DNA must be 
obtained and sequenced, or the antibody responsible for the response must be iden-
tified. The former is more straightforward from a diagnostic standpoint because it 
identifies the illness directly. Furthermore, is it RNA or DNA? Tools that exist to 
identify sufferers’ (who are not yet sick) active circulation infections.

An antibody-based diagnostic, contrasted with, depending on how the body’s 
immunological system responds, implies the existence of the virus.

As a result, false positives are much more likely because it’s an indirect indicator 
of illness. That also necessitates an understanding of the pathogen’s particular anti-
body. Importantly, antibody-based approaches are used because they would only 
indicate a proper diagnosis. Despite the immune system’s response, illnesses that 
have not yet manifested symptoms cannot be detected (Fig. 1).

As a result, it’s not unexpected that an RNA-based test was developed and widely 
adopted far before an antibody-based assay in the case of COVID-19.

The nasal swab’s viral RNA specimen was converted to DNA using conventional 
DNA techniques including reverse transcriptase chain of events. Following standard 
sample processing and handling techniques (RT-PCR), the DNA concentration was 
amplified to trace levels that use RT-PCR (Fig. 2).

Fig. 1 Over time, the RNA and antibody levels that indicate a SARS-CoV-2 infection can change. 
Front. Immunol. 11, 879, Lee et al., used with permission (2020). (The writers, Copyright 2020, 
have agreed to abide under the conditions of an Open Source licenses Attribution 4.0 License)
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Fig. 2 It’s crucial to remember in this method that RT-PCR and qPCR are two separate processes. 
Real-time concentration measurements can be made possible by combining qPCR with RT-PCR 
though. Real-time RT-PCR is the abbreviation for this technique (or RT-qPCR)

While RT-PCR improves sample concentration, a fluorescence-based sensing 
technology, called quantification PCR (qPCR), is commonly used for detection.

It’s crucial to remember that qPCR and RT-PCR combine two independent pro-
cesses. RT-PCR and qPCR can both be run simultaneously in this technique, allow-
ing for real-time concentration. In brief, this method is known as RT-PCR in 
real-time (or RT-qPCR).

A comparison of PCR techniques for COVID-19 diagnosis. (a) PCR with two 
steps. RNA is first transformed using RT-PCR to DNA. So, using qPCR, the DNA 
is measured. This method enables the improvement of both reactions, although it 
takes longer than a single-step process. (b) PCR done in one step. Simultaneously, 
qPCR and RT-PCR are carried out exactly on the same vial at the same time. The 
two reactions are not optimal, despite the fact that this way is faster. (c) A graphic 
illustrates the many sorts of data generated and analyzed.

qPCR (and RT-qPCR) has profited enormously from several improvements on 
optical technology, including light sources, detectors, and novel fluorophores, that 
focuses particularly on fluorescent-based detection techniques. LEDs have a smaller 
footprint and a longer lifespan than traditional bulbs, which has resulted in smaller 
systems and lower maintenance and operating expenses. Signal multiplexing in 
high-performance systems has been facilitated by the accessibility of wide spectral 
range, sources with small linewidths, and detectors with great sensitivity. When 
paired with robotic sampling for autonomous handling, a single equipment can ana-
lyze hundreds of sample per hour with low false-positive/false-negative interest 
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Fig. 3 Structure of immunoglobulin. (a) The IgM molecule is made up ten binding sites and five 
monomers are present. (b) There are two binding sites on a single monomer of IgG. At the conclu-
sion of the FAB region, in the variable region of the monomer, are the binding sites

rates. Even though the technology needed for PCR has advanced greatly, PCR can 
only detect active infections since the RNA and DNA of the virus are instantly rec-
ognized and not infections that have occurred before the patient has recovered.

The largest antibody is IgM (Fig.  3), with ten binding sites made up of five 
monomers organized in a ring. A wide range of applications can use short linewidth 
sources and highly sensitive detectors. It’s polyreactive and low-avid, so it can 
respond swiftly to unknown insults. IgM’s activity depends on its low avidity; this 
enables it to be the immune system’s antibody with the quickest response time. In 
the context of diagnostics, there’s a chance that this feature will produce a lot of 
random positives.

While doing so, because of their short lifetime, the quick creation of these IgMs 
allows them to be used as a signal of active or recent infection. IgMs take about a 
week to develop in the immune system, and they only last about a week in the cir-
culatory system.

IgG, on the other hand, is a dimer that has two flexible binding locations (Fig. 3). 
It takes that insult with a moderate to high avidity as it was created as a reaction to 
a particular offense. While IgG antibody concentrations take a few weeks to rise and 
stabilize, for months or even years, IgGs might circulate at a steady concentration. 
As a result, they are an excellent indicator of previous exposure.

It’s worth noting, however, that the concentration and avidity of IgGs produced 
are linked to the severity of the original offense and the immunological response of 
the host. Because neither of these variables is known, the concentration observed for 
COVID-19 is not a reliable measure of how long after contact. Additionally, IgGs 
are crucial for the long-lasting immunity-boosting effects of customized vaccines. 
At this moment, it is unknown if the existence of COVID-19 IgGs denotes lifetime 
immunity.
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Table 1 Description of typical COVID-19 diagnostic procedures

Test Mechanism
Time for 
the test

Antibody 
presence

Concentration 
of antibodies

Effectiveness 
of antibodies

Rapid diagnostic 
test

Substrate changes 
color to indicate 
the presence of 
antibody

10–30 min Yes No No

Neutralization 
assay test

Patient sample 
and virus are 
mixed with cells 
to determine the 
presence and 
efficacy of 
protecting cells

3–5 days Yes No Yes

ELISA 
Chemiluminescent 
immunoassay

Substrate changes 
or emits color a 
series to indicate 
the presence of 
antibody of 
dilutions are run 
to obtain 
concentration

2–5 h Yes Yes No

Most optical sensors used to detect COVID-19 antibodies have focused on recy-
cling already-used signal readout technology, including such microplate scanners or 
fluorescent image sensors, and constructing simple colorimetric indications for 
point-of-care devices. IgG and IgM identifying approaches, data processing and 
chemical complexity, duration to results, and data that can be provided are all dif-
ferent between these procedures (Table 1). The precision and accuracy of the find-
ing are demonstrated by all of these factors that have an impact on the false detection 
rates (or dependability). Because there are so many different diagnostic procedures, 
it’s crucial to understand that “antibody test” relates to a broad category of testing 
that depends on finding antibodies.

A most common type of rapid diagnostic test (RDT) widely recognized antibody 
diagnostic procedure among the several antibody diagnostic tests.

Figure 4 depicts an RDT in a typical arrangement. With a little sample of blood, 
the user can make a diagnosis in 10–30 min by only keeping an eye on the two 
detecting strips’ colors (as well as the control strip). These tests have swiftly grown 
in popularity given their low price and ease of use, and quick response time.

RDTs are one source of information that can be used, but until more reliable and 
better affinity antibodies are developed, healthcare decisions should not be made 
only on the basis of test results.

A basic set of physical signs has been established for identifying and keeping 
track of COVID-19 development, comprising, among many other things, oxygen 
saturation levels and temperature.
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Fig. 4 shows a diagram representing the RDT. (a) The RDT has one control lane, two diagnostic 
lanes, and one diagnostic lane. On the conjugation pad, a metal nanoparticle is attached to both 
COVID-19 antigens and a control antibody. Following the three lanes, the material is dispersed 
throughout the conjugation pad. (b) The presence of the antibody is shown if a coloring of a 
strip changes
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Despite the fact that both readings can suggest a variety of other conditions, they 
can give information quickly and cost-effectively without requiring costly equip-
ment, blood tests, or nasal swabs. Furthermore, after a condition has been diag-
nosed, the measures can be used to track illness progression by performing it from 
home, thereby lessening the load on the healthcare system.

Since quite some time, the scientific community has widely used thermal imag-
ing with standoff cams with infra (8–14 m) detectors, especially in the meteorologi-
cal and aviation fields, but they are also used in environmental research to track 
climate change on a worldwide scale. On the other hand, these detectors were 
incredibly expensive and large. In reaction to SARS, standoff scanning methods 
rely on thermal imaging cameras that were created at airports and other high-traffic 
places several years ago to easily and swiftly detect the temperatures of passengers.

On the other hand, the switch to handheld devices required both a major reduc-
tion in size and cost and the inclusion of self-referencing capabilities. It was only 
lately that this precise combination was accomplished. Currently, standoff tempera-
ture measurements play a significant role in numerous businesses and governments 
observing COVID-19 initiatives. Internal temperature, though, is not always a good 
predictor because symptomatic carriers can transmit the virus while displaying no 
signs of illness.

Pulse oximetry, sometimes known as pulse-ox, is a technique for measuring 
blood oxygen saturation method of determining how much oxygen is carried by 
hemoglobin. This metric is a predictor of a variety of physical characteristics, 
including lung function. The most precise procedure is blood gas measurement, it is 
also the most intrusive and rarely used. The measurement of peripheral oxygen satu-
ration is the gold standard of care. Although technologies for tracking changes in 
transmission and reflectance have been developed, transmission measurement is 
used more frequently because of its higher accuracy. Deoxygenated hemoglobin has 
an optical absorbance that is nearly 620–700 nm, which is a factor of 10 less than 
the oxygenated hemoglobin found in red blood cells. However, near-IR values 
(800–940 nm) are practically comparable. As a result, by comparing the two sig-
nals, it is possible to calculate the fraction of oxygenated hemoglobin.

 Diagnostic Technologies on the Rise

The creation of biological or chemical sensors for the diagnosis of a variety of ill-
nesses is a major area in integrated photonics.

Unlike the approaches previously addressed, the developing technologies utilize 
direct interactions between light and matter in the detection process and can be used 
in conjunction with microfluidics to deliver and analyze samples at high throughput. 
Given the diagnostic test shortages that plagued the COVID-19 pandemic early on, 
multiplexed or greater capabilities are very crucial.
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The measurement of changes in optical transmittance and refractive index and 
the detection of optical scattering are two extensively used approaches for detecting 
and identifying specific chemicals in clinical samples.

Additionally, Biacore smart sensing techniques based on silicon-based photonic 
rings, transmission lines, and plasmonic nanotechnology are continually being 
developed in an attempt to provide more desirable analytical properties for quick 
screening and diagnosis. A popular example of these is the plasmon resonance reso-
nance (SPR) biosensor. These platforms are now more mobile, thanks to advance-
ments in optical component integration and nanofabrication technology. These 
sensors depend on a fundamentally simple idea known as subwavelength field sens-
ing of the index of refraction shift.

They’ve also served as the cornerstone for portable diagnostic tools for Ebola 
and malaria virus detection. Due to their proven viability and excellent versatility, 
photonic biosensor technologies are a desirable option for cutting-edge COVID-19 
diagnostics.

After the COVID-19 pandemic, researchers started working on photonic biosen-
sors to discover the genetic material of SARS-CoV-2.

A plasmonic photothermal effect and localized SPR sensing are combined in the 
gold nanoisland-based sensing Fig. 5a, which improves the selected hybridization 
of base pairing while minimizing binding of associated targets without distinction. 
According to Qiu et  al., the detection limit for the whole viral RNA strand was 
around 104 copies/ml, with detection range inside the picomolar (pM) range. 
Considering the infection rate, the sensitivity of the biosensor should, in theory, be 
appropriate for directly testing of clinical specimens without PCR as the average 
copy number of COVID-19 for throat/nasal swab of COVID-19-positive patients is 
around 105 and 106 copies/ml.

An ultimate goal is to directly identify live virus particles. By equipping the 
sensing surface with certain sensors (such as antibodies) directed toward the outside 
protein of the virus membrane, it is possible to collect entire virus entities that move 
through body fluids without the requirement of RNA extract and/or fragmentation 

Fig. 5 (a) Schematic of a multifunctional nanostructures biosensing for COVID-19 RNA detec-
tion. (Reprinted in Qiu et al., ACS Nano 14, 5268, with permission (2020). The American Chemical 
Society is the owner of the rights to this composition). (b) A visual depiction of a nanophotonic 
bimodal waveguide interferometer for use in the detection of intact SARS-CoV-2 viruses

Transformation in Health Sector During Pandemic by Photonics Devices



176

methods. This provides precise information on the live viral load in the patient. It is 
understandable that no information on SARS-CoV-2 virus detection techniques has 
been reported with photon biosensors because the analysis shows extremely spe-
cialized antibodies, which take longer to create as nucleic acid probes. Many signifi-
cant projects of research are, nevertheless, currently in the works.

 Technologies for Disinfection

While the current crisis serves as a catalyst, there is a global need for new disinfec-
tion technologies. Historically, medical settings have been the source of the bulk of 
antibiotic-resistant bacterial illnesses. In 2019, however, there was a significant 
change. The frequency of infections that occur in medical settings has decreased as 
a result of the heroic efforts made by the medical community to enhance disinfec-
tion and sterilization.

However, due to community-based transmission, the aggregate numbers have 
continued to rise. Furthermore, many disinfection techniques presume easy access 
to chemicals and produce a lot of waste.

Alternative approaches must be developed and assessed to increase the availabil-
ity of cleaning procedures in areas with limited resources, lessen the impact on the 
environment, and enhance usage.

An initial stage in developing a disinfection procedure is to assess the biological 
contaminant’s major components. The fundamental components of coronavirus are 
its envelope proteins, RNA, and spike glycoprotein, in that order, which are respon-
sible for stability, replication, and cell targeting abilities.

A virus will be inactivated if any of these components are eliminated. As a result, 
most disinfection treatments are tailored to one or more of these components. 
Thermal, chemical, and radiation approaches are the three broad categories (Fig. 6).

Thermal approaches, predominantly based on the thermal dose, have an impact 
just on envelope protein via the spike glycoprotein (heat and duration). Thermal 
disinfection remedies a simple open flame or even boiling hot water, and they may 
be the first to be developed. On the other hand, more precisely both dry and moist 
heat can be used in controlled systems, which depend on ovens or even other sub-
stantial chambers. They are especially good for linens because they treat a sample 
equally, but they may be used for a wide range of goods, including surgical 
equipment.

Targeting a spike’s glycoprotein as well as the envelope protein is done chemi-
cally using agents like chlorine and hydrogen peroxide.

Both chemical vapor treatments and hand sanitizers have been created. The best 
disinfection techniques on surfaces or solid objects are wipe-based chemical 
approaches since they are rapid to remove, are both monolayers, and have greater 
quantities of pollutants.

Chemical approaches, on the other hand, have the limitation of only destabilizing 
viruses with which they directly interact. A hybrid system, which combines both 
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Fig. 6 Shows a virus will be inactivated if any of these components are eliminated. As a result, 
most disinfection treatments are tailored to one or more of these components. Thermal, chemical, 
and radiation are the three broad categories

heat and chemical processes, is widely used to increase the effectiveness of material 
with complex topologies, like linens.

Disinfection with ozone (O3) is under a different category from chemical disin-
fection because of its unique mechanism. Ozone, as a potent oxidant, can eliminate 
all RNA’s nucleotide bases, glycoproteins, envelope proteins, and other proteins. 
The application of ozone on porous or solid surfaces is possible because it is a gas. 
Furthermore, the method is particularly desirable because it doesn’t require high 
temperatures. Ozone, however, is incredibly reactive and transforms into oxygen 
gas very quickly (O2). Consequently, using it is really difficult.

Systems that disinfect using radiation are the most current advancement in disin-
fection technology. Systems in this category include IR, UV-C, and microwave sys-
tems. Infrared and microwave-based devices often work in a circumstantial way. 
Water is excited by radiofrequency radiation or microwaves, which heats it and 
thermally breaks down the spike glycoprotein. As a result, it is a form of moist ther-
mal disinfection that uses microwave radiation. Similar reasoning applies to infor-
mation retrieval systems that can be classified as being either dry or wet steam 
turbines given that thermal sources include IR sources. Contrarily, systems based on 
UV-C operate quite differently.

With regard to UV-C, COVID-19 has demonstrated to be effective particularly at 
sanitizing the PPE, including face masks, face shields, and eyewear, that protects 
healthcare personnel from airborne pathogens.
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This capability has aided in meeting the enormous surge in demand for PPE that 
has posed a threat to the safety of healthcare workers. Governments tried to loosen 
import restrictions to lessen the impact on PPE delivery networks during the worst 
of the initial COVID-19 crisis, but healthcare professionals in numerous countries 
were nevertheless forced to recycle a significant amount of their PPE. Despite the 
fact that many nations have passed the peak of COVID-19, outbreaks are predicted 
to continue until a vaccine is widely accessible. For the time being, as a result, it will 
be necessary to develop methods that enable safe PPE reuse in emergency situa-
tions. This means that hypothetical PPE shortages will actually occur. One tech-
nique for cleaning personal protective equipment is UV-C.

However, because UV-C has catastrophic health effects for both people and 
viruses, including irreversible blindness, DNA and RNA are both destroyed by the 
universal damage process. Thermal and radiation technologies have a substantial 
advantage over chemical procedures in that they require very little consumables. 
This distinction is noteworthy for various reasons. First, when compared to chemi-
cal procedures, both the volume of garbage produced and its impact on the environ-
ment are reduced. Furthermore, the dependency on supply chains and production is 
lessened.

Currently, three basic strategies for PPE disinfection are being researched: tradi-
tional biosafety cabinets are being reconfigured, covered transportable boxes with 
only one source of UV-C or a collection sources of UV-C are being made, and broad 
spaces with powerful sources of UV-C in the middle are being constructed. In con-
trast to the third approach, the first two methods can only sanitize, however, could 
disinfect hundreds of N95 masks, whereas the other two methods could only steril-
ize a few to just a few dozen N95 face masks or face protection at a time simultane-
ously. A third method, on the other hand, needs much more expensive 
infrastructure.

Its UV-C dose threshold for degradation processes has been thoroughly studied 
because of the material’s vital role within N95 mask’s filtering performance. One 
study looked at the ratio between the UV-C radiation required to disinfect wounds 
and the mask’s structural stability using biosafety cabinets which serve as the source 
of UV-C. The effectiveness of the N95 masks’ filtering was shown to be unaffected 
by sterilizer cabinet after 20 cycles (from 95% to 93%). N95 masks were not physi-
cally harmed at any dose below 4.5 J/cm2, although this value varies widely, and in 
certain cases, levels as high as 120 J/cm2 could be safe.

This figure develops a “damage threshold” criterion for various PPE types.
During disinfection, the surroundings of the mask could potentially harm it. 

Because humidity hastens the disinfection process, thermal treatments are typically 
carried out in a moist or muggy environment. The masks’ filtration is reduced to 
80% during ten cycles by the humidity, which has the opposite effect.

It is obvious that the environment is an important component to consider and 
control when compared to an UV sterilization cabinet or the 95% filtering for a 
dry oven.
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The lowest dosage necessary to disinfect a surface sets a lower restriction. In 
contrast, the damage threshold places a cap on the total dosage. A 17 mW/cm2 for 
30 min (30.6 J/cm2) therapies were beneficial in one research.

UV-based disinfection is used exclusively while wearing N95 masks and has a 
current scientific foundation according to this study.

 Future Outlook and Conclusion

Optical technology has directly aided in both the prevention and diagnosis of 
COVID-19. The pervasiveness of photonics technologies is exemplified by this. 
Many of the technologies covered here are currently used in society and in medical 
facilities, although some were in the early stages but have not been realized. High- 
throughput diagnoses involving photonics, robots, and artificial intelligence and 
automated disinfection using these technologies will both see significant expansion 
(AI). Intelligent revolutions are occurring in both robotics and AI as a result of syn-
ergistic developments, like the case of automated robots.

Our method of cleaning and diagnosis may be transformed if these sophisticated 
automated systems are combined using photonic-based diagnostics or disinfection 
technologies.

Environmental applications, such as air and water purification, were among the 
early uses of UV-C disinfection, and this sector is still the biggest today. The major-
ity of these units have typically employed filtration which should be used in con-
junction with pollutants breakdown and removal to stop the spread of airborne mold 
or other respiratory problems particles. Because COVID-19 spread through airborne 
transmission, incorporating the use of UV-C in ventilators is one method to poten-
tially lower transmission in enclosed spaces.

A UV-C would be especially appealing for this use because it has the ability to 
disinfect without needing direct human participation. The total dose required, 
 operating expenses, and the capacity to resupply the source of UV-C are just a few 
of the challenges that must be taken into account for long-term, efficient operation. 
The optimum source would be high-power UV LEDs for this kind of system due to 
its low operating costs, stable emission intensity throughout time, and lengthy 
working lifetime. On the other hand, highly powerful UV LEDs initially cost sub-
stantially more than mercury lamps. Decision-making in this application will there-
fore be significantly impacted by developments in photonics production. Finally, 
direct transmission from one person to another would not be prevented by 
this method.

The likelihood of pathogen transmission via ventilation systems in this instance 
is not quite certain.

In a related application, cleaning surfaces with which we have direct contact  
is labor-intensive. Maintaining cleanliness in crowded settings like public 
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transportation, restrooms, and sporting venues is quite difficult. The danger of trans-
mission at these high-contact locations is therefore very significant. An autonomous 
robot with the ability to work alone could reduce the risk of transmission through 
regular disinfecting.

Due to the fact that many seasonal flu viruses are spread via surfaces, this capa-
bility will improve future healthcare in addition to reducing infections during the 
ongoing COVID-19 pandemic. Although there is no doubt that modern technology 
helps society, it has certain drawbacks.

Recognizing and resolving ethical and safety concerns are equally important.
To prevent them from getting in touch with the UV-C source, for instance, a 

robotic system that is autonomous and interacts with people and other dogs must 
have safety features incorporated in and discussions are also being held about the 
difficult ethical environment that robotics and AI are occupying.

It has become abundantly obvious throughout the COVID-19 pandemic that 
diagnosis, which depends on biotechnology and sensing techniques, is very chal-
lenging. Additionally, many different sample types can be studied. The majority of 
contemporary antibody testing uses blood, but formerly, nose swabs were the most 
frequent entry site. Due to this variation, numerous robotic sample handling sys-
tems were created, using lower sample quantities and fewer chemicals as per the 
test. Throughput was greatly boosted by the robotic systems’ accelerated sample 
processing. However, a large portion of these robotic devices depended on micro-
bial pathogens and exclusive polymers. Due to supplier limitations, diagnostic labs 
have been forced to create their own supply chains by several facilities. The reliance 
on external vendors, especially for vital reagents, is always something to take into 
account while designing a new diagnostic.

Antibody testing can produce false positives as well as false negatives, as was 
previously mentioned. As a result, in order to increase accuracy, it is crucial to look 
at more than just one test result. Instead, examine the outcome in light of a patient’s 
other symptoms. In addition, time-to-result, or how quickly a diagnostic test deliv-
ers a response, is crucial given the high risk of transmission. While optical sensors 
offer quick responses, extra information is needed to contextualize those results.

By combining these results with an AI powered by machine learning and 
designed to contextualize the results, doctors will have the resources they need to 
make faster, more accurate treatment decisions. Such a technology might transform 
our approach to patient care, in addition to advancing the present COVID-19 treat-
ment plan.

On the other hand, in order for machine learning systems to be effective, they 
also need extensive learning libraries and a deeper understanding of disease 
pathophysiology.

Since COVID-19 is so new, it can be challenging to get this important data.
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Diagnosis of COVID-19 from CT Images 
and Respiratory Sound Signals Using Deep 
Learning Strategies

S. Maheswaran, G. Sivapriya, P. Gowri, N. Indhumathi, and R. D. Gomathi

 Introduction

Coronavirus was first originated in Wuhan, China, in 2019. A 55-year-old man from 
China’s Hubei region may have been the first to get COVID-19, a sickness caused 
by a novel coronavirus that is sweeping the globe. According to the South China 
Morning Post, the case dates back to November 17, 2019. That’s more than a month 
sooner than physicians in Wuhan, China’s Hubei province, reported cases at the end 
of December 2019. Authorities thought the illness was spread by something sold at 
a municipal wet market at the time. However, it is now obvious that during the early 
stages of what is becoming a pandemic, some affected persons had no access to the 
market. This includes one of the first instances, which occurred on December 1, 
2019, in a person who had no connection to the seafood market, according to 
researchers who published their findings in the journal The Lancet on January 20.

Symptoms of COVID
The most frequent symptoms are:

• Fever and cough.
• Tiredness
• Loss of flavor or odor

Symptoms that are less common:

• Throat pain
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• Headache
• Pains and aches
• Diarrhea
• A cutaneous rash or discoloration on the fingers or toes
• Eyes that are red colored or inflamed

Severe symptoms:

• Breathing difficulties
• Discomfort in the chest

 Economical Impact on the World

The global economy has been impacted in a variety of ways since the COVID-19 
epidemic began in March 2020. Poorer nations have suffered the most, while 
wealthier ones, despite their superior resources, have experienced their own issues. 
This article examines the influence of COVID-19 in various parts of the world.

First is dividing 171 countries into three groups based on per capita income: low, 
middle, and high income. Second is looking at health statistics to see how badly 
these countries were struck by the virus. Then, third is by comparing the International 
Monetary Fund’s (IMF) pre-pandemic economic expectations for 2020 with their 
actual values and generated estimates for the pandemic’s influence on growth and 
important economic policy variables [1].

Fig. 1 COVID-19-positive cases in India with age group
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The low- and high-income categories each account for 25% of the world’s coun-
tries, while the middle-income group accounts for 50%. In 2019, the average income 
per capita in the middle-income category was more than five times that of the low- 
income group. It was over 20 times higher in high-income countries. Figure 1 shows 
the COVID-19-positive cases in India with age group.

 Economical Impact of India

India has been devastated by the pandemic, particularly during the virus’s second 
wave in the spring of 2021. Despite the fact that the huge drop in GDP is the greatest 
in the country’s history, the economic harm sustained by the poorest households 
may be understated. From April to June 2020, India’s GDP plummeted by a stun-
ning 24.4%. The economy declined by 7.4% in the second quarter of the 2020/2021 
fiscal year, according to the most current national income predictions (July to 
September 2020).

The third and fourth quarters of the recovery (October 2020 to March 2021) were 
still slow, with GDP increasing by 0.5 and 1.6%, respectively. This indicates that 
India’s total rate of contraction for the fiscal year 2020/2021 was 7.3%. Only four 
times since independence has India’s national GDP declined before 2020 – in 1958, 
1966, 1973, and 1980, with the 1980 loss being the most significant. This predicts 
that the 2020/2021 fiscal year will be the worst in the country’s history in terms of 
economic shrinkage, significantly worse than the worldwide average. The details 
are presented in Fig. 2. The reduction is principally responsible for reversing the 
global inequality trend, which had been dropping for three decades but has recently 
begun to rise again [2–4].

Fig. 2 Economy in different countries
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 Some Positives of COVID-19

Permits for a proper work and life balance: Many firms, located in large urban areas, 
and people were historically burdened with long travels, tiresome traffics, or long 
lines for public transportation. Employees working at home, particularly those with 
whole families quarantined, get the option to spend time with family members.

Budget-friendly, with improved cost management: Industries can shift their bud-
gets and save money on running expenditures. Expenses are being considered in 
more realistic and business-oriented manner, notwithstanding the global financial 
disaster. Workplace supplies, equipment, and leasing costs might be used to aid the 
existing monetary condition.

Productivity and attention are increasing: Despite the fact that there are distrac-
tions at home, the survey concluded that overall attention at work has improved. 
Stress is minimized when external irritants are eliminated, and projects are finished 
more resourcefully and correctly. Reduced pressure levels as a result of fewer exter-
nal irritants permit activities to be completed faster and with fewer mistakes.

 Some Drawbacks of Covid

Quarantining: Even while several IT personnel characterize themselves as intro-
verts, the research discovered that they are not truly introverted. There has been no 
brighter spotlight on this than during quarantine and seclusion. Isolation has had a 
significant impact on the emotions of employees and executives, and watercooler 
chatter has proven necessary, even for individuals who self-describe or are thought 
to be unsociable.

Incompatible with a home office: Not everyone has a great workspace in which 
to work remotely, and it can be difficult to create an efficient and well-organized 
workspace. They are unable to create an environment favorable to complete focus, 
which has a direct impact on staff efficiency. When it comes to production, no man 
is an island. Autonomy does not work for everybody, and not everybody is capable 
of professionally self-organizing their job [5].

Electronic communications are prone to being misrepresented: Aside from miss-
ing direct physical discussions and meetings, all of those polled were concerned 
about the essential digital communication methods, such as e-mail, social media, 
and the possibility for communication gaps. Figure  3 shows the total cases and 
deaths till 2021.
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Fig. 3 Total cases and deaths till 2021

 Impact on Students

The worldwide lockdowns caused by the global pandemic have had a negative 
impact on several crucial areas, one of which is education. Because of the epidemic, 
schools, colleges, and universities were forced to close unexpectedly, exposing 
pupils to online learning. Changes in classroom to digital learning during the pan-
demic disrupted the learning of students in low-income regions all across the world. 
Families that couldn’t afford smartphones, Wi-Fi, computers, or laptops had under-
gone serious depression.

The parents, many of whom lacked the necessary qualifications to become home 
educators, were forced to take on the task on the spur of the moment. The three 
primary hurdles to online learning for schoolchildren are poor Internet access, 
insufficient data, and a lack of resources. The major concern here is whether kids are 
genuinely learning anything when the process shifts to digital learning and virtual 
classrooms. Changes in learning techniques have recommended us to shift to 
approaches that have never been used before, allowing us the opportunity to alter 
and gain exposure. Initially, the institutions were perplexed, since they had no 
notion how to continue, but as they established the digital infrastructure, the study 
pattern began to settle. During the epidemic, most students favored open and distant 
learning modes, because they foster self-learning and provide opportunity to learn 
from varied resources as well as personalized learning according to their require-
ments. Because of the epidemic, most recruiting efforts were limited. Students’ 
placements were also impacted. Many graduating students missed crucial career 
prospects, and many students and professionals were forced to return home from 
abroad because to the epidemic, interrupting their work.

This chapter gives detailed description on the chosen datasets, preprocessing 
techniques adopted, models used to train the network, and different classification 
method. Finally, different classifiers are compared in terms of various performance 
measures.
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 Dataset Description

COVID-CT dataset contains of 349 CT images, which are reported as COVID-19 
positive, and these images are collected from 216 patients with different age groups. 
The non-COVID-CT scan images were considered as negative samples, which are 
taken from the MedPix database, the LUNA database, and the Radiopaedia website.

SARS-CoV-2 CT scan gives a collection of large datasets with 1252 CT images 
taken from COVID-19-positive tested people and 1200+ CT images, which are 
taken from negative tested COVID-19 samples affected with some different pulmo-
nary diseases and shown in Fig. 4. The detailed number of patients with both gen-
ders is given in Fig. 2.

Coswara is prepared for the diagnosis of COVID-19 with cough and respiratory 
sounds and shown in Table 1. There are 1079 healthy subjects and 92 COVID-19- 
affected subjects available in this dataset. The age group of the subjects included in 
this dataset is 20–50 years.

Sarcos dataset contains 26 subjects tested negative for COVID-19 and 18 sub-
jects tested positive for COVID-19. This dataset has higher female subjects than the 
male. The sampling rate for recorded audio sounds is 44.1 kHz.

 Proposed Methodology

A new framework was proposed for diagnosing the COVID-19 using CT images 
and breathing sounds. The entire network is designed to predict the class as normal, 
COVID-19, bacterial pneumonia, and viral pneumonia using the multiclass classifi-
cation network MLP. The dataset used for the respiratory sounds are taken from 

Fig. 4 Number of samples available in SARS-CoV-2 CT-scan
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Table 1 Sarcos and Coswara dataset summary

Dataset name Label type Size Audio average per subject Total recorded audio

Coswara Positive 92 2.77 s 4.24 min
Negative 1079 3.26 s 0.98 h

Sarcos Positive 18 2.91 s 0.87 min
Negative 26 3.63 s 1.57 min

Fig. 5 Block diagram of proposed model for COVID-19 detection

Coswara dataset and Sarcos dataset containing 92 COVID-19-positive samples, 
1079 healthy samples and 19 positive, 26 healthy samples respectively. Features 
like MFCCs, ZCR, log energies, and Kurtosis are needed to be extracted for identi-
fying dry/wet coughs, variability present in the signal, prevalence of higher ampli-
tudes, and for increasing the performance in audio classification. All these features 
can be extracted with the deep CNN architecture with the series of convolution, 
pooling, and ReLU layers. Finally, the classification is done with a multilayer per-
ceptron (MLP) classifier. In parallel to this, the diagnosis of the disease is improved 
by analyzing the CT images. Two publicly available datasets COVID-CT and 
SARS-CoV-2 CT scan are used for training the proposed network. Various architec-
tures are proposed and used for the classification of images in the literature, but still 
ResNet-50 helps in providing the promising results. Figure 5 depicts the overview 
of the proposed framework.

The proposed framework has two modules: (i) respiratory sound analysis frame-
work and (ii) CT image analysis framework. These modules exhibit the workflow 
for data gathering, data preprocessing, and the development of the deep learning 

Diagnosis of COVID-19 from CT Images and Respiratory Sound Signals Using Deep…



192

model (deep CNN+MLP). In respiratory sound analysis framework, the gathered 
audio signals are converted to spectrogram video using FFT analyzer. The resulting 
video signal are used as dataset for the deep CNN model for feature extraction. In 
image analysis framework, the acquired CT images are preprocessed and used to 
train the ResNet model for feature extraction. As the number of layers in ResNet is 
high, the features extracted will be more, and to select the desirable features, the 
genetic algorithm is opted. Obtained features from both the frameworks are concat-
enated and fed to the multiclass classifier. This framework can be implemented in 
real time, to reduce the number of existing expensive confirmatory tests.

 Dataset Preprocessing

Preprocessing is first done to enhance the quality of the image, so that it becomes 
easier for the network to train faster. Noise and other irrelevant information are 
discarded in this stage and preserving all the essential information. To reduce the 
computation cost, the input CT image is first resized to 224 × 224 pixels with the 
help of OpenCv and converted into NumPy array. Histogram equalization is per-
formed next to adjust the intensity level of each pixel in the image. It is used when 
the images lack the shadows and highlights.

 Data Augmentation

Augmentation is preferred to increase the volume of the input dataset. This makes 
the network to train with the different versions of the image, and it increases the 
overall model performance. Random transformations, like image zooming, resiz-
ing, shearing, shifting, and rotation at different angles, are done to overcome the 
insufficiencies of the dataset. Vertical and horizontal flips can also be done where 
the vertical flip is equal to rotating the image by 180°.

Dataset balancing: Positive COVID-19 samples are not sufficient in the Coswara 
and Sarcos datasets. To create an equal number of samples in the training process, 
SMOTE technique of data balancing is adopted here, which helps in overcoming the 
problem of class imbalance. SMOTE helps in providing the better results compared 
to the extended versions like borderline-SMOTE. Five different COVID-19-positive 
samples are chosen randomly for every available sample in the dataset, and 
Euclidean distance is determined and represented as xnn.

Then, the new positive samples are created with the equation below:

 
X x u x xnnSMOTE � � �� �  

where u is the multiplication faction distributed in the range (0,1).
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 Feature Extraction

Figure 6 shows the different features extracted from the preprocessed respiratory 
and cough dataset.

 MFCC

In MFCC, initially the signal is filtered and applied Fourier transform, then the fre-
quencies are warped in mel spectrum. In the next step logarithmic scale is applied 
to the mel spectrum output followed by Discrete Cosine Transform is applied. The 
formula to determine the mel frequency is

 
mel f x f� � � �� �2595 1 700log /

 

Here, mel(f) represents the frequency in mels. The block diagram below represents 
the overall process carried out in calculating the MFCC. Figure 7 shows the com-
plete process involved in finding MFCC.

The MFCC function is calculated with the formula below:
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The coefficient of mel spectrum is represented by k, output from filter bank is Sk, 
and Cn represents the output MFCC coefficient.

Fig. 6 Feature extraction
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Fig. 7 Complete process involved in finding MFCC

 Zero-Crossing Rate

The zero-crossing rate (ZCR) is maximum times the wave moves from positive sign 
to the negative sign. Voice signals oscillation will be very slow like it takes a 100 
cross per second for a frequency of 100 Hz and a non-voice signal takes barely 3000 
crossing for the same frequency. The zero-crossing rate is calculated with the formula
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T is the length of the signal s and 1R < 0 is an indicator function.

 Kurtosis

It is a signal’s fourth-order moment which will measure the peak values associated 
with the given input audio signals.
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 ResNet-50 Model

ResNet-50 (residual network) is a modified version of traditional convolutional neu-
ral network. It has nearly 50 deep layers with 26 million hyperparameters, and the 
network was introduced by [5–8].

When the network layer goes deeper increases, the performance of the network 
may reduce because of the vanishing gradient problem. Vanishing gradient is the 
main reason for the degradation in the accuracy of the models. Residual networks 
are introduced to solve this problem with the help of skip connection. Skip connec-
tion prevents the gradient from vanishing, and it also makes the higher layers to 
work better than the lower layer by providing identity connections.
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Fig. 8 ResNet-50 model

Fig. 9 Representation of 
skip connection in residual 
networks

Figures 8 and 9 shows the residual network with identity connection. It is repre-
sented mathematically as y = F(x, Wi) + x. Here, y is the output of the residual net-
work, x is the input given to the network, and F(x, Wi) is the residual function. The 
figure shows the architecture of ResNet-50, which has four blocks with different 
numbers of convolution layers. The input image of size 224 × 224 × 3 is given to the 
input layer, and ResNet initially performs 7 × 7 convolution with 3 × 3 of kernel 
size. In the first block, the three convolution operation is carried out, where the ker-
nel size is set as 64, 64, and 128, respectively, for the three layers. The dashed line 
in the architecture represents the identity connection from one block to the next 
block. As the stride size is fixed as two in the following blocks, the input’s height 
and width gets reduced to half, whereas the channel width will be doubled [9–11].

 Feature Selection

Genetic algorithm (GA) is mostly preferred for feature selection; it is a stochastic 
method for producing the optimal result with the help of biological evaluation. GA 
makes use of population by evaluating the fitness function. The population with the 
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higher fitness values are carried out for the next genetic process, where the remain-
ing solutions will be removed. These chromosomes carried out for the next stage 
undergo the process of mutation and crossover to generate new populations. This 
entire process will be carried forward until till it converges to a solution [12]. Fitness 
is the most important parameter to be considered in genetic algorithm. The solution 
of the fitness function determines whether the population continues for the next 
generation process. Deep learning models, like CNN and ResNet, tend to extract 
most of the features from the input image. Genetic algorithm is used to select the 
best features extracted from ResNet-50 architecture. GA is preferred because of its 
evolutionary process through which it can offer the best solution to classify the CT 
scanned images as positive or negative [13–16].

• For every input CT images, the features are extracted with the help of pro-
posed method.

• Individuals are represented as zero or one in the population; this indicates the 
presence of desired attributes in the individual. The size of an individual popula-
tion depends on the number of features extracted from the image. Figure  10 
shows an example for selecting an individual.

Roulette method [8] is used for selecting the parent pair, which involves in the mat-
ing process and produces the next new generation. One-point crossover (A. H. Wright) 
is used for selecting a crossover point for each parent pair. The offspring generated 
first with the genes present at the right side of the first crossover points and so on.
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Here, x is the child vector, i represents the position index between parent and child, 
t denotes the parent’s size, and γ denotes the randomly chosen crossover points.

Fig. 10 Creation of individual features

S. Maheswaran et al.



197

 Bitwise Mutation

Bitwise mutation [8] is the mostly preferred operator in case of binary encoding. 
Each gene is considered individually, and it makes each bit to be inverted within a 
minimum probability. Elitism is a method used here to generate new population by 
taking the next individuals from the existing generation. The cycle will continue 
until it reaches the stopping criteria.

 LSTM

Long short-term memory (S. Hochreiter) is introduced for avoiding the problem of 
vanishing gradient. LSTM contains a cell state to store and covert the input memory 
cell to an output state. The LSTM architecture shown below has forget, output, 
input, and update gates. A received information that is sent to the next neuron is 
decided by the input gate; the information that needs to be forgotten is decided by 
the forget gate with the help of memory units. These four units interact together and 
work in a specified manner, where it takes all the long-term inputs and short-term 
inputs at a given time stamp. The mathematical representation of the input gate is 
represented as it = σ(Wi ∗ [ht − 1, xt] + bi).

The information to be neglected by the forget gate is mathematically given as 
ft = σ(Wf ∗ [ht − 1, xt] + bf). The cell states updated with the update gate are repre-
sented as ct =  tanh (Wc ∗ [ht − 1, xt] + bc), ct = ft ∗ ct − 1 + it ∗ ct. The output gate is 
updated with the equation ot = σ(Wo ∗ [ht − 1, xt] + bo) and ht = ot ∗  tanh (ct).

 Classification

Classification is a method of grouping given data based on the information found in 
a dataset, including annotations for which a category has been determined [17]. The 
CT images were classified as normal, COVID-19, bacterial pneumonia, and viral 
pneumonia. Cases using several classifiers include a random forest (RF) approach, 
a multilayer perceptron (MLP), LASSO, elastic net (ENet), a support vector 
machine (SVM), and an eXtreme Gradient Boosting (XGBoost) algorithm, with the 
default parameters in each classifier. The classification is verified for the findings 
using four generally used statistical assessment metrics found in the various litera-
ture: Acc (A), recall (R), precision (P), and F-score (F) [18, 19].
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 Performance Metrics

We can’t assert that when a model has a higher level of accuracy, it makes the ideal 
forecast. The number of true positive (TP), false positive (FP), true negative (TN), 
and false negative (FN) values defined in the following formula are used to deter-
mine the four measures.
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Further, the kappa index (K) measures the level of agreement between the proposed 
methodology’s results and the experienced way of ground truth labeling. The area 
under the receiver operating characteristic (AUROC) curve indicates how success-
fully the classifier can discriminate between classes based on true positive against 
false positive numbers. The ratio of number of TP identified to the actual total of TP 
and FP is measured by the area under the precision-recall curve (AUPRC).

The closer these validation measures’ values are to 1, the better the classifier can 
discriminate between the four distinct class pictures [20]. The suggested model’s 
performance at all categorization thresholds is shown by ROC curve. The area under 
the ROC curve integrated from (0, 0) to (100, 100) is known as AUC (1, 1). It cal-
culates the total of all potential categorization thresholds. With a range of 0 to 1, 
AUC is a 100% incorrect categorization. It is appealing for two motives: first, it is 
scale invariant, which means it evaluates the model’s performance irrespective of 
the magnitude of the absolute values obtained, and second, it is classification thresh-
old invariant, which represents that it evaluates the performance of the model, 
regardless of the threshold fixed to obtain the various categories used.

Eighty-five characteristics from the lung regions and the cough signal were 
assessed, and the statistically significant characteristics were those that had a 
p 0.05 in the univariate analysis. Only ten characteristics were preserved and uti-
lized for COVID-19 detection after this stage. COVID-19 detection was a four-class 
classification job in the experiment. The classifiers are trained and verified using a 
tenfold cross-validation procedure based on the attributes obtained from the feature 
selection techniques [21]. Finally, an external testing dataset is used to put the model 
to the test. The various classifiers used in the process are analyzed, and the 
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Fig. 11 Architecture of LSTM

tree- based classifier models random forest and XGBoost are found to outperform 
linear regression-based models in all the metrics. The comparison of the perfor-
mance of the different model is given in Fig. 11.

 Random Forest

RF is a tree-based regression/classification model, in which random samples are 
chosen from a set of data. The random forest algorithm will then be used to generate 
a decision tree for each sample. Voting will be done for each expected outcome for 
each decision tree. Finally, choose the prediction outcome with the highest votes as 
the final prediction outcome. To classify individuals as positive or negative to 
COVID-19, a RF classifier comprising of 250 trees was utilized. To split the node, 
completely grown and unpruned trees are employed, with the Gini index as the cri-
teria. At each split, the features are permuted at random [22].

 XGBoost

Gradient boosting is a machine learning-based regression and classification tech-
nique that produces a final output based on a group of low prediction decision tree 
models. The model architecture is framed stage-by-stage similar to other tree-based 
models such as RF or other boosting approaches; also it broadens the scale of the 
output by allowing optimization of any differentiable loss function. XGBoost is one 
of the gradient boosting implementations, but what sets it apart is that it employs a 
more regularized model formalization to control overfitting, resulting in an improved 
performance and a reduction in overfitting.
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 Support Vector Machine

Support vector machine is a frequently applied for classification or regression model 
that finds lines or boundaries, called hyperplane, using the extreme vectors to cor-
rectly identify the training dataset. Then, it chooses the line or boundary with the 
greatest distance from the nearest data points from those lines or boundaries.

 LASSO, Ridge, and Elastic Net Regression

When the model coefficient is very high, the training dataset will be over-fitted. 
Regularization, which penalizes the bigger coefficient, can be used to solve these 
difficulties. Ridge regression is a modification of applying a penalty equal to the 
square of the coefficient values, often known as the L2-norm. Alternatively in the 
Lasso model, the loss function is changed with the addition of a penalty equal to the 
magnitude of the coefficient. Elastic net is a combination of both the ridge and 
LASSO model.

Some respiratory illnesses, like COVID-19, are thought to have a natural defense 
mechanism in the form of cough. Existing subjective clinical approaches to cough 
sound analysis were hampered by the human audible hearing range. As illustrated 
in this work, exploring noninvasive diagnostic options considerably above the audi-
ble frequency range (i.e., 48,000 Hz) employed for sample data can overcome this 
constraint. Signal processing-based techniques face extra hurdles due to the nonsta-
tionary properties of cough sound samples. Cough patterns also vary in human 
beings with the same medical condition. Cough characteristics that are closely 
related to intensity levels in the temporal domain can differ for the same disease. 
Figure 12 shows performance score achieved with different classifiers.

When an abnormal occurrence is present, the cough sound is analyzed by the 
basic frequency and the harmonics component. The instability in the cough sound 
that makes up the multiples of the fundamental frequencies is caused by airway 
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Fig. 12 Performance score achieved with different classifiers
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compression. The system that is able to capture various features in the spatial and 
frequency domain of the cough signal for the complete cycle can accurately predict 
the variations in the cough due COVID-19 or pneumonia.

Because publicly available databases only include COVID-19-positive and 
COVID-19-negative examples, this research focuses on distinguishing COVID-19 
and other pneumonia-related irregularities in cough sound and lung images from 
healthy/controls data. The proposed method, on the other hand, may be able to dis-
tinguish problematic cough sounds from various pulmonary/respiratory disorders, 
such as COVID-19, viral pneumonia, and bacterial pneumonia. Cough noises’ 
pathophysiology and acoustic properties can provide valuable information in the 
frequency domain that can be used to characterize them for multiclass classification 
tasks. Pneumonia-related diseases make the patient’s airways to become irritated 
and constricted [23, 24]. To demonstrate the distinctiveness of COVID-19, pneumo-
nia, and normal samples, some of their frequency domain features are analyzed. 
When compared to COVID-19 and samples of asthma cough, the spectral entropy 
of the pneumonia sample is substantially greater for the majority of the frames. For 
the three respiratory illnesses stated, other features, such as spectrum flux, MFCC, 
and feature harmonics, are likewise nonidentical. Using a greater number of MFCCs 
consistently improves the performance. The study concludes that the machine learn-
ing classifiers are extracting the information that is not commonly sensible to human 
listeners, since the spectral frequency resolution utilized to compute the multidi-
mensional MFCCs exceeds the audible property of the human auditory system, and 
these internal features are extracted and suitably selected by the time series-based 
deep learning LSTM model. Fig. 13 shows variation in the frequency domain fea-
tures for the complete cycle: (a) spectral entropy, (b) spectral flux, (c) MFCC coef-
ficient, and (d) feature harmonics for different cases of cough samples

When compared to previous studies, the work shows encouraging results in the 
categorization of CT scans into normal, COVID-19, bacterial pneumonia, and viral 
pneumonia.

Our findings show that analysis based on the spectral components of the cough 
signal may be utilized to discriminate COVID-19-positive persons and other 
pneumonia- related cough sound from noninfected people. To enable an effective 
classification, the collection of features taken from the pictures must be represented 
and adequate, to avoid producing mistakes in the classification stage. In light of this, 
a key component of the suggested technique is the use of a GA to choose the most 
significant traits. The GA and LSTM method used for feature selection improved 
the classification results and also considerably reduced the dimensionality of the 
feature used for classification, making the classification process more responsive. 
Figure 14 shows the comparison of the performance of various ML-based classifi-
ers, and Table 2 gives the details about the comparison of different classifiers.

The suggested architecture had sophisticated capabilities for categorizing CT 
scans and cough sounds into COVID-19, pneumonia viral, pneumonia bacterial, 
and normal instances, and it may be utilized as a COVID-19 diagnostic or screen-
ing tool.
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frequency domain features 
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Fig. 14 Comparison of the performance of various ML-based classifiers

Table 2 Comparison of different classifiers

Experiment classifier Accuracy (%) Recall (%) Precision (%) F-score AUC

XGBoost 81.9 0.451 0.183 90.2 87.5
Random forest 82.1 0.424 0.179 89.3 86.2
Support vector machine 79.2 0,352 0.073 82.5 75.2
Ridge regression 80.1 0.414 0.065 80.7 81.5
Lasso regression 77.2 0.454 0.153 79.2 81.0
Elastic net regression 97.2 0.26 0.026 0.026 98.7

 Conclusion

This article proposes a new method of collecting multi-characteristic dataset of 
cough and lung images from people diagnosed with COVID-19 and two types of 
pneumonia along with noninfected individuals. The system studies the main fea-
tures that contribute to COVID-19 for early results of COVID-19 detection from 
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cough signal and also using the lung images obtained at the later stage, highlighting 
the importance of using the combined feature of audio signatures and images to 
detect COVID-19 symptoms. The proposed literature suggests that extracting the 
features using deep learning algorithms, LSTM, and genetic algorithm for feature 
selection and machine learning algorithm is suitable for a COVID-19 detection task; 
also, we go a step further and provide an in-depth analysis of the most useful spatial 
and spectral characteristics of sound, with the goal of analyzing the phenomena that 
changes the acoustic characteristics of COVID-19 coughs. Machine learning 
approaches are useful not just for distinguishing COVID-19 cases from other pneu-
monia patients but also for assisting doctors in tracking and predicting their patients’ 
prognosis and treatment outcomes. As a result, studies conducted based on the 
cough sounds; chest x-rays; lung images, along with laboratory data; and other fea-
tures, like demographic along with usage of deep learning and machine learning 
algorithms for various process like feature extraction and classification, will result 
in early diagnosis of the disease.
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The Role of Edge Computing in Pandemic 
and Epidemic Situations with Its Solutions

A. G. Balamurugan, R. Pushpakumar, S. Selvakumari, 
and S. Pradeep Kumar

 Introduction

Trending technologies that lead the various global technology domains, as related to 
physical health, the Internet of Things (IoT), and Artificial Intelligence, could have 
wide-ranging contributions in the monitoring of health care during pandemic and 
epidemic situations. Globally, the public have lacked access to health care due to 
traveling restrictions imposed by governments for health measures and facilities are 
overloaded with high-risk patients. The elderly are highly vulnerable due to the 
pandemic. Both lay individuals and health care providers are now routinely moni-
toring health care. Nowadays, the Indian Internet of Medical Things (IIoMT) will 
help to detect continued behavior, emotional feelings, and all kinds of activity 
related to vital states through various wearable, off-the-shelf hardware. The Deep 
Learning technique was specially implemented during the COVID-19 pandemic in 
public gathering places, identifying the presence of a mask and temperature using 
the IoT [1]; moreover, Deep Learning with the help of Edge Computing demon-
strates the tremendous algorithms that provide high accuracy in interpreting health 
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care information [2–4]. With the help of the Deep Learning and Edge Computing 
algorithms, we can identify, detect, and recognize phenomena from the pi camera or 
from the sensor obtained data in real time by the IIoMT. This leads us to introduce 
a new upcoming production of IIoMT – support Edge Computing exertion [5].

Advancements of the emerging hardware devices, among one vital revolution, 
have led to a transformation of health care known as Edge IIoMT nodes [6]. At pres-
ent, trend bands of IIoMT nodes can operate self-reliantly at the edge node, for 
example, health care institutions, homes, and clinics, where the data of the health 
care system is to be observed. Now the edge nodes have the full operating system 
(OS) with edge CPU and graphic processing unit (GPU) that permit the nodes to 
complete compounds from Deep Learning Computations on the edge. To utilize the 
refined IIoMT edge hubs, DL solicitations have likewise stayed enhanced to help 
edge knowledge and referring. Information starting from a subject or emergency 
clinic does not have to go outside the proprietor’s area or edge; rather, DL and occa-
sion observing can occur at the edge. This permits information protection, safety, 
and low-idleness wellbeing solicitations to track on client properties using Deep 
Learning and the IIoMT. The IIoMT edge has thus introduced new standards of DL, 
such as united realizing, where learning happens in an appropriated design at the 
edge, while just the model is disseminated [7, 8]. Modest GPU equipment can 
uphold IIoMT hubs that go about as unified ignorance hubs.

Moreover, much headway has been made with the DL and IIoMT, as few con-
sumers may be involved in the setting that obliges diverse in-home quality-of-life 
(QoL) observing situations inside one system. The following original relative study 
has helped us to introduce basic things.

 1. How to implement and recommend a bulk of Edge Computing in IIoMT devices 
that is used to create the Edge Solutions by Deep Learning.

 2. The Edge Deep Learning Edge libraries for creating health applications at each 
edge, for example, at each house, are established as a result of this. By utilizing 
the edge computing of the skeleton, our IIoMT nodes assist with Deep 
Learning (CNN).

 3. The developed set of QoL monitoring applications based on IIoMT edge learn-
ing. In real time, we can generate alerts using the applications.

The remainder of the article is organized as follows. Section II provides the related 
works. The outline design and model of the system is shown in Section III, the 
implementation details are mentioned in Section IV, we discuss the results in 
Sections V and VI, and finally, we suggest some future work.

 Related Works

As the outcome of the excepted work, we have selected the advancements in four 
main areas as follows:

 A. Affective Computing.
 B. IIoMT Devices.
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 C. DL Applications.
 D. Edge Computing.

We will have a clear discussion about the above given main areas in this article.

 Health Care in Affective Computing

Interpreting the study of human simulations and processes can lead to understand-
ing the study of health care in affective computing, including the process of recog-
nizing the emotions of the human body as well as the temperature, pressure, facial 
expressions, body posture, and all kinds of gestures, while mice can also lead to 
recognizing the speech of humans. This magic can be made possible with the help 
of sensors like emotional cues by updated measures of the physiological data. Many 
of the algorithms used as classifiers, such as linear discriminant classifiers (LDC), 
Gaussian mixture model (GMM), K-nearest neighbor (k-NN), artificial neural net-
work (ANN), support vector machine (SVM), hidden Markov models (HMMs), 
simply improve the enactment of the system.

 IIoMT Devices

Information Technology is used to connect the health care and software applications 
by combining the hardware infrastructure with the Internet-connected medical 
devices in this network. This process allows the flexible analysis of medical data 
with medical terms and conditions based on the present state of the patient or is also 
used to monitor the patient. These safety precautions help to reduce the mortality 
rate, and lead to providing emergency care. The IIoMT sensors were designed with 
the intent of patient observation [9]. The 5G and Nano devices can manage the 
demonstrative Internet of things in health care, can be serviced, and can be por-
trayed [11]. Another research study was done to design the framework for generat-
ing the alerts of social distancing when the distance was violated [12]. Yang et al. 
[2] used the IIoMT for much of the physical treatment at residences. The IIoMT was 
studied with regard to versatile edge registering in [8]. An outline of IIoMT sensors 
was considered with regard to patient checking in [8]. A thorough overview of well-
being IoT dependent on the impact of the Internet of Nano Things (INT) and 5G – 
Technology Material Internet on medical care and the nature of administration was 
depicted in [9]. Alhussein et al. [10] used the convergence of the IoT and cloud to 
monitor the patient’s wellbeing  in a Cognitive Health care IoT (CH-IoT) frame-
work. In [11], an audit of the IIoMT for controlling pandemics, such as COVID-19, 
was launched. Ahmedet al. [12] devised a system that could track social distancing 
and sound a warning if it was ignored.
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 Deep Learning Applications

The term Deep Learning derives from Machine Learning as a part that works on the 
images, videos, and structured and unstructured data when the Machine Learning 
cannot easily do the task. Machine Learning leads us to Deep Learning by using the 
main motivation for the best algorithms structure and related functions of the brain 
called Artificial Neural Networks. The Applications of Deep Learning are widely 
becoming a trend among the industries and all kinds of business fields, especially in 
health care units. With major help from Python, DL plays a vital role worldwide. 
Overall, DL can work for large data sets. AI was implemented in [6] to combat the 
COVID-19 pandemic [13]. In order to provide proof and a meaningful explanation, 
the layers of Deep Learning can get the data as input such as the object classification 
to identify based on the inputs [14].

 Edge Computing

It was presented in [3] that the 5G network is based on the Edge Learning frame-
work, and it was used successfully for patient monitoring during COVID-19. The 
symptoms of all kinds of patients can be noticed by monitoring [5]. Even though all 
processes work well, the IIoMT inferences a high level of security for the data and 
adds extra features for the privacy protection in edge referencing [9]. In addition, 
the author Hossain [16, 17] contributed to the cloud assisted health monitoring sys-
tem. The technology also led to support edge learning [6] with federated learning. 
With more effort, edge computing can be combined with AI [15] to provide a secure 
medical therapy for patients.

 System Design

In this section, we designed a thorough view of the symptom management system. 
In the designed modular approach, we used the following four dimensions.

 Edge Computing Applications

 Management Symptom In-Home

In-Home basic support items can be available such as electrocardiogram, thermom-
eter for body temperature detection, and oxygen saturation (SPo2). Our device is 
well trained to recognize the symptoms of COVID-19 and will provide the raw data 
to the IIoMT, which may include body temperature, heart rate, and oxygen 
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Fig. 1 Combination of learning

saturation level. Drowsiness/tiredness can also be detected by excessive yawning 
and other classification of symptoms, which are trained with the datasets in the 
Deep Learning method. Other symptoms of  COVID-19  can be identified as speech 
recognition by the combination of learning methods as mention in the Fig. 1. The 
major thing is to identify fever temperatures in a non-invasive way by using a cam-

era with thermal specifications.

 Safety and Quarantine In-Home

Safety can be easily achieved only by oneself. Especially in the home, safety mea-
sures may not be followed, but in the case of people outside the family, we have to 
follow the safety measures. This can be achieved by the smart edge computing 
devices implemented in our project. Deep Learning techniques help identify if a 
mask is worn when someone tries to go indoors. If a mask is not detected, then the 
door cannot be opened, even by the people inside.

 Facial Emotion Detection In-Home

Facial Emotion Detection such as pain that can be seen by facial expression and 
depression can be identified with the technique in Deep Learning called Computer 
Vision, which is also called the Third Eye of Computer. We cannot easily see how 
the vision is viewed by the computer. Deep Learning has n number of inputs, but it 
helps to find the exact expected output based on the inputs, which models and 
trains data.
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 Life Management System with Best Quality In-Home

The basic support of Health Related QoL in the time of COVID-19 is the best metric 
that can provide the best suggestions about their illness. This can make it possible 
to provide feedback to human health care providers concerning how they should 
manage treatment [18]. Figure 2 shows the variety of qualities of each one’s present 
life taken for consideration.

Fig. 2 IIoMT processing flow and edge computing learning
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 Diagnosis and Treatment In-Home

Smart edge computing also helps to diagnose and provide treatment for patients in 
their home itself. Based on the dataset we have trained in, the device suggests the 
Pill Detection and Reminder for the pill without any confusion so the patient can 
take the pill on time. The smart device also enables the alarm for the health care 
team who were present near the patient.

 Selection of Edge IIoMT Device

Figure 2 shows the IIoMT devices with the corresponding deployment workflow of 
the entire system. In the initial state, the input can be fed from the pi camera sensor 
data. The pi camera fetches the data from the image and video whatever may be the 
input and processes it based on the initializations by Deep Learning. After the infer-
ence of the input data, a condition is matched with the trained data, and the next stage 
can be processed. Once the data is processed in the Run Edge node, the condition is 
passed if the condition satisfies the Edge Model (EM) and it will prepare the explain-
able visualization about the input. If the input data is not satisfied with the Run Edge 
node, it prepares Explainable Visualization, and after this, the output will be saved.

 Edge Deep Learning Stack Design

The stack in which the IIoMT edges were developed for the detection of the physi-
ological prospects and emotions of human reactions. Section III describes QoL and 
continued monitoring of human emotions. As given in Fig. 3, the IIoMT layer con-
tains the sensor data that leads the data collection process of the user’s emotions, 
allowing data to be obtained newly from the edge of the AI layer where the Raspberry 
pi5 or a Jetson NVIDIA-Nano platform is. The QoL application generates a report 
based on the programmed written or alert generated based on the input data that is 
processed with the CPU/GPU.

 System Workflow

The system works only for the IIoMT hardware based on all the edge nodes. The 
system feeds the data from the sensors as input. Inputs can be obtained in various 
ways: (1) pictures, (2) live camera feed, (3) streaming video, (4) sensory data, etc. 
For each input feed, appropriate DL libraries were created, including for leveraging 
the original data set to train the Deep Learning algorithm, improve module accurate 
output ratio, and execute inferencing. The inferencing process can be done at part of 
the Edge model such as Tensorflow Lite (tflite). The output of the stimulation can be 
viewed on an android mobile or the web application.
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Fig. 3 Emotions detection in-house user QoL data Edge-accomplished IIoMT that are linked with 
Edge computing hardware

 Implementation

The process of implementation is given in Fig. 3. The Internet of Things at the medi-
cal level includes the sensors such as MLX90614, FLIR 3.5-pure thermal sensor, 
AMG8833, FLIR Pro, Google CORAL TPU, Intel NCS Edge GPU, MAX 30100, 
smart phone, and pi camera. The second layer includes the Edge nodes such as a 
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monitor for viewing the display, the SBC (single board computer) that may be used 
on any family boards of Raspberry pi, NVIDIA Jetson, Jetson Nano boards or any 
smart phones for viewing the display. The first layer and the second layer are inter-
connected with sensors and SBCs with supporting interconnected devices. The 
human emotions can be captured by the sensors that are interconnected with the 
human and stored in the smart edge nodes, which will lead to the expected output.

A thermal camera can be used to capture the image of humans and temperature 
sensor data. The body temperature can be identified. We used the Lepton model for 
the pure thermal identification 3.5, which was the housed board inter connected 
with a USB port for interface with the camera. Our created applications use, namely 
(1) Smartphone, (2) Web Interface, which is left on the surrounding objects, with 
the people around the expected range of the mask. The process starts with the train-
ing data set, including validating and testing and the output can be viewed on smart-
phone or web applications. Figure 3 indicates the Artificial Intelligence based on the 
web and smartphone applications that were developed for the research purpose.

For the data set, we gathered all the data for training the device based on Deep 
Learning, including the Nvidia Docker and Nvidia Jetson Nano with CUDA 10.0 
and development of the CuNN in dataset.

A few more software techniques are needed, specifically CUDA 10.0 comfort-
able version, which may not be accessible and give support from the cloud storage 
or may be from the server. We have utilized NGROK to safely conceal the informa-
tion going from own local host Deep Learning server all the way through any orga-
nization to deal with interpretation Network Address Translation or firewall. To 
send the DL application to the cell phone, we changed over the DL model to a tflite 
model and afterward quantized to help the cell phone GPU/CPU.

Figure 2 shows a smart phone solicitation utilized by an older individual having 
unstable or helpless visual perception. The solicitations can perceive articles and 
individuals everywhere around the subject and illuminate humans all the way 
through text-to-discourse. Figure 2 shows a feeling assortment solicitation that uti-
lizes an internet source for an Edge computing learning customer. Figure 2 shows 
the actual fever temperature identification utilizing a thermal sensor camera. We 
additionally fostered a ready framework dependent on IIoMT equipment, displayed 
in Fig. 2.

To guarantee protection and safety for the IIoMT information, we delivered the 
value-based information through an Ethereum and Hyper ledger based blockchain 
structure to help open and secure organizations. The crude wellbeing information 
was saved off-chain and connected with the blockchain for proof. Figure 2 demon-
strates the AI ready age framework in which the basic occasions were caught, per-
ceived, and imparted to the suitable specialists by means of an informing framework. 
The framework additionally makes the IIoMT-produced proof accessible by means 
of the blockchain. Notwithstanding, the PC vision-based DL applications, tangible 
information, such as oxygen immersion and ECG values, were determined utilizing 
an intermittent NN (RNN).
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 Test Results

 EEG Signal Classification

As per our training, the model we are using here has two kinds of data sets acces-
sible from the Kaggle. The groups of data that offer the psychological and emo-
tional states of all kinds of input from subjects are captured through the wearable 
biometric control devices (Fig. 2). As displayed in Fig. 2, the prepared irregular 
timberland classical could characterize whether an individual was feeling good, 
apathetic, or undesignated. The precision and recalls for three feeling stripes are 
displayed in Table 1. Because of the unmistakable division of information kinds, we 
noticed great accuracy and recalls for each type of emotion.

Dissimilar kinds of COVID-19 related symptoms were observed, especially 
cough such as dry cough, soft cough, and normal cough sounds, drowsiness, mask 
detection [1], feeling emotions such as positive and negative or neutral. Since the 
prepared models had satisfactory exactness, accuracy, and recalls, we are presently 
working with three emergency clinics at Chennai with the goal that the following 
prepared models may be conveyed at patients’ in-home treatment. The genuine test 
lies in the real information assortment in the home. For that, we are intending to 
consolidate discrepancy protection, start to finish encryption, and combined train-
ing among the edge gadgets. We will likewise research methods of working on the 
exactness, accuracy, and recalls.

 Drowsiness Analysis

The database library is utilized alongside “You only Look once” (YoLo) V4 for 
facial recognition and facial milestone identification. Resting design was deter-
mined using the duration of a shut eye, the recurrence of eyelid closure, and flicker-
ing recurrence. These calculations additionally followed head shifting and 
cavernous. We utilized the UTA sluggishness information set 2 to prepare our cal-
culation. The preparation and approval exactness and misfortune are displayed 
in Fig. 3.

Table 1 Value of precision & recall with their type of emotions respective activities of daily life

Type of emotions Value of precision Value of recall

+Ve data 0.96 0.99
Netural data 0.99 1.00
−Ve data 1.00 0.99
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 ECG

The Keras design has been used to do a customary CNN design to set up the MIT- 
BIH- ECG data assortment. The signal from ECG was initially used for pre-handled 
to deliver a three-dimensional picture spectrogram. After the extension connection, 
the three dimensional picture was converted to a Convolutional Neural Network 
design, which is the max pooling of seven layers that are provided by the convolu-
tion layers, overall ordinary pooling, a totally related layer, and a softmax layer, 
with four classes of result. The ensuing precision and survey results through the 
planning and endorsement system are shown in Table 2.

 Fever Detection

The fever identification can be submitted and obtained by the few modules in view 
of the prepared datasets. The application with a lead to the YoLoV4, face, eyes, and 
brow gives recognizable proof utilizing the Dlib, and afterward the live feed acquired 
by the thermal camera readings from the temple was utilized to decide the internal 
heat level, as displayed in Fig. 3. The software using NVIDIA Jetson Nano was, as 
far as possible, set at 37.5 °C. We used the data set-4 of Kaggle to set up reference 
FLIR thermal camera input pictures. The reported exactness and audit potential 
gains of the planning and endorsement educational assortments are shown in 
Table 2, and the contrasting chart is shown in Table 3.

Table 2 value of precision & recall with training and validation data

Type of emotions Value of precision Value of recall

Trained data 0.95 0.94
Validated data 0.94 0.95

Table 3 Emotions type for precision and recall of emotion classification values

Type of emotions Value of precision Value of recall

Sad 0.895 0.893
Neutral 0.889 0.897
Fear 0.801 0.798
Angry 0.971 0.762
Happy 0.965 0.964
Disgust 0.940 0.952
Surprise 0.981 0.962
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 Face Mask Detection

To set up our facial covering detection estimation, we used a face disclosure com-
putation for the database library. In total, nearly 9046 pictures were used, which 
contained nearly 4250 pictures with a facial covering and the rest without a facial 
covering, obtained from a secured-based Google Engine search. Changed trade 
using the MobieNetV3 plan with a TensorFlow based CNN design was used. We 
achieved a readiness and endorsement precision of 0.95 and 0.94, separately, which 
is shown in Fig.  3. As shown in Table  2, the arrangement precision and survey 
potential gains of the ECG data were reported to be 0.981 and 0.952, correspond-
ingly, for the planning educational assortment; however, the endorsement enlighten-
ing assortment conveyed exactness and audit potential gains of 0.98 and 0.96, 
respectively (Table 3).

 Determination of Physiological State Using Excitement Analysis

In our research work, we have included sample pictures up to the pixel level of 1028 
inputs for each one of the seven classes in training the data, a hundred pictures for 
every one of the seven classes in authorization data, and 172 pictures for every one 
of the seven classes in the testing informational collection, as displayed in Fig. 3. 
Table 4 shows the disarray framework with the accuracy and recall of seven feeling 
types. Figure 3 shows the preparation and approval exactness and misfortune, sepa-
rately. Figure 4 shows the accuracy and recall of six unique kinds of day-to-day 
exercises, which were recorded through a cell phone.

 Residential Cough Sound Analysis from Both Affected 
and Not Affected

The data library contained 120 dry coughs taken as samples from 30 patients with 
COVID-19, who were all confirmed by the RT-PCR test. The patients were from 
different age groups. There are nearly 220 COVID-free, meaning the test result is 
negative for the cough sounds, which are labeled according to the predefined data 
reports, in the data set we collected from Google.

Table 4 value of precision and value of recall of ECG data classification values

Data type Value of precision Value of recall

Trained data 0.97 0.96
Validation data 0.98 0.97
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Fig. 4 Classification value of precision and value of recall in activities of daily life

 Conclusion and Future Work

We designed a framework that will lead to effective computing advantages in the 
IIoMT deployment in the user edge environments, which may include the edge 
nodes such as the home, hospital, and other places. The GPUs help to run the Deep 
Learning solicitations on each edge node by collecting all kinds of data. By using 
the collected data, the application can be developed for a variety of symptoms. The 
data privacy, security, safety, and all kinds of low-latency were obtained by the 
edge – GPU. The next generation of people from various health care dependencies 
can get support for essential help for all kinds of symptoms despite the restrictions 
to traveling in pandemic situations, similar to health care suggestions without 
doctors.

As a future work, we plan to advance the precision of each kind of application at 
each edge node to relate to the patients in real time. We are also connected with 
multiple patients, health care teams, and hospitals to implement our applications in 
smart Patients Care Systems (SPCs). The application can also help us connect with 
the AI world of technology in health care systems.
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Advances and Application of Artificial 
Intelligence and Machine Learning 
in the Field of Cardiovascular Diseases 
and Its Role During the Pandemic 
Condition

Sohini Paul

 Introduction

In this present era of digital setting, artificial intelligence (AI) has been documented 
as a potent device in the marketable industrial setting and a budding automation in 
the domain of healthcare. AI has shown a widespread potential to influence the vari-
ous fields of healthcare during the COVID-19 pandemic in a positive way. In the 
current scenario of data explosion, the implementation of AI in the domain of car-
diovascular disorders and imaging is experiencing an exemplary modification 
toward machine learning (ML) algorithm. Regardless of major advancement in 
diagnosis and treatment, cardiovascular disease (CVD) is still the chief frequent 
cause of malaise and death from the global aspect, accounting for roughly one-third 
of yearly mortalities. Prompt and precise diagnosis is the major route to improve 
CVD results, and it can be tackled by regular screenings. D’Costa and Zatale [1] 
have stated that “although screening programmes at present can be cost inefficient 
for niche diseases, artificial intelligence (AI) has most definitely broken the rules of 
what our present cardiovascular health monitoring tools can be capable of; from 
using ECGs for detection of left ventricular systolic dysfunction, to cardiovascular 
risk prediction with accuracies higher than a mammogram.” These multifaceted 
algorithms can effortlessly evaluate various data and mechanize an array of tasks. 
The present book chapter explores the role of different AI implementations that 
includes ML and deep learning and their implementations in cardiovascular medi-
cine. Furthermore, it aims to provide an integrative outline of the modern research 
in the domain of cardiovascular diseases and AI.
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 AI and Its Principles

AI may be delineated as the replication of intelligence of human being by the virtue 
of programming in computers. The computer appears as an ideal tool for replicating 
interpretation processes. AI in healthcare may help in making faster diagnosis. The 
system gathers previously available data about the patient and the patient’s medical 
history and current results to form a hypothesis. Another way AI is used is in online 
computer programs for scheduling appointments, which aids through the billing 
processes and gathering medical feedbacks. This technology is utilized to endow 
with progressive technology-based treatment in cardiovascular medicine, because it 
may help in facilitating the analysis and measurement of the various aspects of 
human heart functions.

There are various important components of AI, of which ML and DL are essen-
tially included as a part of this book chapter. ML is a task of artificial intelligence 
that comprises of programs, which analyze records, gain knowledge from the infor-
mation obtained, and subsequently construct notified conclusions based on the 
derived interpretations. A more specialized area of ML is identified as DL. DL is 
more similar to the thought process of humans, operating through a “neural net-
work.” In contrast to a ML script, a DL neural network generally consists of mani-
fold stratum, every stratum comprising of a script which in its basic provisions 
receives an input, runs it via a numerical function, and endows with a pertinent 
perceptive output. Deep learning, with its capability to gain knowledge by itself, has 
notably produced novel opportunities in the field of AI studies. In the cardiovascular 
area, this automation is being employed to identify and categorize arrhythmias and 
murmurs availing recordings of electrocardiographic and stethoscope, respectively. 
In case of echocardiography (ECHO), AI image processing may assist in the mecha-
nization of several parameter recognitions, such as ejection fraction, and also in 
rapid screening assessments.

The utilization of enhanced technology in medical field and diagnostics has been 
considered from the 1960s. In the domain of cardiovascular medicine, systems 
based on AI have instituted novel implementations in imaging, risk prediction, and 
newer drug targets related to cardiology. Prior to the incorporation of artificial intel-
ligence systems in diverse areas of healthcare, the requirement of “training” is 
essential, and that can happen with the help of the data that are generated from 
experimental or medical researches and related work, such as screening, diagnosis, 
proposed mode of treatment etc., so that they can study in comparable groups of 
patients or volunteers. These data are obtained in various forms like medical notes, 
electronic recordings of various instruments, images, and so on. Particularly, in the 
diagnosis stage, a significant percentage of the AI review examines data from diag-
nosis imaging, genetic experiments, and electrodiagnostic results.

Real-time adjustments of ventilation settings and drug dosage could be done 
based on monitoring of patients’ bodily responses and functions. A single computer 
can do monitoring on many patients in a unit simultaneously and provide relevant 
data about further course of action. Rising costs of healthcare could also benefit 
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from AI, since its use improves the quality of care and reduces time in making deci-
sions about treatment prescribed and also diminishes the number of human hours 
required, effectively reducing the cost. Since part of AI is learning from reasoning, 
a routine and regular use in clinical aspects would help to better the system. 
Cardiovascular medicine doctors and scientists at Mayo Clinic are coalescing artifi-
cial intelligence with medical practice, viz., with electrocardiogram (ECG) machine 
learning, to enhance caregiving. AI is employed to recognize innovative drug thera-
pies and ameliorate the effectiveness of the medical practitioner. Explicitly the 
result of the COVID-19 patient can be predicted from cardiac-based algorithms. In 
this pandemic scenario, this digital technology was reported to control some pro-
cesses of treatments.

 Applications of AI in the Medical Field Settings

AI has multiple applications in the field of medicine. First of all, AI can help health 
professional in the analysis and evaluation of the disease and also to delineate an 
effective treatment protocol. The Application of AI in various medical approaches 
can diminish the frequency of misdiagnosis and thereby ameliorate diagnostic 
effectiveness. Secondly, the identification and application of deep learning has aug-
mented the skill of AI to identify healthcare imaging and offer healthcare profes-
sionals with additional dependable imaging diagnostic data. Another important 
application of AI is that by utilizing big data analysis, the algorithms may frequently 
give additional precise outcomes for patient prediction. AI may also provide assis-
tance for investigations in pharmaceutical industry, which can ameliorate the effi-
cacy of novel drug development. Lastly, the amalgamation of AI and robot-assisted 
surgery may ameliorate the precision of numerous difficult and complicated proce-
dures. Amidst the advancement of AI, big data analysis, and cloud computing tech-
nologies, AI may be capable of offering patients with elevated quality medical 
services. Furthermore, artificial intelligence will help to lessen patient’s time of 
waiting and charge and get secure, suitable, and elevated standard of therapeutic 
services. Hence, the accomplishment of DL of AI will be of an added advantage to 
the field of cardiology.

 Application of AI in Cardiovascular Diseases

Presently, AI technologies have been practiced in the area of cardiovascular medi-
cine, which includes “precision medicine, clinical prediction, cardiac imaging anal-
ysis and intelligent robots.” There are positive promises of the application of AI in 
the domain of cardiology.
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 Precision Medicine

At the outset, from the perspective of the patient, AI can be primarily utilized for 
distant pursuing of the patient, medicine remembrance, real-time ailment analysis, 
and prior cautions of various signs of diseases. Simultaneously, from the viewpoint 
of medical professionals, AI can facilitate collection of voice data (e.g., case his-
tory), attach electronic health checkup data arrangements, and condense the burden 
of doctors. It has been reported by researchers that in the subsequent times to come, 
cognitive computers, which are instruments that are upskilled via ML or DL pro-
gramming, can decipher certain complications without healthcare professionals 
support, will assist medical professionals formulate precise assessments, and fore-
cast patient results. Scientists have suggested that there is almost no probability that 
AI will substitute medical professionals. On the contrary, healthcare professionals 
should be acquainted with the utilization of AI technology and procure skill in this 
form of practice through the application of AI for the betterment of CVD diagnosis 
and management by evaluating the big data.

 Clinical Prognosis

By the assistance of ML and analysis of the big data, artificial intelligence can 
facilitate medical professionals to provide precise prognosis for the patients. It was 
reported by Dawes et al. [2] that AI may forecast probable time phases of mortality 
for patients with heart-related disorders. Furthermore, it was also reported by the 
researchers that AI application documented the reports of cardiac MRI scans and 
tests of various related blood parameters of 256 patients suffering from heart disor-
der by various mechanisms. It was observed that AI could guess the possible abnor-
mal circumstances that my lead to the death of the patient. Furthermore, the 
abovementioned application was capable of estimating the survival rates of patients 
for the subsequent 5 years, and the precision of the prediction of the succeeding year 
easily reached 80%. Motwani et al. [3] instituted a predictive model through the lens 
of DL and evaluated the threat of fatality for the subsequent 5  years for 10,030 
patients suspected with coronary heart disease (CHD). The results obtained from 
their research specified that “the risk assessment based on AI is superior to tradi-
tional clinical judgement and coronary computed tomographic angiography.”

 Cardiac Imaging Analysis

In the current era, for the initiation of DL, cardiac imaging investigations have 
revealed an immense progress. Deep learning can facilitate the analysis of coronary 
angiography, ECHO, and ECG. Scientists have predicted that in the near times to 
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come, by using DL, artificial intelligence can recognize coronary atherosclerotic 
plaques more perfectly than the medical practitioners. Additionally, AI can also be 
employed for examining the echocardiographic images, encompassing automated 
evaluation of each chamber dimension and evaluation of left-side ventricular func-
tion. Additionally, it can also be utilized to evaluate diseases related to structural 
aspects, viz., valvular disease, for helping in determining various aspects of the 
disease. A study by Samad et al. [4] revealed that DL can predict the survival rate of 
patients with elevated precision after evaluating ECHO of several patients. There 
are various additional purposes of the application of AI in cardiovascular imaging 
examination (which is regarded as one of the major important standards for the 
diagnosis of cardiovascular diseases), such as intravascular ultrasound and optical 
coherence tomography MRI, to name a few. In the coming days, DL will construct 
imaging analytics more dependable, simpler, and quicker to achieve results.

 Intellectual Robots

The introduction of robots programmed for performing surgeries has helped medi-
cal professionals execute surgery for bladder replacement and hysteromyoma resec-
tion. In subsequent times to come, the blend of artificial intelligence and modestly 
invasive surgery technology, such as the Da Vinci Surgical Robot, may formulate 
the utilization of programmed surgery more pragmatic. This may diminish distress 
and suffering of the patient, enhance surgical protection, and curtail postsurgical 
stay in the hospital. It has been suggested by a group of researchers that “with this 
kind of combination, instead of clinicians, AI can perform cardiac interventional 
operations, such as percutaneous coronary intervention (PCI) operations and cath-
eter ablations of atrial fibrillation, on patients; which will reduce the radiation expo-
sure for the clinicians from the use of digital subtraction angiography.” Therefore, it 
can be suggested that the integrated use of artificial intelligence and robotic surger-
ies may encourage the insurgence of conventional medication.

 Clinical Decision Support System and Preventive Cardiology: 
The Application of AI

Yan et al. [5] suggested a fascinating idea by proposing that wherein the conven-
tional model engaged a health professional diagnosing and providing “instructions” 
to a patient in a straight way, a newer advancement might be relatively that a medi-
cal professional will be providing directives to a solution-based AI, thereby acting 
as a linkage. The programmed application of AI would explore for errors, if any, in 
the practitioner’s analysis and would then ask for assistance from a senior health-
care practitioner prior to ultimately passing the exacted recommendation on to the 

Advances and Application of Artificial Intelligence and Machine Learning in the Field…



226

Fig. 1 AI, ML and DL-relationship and its Implementation

patient. These advancements would most certainly aid in declining mistakes in clin-
ical practice, acting as a “redundancy tool.” The instance of Google is very apt in 
this regard, where it has been capable of determining factors leading to cardiovas-
cular risk from retinal fundic images, age, sex, smoking, blood pressure, and key 
unfavorable measures. This activity allowed the researchers to utilize these records 
to assess the patient’s threat of various cardiovascular diseases, with a precision of 
70% (Fig. 1).

 Applications of AI During the COVID-19 Pandemic 
in the Domain of Cardiology

From the above data, we can delineate that digital application can be employed as 
supervising instruments to construct a considerable quantity of records in cardiol-
ogy. AI is a smart method that can get accomplishment in the pandemic situation of 
COVID-19. For these instances, ML is also entailed to build up a smart system as 
required. This expertise will be able to forecast and treat multifaceted cardiovascu-
lar issues of the patient of COVID-19.

AI constructs an affirmative effect on prediction and evaluation of CVDs. A 
clinician speculates many aspects of a patient suffering from CVD from the pro-
vided electronic patient data. AI has been utilized for the evaluation of COVID-19 
patients suffering from congenital heart disease. Haleem et al. [6] observed that this 
tool is helpful in relieving the overload of a cardiologist. The use of AI assists in 
scrutinizing the collected data and also helps in the decision-making process of the 
physicians, thus can prove to be beneficial for the patient in certain instances. 
Therefore, during the pandemic situation, it can be utilized to resolve complex dif-
ficulties by using technology-based clinical assessment systems. It assists physi-
cians to give a precise prediction and at the same time also may lead to the 
enhancement of the human thinking process and cognition. The major noteworthy 
prospective of this system is to advance the healthcare quality provided to the 
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patients of COVID-19. The physician can virtually verify the information of a 
patient even without travelling to the hospitals and therefore in the process may 
circumvent this infection. Expert advice of the cardiologist can be taken by the 
patient via an application, reducing time by preventing unessential hospital visits 
during the pandemic scenario.

 AI and Cardiology Treatment During the Pandemic Situation

In the exigent circumstances of the pandemic, a critical challenging issue for the 
cardiologists was to suggest well-timed and suitable advice to the patients. The 
widened extend of the virus all through the pandemic has provided various obsta-
cles for the patients visiting the healthcare centers, such as clinics, hospitals, medi-
cal centers, etc. To provide assistance to both the cardiologists and the patients, 
specific solicitations of AI have been used, viz., telemedicine, wearable sensors, 
monitoring devices, robotic implants, intelligent robots, etc. These abovementioned 
methods also provided aid for patients suffering from angina, fibrillation, strokes, 
etc., which are regarded to be very difficult conditions to handle with conventional 
medical care perceptions.

 COVID-19 Pandemic and Artificial Intelligence: 
The Challenges

The distress derived from the devastating impacts of the pandemic is global and it 
has severely influenced the healthcare system and its correlated areas. In this sce-
nario, it’s a necessity to successfully investigate the huge quantity of records 
obtained at the time of this global emergency, and AI can perform it efficiently. AI 
processes the unrefined data and then, by the process of data mining, obtains an 
important conclusion. Further, it utilizes a variety of algorithms for automated data 
analysis. It has been reported by various studies that it is a useful tool for monitoring 
the COVID-19 virus and preventing its universal spread. Consequently, AI may also 
aid in developing a complete perception of certain aspects of COVID-19. The note-
worthy proficiencies of artificial intelligence for the pandemic may be enlisted as 
follows:

• Examining various data related to transport systems in the nation during the 
spread of the virus

• Tracking and predicting a social evaluation of diverse areas
• Aiding measures in evaluating the effect of the worldwide pandemic
• Investigating the advancement of the enduring COVID-19 condition
• Providing an enhanced resolution for the healthcare management structure dur-

ing crisis at the universal level
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Fig. 2 Application of AI in cardiovascular research and Covid-19 pandemic

• Computing the constant impact by COVID-19
• Suitable supervision of the patient affected by COVID-19
• Automatic and regular tracking of physical condition of the population
• Appropriate investigation of the medical records obtained during the global crisis
• Proficient evaluation of the infection (Fig. 2)

 The Future Scope of Artificial Intelligence

The era when AI will substitute a cardiologist is not yet in the future sight. Even 
though not conventional yet, we are unquestionably in the epoch where artificial 
intelligence is aiding cardiologists globally routinely in the rapid and enhanced 
evaluation and image understandings. The prospect rests in utilizing this technology 
in domains that have not been endeavored owing to some expenditure limitations. 
Moreover, incorporation of automated evaluation and cardiovascular risk assess-
ment methods into already available electronic medical documentation application 
would help in developing a comprehensive treatment protocol and also will assist in 
counseling of patients about amendable risk factors, thus providing a positive 
impact on morbidity and mortality. In conclusion, AI is a metamorphic technology 
and has mammoth prospective in the healthcare settings.
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Effective Health Screening and Prompt 
Vaccination to Counter the Spread 
of COVID-19 and Minimize Its Adverse 
Effects

Sandip Bag and Swati Sikdar

 Introduction

In the month of November 2019, an epidemic of relentless intense respiratory ail-
ment was detected as a source of bunch of pneumonia patients in city of Wuhan, 
China, in the name of novel coronavirus perceived as SARS-CoV-2 [1–3]. At the 
end of February, 2020, i.e., 10–12  weeks after such outbreak, the World Health 
Organization (WHO) named this disease as the novel coronavirus and considered as 
the biggest threatening epidemic of the earth in the twenty-first century [4, 5].

People are affected with the COVID-19 virus by many different ways, and in 
major cases, contaminated person will grow mild to moderate illness and also sal-
vage without admission in hospital [6]. The clinical malady of such coronavirus 
ranges from mild delirium, cold, fatigue, distaste, absence of smell, hurting throat, 
diarrhea, etc. to difficulty in breathing or shortness of breath with very severe pneu-
monia, loss of speech or mobility, chest pain, infected trauma, and multi-organ 
breakdown that may lead to loss of life [7, 8]. Due to the severity of such infectious 
disease, the WHO announced such pandemic disease as community health exigency 
of universal burden and plead to all countries for taking necessary measurable action 
to detect and prevent such contagious virus and take appropriate steps against the 
spreading of this pandemic outbreak [9].

Infectious COVID-19 antigen is primarily spread explicit from one to other, 
through nasal droplets formed from coughing or sneezing of an infected person, and 
that soggy aerosol can transfer in the entrance of the respiratory tract of people who 
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are in adjacent proximity of the contaminated individual and probably inhaled into 
the lungs [10, 11]. Other feasible avenues include unambiguous meeting with atten-
uated fomites and penetration of droplets as well as probable transportation of 
SARS-CoV-2 from an individual of asymptomatic nature (or persons within the 
incubation phase) to others [12, 13].

When COVID-19 outbreak was first experienced, there is neither FDA-approved 
medication nor vaccines in the market, which is able to intercept the outspread of 
infectious virus as well as to restrict the world’s most critical situation [14]. 
Therefore, the WHO recommended guidelines and protocols are the only option to 
stop the spreading of coronavirus (Fig. 1) [15]. Furthermore, most of the countries 
try to prevent such infection by forceful lockdown to break the transmission chain 
of the COVID-19 virus [16].

Before vaccination of people to preclude SARS-CoV-2 bug, effective screening 
is the most potent tools against such pandemic outbreak [17]. After a successful 
three-phase clinical trial, COVID-19 vaccines are considered as the best encourag-
ing path for curbing the pandemic and are being vigorously pursued to restrict coro-
navirus. At the end of November or early December, 2020, quite a large number of 
COVID vaccines are validated and approved by the WHO for application on emer-
gency basis in different parts of the world [18].

Fig. 1 The WHO recommended guidelines and protocol against COVID-19
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 Screening

Screening is an important process of identifying or examining within an allegedly 
healthy population in order to diagnose individuals, who may be at elevated risk of 
disease or plight but do not yet have symptoms, and also contributing to support 
individuals to make better informed options about their health [19]. The healthcare 
provider then offers information about advanced tests and medication that reduces 
the associated complications or dangers. Although diagnosis is a potential tool and 
effective process to recover lives and/or to revamp the quality of life through an 
early clinical testing of severe conditions, this is not an ideal practice, and it cannot 
offer a guaranteed protection, because there is a chance of false-positive results and 
erroneous negative results [20].

 COVID-19 Screening Tools and Procedure

Screening analysis aims to disclose the risk factors for certain diseases at the pre-
liminary stage, before any symptoms become noticeable, and it is advantageous to 
cure the disease much earlier before spreading into the population [21, 22]. 
Therefore, treating a disease at the very first phase will accelerate a better health 
outcome over correcting it at a final stage after the development of symptoms. There 
are several COVID-19 screening tools and procedure available to identify the peo-
ple affected by coronavirus disease 2019 [23].

List of the easier and decisive screening procedures are as the following:

 (a) Temperature Measurement using IR Thermal Gun.

An infrared thermometer is one of the screening devices that are used most of the 
places to measure the body temperature or skin surface temperature of any subject 
within seconds [24].

This device is also known as thermal gun due to its gun shape. This IR thermom-
eter is accurate and reliable and can be used safely to measure the body heat from a 
certain length in the absence of direct body contact with the subject. That’s why this 
apparatus is further referred as a contactless temperature-measuring device that cal-
culates the temperature from a portion of thermal irradiation often called black- 
body radiation emitted by the object being measured [25]. These thermic gadgets 
have the ability to determine the actual temperature of the human body within a 
predefine range by calculating the extent of IR energy emitted by the person w.r.t the 
emissivity of the thermometer.

During the pandemic, it was observed that there is a tremendous application of 
such machineries at various entryway and key points of airfield campuses, railway 
premises, healthcare facilities, market place, and other areas with the growing 
COVID-19 (coronavirus) outbreak to confine the widening of virulent disease in the 
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Fig. 2 Body temperature measurement during the COVID-19 outbreak using thermal gun

society by comfortably revealing the COVID-19 patient and confine them through a 
dynamic manner (Fig. 2) [26].

The basic intent of these devices is to examine the subject’s body temperature 
from a specified length, without placing the thermometer in everybody’s mouths or 
rear ends that would be inapplicable, infeasible, and potentially a bit 
disappointing.

This form of touchless IR thermal gun can check and measure the subject skin 
heat within a fraction of second. So, tons of crowd can be investigated individually 
at checkpoints without any trouble, which may support to dwindle the chance of 
increasing COVID-19 infections.

 (b) RT-PCR Test.

Presently, reverse transcription-polymerase chain reaction or RT-PCR assay, also 
known as molecular test, is the most popular diagnostic test for the deadly disease 
COVID-19 and provides the maximum COVID-19 analysis outcomes that have 
been recorded [27]. This test is performed using swab obtained from the nasal or 
mouth of the patient to detect the genetic material of the virus. RT-PCR test speci-
men is collected by entering a long nasopharyngeal mop into snout and drawing 
fluid from the rear of our nose or by using a concise nasal swab to bring a sample 
(Fig. 3). Alternatively, a long oropharyngeal daub is infused in the posterior of our 
larynx, or we may spit into a test tube to produce a saliva sample.

RT-PCR examination principally recognizes the abiogenic message of the RNA 
virus, and it is possible if the virus is present within the ardently infected subjects. 
So, PCR assessments are ordinarily accomplished to precisely reveal the existence 
of a ragweed, rather presence of the body’s immune response in the form of 
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Fig. 3 Procedure of RT-PCR test

antibodies. This arrangement can only persuade the presence of viral RNA within 
the system before the production of antibodies or ailments of the disease present 
[28]. As a result, this diagnostic procedure is also referred as SARS-CoV-2 test or 
COVID diagnostic test. Furthermore, an RT-PCR test is cost-effective and reason-
able to afford.

This investigation provides a better expression of the people’s physical condition 
to indicate whether they are affected or not. Therefore, an affected person can be 
easily isolated and quarantined the crowd who get in contact with infected people. 
By allotment PCR analysis to screen enormous swaddle of nasopharyngeal swab 
samples from heavy populace, public health committee get a clear image of the 
spreading of such infectious disease within a community [29].

The analytic test is hypersensitive and very definitive to the COVID-19 virus. 
This testing procedure can provide a decisive investigation result within a very short 
time, i.e., 2–3 h, although laboratories take ordinarily 6–8 h to deliver the result. In 
contrast with other anticipated approach for virus recognition, RT-PCR test is really 
faster and presented more authenticate results with fewer chances for contagion or 
interference, as whole operation is performed within a sealed duct [30]. Thus, it is 
considered as the most authentic and impressive process convenient for the detec-
tion of the COVID-19 virus.
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 (c) Rapid Antibody Test.

At present, rapid antibody test (RAT) is one of the highly effective tools in the 
context of COVID-19 outbreak, because the maximum possible assessment mode 
applied for corona detection takes more than 48–72  h to produce the outcomes 
which is not desirable, because within this period lots of people will be affected by 
those people [31].

Aforesaid diagnostic method is implemented in the lab to determine the exis-
tence of coronavirus genomic sequence within the mucous and/or saliva samples. 
The testing process requires only 1–2 days to furnish results if patient has an active 
infection or not. Further, RAT assay, also called as serological test, can give results 
within 10–15 min (Fig. 4). In this method, antibodies are exposed in the blood of 
people, who have already been infected with or vaccinated against a virus that 
causes a disease, and also show the body’s attempt or intention to fight off a specific 
antigen. Once formed, antibodies will protect people from getting that infection or 
getting severely ill for some period of time afterward. This test will also indicate 
about the antibodies that developed from either infection or vaccination will dimin-
ish over time. After all, it is not a well-established test but can be used as a pre-
screening analysis to engender picture about how many people got exposed to 
the virus.

To combat the rapid spreading of COVID-19 pandemic situation, shortfall of 
laboratory having molecular testing capacity, and lack of reagents, several 

Fig. 4 Mechanism of SARS-CoV-2 rapid antibody test
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diagnostic kit manufacturers have developed an expeditious and user-friendly 
device to promote analyzing procedure outside the laboratory settings. These trans-
parent, safe, and reliable test kits are proficient of detecting antibody strength in the 
blood of the patient infected with COVID-19.

 (d) SARS-CoV-2 Rapid Antigen Test.

The analytical evaluation is a faster chromatographic immunoassay for the quali-
tative scrutiny of explicit antigens of SARS-CoV-2 existence in human nasophar-
ynx [32].

This assessment is highly precise to identify unique antigens from the SARS- 
CoV- 2 virus in a person who imagined for COVID-19 infection. This special diag-
nostic examination is convenient for both symptomatic and asymptomatic people 
(Fig. 5); and it may provide backing the healthcare specialists to find out SARS- 
CoV- 2-infected people who are suspected to carry the virus, with results typically 
ready within 15 minutes. Accordingly, such assay accurately screens individuals 
with known exposure to infected SARS-CoV-2 patients, providing rapid answers 
regarding their infection status and also allowing informed treatment decisions. The 
available test kit for COVID-19 is portable, reliable, and instrument-less testing tool 
that facilitates acceptable use for medical experts at different point of healthcare 
locations or in resource-limited settings. Considering various laboratory testing 
approach and/or patient mobility, the rapid antigen testing increases the access of 
high-quality diagnostics solutions for the detection of a present SARS-CoV-2 

Fig. 5 Test kit for rapid antigen examination of SARS-CoV-2 (colloidal gold)

Effective Health Screening and Prompt Vaccination to Counter the Spread…



238

infection in a best possible way and, additionally, maintains a beneficial early 
screening result for every individual who have been exposed with SARS-CoV-2-
infected patients or high-risk environment.

This type of unambiguous test procedure will reveal results of person who is 
presently infected with the SARS-CoV-2 virus or not. The antigen diminishes 
immediately after the recovery from COVID-19 infection. Unlike RT-PCR test, 
RAT techniques are of low cost and profitable, as it lends the test results to also 
distinguish glycan’s like spike proteins availability on the surface of the SARS- 
CoV- 2 immediately. Furthermore, such diagnostic procedure can be more suscep-
tible to point-of-care use, which could make them more relevant for testing in the 
community or even in remote locations.

In addition to the abovementioned screening procedure, some different pathways 
for diagnosing new test samples are available with added benefits.

 (i) For fast, point-of-care diagnostic test procedure, a mucus sample obtained 
from the nose or throat is used for analysis at the doctor’s chamber or clinic, 
and results may be available within a few minutes. This method may be either 
molecular or antigen test.

 (ii) Internal collection test measure is feasible only by the instruction from a medi-
cal practitioner that allows the patient to collect the sample from home and 
deliver it precisely to the pathological laboratory for investigation.

 (iii) Apart from collecting mucus from the nose and throat, saliva tests are also 
accomplished in which patient is endorsed to spit inside a test tube. This 
experiment is comfortable for some people than any other assessment 
method available for corona detection and also provides safer and easier 
method for healthcare personnel who can be farther away during the sample 
collection.

Fig. 6 COVID-19 vaccine
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 Vaccine

Vaccine is a biological preparation that typically contains a bioactive element that 
stimulates any disease-causing microorganism and is often prepared from deacti-
vated forms of pathogen and its toxins, or one of its surface proteins that provides 
active acquired immunity to a particular infectious disease (Fig. 6) [33].

This biological element triggers the immune response of our body to remember 
the agent as a hazards and sabotage and to further recognize and destroy any of the 
microorganisms associated with that agent that it may confront in the near future. 
Once administered with the vaccine, the body is able to produce antibodies as the 
initial response against an antigen. It also initiates to create antibody-generating 
memory cells, which stand active after defeat of foreign bodies through by the anti-
bodies. If the host tissues again are exposed to the similar nature of pathogen more 
than once, the antibody reaction is much faster and more impressive than first-time 
action, because the memory cells are ready to release antibodies against those anti-
gens. Vaccines may be prophylactic to intercept the facets of upcoming disease by 
an instinctive pathogen and/or therapeutic agent to combat an infection that has 
already entered into the system. Some vaccines provide full castrate immunity 
against the disease as it interrupts the pathogen comprehensively.

Fig. 7 Different types of COVID-19 vaccine
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 COVID-19 Vaccine

All over the universe, scientists are advancing to develop many potential vaccines 
for COVID-19 (Fig. 7) [34–36]. There are almost 12 different vaccines developed to 
counter COVID-19 disease that have been approved by the WHO for use in various 
locations around the world, although a number of potential vaccines to prevent 
COVID-19 disease have been developed [37, 38].

These types of vaccines are broadly classified into four categories such as:

 (i) RNA and DNA vaccines are the most modern and updated vaccines that apply 
genetically constructed RNA or DNA-created protein that itself cautiously 
encourages our immunity [39, 40].

The first authorized mRNA vaccines for COVID-19 developed by 
BioNTech- Pfizer and Moderna are used in humans after successful clinical tri-
als. This antiserum does not consist of any specimen of the SARS-CoV-2 virus, 
but it carries a chemically synthesized messenger (m)RNA obtained from the 
COVID-19 virus itself that gives the necessary instruction to host cells about 
the making of harmless spike protein unique to virus (Fig. 8) [41].

After making imprint of that protein, they kill the genetic material from the 
vaccine. When our immune system recognizes the undesired protein, they 
build long-serving immunity in the name of T-lymphocytes, immediately fol-
lowed by B-lymphocytes that will commemorate how to fight against the virus 
that is responsible for COVID-19 if we are infected in near future. It is impos-
sible to evolve coronavirus against mRNA vaccine, as it does not bring any 
necessary information to generate the integrated coronavirus [42].

Like any other available vaccines against coronavirus, mRNA vaccines will 
provide highest satisfaction to the vaccinated subject by providing them safe-
guard against diseases like COVID-19 without any risk of the potentially dan-
gerous consequences of capturing sick. mRNA vaccines are freshly available 

Fig. 8 The COVID-19 mRNA vaccine
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in the market for the common people. Identical composition of such vaccine is 
applied as double shots of elementary series.

 (ii) Protein subunit vaccines utilize harmless fragments of proteins or protein 
shells of the SARS-CoV-2 virus that mimic the nature of the COVID-19 virus 
instead of the entire germ to harmlessly achieve an immune response [43]. This 
type of vaccines delivers the protein directly to our cell instead of providing 
necessary genetic code to make a viral protein. Once vaccinated, our bodies 
easily recognize the disease-causing protein and build T-lymphocytes followed 
by antibodies accordingly, which will remember how to fight against such 
virus that is responsible for COVID-19 disease if we are infected in the 
future [44].

The Novavax COVID-19 vaccine is an example of this type of vaccine. 
Scientists are trying to produce enormous numbers of the SARS-CoV-2 spike 
protein in laboratory for this empirical vaccine using insect cells to cultivate 
proteins before purification. The purified proteins then are converted to 
nanoparticles. Individually, such nanoparticles are not strongly sufficient to 
produce the adequate immune reaction through antibody production, so 
Novavax addition acts as a catalyst to stimulate the immune system. Subunit 
vaccines does not produce any COVID-19 symptoms, because they do not 
import adequate viral component to make integrated SARS-CoV-2 virus.

This vaccine incorporates only a part of the virus, i.e., harmless S proteins 
that best stimulate our immune system. Once our body’s resistance system 
remembers these components, it builds antibodies and white blood cells for 
defensive mechanism. If we are infected with coronavirus in the near future, 
the antibodies will fight against that virus.

 (iii) Viral vector vaccines contain a safe, altered variant of a virus that is different 
from the original one being targeted to deliver imperative lessons to host cells 
to make spike protein, which doesn’t create disease but provides as base to 
generate coronavirus proteins to produce resistance power [45]. Inside exo-
skeleton/cover of the mutated virus, there is a substance available within the 
virus to make COVID-19. Once viral vector invades the owner’s cells, the 

Fig. 9 Viral vector vaccine 
to coronavirus

Effective Health Screening and Prompt Vaccination to Counter the Spread…



242

ancestral material gives directions to the cells for formation of protein that is 
exclusive to the virus that causes COVID-19 [46].

Following these guidance’s, our cells form imprint of such protein, which 
stimulates our immune system to evolve T-lymphocytes and B-lymphocytes 
that memorize how to battle with virus if we are infected in the upcoming days 
(Fig. 9).

Like mRNA vaccines, these types of vaccines don’t bring indispensable 
message for presenter cells to compose the entire SARS-CoV-2 virus, because 
they are not incorporated in the full SARS-CoV-2 virus. Accordingly, they are 
unable to cause COVID-19 disease [47].

Three types of viral vector vaccines, named Oxford-AstraZeneca, Sputnik 
V, and Johnson & Johnson vaccines, utilizes different adenoviruses as the 
delivery system. Chimpanzee adenovirus vector ChAdOx1 is used in the 
Oxford-AstraZeneca vaccine, but two different human adenoviruses, i.e., Ad26 
and Ad5, are incorporated in Russian Sputnik V vaccine. Further, Johnson & 
Johnson uses only one virus, i.e., Ad26, in such product. All three vaccines 
incorporate the gene for the spike protein and deliver into cells after injection. 
After that, this cell makes such protein and available within our immune system.

 (iv) Inactivated or weakened virus vaccine normally uses the killed version of 
germ that doesn’t motivate the disease but develops a strong immune response 
like live vaccines (Fig. 10). Therefore, we need a number of same doses over 
time (booster dose/precaution dose) in order to maintain the ongoing protec-
tion against diseases. Unlike the abovementioned three different classes of vac-
cines (i.e., mRNA, viral vector, and subunit), inactivated vaccines consist of 
the unified SARS-CoV-2 virus, but this virus is synthetically mutated to 
appease or weakened that is incapable to induce disease [48–50]. For the inac-
tivation of SARS-CoV-2 virus in their vaccines, Sinovac, Sinopharm, and 
Bharat Biotech apply beta-propiolactone, which modifies the genetic material 
as well as nature of viruses. This form of vaccines is impotent to originate 

Fig. 10 Inactivated virus vaccine for COVID-19 disease
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COVID-19 disease, because the virus is unable to reprint itself. Additionally, 
such antibody generated element does not induce sufficient immune response; 
as a result, immunity may not be long-lasting like the others. All the above-
mentioned manufacturers are practiced with different adjuvants in their corona 
vaccines to achieve an improved and stronger immune response.

 Working Mechanism of COVID-19 Vaccine

Although all the available vaccines offer protection by working in different ways, 
all types of vaccines are effective to generate sufficient number of “memory” 
T-lymphocytes and B-lymphocytes that may recall how to combat with this virus in 
the upcoming days (Fig. 11). In general, after 2–3 weeks of vaccination, our immune 
system is able to produce antibody generating T-lymphocytes as well as 
B-lymphocytes [51].

Therefore, it is impossible to protect a person from the infection of coronavirus 
just before or after vaccination and getting sick, because the vaccine did not have 
adequate time to develop immunity power for protection.

Occasionally just after vaccination, the mechanism of building immunity can 
cause mild to moderate symptoms in the form of fever, tiredness, muscle pain, head-
ache, etc. These ailments are quite familiar and are normal signs, indicating that our 
body is developing immunity. To combat such symptoms, our doctors mainly pre-
scribed pain-relieving medicine paracetamol, such as ibuprofen, acetaminophen, 
and aspirin (applicable for people age 18 years or above), or antihistaminic drug for 
any pain and/or discomfort experienced after vaccination.

Fig. 11 Working mechanism of COVID-19 vaccine
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Therefore, COVID-19 vaccines start working after administering into the 
immune system as mitigated form of the SARS-CoV-2 coronavirus or a part which 
is not responsible for COVID-19 but prepare hosts to confront against impending 
disease with same type of antigen [52].

The vaccines teach our body’s resistance system about the recognition principle 
and how to wipe out the virus, before it causes us to be seriously ill. Our body’s 
immune system builds such safeguard over time against such virus. We are fully 
secured within 7–14 days after the second dose of vaccination.

The vaccines help the body to:

• Confess these spike proteins as a threat
• Fight against coronavirus that has similar proteins

 Vaccination

Vaccination is the process of a straightforward, secure, and successful approach of 
protecting people from detrimental pathogens by introducing a chemical compound 
into the body, before we come into contact with affected people (Fig. 12). It enhances 
our body’s inherent defense mechanism to frame resistance toward distinct infec-
tions and builds our immune system stronger and stronger [53].

Vaccines to counter the COVID-19 disease are the most supreme tool to break 
the pandemic condition, but they are unable to do it individually. Public health and 
social measures including surveillance, contact tracing, isolation, and individual 
protective behaviors, such as social distancing (staying minimum 6 ft away from 
others), wearing the WHO recommended N95 or surgical mask over nose and 
mouth, avoiding poorly ventilated places and staying home if feeling unwell, 

Fig. 12 Vaccination drive to stop the COVID-19 outbreak
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covering coughs and sneezes, and cleaning our hands frequently with soap, remain 
crucial to breaking the chain of transmission [54, 55].

The impact of aforesaid vaccines over the pandemic situation depends on various 
factors, such as the effectiveness of the vaccines; how fast they are approved; how 
many people get vaccinated, produced, and delivered; the possible development of 
other variants; etc. [56].

Vaccination preserves us from serious danger and possible death of COVID-19 
disease. After inoculation, for the first 14 days, we do not have satisfactory levels of 
protection as sufficient number of antibodies, but afterward, antibodies increased 
progressively. For the single-dose vaccine, prerogative will typically grow after 
15 days of vaccination, but for double-shot vaccines, two doses, maintaining the 
prescribed interval between both shots, are essential to achieve the highest degree of 
immunity possible.

Although all of us know that any type of COVID-19 vaccine will defend us from 
serious disturbances and death, we still be studying and collecting information 
about the scope to which it keeps us from being infected and transmitting the virus 
to the others [57]. Statistical report obtained from other countries proclaiming that 
currently use vaccines are protecting us from severity of coronavirus disease and 
hospitalization. However, it is true that no vaccine is 100% proficient and break-
through infections are regrettable, but to be expected up to that.

Present analytical data concede that vaccines provide some shelter from corona 
infection and spreading, but that safeguard is not up to the mark to counter serious 
illness and death. We are still researching about the latest variants of concern and 
also investigating whether the vaccines provide sufficient protection against those 
strains as non-variant virus. For these testaments, if most of the peoples of society 
may not be vaccinated, then maintaining other preventive measures is of paramount 
importance, especially in communities having notable SARS-CoV-2 transmis-
sion [58].

Service to keep us and others safe, and while efforts continue to reduce viral 
transmission and ramp up vaccine coverage, we should continue to maintain the 
WHO specified social distancing from others, cover a cough or sneeze in our elbow, 
clean our hands frequently, and wear an appropriate mask, particularly in enclosed, 
crowded, or poorly ventilated spaces or areas. Therefore, it is recommended to 
always pursue guidelines from the local authorities based on the situation and risk 
where we survive.

The COVID-19 vaccines available in the emergency use listing (EUL) of the 
WHO recommendation furnished different levels of protection toward mild infec-
tion, serious problems like respiratory syndrome, hospitalization, and possible 
death. Ongoing research investigation is carried out by thousands of scientists 
around the globe to understand how new virus mutations and variants will affect the 
effectiveness of different COVID-19 vaccines. In general, the COVID-19 vaccines 
are highly trustworthy against serious illness, hospitalization, and death from all 
current virus variants, but they are less active for protection to infection and mild 
disease than they were for earlier virus variants. If we do get ill after being vacci-
nated, our symptoms are more likely to be mild.
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However, it is proven that the WHO-recommended COVID-19 vaccines are 
incredibly effective at reducing our risk of developing serious illness and death, but 
no vaccine is 100% potent. A small percentage of people will still get affected with 
COVID-19 disease even though they have been vaccinated. Presently, there is very 
limited information about the risk of vaccinated people who are passing the virus to 
another infected person. Thus, it is very relevant to continue to practice public 
health and social measures, even after we have been fully vaccinated.

The commonly used COVID-19 vaccines are:

 (a) Covaxin vaccine – India’s first indigenous, inactivated virus-based COVID-19 
vaccine is Covaxin, developed by Bharat Biotech in collaboration with the 
Indian Council of Medical Research (ICMR) and National Institute of Virology 
(NIV) (Fig. 13). Whole-Virion Inactivated Vero Cell-derived platform technol-
ogy is implemented for the evolution of this vaccine. It is a two-dose vaccina-
tion system given 4 weeks apart that received approval from Drugs Controller 
General of India (DCGI) for Phase I and II clinical trials, and the trials began all 
over India from July, 2020. It is proved and well-documented that this vaccine 
is able to neutralize the variants: B.1.1.7 (Alpha), first isolated in the UK; P.1 – 
B.1.1.28 (Gamma) and P.2  – B.1.1.28 (Zeta), primarily confined in Brazil; 
B.1.617 (Kappa), initially segregated in India; B.1.351 and B.1.617.2 (Beta and 
Delta), mainly outlined in RSA and India. According to analysis and subse-
quent findings of clinical trial, Bharat Biotech confirms that this vaccine is 
65.2% effective against the SARS-CoV-2, B.1.617.2 Delta variant.

 (b) Covishield vaccine – The Covishield vaccine, formerly known as ChAdOx1 
nCoV-19 vaccine, is formulated from a deactivated variant of a common cold 
virus ChAdOx1, i.e., adenovirus (Fig.  14). A hereditary substance has been 
added to the adenovirus to build the spike (S) glycoprotein from the SARS- 
CoV- 2 coronavirus. It is a recombinant, reproduction-impaired chimpanzee 

Fig. 13 Covaxin – India’s first indigenous vaccine against COVID-19
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Fig. 14 The Covishield 
COVID-19 vaccine

adenovirus vector encoding the SARS-CoV-2 spike (S) glycoprotein. After vac-
cine is administered, the genetic material from a part of the coronavirus is 
exposed, which stimulates an immune response.

On emergency basis, drug regulators in India approved this coronavirus vac-
cine for public uses that is developed by AstraZeneca Plc, along with the 
 University of Oxford on January 1, 2021. The World Health Organization 
(WHO) recommended Serum Institute of India Pvt. Ltd. COVID-19 to produce 
Covishield on February 15, 2021. On March 19, 2021, the regulatory organiza-
tion also confirmed that the AstraZeneca COVID-19 vaccine (Covishield) has a 
favorable benefit-risk profile, with an exceptional potential to prohibit infec-
tions and reduce deaths worldwide.

AstraZeneca announced on December 23, 2021, about Vaxzevria 
(ChAdOx1- S) that it substantially endorsed the levels of antibodies against the 
Omicron SARS-CoV-2 variant (B.1.1.529), following a third booster dose, 
according to the report obtained from a new laboratory study. The neutralizing 
antibody levels against Omicron following a third booster dose of Covishield 
was predominantly similar to levels accomplished after two doses to counter 
the Delta variant.

 (c) Johnson & Johnson vaccine – COVID-19 vaccine formulated and developed 
by Johnson & Johnson contains a fragment of a modified virus, known as vector 
virus that is not the microbes that is responsible for corona, as they are unable 
to reproduce itself (Fig. 15). The composition used gives instructions to host 
cells to constitute an immune response which cooperates to insulate us from 
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Fig. 15 Johnson & Johnson-developed COVID-19 vaccine

Fig. 16 Moderna COVID-19 vaccine

getting ill with COVID-19 in the forthcoming days. After the host develops suf-
ficient immunity, it gets rid of all of the vaccine ingredients, just as it would 
discard any information that cells no longer need. Based on the investigation 
and results obtained from the clinical trial by the manufacturer, this vaccine has 
shown to be 66.9% effective on Delta and other variants.

 (d) Moderna vaccine – The COVID-19 vaccine developed by Moderna is avail-
able under the EUA category of the WHO as a two-dose primary course, for 
individuals of 18 years or more; as a third dose, as precaution dose for individu-
als of the same age group who have been determined to have certain kinds of 
immune compromise; and as a single booster dose for individuals at least 
6 months after completing an elementary series of the vaccine. The Moderna 
COVID-19 vaccine consists of a harmless piece of messenger RNA (mRNA) 
(Fig. 16). Based on the evidence and data obtained from clinical trials of people 
in the age group of 18 years or more, this vaccine was 94.1% effective against 
COVID-19 disease.
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 (e) Sputnik V vaccine  – The Russian COVID-19 vaccine named as Sputnik V 
(Gam-COVID-Vac) is a viral vector vaccine based on adenovirus DNA, in 
which the SARS-CoV-2 coronavirus gene is unified. It is a twofold vaccine 
against the SARS-CoV-2 coronavirus, in which a weakened virus is to deliver 
small parts of a pathogen and stimulate an immune response to body. The host 
cell will utilize the gene of deactivated virus to grow the spike protein. The 
owner’s immune system will determine this spike protein as foreign substances 
and cultivate a natural defense mechanism by developing antibodies and T cells 
against this protein. Unlike other vaccines, the Sputnik V vaccine minimizes the 
time required for the actual development of immunity to SARS-CoV-2, i.e., the 
Beta variants of COVID-19 pandemic. Gam-COVID-Vac is one of three corona 
vaccines in the world whose potency is more than 90% and became the world’s 
first registered vaccine against coronavirus (Fig. 17).

 (f) Zydus Cadila vaccine  – On August 20, 2021, DCGI recommended Zydus 
Cadila-manufactured ZyCoV-D vaccine for emergency use authorization 
(EUA). This is the first DNA-based vaccine for COVID-19 in the world, indig-
enously developed by India, and has been administered in human beings, 
including youngster of 12 years and above and adults (Fig. 18). In association 
with DBT, the Government of India, Zydus Cadila developed this vaccine under 
“Mission COVID Suraksha” scheme implemented by Biotechnology Industry 
Research Assistance Council (BIRAC). ZyCoV-D has been financed through 
the National Biopharma Mission for preclinical studies, Phase I and Phase II 
clinical trials under COVID-19 Research Consortia, and subsequently the 
Mission COVID Suraksha for Phase III clinical exploration. The three-dose 
vaccine in injected form produces the spike protein of SARS-CoV-2 virus and 
extorts an immunity, which plays an indispensable role in security from disease 
as well as viral removal.

Fig. 17 Russian Sputnik V vaccine against COVID-19
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Fig. 18 ZyCoV-D vaccine manufactured by Zydus Cadilla

Fig. 19 Various side effects of COVID-19 vaccine

 Side Effects of COVID-19 Vaccine

Just like other vaccines, few people experience mild to moderate reaction after 
being vaccinated against COVID-19, because this is a normal signal which indicate 
that our body is developing shelter (Fig. 19). Aftereffects to COVID-19 vaccines are 
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not common for all, as well as it differed according to the specific vaccine, including 
delirium, fatigue, headache, muscle spasm, cold, diarrhea, and pain or redness at the 
injection spot. Most of the side effects disappear within a few days without medica-
tion by their own healing mechanism. We can subside the syndrome with rest, 
plenty of nonalcoholic liquids, and taking anti-inflammatory medication to manage 
pain and fever, if required.

More dangerous or lifelong side effects to COVID-19 vaccines are possible but 
exceptionally scarce and uncommon. In case of anyone struggling with any diffi-
culty in respiration, chest spasm, distraction, speech loss, or impaired mobility after 
vaccination, it is advised to contact his/her healthcare provider immediately. The 
side effects of COVID-19 vaccines are under microscope for a long time since their 
use to detect and respond to rare adverse effects.

 Importance of COVID-19 Vaccination

The inception of COVID-19 vaccine is the most important and massive step toward 
diminishing the acceleration of pandemic situation and further reducing the identi-
cal disease and deaths. The introduction of COVID-19 vaccine is the largest injec-
tion drive of globe and roll out that requires effective planning at various levels for 
proper execution. The major advantages of getting COVID-19 vaccines includes the 
following:

 (i) The vaccine reduces our risk of infection.

Once we reap our maiden dosage of COVID-19 vaccine, our system starts to 
produce antiserum against coronavirus and support the resistance system to prevent 
such virus. If we were exposed to the infection, it lowers the chance of catching the 
disease. All types of available vaccines used worldwide are 70% or more effective 
toward infection.

It’s true that some peoples are still affected after the full course of vaccination, 
but when a maximum number of people are vaccinated, those risks are progres-
sively decreased. This adoption is known as herd immunity. So, fully vaccinated 
people will not only diminish their chance of getting infected but also devote to 
neighborhood protection, shortening the tendency of virus transmission.

 (ii) The vaccine can help the unborn or newborn baby.

Researches admit that pregnant women who received COVID-19 vaccine create 
antibodies to counter the virus and transmit serum to their awaited baby through the 
placenta. Mothers were also shown to transfer immunity to newborn offspring 
through breast milk. The aforementioned study suggests that if mothers were fully 
vaccinated, then their newborn babies have some sort of immunity toward the virus, 
which is so crucial as budding children up to 12 years of age cannot get the vaccine 
till now.
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 (iii) The vaccine protects against severe illness.

During investigation, it was confirmed that all available vaccines are powerful 
against coronavirus and prevent severe illness from COVID-19. Thus, by any means, 
if we were infected after vaccination, chances of serious illness and possible death 
are reduced further. The clinical studies reveal that Pfizer-BioNTech- and Moderna- 
manufactured vaccines were 100% successful to prevent serious collapse, whereas 
Johnson & Johnson products exhibit 85% success rate to counter severe illness. 
Others offered more than 75% effectiveness for such infectious disease. These vac-
cines are also effective against different variants of the COVID-19 virus. As a result, 
all the vaccines will defend us from serious illness and scale down the possibility for 
hospitalization against COVID-19 disease.

As per the statistical report received from different studies, it is clear that the 
vaccinated people have less fierce effect of corona disease than the mass who aren’t 
vaccinated if they were infected. Thus, our prospect toward hospitalization and the 
likelihood of death due to COVID-19 is almost dissipated once we are fully 
vaccinated.

 (iv) The vaccine helped us ditch the mask.

Vaccine is the utmost solution in our attempt to recoup with the new normal of 
life, along with communal health screening, like skin temperature monitoring, face 
covering, social distancing, avoid gathering, hand-cleaning, sanitization, etc., exe-
cuted properly to ease down the spread of the virus, and that has proven to work 
effectively. Although masks are still recommended in indoor areas, with high infec-
tion rates, as well as in public places, vaccine is our avenue toward the final destina-
tion beyond them.

Research data reveals that fully vaccinated people, if infected with such novel 
virus, have contain lesser virus particles in their body, especially in the respiratory 
path and mouth, and are less possible roll out to others. This statement is so salient 
that getting vaccinated now not only preserves us but also restricts the transmission 
of virus to our loved ones and friends.

Till now, people continue to receive their vaccine in time, we might reach herd 
immunity that clearly impede the spreading of virus becomes unlikely. Therefore, it 
is of paramount importance that all should receive vaccine in time to helps us 
accomplish this public health goal.

 (v) The vaccine will help us to reconnect with friends and family.

After receiving the double dose of vaccine and waiting for the approved period 
for our body to develop the immunity, we can talk in person with other vaccinated 
people without wearing a mask. Moreover, if we’ve been near someone who has 
tested positive for COVID-19, we don’t need any quarantine period to segregate 
ourselves.

Almost 1 year of anxiety, the vaccine has finally boomed and has clear benefits 
that should make everyone strongly believe for getting the shot. By selecting every 
individual to be vaccinated, we can’t only protect ourselves but also provide safe-
guard to our family and community.
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 Conclusion

From the various literature and evidence collected from different incident and 
research, we know that proper health screening and vaccination against COVID-19 
will minimize the chances of spreading coronavirus in the community. Through dif-
ferent health screening practices, we can quickly find out a COVID-19 victim at the 
initial phase and isolate them from their family and common people. All the above-
mentioned examination and analysis steps will support the medical personnel to 
segregate affected people from others and outset medication to sufferer at the pri-
mary step of such infection. If the picture of screenings raises successfully for every 
individual, we can prohibit the growing of coronavirus to the society. Furthermore, 
vaccination against coronavirus disease may be the best hope in the world for the 
denouement of current pandemic situation. Available COVID 19-vaccines, such as 
Covishield, Covaxin, Sputnik V, etc., are highly impressive and competent and can 
easily weaken the endanger of getting and spreading the virus that causes COVID-19. 
Accelerated vaccination will not only protect us from getting mild to moderate 
symptoms, being more seriously ill, or dying due to coronavirus but also restrict us 
from spreading the pathogen that is responsible for COVID-19 disorder to a number 
of people in the community. Intercepting from thriving and reproducing the virus 
concedes it to mutate into less threatening genomic sequences that are least resistant 
to vaccines. Additionally, continuous awareness program also enforced to restrict 
the COVID-19 virus transmission within the population and efficiency of vaccines 
to curb the virus. Therefore, effective health screening and prompt vaccination will 
prevent the spreading of virus that causes COVID-19 disease and also minimize its 
adverse effects.
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Crowd Density Estimation Using Neural 
Network for COVID-19 and Future 
Pandemics

S. U. Muthunagai, M. S. Girija, R. Iyswarya, S. Poorani, and R. Anitha

 Introduction

COVID’19 is a corona virus-related disease that was first discovered in Wuhan, 
China, in late December 2020. Several healthcare organizations struggled a lot to 
combat this deadly virus, but no solution is obtained to get rid of this disease. Many 
nations have implemented new laws regarding the use of face masks for corona 
virus epidemic. Governments have begun to develop new techniques for managing 
space, social distance [1], and supplies for medical personnel and ordinary citizens. 
But still, it spreads quickly in crowded places and through close touch. In many 
nations, governments face enormous obstacles and hazards in protecting people 
from the corona virus. To combat and win the COVID’19 pandemic, governments 
will need advice and surveillance of people in public places, particularly those that 
are packed, to ensure that laws prohibiting the use of face masks are followed. This 
might be accomplished by combining surveillance technologies with artificial 
intelligence models.

Moving object tracking [2–4] in videos is an actively researched area for the last 
two decades due to its practical applications in many areas, such as event analysis, 
human-computer interaction, crowd analysis, etc. Although extensive research has 
revealed some successful applications in highly confined environments, there are 
still numerous obstacles to overcome, such as sudden object motion, changes in 
object appearance, nonrigid objects, occlusion, illumination, and other issues. Many 
researchers are working on computer vision systems that try to simulate the 
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biological systems’ basic abilities, such as the ability to understand scenes, detect 
objects (static or moving), understand the environment, recognize events, analyze 
crowds, count people, detect people and vehicles, and so on. Object detection is the 
process of detecting an object of interest in a scene, such as people, automobiles, 
and other objects. Tracking of object is defined as the determination of a moving 
object’s trajectory, such as following a moving car’s trajectory to detect lane viola-
tions. Videos are made from either static cameras, such as surveillance cameras, or 
moving cameras, such as cameras installed on a mobile robot, for tracking objects. 
The background is constantly static, and objects move in a static camera, but things 
move in a dynamic background with a moving camera.

 Tracking Framework for Objects

In the realm of computer vision, object tracking is a critical problem. Object track-
ing algorithms have attracted a lot of researchers with highly available and low-cost 
multimedia data. Detection, tracking, and analyzing the activity-based objects are 
the three main phases involved in the multimedia domain. Among the three phases, 
tracking is one of the tedious processes, as it involves determination of time- 
sensitive data in the scene. It also provides object-related information, such as direc-
tion of object, object’s region, and object’s form. It has been approached in a variety 
of ways. These mainly differ from one another in terms of how they tackle the fol-
lowing issues: Which representation of an object is best for tracking? What image 
attributes should you employ? How should the object’s motion, look, and shape be 
modeled? The extracted data that contains the tracking information answers all the 
above questions.

 Object Detection

Object detection refers to locating the entity in each frame of a video, which is a 
prerequisite for starting a tracking procedure. There are two types of object detec-
tion algorithms: (1) to examine the corners of an object in the frame and (2) self- 
acted object detection using predetermined features, such as color. A variety of 
methods for detecting moving objects, including background subtraction, Kalman 
filter, and particle filter, are some of the techniques used. In video sequences with a 
static background, background subtraction is commonly employed. The image is 
divided into foreground and background using this method. The objects that are in 
motion, such as human and vehicles, are in foreground, while immobile elements, 
such as roads, buildings, trees, and motionless cars, are in the background.

If there are no objects in the scene, a reference background image is acquired 
first. By removing the existing picture frame from the base picture, the moving 
object is detected. Except for the area occupied by the object, the generated gap has 
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a range within the threshold limit. Foreground pixels are those with a difference 
greater than the threshold, because the background picture has to be updated 
periodically.

Temporal differencing is a technique that works well in situations when the cam-
era moves. It detects objects using pixel-by-pixel comparisons of two or three suc-
cessive frames. The moving camera and moving object are jumbled up in a moving 
camera situation. As a result, several researchers advocated that the camera motion 
be measured and adjusted first, followed by the backdrop subtraction method. For a 
fast-moving object, this approach does not work for the overlapping regions of the 
entities, which are in motion, because it does not detect the trailing portion.

Another method that detects motion objects in video is the optical flow. It pro-
duces a 2D vector field in which each point direction and velocities in a series of 
images are detected. Images can be segmented into sections that correspond to vari-
ous objects, thanks to discontinuities in the optical flow. Despite its processing cost, 
the approach has the advantage of being able to detect movement in the series of 
frames in video.

Identifying entities in a video can be accomplished by using supervised learning 
approaches to build a classification model that understands the views of multiple 
objects and appearances. Following the training of a classifier, the test region of the 
target object can be concluded.

 Object Modeling

The object of interest in a scene is represented via object modeling. To represent an 
object, features that define it uniquely are extracted. These characteristics, or 
descriptors, are utilized to trail the object. A feature is a visual design, which distin-
guishes an object from its surroundings. Using some procedures around the fea-
tures, items are turned into descriptors, also known as appearance features.

 Object Representation

The way an object is exhibited for tracking is referred to as object representation. In 
general, the type of object representation to use is determined by the application 
domain. Point representation means one point or a series of points used to represent 
an object. Points are calculated based on the object of statistics. The key benefit of 
adopting the point representation is how quickly it can be processed and manipulated.

• Primitive geometric shapes
Rectangle, square, ellipse, circle, and other primitive geometric forms are used 
to depict the item. The most common shape for tracking people and vehicles is 
the rectangle.

Crowd Density Estimation Using Neural Network for COVID-19 and Future Pandemics
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• Articulated shape models
Articulated objects – human body made up of body parts connected by joints. 
Rectangles, cylinders, and ellipses are among the primordial geometric shapes 
that make up the body parts. Kinematic motion models manage the connection 
between the pieces.

• Skeletal models
Both articulated and rigid objects are modeled using skeleton representation. The 
skeleton is a set of articulations within an entity that terms dependencies and 
restrictions amid part illustrations. The authors used the skeletal model to detect 
a large number of persons.

• Contour
The boundary of an item is defined by contour. It just describes the object’s 
edges, which is an acceptable representation for nonrigid objects. The silhouette 
is expressed either explicitly or implicitly in contour-based approaches.

 Appearance Features

The appearance features of an item, also known as descriptors, can be represented 
in a variety of ways, and color histogram is used for estimating the density of an 
object’s appearance. The main disadvantage of using histograms is that two things 
with very similar color histograms can appear to be completely different. Simple 
geometric forms or silhouettes are used to create templates, which are only useful 
for tracking objects whose stances do not change much throughout monitoring. It 
contains both geographical and appearance information. Templates, on the other 
hand, simply save the appearance of an object generated by a single view.

 Object Tracking

It is a process of calculating a moving object’s trajectory in a video. To produce the 
trajectory for tracking, identify the positions of the object in two successive frames, 
and continue this step for the whole video series. Occasionally, the object is obscured 
by another object for a few frames before reappearing. As a result, the tracker must 
be capable of handling partial or complete occlusion. A comprehensive visual 
tracker must address a number of difficulties, including sudden object movements, 
noise in image sequences, changes in the appearance of the item and the scene, 
illumination, and so on.

The surveys have been published on object tracking, as well as their limitations 
and applications. Before 2006, Yilmaz et al. evaluated object tracking systems, pro-
viding classification and analysis.

In the literature, the methods for simplifying visual tracking have been presented. 
This section provides an overview of object tracking strategies and recommends a 
classification based on the approaches used to track things.
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 Feature-Based Methods

In feature-based methods – attributes are extracted, viz., texture, gradient, color, 
etc., that are priorly defined during object tracking. It is ensured that the defined 
attributes are unique in nature in order to distinguish from others. The objects, 
which are similar in the upcoming frames, are extracted using the above information 
as reference. There are color-based models, interest point operator, texture-based 
models, and optical flow-based methods.

 Estimation-Based Methods

The tracking of entities in video is formulated as a state computation problem, in 
which an entity is denoted as a vector. Estimation or filtering-based methods express 
the tracking problem as a state estimation problem. The state vector depicts the 
system’s dynamic behavior and contains motion properties of the object in question, 
such as position, velocity, and acceleration. Bayesian approaches provide a generic 
framework for dynamic state estimation problems. The probability density function 
of the state vector is constructed utilizing all available data at the time in this method. 
The posterior probability density function contains all of the information about the 
object’s state, making it a full solution to the state estimation problem. Two models 
are employed to compute the posterior probability density functions of the states, 
which are based on state and observation.

Observation model depicts the relationship between observation and state, 
whereas the state model describes the system’s evolution. The Kalman filter and the 
particle filter are the two common Bayesian algorithms for estimating object trajec-
tories. It provides a full discussion of these two filters. There are two steps to the 
filters: prediction and correction. The representation, which is based on the state, is 
used for prediction and also for estimating new set of attributes at the next step. 
Whereas the observation model enables to perform the correction step to update the 
object’s state. Each image frame in the movie is used to perform the prediction and 
correction stages which is done using the Kalman and particle filter.

 Segmentation-Based Methods

The most basic and crucial stage in visual tracking will be a focus on nearby objects 
from a given video frame, to distinguish focused objects from the background 
image, using a foreground segmentation. Typically, the foreground objects in a 
scene are those that move. These objects must be segregated from the backdrop 
scene in order to be tracked. The methodologies for tracking moving objects using 
segmentation algorithms are discussed in the next section.
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 Learning-Based Methods

The visual tracking problem can also be thought of as a decision-making process, in 
which a classifier is well trained, and they can be able to obtain the object similarity 
between the target and background object. A classification function learns the dif-
ferent viewpoints and appearances of the object [6] first and then decides whether it 
is the target object or not on the test region. To extract features from various view, 
different supervised algorithm is used here, mainly boosting, decision trees, neural 
networks, and support vector machines (SVM). The maximum marginal hyperplane 
in a multidimensional space is used to classify data into two separable classes using 
SVM. The margin is obtained by calculating the difference between the hyperplane 
and the nearest data points. The support vectors is calculated by the data points that 
fall on the edge of the hyperplane’s margin.

The SVM [8, 9] was combined with an optic-flow tracker to detect the vehicles’ 
rear end. By maximizing the SVM classification score, the SVM was trained offline 
to distinguish between vehicles and non-vehicles. To address huge image motions, 
a Gaussian pyramid was built from each support vector. Tian presented an ensemble 
classifier, the linear SVM with online learning process, that uses history information 
to automatically choose useful key frames of the target. The ensemble SVM classi-
fier is made up of many classifiers that aid in the classifier’s online updating, allow-
ing it to better manage target appearance variation. Exemplar-SVM is a system 
proposed by Tomasz Malisiewicz that trains a separate classifier for each exemplar, 
resulting in a collection of simpler exemplar-SVM. A single positive example and 
millions of negatives are used to train each exemplar-SVM. This SVM ensemble 
produces good results. Zhang recommended using multi-view to obtain more accu-
rate findings.

Another learning-based method for tracking objects is boosting. It is used to 
reduce the error of any weak learning algorithm and to find an accurate classifier by 
integrating a large number of base classifiers. It performs a weak learning algorithm 
over the training data several times before combining the weak learner’s classifiers 
into an accurate classifier. Kim presented a multi-classifier boosting technique that 
softly splits the input space for each classifier and learns numerous object 
appearances.

 Proposed Model

The crowd density estimator detects the amount to which social distancing proto-
cols are observed in the region automatically. Its usage on existing surveillance 
systems and drones used by the police to monitor broad regions can aid in the pre-
vention of coronavirus, by allowing for automatic and better tracking of activities in 
the area. It displays real-time analytics of the area. It can also be used to warn the 
police in the event of a significant breach of social distancing standards in a specific 
area. Figure 1 represents the flow diagram of the proposed framework.
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Controlling the transmission of COVID-19 has relied heavily on social distance. 
Monitoring social distance between people in public places is a time-consuming 
operation, but it is an important aspect in the propagation of COVID-19. While there 
are many different ways for detecting crowd density in a given region in real time, 
the key feature of the crowd density estimation cum social distance analyzer is that 
the distance between any two items categorized as “person” should be higher than 

Fig. 1 Flow diagram of the proposed framework
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Fig. 2 Dataset containing (a) true samples and (b) false samples

2 m or 6 ft. The proposed model extracts the “people” object from the video input 
feed and calculates not only the overall number of people in the region as shown in 
Fig. 2 but also the pairwise Euclidean distance between the two individuals, allow-
ing the social distance protocol to be maintained to its maximum.

 Object Detection and Tracking Model

On the PASCAL-VOC and MS-COCO datasets, many object detection models are 
used to find speed, accuracy based on region-based convolutional neural network 
(RCNN), fast RCNN, faster RCNN, SSD, YOLO ver1 [3], YOLO ver2 [4], and Yolo 
[5], which is influenced by factors such as backbone architecture, i/p sizes, model 
depth, and the software and hardware environment. A feature separator converts 
input into a feature representation, used to learn and identify patterns related to the 
desired objects. YOLO employs the Darknet-53 architecture described by 
Redmon et al.

 YOLO Object Detection

By just looking at an image once, YOLO [7] can determine the nature and location 
of an object. To give class probabilities to the anchor boxes, YOLO treats the object 
detection as a regression process rather than a classification process. Multiple 
bounding boxes and class probabilities are predicted simultaneously by a single 
neural network. YOLO [2] is divided into three versions: ver1, ver2, and ver3. 
YOLO ver1 is based on GoogLeNet (Inception network), which is used to classify 
objects in images. Figure 3 shows the schematic demonstration of YOLO architec-
ture. There are 24 convolutional layers [9] and 2 fully linked layers in this network. 
The Inception modules used by GoogLeNet has been replaced with YOLO ver1. It 
used reduction layer, followed by convolutional layers.
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Fig. 3 Schematic representation of YOLO architecture

Later, YOLO v2 [8] was presented with the goal of considerably enhancing accu-
racy while also making it faster. Darknet-19, consists of 19 convolution layers, 5 
max pooling layers, and an output softmax layer for object categorization, is used in 
YOLO ver2. With considerable increases in mAP, FPS, and object categorization 
score, YOLO v2 surpassed its predecessor (YOLO ver1). In contrast to YOLO ver1 
and ver2, YOLO does multi-label classification using logistic classifiers rather than 
softmax, like in YOLO ver1 and ver2.

Darknet-53 is a backbone architecture introduced by Redmon et al. in YOLO that 
harvests feature maps for categorization. Darknet-53, in contrast to Darknet-19, 
includes residual blocks (short connections) as well as up sampling levels for net-
work concatenation and depth. YOLO makes three predictions for each spatial loca-
tion in an image at different scales, removing the issue of being unable to detect 
small objects efficiently. The objectless, boundary box regress, and classification 
scores are computed for each prediction.

In order to recognize objects in real time, convolutional neural networks are 
used. It can be done in a single run of an algorithm, because it is a forward propaga-
tion method. The COCO dataset is used as the data source. Humans and other mov-
ing items (luggage, inanimate objects, automobiles, etc.) are classified using 
exceedingly comprehensive labels and classifications. We can avoid any errors in 
the algorithm’s execution, because the data set is well-defined. To associate and 
provide the path to the person in the movie, the object identification prototype is 
fine-tuned with true and false samples of people’s images, as shown in Fig. 2. The 
surveillance footage is fed to the trained model. For each identified person, the pro-
totype gives a set of leaping boxes.

 Pairwise Distance Calculation Using Manhattan Distance

Each detected person has a 3D feature space (x, y, d), in which (x, y) are the centroid 
coordinates of the bounding box and d represents the depth of the individual as seen 
by the camera.
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where w represents the width of the bounding box and h denotes the height of the 
bounding box. The Manhattan distance between the first person and the second 
person is calculated as follows. If x = (a,b) and y = (c,d), then the Manhattan dis-
tance between x and y is |a − c| + |b − d|.

 Closeness Property

When the pairwise distance between two things is greater than 2.0 m (6 ft), they are 
considered safe. There is a minor chance of transmission and breach of nearby dis-
tance protocol if the found distance is less than 2.0 m and greater than or equal to 
1.5 m. If the discovered distance is less than 1.5 m, then there is a strong possibility 
of a collision.

 Possibility of the Breach in the Protocol and Transmission

Anyone that meets the closeness property is allocated to an adjacent node or nearby 
dimensions, which create a cluster that is denoted by various color lines in compari-
son to different people. The development of collective nodes denotes a breach of the 
practice of community separation, which can be measured using the following cri-
teria: – ng represents the number of identified superclusters, and np represents the 
closeness of the population detected. The slighter breaches of protocols are repre-
sented by orange bounding boxes and connecting lines, the more serious breaches 
by red bounding boxes and connecting lines, and objects at a safe distance by green 
bounding boxes and connecting lines.

 Object Detection and Distance Calculation Using 
Proposed Scheme

 Input Feed

An input feed is taken for examination using a CCTV live relay. It is determined 
whether the number of individuals in a room can be kept under safe conditions using 
this feed, which is then saved as frames per minute. For crowd density estimation, 
this is employed as an approximation method. This step is critical, because it is the 
initial stage of our analysis. It is possible to compartmentalize our required info by 
breaking our feed into frames.
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Methods for estimating crowd density can be classified into two categories.

Direct methods: In crowds, some classifiers are employed to segment or detect each 
individual human body. The bodies are then tallied to determine the human 
crowd density. These techniques are further separated into two sorts.

Model-based methods: Detection or segmentation is done using human body mod-
els or shape contours.

 Object Detection

The detection of objects is crucial in this paradigm. The input feeds and detects the 
required characters in a given frame using this method (in our case, people follow-
ing social distancing). In YOLO object detection, convolutional neural networks are 
employed to detect objects in real time. It can be done in a single run of the algo-
rithm, because it is a forward propagation method. The proposed work uses the 
COCO data set [10] as an input to the object detection process. It has incredibly 
deep labeling and classifications that allow it to differentiate between humans and 
other moving things (luggage, inanimate objects, vehicles, etc.). Because it is a 
well-defined data set, any errors in the algorithm’s execution can be avoided.

 Decision-Making and Output Formatting

Calculation of Manhattan distance is discovered as an enhancement to existing 
models. In the event of a pandemic, it is critical not only that a room’s threshold is 
not crossed but also that persons in the room keep a minimum distance of 6 ft (or 
2 m) between themselves to minimize contamination. Split the frame into green and 
red portions to highlight regions where people are obeying the guideline correctly 
vs badly, accordingly, to make it easier on the eyes. This simplifies the process of 
analyzing the frame and making it more user-friendly.

People are tallied and numbered from 1 to n, and Manhattan distance is measured 
in this fashion. The distance between a person and the rest of the world (1–2, 1–3, 
1–4 … 1 − n) is now saved. Every measurement that exceeds the 1.5-m limit will be 
highlighted in red and reported to the appropriate authority, as shown in Figs. 4 and 5.

 Performance Evaluation

The total count can be determined by identifying all the objects as people. Table 1 
compares the proposed object identification model to faster RCNN and SSD in 
terms of NoI, mAP, TL, and FPS, whereas Fig. 6 depicts the performance measure.
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Table 1 Comparison of object detection models

Model NoI (no. of iteration) mAP TL FPS

Faster RCNN 12,135 0.969 0.02 3
SSD 1200 0.069 0.22 10
YOLO 7560 0.846 0.87 23

Fig. 4 Person identification in a frame

Fig. 5 Manhattan distance calculation between persons
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Fig. 6 Comparative analysis of proposed scheme

 Conclusion and Future Work

This work develops a real-time deep learning-based system for automating the 
process of measuring social distance utilizing object recognition and tracking 
approaches, in which each participant is identified in real time using bounding 
boxes. The bounding boxes that result can be used to locate clusters or groups of 
people that satisfy the proximity property of the pairwise vectored approach. 
Calculating the number of groups established and the violation index term, which is 
derived as the ratio of persons to groups, validates the number of infractions. Three 
prominent state-of-the-art object identification models were tested extensively: 
faster RCNN, SSD, and YOLO, with YOLO displaying efficient performance with 
balanced FPS and mAP scores. Because it is highly sensitive to the spatial place-
ment of the camera, this technique can be fine-tuned to better adjust with the appro-
priate field of vision.

Distancing oneself from others is crucial in preventing illness transmission. 
Using computer vision technology based on OpenCV and YOLO-based deep learn-
ing, the social distance of people in video feeds are analyzed, allowing to forecast 
the number of likely transmissions and so assist in controlling the pandemic. 
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Precision and accuracy are vital in this application, because it is meant to be 
employed in a range of operating situations. Additional precautions, such as gaining 
prior consent for such working settings, concealing a person’s identity in general, 
and preserving transparency about its fair usage among a select group of stakehold-
ers, can address real concerns about privacy and individual rights.
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Role of Digital Healthcare 
in Rehabilitation During a Pandemic

Meena Gupta and Ruchika Kalra

 Introduction

Rehabilitation is always a very important part of treatment and considered primary. 
It enhances a person ability to be functional and independent and enriches the natu-
ral healing process [1]. Nowadays, the term digitalization has finally entered health 
care full of zeal with the ability to fulfill the best possible solutions [2]. Digital 
health is the technological setup created for the health care sectors by the brains of 
engineers to overcome the inability and inaccessibility regarding social and eco-
nomic factors [3]. Digital health is the best solution for the organization presenting 
with absenteeism of employees with health care issues, places where the patient is 
unable to go to the health care center, or quality health care rehabilitation is not 
available at their center [4]. Since the development of digital sectors in health care, 
rehabilitation in digital health sectors has been introduced, where the proper appli-
cations are accessible to all smart phones [5]. According to the World Health 
Organization, digital health is innovating the health care sector providing transpar-
ency, accessibility, and availability of health care service everywhere. Digital health 
increased its efficacy during the pandemic, and it is now available in developing 
countries where the rehabilitation tool is accessible to the patients in their hands and 
can connect to their therapist at any moment [6]. The role of digital health on reha-
bilitation was maximally seen during Covid-19 and allowed patients to access care 
with their own device [7]. Globally, the pandemic caused by the coronavirus created 
the situation of unavailability of medical professionals everywhere and the accessi-
bility was limited, thereby creating the need for improving earlier versions of digital 
rehabilitation, and the pandemic helped created trust on both the medical 
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professional and patient’s side. The outpatient rehabilitation suffered a lot during the 
Covid-19 pandemic, including acute to chronic conditions, and the inpatients suf-
fered too, as rehabilitation requires teamwork and the medical professionals were 
unavailable. It was also difficult to bring the non-covid and covid patients under one 
roof and treat them with justice, ensuring prevention of spreading infections among 
them. Therefore, the platform of digital rehabilitation stepped up for not only the 
medical purpose but with due management of complete data associated with it [8–
11]. Digital rehabilitation requires the technology of artificial intelligence to provide 
the space for the initiation of the robotic, virtual, and smart rehabilitation [12, 13].

Digital health has been introduced in specific areas of practice, such as 
Telemedicine, M-Health, E-health, and algorithmic medicine [14].

 Different Digital Health Platforms in Rehabilitation

 Telemedicine

In the 1980s, when personal computers introduced video conferencing, telemedi-
cine emerged and acted in a supportive role to distant health care services, so as to 
work in places where the specialist was not available. Telemedicine provided tele-
consultation in remote areas termed as telecare. In this, the patient and doctor are not 
in a face-to-face consultation, but the technology on hand created the articulation by 
involving multifaceted invisible work by medical professional and patient relation-
ship to diagnose the symptoms and improvise the treatment. Digital telemedicine 
brings the clinic to the home [15–17]. The innovation of telemedicine stood as disas-
ter management in the case of Covid-19 as a part of public health measures.

No telemedicine program can be begun in a short period and earlier constructed 
telemedicine technology created the sorting of the patients before arriving to the 
emergency rooms as a central health strategy of central health triage. Technology 
provides the patient centered environment and allows them to communicate with 
the doctor 24/7 regarding the symptoms and prevents spreading the infection to the 
other patients and clinicians [18–20].

Telemedicine had been increasing in rates but questions remained and develop-
ment was according to countries, but Covid-19 accelerated the speed and questions 
to be answered in the last 2–3 years. Some of the barriers to trust patients and doc-
tors face include that new physicians cannot be trusted on the telemedicine services 
compared to a physician that has treated the patient for years; in addition, trust is 
absent for the illiterate and senior medical professionals with less understanding of 
how to operate the software on the medical device and whether they can be trusted 
on the system for confidentiality and the affordance of cost associated with it. These 
were answered as availability of the telemedicine care, increasing the literacy rate 
to the extent to understand the software and making it easy to use, as well as making 
people aware and create trust by them using it in remote places as Covid-19 chang-
ing phases have created self-learning to some extent [21, 22]. Telemedicine was 
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used for the non-urgent cases to decrease the outpatient que. An increased use of 
telemedicine required increasing the government regulations so as to keep the data 
associated private and confidential, no resistance toward the quality of care on both 
ends, and infrastructure to be added at a large scale to create better digital data man-
agement [23].

Not only did the pandemic disrupt rehabilitation for outpatient patients but inpa-
tients also experienced an unavailability of therapists, which stood to be a disaster, 
although telemedicine saved it to some extent for both the therapist and patients. 
The initial barriers were overcome and rehabilitation through telemedicine was the 
tool to save lives and maintain the quality of life. Telemedicine in rehabilitation in 
Covid-19 was initially used as a research tool, but when required it expanded to 
clinical practice [24, 25].

The technology of telemedicine has shown to be functional for rehabilitation in 
the pandemic period and even post that. The synchronous visit is captured in tele- 
rehabilitation. This reduced the cost of traveling, inability to travel, and time saved 
from traveling, especially in remote places. Prior to using telemedicine, there is the 
requirement of the software program behind it and permission to be granted from 
the government licensing to prevent malpractices as telemedicine is a part of public 
health in a few developed countries and yet to be a part in a few. The connect ability 
and association of telemedicine over the landline telephone is to prevent malprac-
tices by leaking of the confidential personal information. The next step oriented 
with tele-rehabilitation for conducting a visit is where the staff makes the medical 
professional understand the software prior to connecting with the patient. Assessment 
is done on the virtual purpose with the help of the virtual applications allowing a 
few to many parameters to be assessed, as many are still under research for the 
assessment. As a part of the delivery, the protocols are suggested and explained to 
the patient and their family depending on the patient orientation. Documentation is 
the primary tool to be utilized in the medical practice to work ethically and in a 
synchronous manner. Telemedicine provides data documentation many ways, from 
chief complaint to each assessment group, and manage it in a narrative and descrip-
tive manner to prevent mistakes [26–30].

 Mobile Health

The World Health Organization defines mobile health as medical and public health 
operated by mobile devices. In this decade, people have become dependent on 
mobile technologies for day-to-day activities, which initiated the innovation of the 
applications related to health inside your phone that are being added to day by day. 
Mobile devices are in the hands of most of the population of the developed and 
developing countries, and because they are essential necessities, the addition and 
programming of the health applications makes it easier for health professionals to 
monitor and consult. The interest in and awareness of the applications in the mobile 
devices are also initiating a step ahead in awareness to health with the help of 
M-health applications [31–33].
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The technology associated with M-health is recent and promotes health and 
motivates people to monitor their daily activities. Sensors associated devices are 
linked with applications associated with the mobile device having your health 
records, where the sensors that are worn on the wrist allow the device to read loca-
tion, walk, sleep, and anxiety according to your vital signs. These sensors monitor 
the status of the body. These devices not only provide the data for the medical pro-
fessional or the follow up but also for understanding and adjusting the lifestyle 
according to the imbalance that is created such as disturbed cycle, sedentary life-
style with limited number of activities, poor nutrition, and improper intake of water. 
These can be a self-rehabilitation tool to keep up to date in private life that is docu-
mented and presented graphically to show how much it has been improved [34–36].

In the Covid-19 era, M-health had a triple role such as connecting to citizens, 
digitally relating health issues, and controlling health with the innovation of appli-
cations. Traditionally, M-health during the pandemic had advantages such as pro-
moting a heathy lifestyle, awareness and motivation with active participation with 
technologies, facilitating the doctor–patient communication without a structured 
work environment setup such as a clinic, monitoring in the remote areas, and ensur-
ing social distancing is properly followed. With the situation of the pandemic, the 
potential of mobile devices in the health sector is boosted and new boundaries are 
approached not only for the health benefits but also for contact tracing during the 
pandemic; in addition to increased memory and better computing capacity, tether-
ing, photoelectric sensors, barometers and many more [37–40].

The role of M-health in rehabilitation is broad spectrum nowadays because 
mobile devices are in the hands of every age from child to senior citizen and the 
pandemic made it a more essential tool of life. Mobile health is promoting rehabili-
tation by making a more comfortable and easier way to adapt and break the absen-
teeism of young adults who are prevented from meeting the therapist due to the 
workload but the accessibility of the medical professional is just a touch away on 
the phone and the control by the applications make the track record easier to docu-
ment. The treatment sessions are administered by videoconferencing with the help 
of mobile applications or defined by the mobile applications according to the body 
type, gender, physical activity, comorbidities, and so many other assessments differ 
in applications. After looking at this type of technology, the hospital setup has initi-
ated the personal M-health applications that not only works with the therapist and 
the patient but also the complete hospital, even with the pharmacy, such that all 
information regarding health data is incoming and so the data is managed and made 
easier for the patient and medical professional [41–43].

 E-health

The world wide web was introduced in the 1990s and created accessibility of the 
health care information to reach the public and their illness experiences. There are 
various sites such as health line and many more. The research conducted on E-health 
introduced the various experiences and helped to access the health information 
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online. There are various sites that support true health consultancy. Simply E-health 
is the platform for the digital information and communication to be improved and 
rechecked in health care [44]. During the Covid-19 pandemic, covid-related infor-
mation was the most explored topic on the electronic platforms, where both true and 
false statements were presented. Guidelines were provided by the World Health 
Organization, national and international governments, but on the same link there 
were also a few fake health care facts that were providing no use treatments. The 
government and WHO came together to overcome this using E-health and used the 
platforms such as Facebook, Twitter, Instagram, and YouTube to provide the 
evidence- based information and increase the E-health literacy rate and for public 
health measures [45, 46].

E-health in rehabilitation is the knowledge tool used to notify about the disease 
or condition. E-rehabilitation came to be more common in new patients due to the 
inability to visit the place for treatment or small difficulties that can be understood 
and classified by the electronic health and can be discussed with the rehabilitation 
specialist with the help of the applications provided with mobile health.

E-health can obtain relevant information with the help of E-referral following the 
assessments, case study, history, and E-diagnosis and establishing the digital infor-
mation and documenting the pathology. The therapist can easily draft all the infor-
mation data management and ensure the quality of care, where the E-discharge 
summaries contain relevant and necessary information and are created quickly. The 
pros of E-health for rehabilitation specialists is the feedback system is quick and 
proper according to the session [47–49].

 Algorithmic Medicine

Algorithmic medicine involves the increased capacity for storing, sharing, and pro-
ducing in the era of big data. These algorithms have the capacity to filter and process 
data. This is the broader area of work aims of medical informatics and decision 
making, which are creating decision areas of test, assessment, diagnosis, and auto-
matic control [50, 51]. Artificial intelligence plays a role where the neural network 
created artificially supports clinical decisions and creates the structure and user 
interface. Errors can be minimized by utilizing an automated algorithm and having 
the potential to reduce the errors and better score outcomes [52, 53] These algo-
rithms create robotic, virtual, and smart rehabilitation using technology to support 
clinical decisions and adhere to the evidence-based guidelines. This provides a large 
aspect for rehabilitation. In various types of devices, using machine learning and 
sensors creates the environment where the digital computers transfer the current 
data the patient is carrying without being informed by the patient and assessment 
and digital diagnosis is taken even at the patient’s home. This smart technology with 
artificial intelligence has moved from just consultation to robotic technology that 
can conduct robotic surgery even when the specialist surgeon is not with the patient 
at the hospital [54, 55]. During the pandemic, artificial intelligence with an algo-
rithm interface introduced ease in the ongoing and planned surgeries, ongoing 
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rehabilitation as the interface for the robots or the devices that are inserted in the 
patient’s body, or even the placement over the patient’s body depending on the 
extent of the dependability, can be controlled by the medical professional during the 
session [56–58]. The algorithm interface is not yet found in the remote areas or even 
the underdeveloped countries because this interface is very expensive and so this 
protocol will take a few more years to enter into public health. The challenges so far 
are being answered with results, but overcoming the challenge to decrease the cost 
will create the availability for the medical algorithm to be utilized by more coun-
tries. This interface is not only to help patients or even the public be aware but also 
to help the medical professional to understand the significance behind the rehabili-
tation [59].

Technology such as the robots in rehabilitation, including MIT Manus, mirror 
image movement enabler, arm assisted rehabilitation measurement, machine learn-
ing in the rehabilitation have been mentioned in the research and the medical algo-
rithms for the classification, prediction, and treatment planning. These devices not 
only have a role to play in the rehabilitation but also the classifier to predict the 
activity and potential of the patient [60, 61].

 Digital Patient Management

Technology improvement stands to be the successful support in assessing and treat-
ing patients. The treatment is incomplete if the generation of the data supporting the 
management and occurrence, improvement, new techniques, and many more things 
are not analyzed. The role of data patient management is vital and required whether 
in the private sector or public health sector. It was never thought that this coronavi-
rus would lead to a pandemic as stated in earlier statements, but when we look to the 
national and international data of patients, it makes us understand how disastrous it 
has been and will continue to be [62–64].

The digital mode of data management supported and created a lot of technology 
to resolve the disaster. The extent of this disaster was more easily tracked digitally 
with the information made public, and made it easy to document by downloading 
one application on the phone that made us aware of how many people were covid 
positive in our limited range of meters to kilometers, registering one’s number, and 
becoming covid positive automatically generates the data to the public health sector 
to be aware of that region and create the zones [65].

Numbers prioritize the criteria defining what is urgent; as the number rose, it set 
the criteria of whom to admit, depending on how many ICU beds, oxygen beds, or 
home quarantine facilities are available. The registration of vaccine throughout the 
world was and still is a challenge, and the patient management supports how many 
jabs, the ratio, and when the vaccination will be completed according to the popula-
tion and production of vaccination. This triage of digital patient management was 
the key to understanding [66–68].

The digital health transformation stood to be greatest in developing and imple-
menting new ideology of care. Digital approaches emerged as a shield for 
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vulnerable patients by creating safety for the staff or patients coming to hospital. 
For example, software varies from country to country such as EMIS (Egton Medical 
information systems) in the UK, which keeps the records from primary care, includ-
ing everything the patient carried, and so on [69].

NHS trusts are rushing to create this kind of setup as soon as possible for the 
remote areas as much as possible so the patient can be managed according to digital 
data such as digital methods of rehabilitation. Digital patient management is much 
needed but it was limited in public health. However, the pandemic led to the under-
standing of a limited number of working people so the technology can help manage 
data accurately and provide the data for the extent of how it will proceed such as 
new variants beginning in different areas, saturation presented by the numbers, ratio 
of lives saved, death and vaccinated people, the data created awareness of precau-
tions to be followed and motivation by looking for improvement and a sense of 
winning over the disaster [70, 71].

 Discussion

The Covid-19 pandemic made many ongoing research studies a part of clinical 
practice. Digitalization already existed but had not entered daily practice in the 
health care sector until it was introduced in clinical practice through a digital plat-
form. The previous challenges and questions were put aside because of the disaster 
situation and the opportunity was presented to put trust and investment in the digital 
sector. This digital health care eased the management in patient care with full qual-
ity of care. This pandemic made us realize the digital platforms were not only made 
for office, education, and work but also the health care systems [72–74].

The pandemic created the fear of when and how to access the hospital sector 
whether with or without covid. However, the emergency was not completely turned 
off by the digitalization in health care, but ease was created to some extent, espe-
cially for non-covid patients [75]. Rehabilitation is the tool to heal completely and 
a first step to a solution for the discomfort converting to inability to illness, where 
the rehabilitation was carried out as a team collectively, including doctor, therapist, 
nurses, and other medical professionals completing the rehabilitation team [76]. 
The emergency of the disaster disturbed the management cycle created by them in 
the normal medical profession [77]. The pandemic exposed the limitation of the 
medical professionals and unlimited patients suffering with covid, non-covid and 
post covid, where all of them wanted equal attention and rehabilitation. Rehabilitation 
during the pandemic is a priority not only in the interface of the doctor to the patient 
but also all the other medical professional requirements [78, 79]. The studies men-
tioned different measures of the digital health structure, including telemedicine as 
the rehabilitation tool used, which followed the traditional digital platform followed 
from years earlier too, and E health as the measure for the awareness tool as the 
pandemic increased the valuation of life and comorbidities, and the effects of lock-
down added the awareness to be careful toward the self and family health [80, 81]. 
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Mobile technology was introduced to daily life years ago as the tool for communi-
cation, but the smart phones added the applications, and as the pandemic disoriented 
the life structure, people became more dependent on the digital devices to survive as 
an essential aspect [82]. Therefore, this essential aspect can also be used as a health 
tool creating the accessibility to a healthy life whether ill or just improvement of 
lifestyle to prevent disorders and a sedentary lifestyle, which have increased a lot 
during this period apart from Covid-19; rehabilitation awareness helps a person to 
prevent becoming a patient with the accessibility of the rehabilitation specialist at 
one touch. The sessions oriented with the mobile phones acted as the structure for 
the M-health technology and allowed medical professional handheld accessibility 
without the excuse of unavailability, as this tool was the most bought and appreci-
ated during the pandemic [41, 83].

Algorithmic medicine is the proposal for smart rehabilitation where the rehabili-
tation is not stuck to the applications but beyond the thought of understanding the 
digital aspect in health care. According to the studies, these type of intelligent robots 
play a vital role in improvement of the patient, where return to life is faster. The role 
of robots and high-end technology is required, but due to the cost of the technology, 
it is still under research to be accessible to developing and underdeveloped coun-
tries. The research is turning into clinical practice in certain countries for this type 
of rehabilitation. Results oriented with this type of technology are quite promising 
[84, 85]. There has been an evolution from rehabilitation to digital rehabilitation; 
according to a study by Jones in 2020, the transformation of medical rehabilitation 
is evident. Although the benefits of rehabilitation are well established, inefficiencies 
in the current system of care are also clearly documented. These inefficiencies are 
influenced by the growing demand for services, continued changes in reimburse-
ment to contain cost, pivoting service delivery models, and increasing provider 
shortages. Today’s priorities in medical rehabilitation are containing costs, improv-
ing access, and increasing the amount of time spent on actual rehabilitation. It has 
been suggested that the transformation toward the greater use of digital health tech-
nologies will lead to better outcomes, greater value in care, better patient experi-
ences, and more empowered rehabilitation stakeholders [4, 86, 87]. One of the 
biggest advantages of digital health care in rehabilitation has been its ability to bring 
quality care to more people who need it. Add to this the fact that online searches for 
queries like “physiotherapy,” “physical therapy,” “back pain exercises,” etc., are 
over 4 million per month. Regarding continuity of care, most patients and providers 
understand that physical therapy is not restricted to the session at the doctor’s clinic. 
Using digital health, this care can be extended from the clinic to the patient’s home. 
Tools such as tele-rehab or using telehealth for physical rehabilitation allows pro-
viders to guide and support their patients to recovery [5, 88]. Rehabilitation requires 
trust, where the patient is first trusting the software to be opened and then the medi-
cal professional doing the consulting because, generally, the medical professional is 
different on the digital platform [89]. The consultation is not the only part of the 
health sector to be thought of, where all the management takes place from appoint-
ment, visit, billing, session, feedback and reappointment, and so on, depending on 
the extent of the health sector. This management is carried out by the professionals 
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handling the digital sector and work to be licensed oriented, even in personal prac-
tice or public health, as medical data has major importance in the health sector, so 
the documentation needs to be managed in a similar manner [90, 91]. Data manage-
ment is not the only task but the patient too, as there are many patients that require 
rehabilitation management. The introduction of the technology in the health sector 
did not remove the toughness and emergency mode of the pandemic, but increasing 
trust in the digital sector is reducing the stress of being surprised by the disaster, as 
the management is improving in the current situation and varying from country to 
country, including in their remote areas [92, 93].

Some of the barriers to digital rehabilitation are because health professionals 
sometimes feel threatened by new technologies. However, the digital transformation 
should be seen as a tool to complement the professional’s service and not as a 
replacement, as well as helping them to optimize their time. According to Mapfre, 
only 3 out of 10 public hospitals are adapted to digital transformation while 6 out of 
10 private hospitals have a digital transformation plan. At present, only 1% of health 
expenditure in the autonomous communities is allocated to new technologies and, 
in order to achieve the necessary standard, health business models should be restruc-
tured, and innovation should be a priority. Each technological advance leads to 
research and development work. This can sometimes be costly, and there is not 
always a willingness to pay, both on the part of public administrations and on the 
part of patients [94–96].

 Conclusion

This chapter included the aspects of the pandemic on rehabilitation and how the 
evolution of digital rehabilitation can act as the tool to continue the rehabilitation. 
Various research studies have been oriented toward efficacy of digital rehabilitation, 
which has proven to be safe, and the trust aspect, where the studies indicated signifi-
cant improvement and overcoming the challenges, with many barriers overcome 
and some needing further attention.
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An Epidemic of Neurodegenerative Disease 
Analysis Using Machine Learning 
Techniques

M. Menagadevi, V. Vivekitha, D. Thiyagarajan, and G. Dhivyasri

 Introduction

Neurodegenerative diseases are a collection of neurological disorders in which neu-
rons in the central nervous system die or are harmed, causing significant disabilities 
and, in the worst-case scenario, death. Figure 1 shows the major neurological disor-
der, which affects all age groups. Typically, they are stumbled upon in elderly age. 
However, the development of the disease could occur sooner. Their prevalence has 
risen dramatically in recent years, and this trend is projected to continue. As the 
world’s population ages, the trend will continue. Neurodegenerative illnesses are 
difficult to manage and can be costly, since the cause is unknown and there is no 
recognized cure. Currently, treatments are focused on reducing symptoms.

The use of machine learning algorithms in medical and scientific research has 
gotten a lot of attention in recent years. New technologies have made it possible to 
rapidly accumulate patient data, such as ultrasonography and MRI readouts; omics 
profiles of biological samples; electronically collected clinical, behavioral, and 
activity data; and social media-derived information in the last decade. The number 
of characteristics (or variables) recorded in each observation can occasionally sur-
pass the total number of observations in these large health datasets, making them 
high-dimensional. Machine learning advancements can be of great assistance to 
diagnosis and monitoring, such as illness onset detection, disease characterization, 
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Fig. 1 Neurological 
disorders

Fig. 2 Divisions of machine learning algorithm

and disease improvement quantification of differential diagnosis.ML approaches 
have been used to assist physicians with CAD to diagnose the diseases [1, 2].

Classes of machine learning algorithm:

• Supervised learning
• Unsupervised learning
• Reinforcement learning (Fig. 2)
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 Supervised Learning

These approaches are most typically used to analyze data linked to neurodegenera-
tive diseases. Dataset is required to train the model. Often, these labels necessitate 
human curation or professional evaluation; for example, a radiologist is required to 
label a series of radiographs, the size of a brain area on an MRI scan, and the label-
ing of MRI scan pictures, and a neuropathologist is necessary. The computer may 
then use this model to predict the label for fresh, unlabeled datasets using the new 
input characteristics. It can be difficult to collect big enough volumes of correct 
labels for supervised machine learning.  Figure 3 shows the supervised learn-
ing model.

Classification is a process that includes finding rules in which new objects are 
assigned to a predefined category, and it requires two steps. The first step is the 
building of classification with the help of training dataset that has class attributes. 
The second step is to analyze the performance of the classification using test data-
set. The supervised process is in which prediction is iteratively performed using 
training data [24, 25]. In supervised learning, some of the commonly used algo-
rithms are decision tree, linear classification, and Naive Bayes.

The dataset must first be preprocessed, which involves a task that transforms the 
raw data into a finished dataset. It can be fed into the data model. The data cleanup, 

Fig. 3 General block of supervised learning model
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data transformation, feature selection, and feature mapping stages in the preprocess-
ing phase all contribute to the classifier’s accuracy. Data cleaning is a step that looks 
upon any missing value in the dataset, and data transformation ensures that the data 
values fall in a small range. The feature selection is one of the significant steps that 
limit finite features, which can provide a higher detection rate, and the final step is 
the feature mapping, which helps in finding a decision region. This can maximize 
the class separately between the given classes in the newly mapped space. In the 
training phase, it practically supplies at least 70% of the dataset to create a model 
that can categorize and predict the right label of the testing set. Using data evalua-
tion is we can analyze the performance of the algorithm in the neurological disorder 
dataset. Data evaluation includes accuracy sensitivity specificity and error rate. 
Many literatures suggest that using a supervised algorithm for neurological disorder 
classification, it was found that it has low specificity, about 0–54%, and the accu-
racy of the decision was predicted to be nearly 80% only. 

 Decision Tree

The decision tree (DT) is one of the most well-known and widely used machine 
learning methods. It is a mimic of the human thinking ability to make a decision. It’s 
a tree-structured decision-making technique. The root, leaf nodes, branches, and 
internal nodes are the four basic components. The root of a tree connects its classes, 
with leaf nodes representing classes, branches representing outcomes, and internal 
leaves representing processes. The classification rules are the paths from the root to 
the leaves, and the steps involved in predicting the class of the given dataset are 
given below. Figure 4 shows the basic flow of the decision tree algorithm [31].

Step 1: It starts from the root nodes of the tree which contains the complete dataset.
Step 2: Select the attribute/feature value for the root node. Create a branch for each 

possible attribute/feature value.

Fig. 4 Basic flow of decision tree algorithm
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Step 3: Generate the decision tree which contains the best attribute.
Step 4: Repeat recursively for each branch, and make a new decision tree using the 

subset of the dataset created in step 2.

The process is continued until a stage where you cannot further classify the 
nodes and call them as final node/leaf.

Figure 5 explains the use of the decision tree algorithm for the image dataset for 
analyzing the brain image. Neurological disorder image datasets can be collected 
from various datasets (e.g., OASIS, TOF-MRA, Allen Brain Atlas, Alzheimer’s 
Disease Neuroimaging Initiative (ADNI), the fMRI Data Center, etc.,). The images 
were then divided into two groups: testing and training. After collecting the results, 
the features of the image were extracted using a suitable technique, and the testing 
was carried out using a decision tree algorithm (C4.5, ID3, CHAID, etc.,). Figure 6 
shows the output of lesion detection in the brain MRI image using decision tree 
algorithm.

 Linear Regression

Linear regression was first developed in the discipline of statics to aid in the under-
standing of the relationship between numerical input and output. A linear model is 
a linear regression. It assumes that the input variable (x) and output variable (y) have 

Fig. 5 Decision tree algorithm for image analysis
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Fig. 6 Decision tree algorithm for lesion detection

Fig. 7 Plot of linear regression

a linear relationship (y). Simple linear regression and multivariate linear regressions 
are two separate forms. Simple regression is an approach in which the response 
prediction is made using a simple feature. The linear regression algorithm’s purpose 
is to discover the optimal values for b0 and b1, such that the best fit line can be 
found. Figure 7 shows the general plot of the linear regression model [32].

 y b b x� �0 1 1  (1)

When multiple features are used, it is called as multiple linear regression

 y b b x b x b xn n� � � ���0 1 1 2 2  (2)

By filtering a linear equation to the observed data, multiple linear regression 
aims to model the relationship between one or two features and response. Regression 
analysis formula
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 y mx b� �  (3)

Regression lines are used to predict the values of “y” (dependent variable) for a 
given value of “x” (independent variable). The best-fit regression line times to 
reduce the sum of squared distance between observed (actual) and forecasted data 
points. The intercept of regression lines in estimating the value of “y” (dependent 
variable) when “x” (independent variable) has no influence.

Figure 8 [34] shows the output of the linear regression model for analyzing the 
left hippocampus of the functional MRI dataset; Figure 8b shows the linear model 
analysis of the BOLD signal in the image.

 Logistic Regression

One of the supervised machine learning algorithms that may be used to model the 
probability of an event or class is the logistic regression model. It is used when the 
data is separable linearly and the outcome is binary. In binary classification, there 
are primarily two types: one is logistic regression, which is a single independent 
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variable to predict the output, and the other one is multiple logistic regression, 
where multiple independent variables are used to predict the output [33]. Logistic 
regression models the data using the sigmoid function for single logistic regression 
which is given as

 
e e b b x� �� �� �� �1 1 0 1/

 
(4)

Logistic regression models the data using the sigmoid function for multiple logistic 
regression which is given as

 
e e b b x b x bnxn� �� �� � � ��� �1 1 0 1 2 2/

 
(5)

The probability of occurrence of a neurological disorder can be obtained by using 
this algorithm with high accuracy. The input image is preprocessed, the feature is 
extracted using a suitable algorithm, and the image is divided into training and test-
ing data. Then, the logistic regression predicts the disorder based on the obtained 
features. Figure 9 shows the flow diagram of logistic regression [34].

 Naive Bayes

The Naive Bayes algorithm is one of the simple and most effective supervised clas-

sification algorithms. It helps in building fast machine learning that can predict 
rapidly. It is an object probability-based probabilistic classifier, where naïve assumes 

Fig. 9 Flow diagram of logistic regression
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the occurrence of a certain feature independent of the occurrence of the other fea-

ture and Bayes, as it depends on the Bayes principle: P y X
P X y P y

P X
|

|
� � � � � � �

� �
, 

where y is a class variable and x is a dependent feature vector (of size n), which is 
given as X = {x1,x2,x3….,xn}. Apply Bayes’ theorem to the given dataset in the fol-
lowing way: Now, if any two events A and B are independent, then P(A,B) = P(A)
P(B). Then; the final result will be given as

 

P y x x
P x P x y p x

P x P x P xn
n

n

|, |,
|y | |y

1
1 2

1 2

�� � � � � � �� � �
� � � �� � �  

(6)

It can also be rewritten as

 

P y x x
P y I i n P x

P x P x P xn
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n

|, |,
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1
1 2

�� � � � � � �� � � �
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(7)

We can now eliminate that term because the denominator remains constant for every 
given input:

 
y x x P y i n P xn i|, |, |y1 1�� � � � � �� � � �� �:

 
(8)

It was found the best classification results were obtained by mostly using a Naive 
Bayes classifier for analyzing MRI images from Parkinson’s and Alzheimer dis-
ease [5].

 Support Vector Machine

SVM is abbreviated as support vector machine. It is the most widely used super-
vised learning method for classification and regression; however, it is more com-
monly used for classification. The goal of the SVM method is to determine the best 
line or decision boundary for categorizing n-dimensional space into classes, so that 
subsequent data points can be easily placed in the relevant category. This ideal deci-
sion boundary is referred to as a hyperplane. SVM is used to choose the extreme 
points/vectors that help build the hyperplane. These extreme points are known as 
support vectors, and hence, algorithm is called support vector machine. The margin 
is the difference between two lines on the closest data points of different classes 
[26]. The perpendicular distance between the line and the support vectors can be 
used to determine the margin. A wide margin is considered a good margin, whereas 
a tiny margin is considered a poor margin. The training culminated in the creation 
of a decision surface that splits the space into two subspaces. Each subspace repre-
sents a different training data class. Once the training is complete, the test data is 
mapped to the feature space. These data are then assigned a class based on which 
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subspace they are mapped to. The fundamental goal of SVM is to divide datasets 
into classes in order to find the maximum marginal hyperplane (MMH), which can 
be done in two steps [29]:

 1. To begin, SVM will construct hyperplanes that best divide the classes iteratively.
 2. The hyperplane that correctly separates the classes will then be chosen.

By applying the above steps, a linear discrimination SVM model, which is a binary 
classifier, divides the space into two classes of MRI images by predicting the 
hyperplane.

 Unsupervised Learning

Unsupervised machine learning techniques are effective for applications like clus-
tering, since they don’t require tagged data. For example, image classification may 
be studied using clustering methods. Unsupervised clustering, in addition to analyz-
ing existing data, predictions can also be made using algorithms. A model can be 
trained using the dataset from various data sources.

Unsupervised learning

No labeled dataset and output is unknown

Pattern identification and recognition based learning

Clustering of images, data, etc.,

Patient population Patient dataset

Patient clustering 

based on the feature

Clustering 

algorithm 
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 K-Means Algorithm

A popular unsupervised learning approach is the k-means clustering algorithm This 
approach uses an integer k and n observations. The result is a k-set partition of the 
n observations, with each observation belonging to the cluster with the closest 
mean. The operations of k-means are summarized in the stages below.

 1. Set up k cluster centers. This can be achieved in practice by selecting k center 
at random.

 2. Points are derived from n observations or k randomly generated center points.
 3. Calculate how far each observation is from the cluster centers.
 4. Each point should be assigned to the cluster with the smallest distance between 

its center and the other cluster centers.
 5. As the cluster mean, recalculate the placements of the k centers.
 6. Once more, compute the distance between each data point and the newly esti-

mated centers.

Steps 3 and 4 should be repeated until all data points have been allocated to the 
same cluster (data points do not move).

Dataset of individuals with Alzheimer’s (AZ) disease having longitudinal evalu-
ations. The National Alzheimer’s Coordinating Center database, supplying neuro-
pathological data. The AZ disease in the image was clustered using the means 
clustering technique. The researchers wanted to look at subgroups of patients with 
different extrapyramidal sign progression trajectories and their clinical and neuro-
pathological correlates [4]. K-means algorithm to cluster the neurological dataset is 
based on the disease condition using the above steps [3].

 Mean-Shift Clustering Algorithm

The mean-shift clustering method is a centroid-based approach that aids unsuper-
vised learning in a variety of situations. It is one of the most effective image pro-
cessing and computer vision algorithms. It works by relocating data points to 
centroids, which then become the mean of other points in the region. The mode 
searching algorithm is another name for it. The benefit of the method is that it dis-
tributes clusters to data without automatically specifying the number of clusters 
depending on bandwidth.

Unlike the K-means cluster technique, mean-shift does not need a priori cluster 
number specification. In relation to the data, the algorithm determines the number of 
clusters [5]. For fMRI (functional magnetic resonance imaging) analysis of neurologi-
cal disorders the temporal properties of the image is taken. Simulated and actual fMRI 
data were utilized to compare cluster analysis with mean-shift clustering, which uses 
a feature space that includes temporal and spatial features [6]. Figure 10 shows the 
flow of mean-shift algorithm used for clustering medical images.
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Fig. 10 Flowchart of mean-shift algorithm used for medical image classification

 Affinity Propagation and Hierarchical Clustering

To split the brain MRI images into multiple clusters, an affinity propagation 
approach was used. The affinity propagation method uses tissue-segmented and 
anatomically parcellated pictures to characterize the similarity between brain 
images [7]. After clustering, a representative exemplar image is found as the single 
topic atlas for each clustered, and the MRI images fitting to the same subgroup are 
recognized. Figure 11 depicts the brain MRI image’s tissue segmentation. The algo-
rithm of affinity propagation is:

• Algorithm works based on resemblances among data points.
• All data points are considered as the potential cluster center.
• Cluster centers are identified that represents the dataset.

Affinity propagation requires two data:

• Similarities between data points s(i,k)
• Preferences s(k,k)
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Fig. 11 (a) Original image. (b) Tissue segmented image using affinity propagation. (c) Structure 
parcellation using affinity propagation

i represents a data point.
k represents the exemplar.

The hierarchical clustering-based segmentation (HCS) is an unsupervised 
method for separating various sections in image data. The HCS method segments 
the images by splitting an image into its regions at hierarchical degrees of permitted 
dissimilarity across the different regions [36]. As the allowable threshold value is 
increased, the hierarchy represents the uninterrupted merging of similar, adjacent, 
and disjoint regions [8, 9].

Hierarchical clustering-based segmentation algorithm includes the following.

 1. Labeling of each pixel in the image:

• Label every pixel according to the pre-segmentation if the image has already 
been segmented.

• If initial segmentation isn’t possible, label every pixel as a separate section.
• The amount of distinction between areas that can be allowed should be set 

to zero.

 2. Dissimilarity value is calculated among in the given image.

• The least dissimilarity value should be used as the threshold value.

 3. If the threshold and dissimilarity value are equal, then merge all the values close 
to the dissimilarity value or else move to step 6.

 4. If the regions merged in the above step is greater than 0, reclassify the pixels on 
the boundary of the combined areas with the remaining regions until no further 
classification is done.

Save the region data for this iteration as an intermediate segmentation among the 
combined regions after all accessible border pixels have been classed, and move on 
to step 2.

Otherwise, move to step 5, if the areas merged in step 3 is equal to 0.
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Fig. 12 Hierarchical 
clustering for brain image

 5. Move to step 7 if the number of regions in the image is less than the predeter-
mined value, otherwise go to step 6.

 6. If the current dissimilarity permitted value is well below the maximum permis-
sible value, go to step 2 and gradually increase the dissimilarity allowed value. 
If not, go to step 7.

 7. Save the data from the current iteration.

Figure 12 [35] shows the output of the hierarchical clustering algorithm of brain 
image by applying the abovementioned procedure.

 Density-Based Spatial Clustering (DBSC)

Density-based clustering is a term used to describe unsupervised learning approaches 
for identifying unique groups/clusters in input images. DBSCAN is a density-based 
clustering base technique. It can detect clusters of various shapes and sizes in a large 
amount of noisy data including outliers [10].

Two parameters are used in the DBSC algorithm:

minPts: The minimum number of clustered points required for a region to be con-
sidered dense (a threshold)

eps (): A distance metric that may be used to find points in the vicinity of a given 
location

• The algorithm selects a point in the image dataset at random.
• If there are at least “minPoint” points within a radius, we consider it to be part of 

the same cluster.
• The clusters are then extended, by repeating the neighborhood computation for 

each nearby point.

Static and dynamic functional connectivity of the fMRI images can be analyzed 
using the DBSC algorithm by applying the above procedure [11, 12].
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 Gaussian Mixture Modeling

Histogram thresholding is one of the most often used methods for segmenting pic-
tures, and Gaussian-mixture-based segmentation is based on it. The assumption in 
histogram thresholding is that an image has two areas or classes: target and back-
ground, each with a unimodal gray-level distribution. As a result, the segmentation 
problem entails selecting an appropriate threshold for partitioning the picture into 
target and background regions. The probability density function (PDF) of the gray 
levels in the picture is a combination of two Gaussian density functions with spe-
cific means, standard deviations, and proportions in Gaussian-mixing segmentation 
techniques [12, 13].
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Figure 13 [35] shows the input MRI image and Gaussian output image [14]. 
White and gray matter in the brain MRI image can be classified to analyze neuro-
logical disorders, like attention deficit hyperactivity disorder (ADHD).

 Convolutional Neural Network (CNN)

CNN stands for convolutional neural network and is a sort of deep learning neural 
network. In short, consider CNN to be a machine learning system that can take an 
input image, assign relevance (learnable weights and biases) to various aspects/
objects in the image, and distinguish between them. Figure 14 shows the block dia-
gram of CNN [15, 30, 35].

CNN extracts data from images by extracting features.
The following are the components of any CNN:

• A grayscale image serves as the input layer.
• The output is a multi-class labeling system.
• Convolution layers, rectified linear unit layers, pooling layers, and a fully linked 

neural network are all hidden layers in the CNN architecture.

An Epidemic of Neurodegenerative Disease Analysis Using Machine Learning…



300

Fig. 13 (a) Input MRI image, (b) Gaussian image

Fig. 14 Block diagram of CNN

 Convolutional Layer

It has a convolutional filter of size N*M*D, where D is the image depth. N and M 
are the image pixel. Kernels are convolved over the image region, and the dot prod-
uct among the filter entries is computed during the forward pass [16].

 Activation Functions

For nonlinear transformation of medical images, the following activation functions 
are used:

• Sigmoid
• Tan hyperbolic
• Rectified linear unit
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 Pooling Layer

Convolved features are down sampled in the pooling layer. By dimensionality reduc-
tion, it reduces the amount of computing power necessary to process the data. It avoids 
overfitting and minimizes translation and rotational variance of images by aggregating 
data over space. It also minimizes spatial size by aggregating data across space or 
feature types. The input to a pooling process is partitioned into a collection of rectan-
gular patches. Depending on the pooling, each value is replaced with a single value. 
Maximum pooling and average pooling are the two forms [27, 28].

 Fully Connected Layer

The fully connected layer is comparable to a deep neural network in that each node 
has interconnections to all of the inputs and that each link has weights associated 
with it. The total of all inputs multiplied by the weights yields the final output. The 
classifier work is performed by the fully connected layer, which is proceeded by the 
sigmoid activation function. In Table 1, various types of CNN are used for the clas-
sification of neurological disorders. The table highlights some widely used CNN 
networks used for the analysis of disorders.

S. no. CNN Developed by Neurological disorders

1. Modified LeNet 
[17]

R.A. Hazarika, A. Abraham, 
D. Kandar and A.K. Maji

Mild cognitive impairment (MCI), 
cognitively normal (CN), 
Alzheimer’s disease (AD)

2. VGG16 [18] Jain, R., Jain, N., Aggarwal, A. 
and Hemanth, D.J.

AD, MCI

3. AlexNet, 
GoogLeNet, 
ResNet50 [19]

Khagi, B., Lee, B., Pyun, J.-Y. and 
Kwon, G.-R.

AD, healthy control (HC)

4. ResNet-18 [20] M. Raza, M. Awais, W. Ellahi, 
N. Aslam, H.X. Nguyen and 
H. Le-Minh

CN, significant memory concern 
(SMC), early mild cognitive 
impairment (EMCI), mild 
cognitive impairment (MCI), late 
mild cognitive impairment 
(LMCI), and AD

5. VGG 19 [21] Bhatele, K.R. and Bhadauria, S.S. Alzheimer’s disease (AD) and 
Parkinson’s disease (PD)

6. U-Net [22] Fan, Zhonghao, Li, Johann, Zhang, 
Liang, Zhu, Guangming, Li, Ping, 
Lu, Xiaoyuan, Shen, Peiyi, Shah, 
Syed, Bennamoun, Mohammed, 
Hua, Tao and Wei, Wei

AD, late MCI, early MCI

7. 3D CNN [23] Yee, Evangeline, Ma, Da, Popuri, 
Karteek, Wang, Lei and Beg, 
Mirza Faisal

Stable dementia, stable normal 
control
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 Conclusion

Advanced CNN approaches and models in supervised and unsupervised algorithms, 
as well as advances in high-speed computing techniques, provide a unique opportu-
nity to predict and manage a variety of neurological illnesses, such as Alzheimer’s 
disease, Parkinson’s disease, and schizophrenia, among others. The most popular 
CNN models were investigated in this article for diagnosing neurological disorders 
using MRI, fMRI, and CT scan dataset. The use of CNN techniques to classify neu-
rological illnesses identified in the literature has been described.
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COVID-19 Growth Curve Forecasting 
for India Using Deep Learning Techniques

V. Vanitha and P. Kumaran

 Introduction

The global spread of the COVID-19 pandemic has resulted in considerable number 
of losses of life. It has been regarded as the world’s largest economic and health 
disaster since World War II. According to the World Health Organization (WHO), 
the SARS-CoV-2 virus has infected approximately 200 million individuals globally. 
The virus has been shown to spread between persons via respiratory channels dur-
ing human movement, enhancing its transmissibility and making the whole popula-
tion vulnerable. COVID-19 confirmed cases numbered 4,799,266 on May 17th, 
while 316,520 persons died as a result of the pandemic at global level. Due to the 
lack of vaccine and drugs at the initial outbreak, different countries have taken var-
ied approaches to contain the outbreak. The most usual responses include strict 
lockdown, partial lockdown, the closure of all educational institutions, and the can-
cellation of all sorts of aircraft. Because of the link between human movement and 
viral transmissibility, governments throughout the world have implemented restric-
tions, such as mandatory face mask, social distancing, and shutting public transit 
and restaurants, to avoid crowds. Although the implementation of such regulations 
has slowed the spread, the emergence of lethal mutations continued to put public 
health at risk.
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Medical supplies are frequently in low supply due to rising patient numbers, 
placing a strain on healthcare systems and personnel in many nations. Thus, one of 
the most important factors to contain and control the spread is understanding the 
nature of the spread and accurately projecting the patterns. Reliability in forecasting 
COVID-19 spread trends can aid in the prediction of pandemic outbreaks and boost 
government readiness to combat the pandemic. Furthermore, precise forecasting 
can offer feedback on whether the implemented strategy helps reduce the burden on 
the country’s healthcare system.

Such a tumultuous environment of epidemic breakouts sparked numerous broad 
questions where there is a definite answer: Would coronavirus endure until a vac-
cine is discovered, or will it be eradicated after a set length of time? How long does 
it take a medical expert to develop the correct drug or vaccine? What is the esti-
mated number of individuals who will be affected by this epidemic? What is the 
likelihood of death or recovery among the afflicted patients? Is it different in differ-
ent age groups and different parts of the world? If that’s the case, what may be the 
reasons? How effective is the lockdown approach at reducing the spread? What are 
the negative consequences of lockdown, and how long can various countries 
afford it?

In the last decade, machine learning (ML) has established itself as a distinct aca-
demic subject by tackling a slew of extremely complicated and sophisticated real- 
world challenges. There is extant research that attempts to forecast death daily using 
the traditional and deep learning methods, like long short-term memory (LSTM) 
and its variants. The mean squared error (MSE) and absolute error (MAE) score are 
commonly used to evaluate the prediction capabilities of the models. Recurrent neu-
ral network, a type of deep learning, is used in this study to anticipate the pandemic 
trend for India by forecasting the number of new cases. The reason for choosing 
India is due to the fact that it is one of the top 10 severely afflicted countries in the 
world, according to healthcare professionals. Furthermore, the LSTM model built 
beats several previously published models; therefore, the work utilizes it to antici-
pate COVID-19 instances a week in advance.

The rest of the paper is organized as follows: section “Literature review” dis-
cusses related research in this field, section “Materials and methods” describes the 
dataset and details the proposed system, section “Results and discussion” discusses 
the experimental results, and section “Conclusion” concludes the study.

 Literature Review

Machine learning models are widely employed to understand the COVID-19 pan-
demic from various medical perceptives, including understanding the impact of 
antibodies [1], chest X-rays and chest CT images [2, 3], mutations [4], and forecast-
ing pandemic trends.
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The authors of this study [5] focused on predicting the number of COVID-19 
cases that will be confirmed, recovered, or died in 60 days in the 16 high-impact 
nations. They used a seasonal auto-regressive integrated moving average (SARIMA) 
and an auto-regressive integrated moving average (ARIMA) models. According to 
their study, the SARIMA model is more realistic than the ARIMA model. Da Silva 
et al. [6] compared the univariate ARIMA and a proposed hybrid model that exam-
ine the number of illnesses in the top 27 afflicted cities in Brazil. Their experiments 
demonstrated that the ensemble model outperformed the single model by 26.73%.

Researchers have indicated a strong desire to learn more about India’s rapid 
expansion. Swaraj et al. [7] built a model for predicting the COVID-19 epidemic in 
India that used ARIMA and a nonlinear auto-regressive neural network (NAR). 
When compared to the single ARIMA model, the hybrid model exhibits a consider-
able reduction in evaluation metrics. Wadhwa et al. [8] forecast the number of active 
cases across India 3 months ahead using the linear regression (LR) model. Khan 
et al. [9] implemented various machine learning models to determine when will the 
number of cases in India stop growing and to examine policy restrictions. According 
to their findings, the GPR model surpasses the other models with an accuracy of 95 
percent. Using daily fresh confirmed cases in Russia, Peru, and Iran, Wang et al. [9] 
created an LSTM model to estimate pandemic trends for 150 days. Bayesian model 
was used on publicly available global data to assess the impact of lockdowns on 
COVID-19 transmission for five nations with high covid incidence (India, Brazil, 
Russia, the USA, and the UK). It has been established that if the lockdowns are 
lifted, the outbreak tempo in Brazil, India, and Russia would considerably rise.

In [10], an auto-regression model was used to predict confirmed and recovered 
COVID-19 cases in Jakarta. With an MPAE value of less than 20%, the results sug-
gest that this technique delivers adequate forecasting accuracy. When compared to 
traditional approaches, such as ARIMA, exponential smoothing, BATS, and 
Prophet, this methodology performed better for pandemic prediction. However, the 
prediction quality of the Poisson auto-regression technique still has to be improved 
to achieve good prediction performance. ARIMA, MLP, LSTM, and feedforward 
neural network (FNN) are four regression models used to forecast COVID-19 
spread in [11]. The LSTM model was shown to have the highest forecast accuracy 
in this investigation.

In [12], a few machine learning models, including susceptible-infected- recovered, 
linear regression, polynomial regression, and SVR and LSTM, are examined in pro-
jecting COVID-19 cases in Saudi Arabia and Bahrain. When utilizing confirmed 
COVID-19 cases data from Saudi Arabia, the results show that SVR offers the 
greatest predicting, whereas LR surpasses the other models with Bahrain verified 
cases data.
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 Materials and Methods

 Description of Dataset

The data for this study was taken from the government of India official website 
https://www.mohfw.gov.in/. The dataset contains information about the newly con-
firmed COVID-19 cases, cured cases, and deaths for each day for each state. The 
confirmed cases, cured cases, new cases, and death are updated by the Ministry of 
Health and Family Welfare (MoHFW), India, on a regular basis. The website pro-
vides state-wise statics of all aforementioned parameters. In the dataset, daily 
COVID-19 statistics are available for 560 days from January 30, 2020, till August 
11, 2021. It contains 18,110 corona records observed for different states at different 
days. This dataset has been used to analyze the state-wise trend. The data from 
August 12, 2021 till date of this article was fetched from coronavirus research center 
of John Hopkins University available at GitHub site and are updated daily. The 
records are split into 65:35 for training and validation; records of 450 days are used 
for training, and remaining records are utilized for validation. A time step of seven is 
considered as the spread of covid is significant from 1  week to another week. 
COVID-19 statistics plots from data taken from MoHFW are shown in Fig.  1. 
Figure  2 depicts the total confirmed, recovered, active cases and deaths for each 
state. Figure 3 shows the top ten states with the highest confirmed cases. Figure 1a–c 
displays the heatmap plot of confirmed, recovered, and deaths for each state in India.

 Forecasting COVID-19 with Recurrent Neural Network

The analysis of underlying patterns in time series data has seen as key way to solve 
a series of forecasting problems, like stock market forecasting, traffic planning and 
management, and weather prediction. In healthcare applications, time series 

Fig. 1 Plots from dataset. (a) State wise recovered cases, (b) state wise confirmed cases, (c) state 
wise deaths
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Fig. 2 Total infected cases till August11, 2021

forecasting model is used to predict the spread of disease, estimate survival and 
mortality rate, and evaluate the possible risk caused by disease over time.

For short-term forecasting, conventional time series models, e.g., ARIMA and 
exponential smoothing, are appropriate. Long-term forecasting involves unearthing 
the underlying trends of the data and the effect of the association among the related 
parameters to provide estimates for future [13]. As they demand tremendous com-
putations, conventional techniques were limited in their ability in terms of high- 
dimensional data and complex nature of functions [14].

Currently, deep learning models have been widely employed in forecasting prob-
lems [15], owing to its nature to learn the mapping of the input-output pair and 
support multiple inputs and outputs. Specifically, recurrent neural networks (RNNs) 
pose the ability to handle the sequence dependency that exists between inputs. 
However, for any standard RNN, weights on the hidden layers and output layers 
would either decay or explode. To tackle this gradient problem, long short-term 
memory (LSTM) has been designed and have been employed successfully in vari-
ous domains [16].
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Fig. 3 Top ten states with respect to active cases (till August 11, 2021)

Fig. 4 ADF statistics for the COVID-19 dataset

 ADF (Augmented Dickey-Fuller) Test

The time series forecasting model a stationary time series data for better prediction. 
So, as the preliminary step, we checked the nature of the dataset used in the study 
using the augmented Dickey-Fuller (ADF) test. The results of the test are inter-
preted based on the p-values. The ADF test was performed on the covid dataset and 
found to be nonstationary as the p-value is over 5% as shown in Fig. 4.

In order to make the dataset stationary, lag 1 difference was performed on the 
dataset. The ADF statistics after lag difference is shown in Fig. 5.
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Fig. 5 ADF statistics for the COVID-19 dataset after performing lag difference technique

Fig. 6 LSTM cell

 LSTM

RNN is the key deep learning technique on time series data to extract temporal cor-
relations hidden in the data [17]. It has one to many hidden states distributed in the 
temporal way and can forecast the future with good accuracy than traditional meth-
ods [18–20]. The major disadvantage with this method is its inability to overcome 
vanishing gradient problem [21]. To address this shortcoming, LSTM was devel-
oped, which regularizes the gradient flow [16]. Long short-term memory is a recent 
variant of recurrent neural network to resolve exploding and vanishing gradient 
problems. LSTMs are capable of learning long-range dependencies hidden in the 
data through memory cells (LSTM cells). The dissection of LSTM cell is shown 
in Fig. 6.

These dependencies and temporal correlation of the input are captured in the 
LSTM cell through the series of gates, viz., forget gate, input gate, and output gate, 
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along with the sigmoid and tangent activation function. The computation at each 
gate in LSTM cell is shown in the equations below [22].

 
Input gate i W x W h W C bt xi t hi t Ci t i� � � �� �� ��

1 1  
(1)

 
Forget gate f W x W h W C bt xf t hf t Cf t f� � � �� �� ��

1 1  
(2)

 
Output gate o W x W h W C bt xo t ho t Co t o� � � �� ���

1  
(3)

 
Cellstate c f c i h W x W h bt t t t xc t hc t c� � � �� �� �� ( tan

1 1  
(4)

 
Hidden state h o h ct t t� � �tan

 
(5)

where σ represents sigmoid function and tanh is tangent function. In this paper, vari-
ants of LSTM are implemented and are discussed in the following sections.

 Stacked LSTM

In stacked LSTM, multiple LSTM layers stacked together as depicted in Fig. 7. 
Each intermediate LSTM output layer provides a sequence of outputs which is fed 
to the next LSTM layer. Also, it provides output for each time step rather than a one 

Fig. 7 Stacked LSTM
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output for all input time steps. The computation at each stage is given in Eqs. (6), 
(7), (8), (9) and (10) [22].
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 Bidirectional LSTM

Unlike LSTM, which can process inputs only in the forward direction, bidirectional 
LSTM uses information from both directions (from future to past and from past to 
future) as shown in Fig. 8.

Fig. 8 Bidirectional LSTM
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The computation at each stage for producing output is given below [22].
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The output of the network is the cumulative outputs from both directions and is 
given by

 
Output y W h W h bt hy t hy t y� � �� � � �

 
(16)

 The Proposed Models

 LSTM Model

Three LSTM models are built for this study and experimented on the dataset. The 
first model based on stacked LSTM is shown in Fig. 9. It has an input layer, two 
LSTM hidden layers, a fully connected layer, and an output layer. The input time 
sequence is set to 7, considering the significance of a week of COVID-19 data. Both 
the first and second LSTM hidden layers have 150 units and a rectified linear unit 
(ReLU) activation function. The fully connected layer is designed with 64 neurons, 
and the final output layer has a dense layer with 1 neuron. The proposed second 
LSTM model is similar to the first model with an additional dropout layer after the 
first hidden LSTM layer (dropout probability 0.5).

The hyperparameters set for both models are summarized in Table 1.

 Bidirectional LSTM Model

A bidirectional STM model with architecture as shown in Fig. 10 was implemented. 
It has an input layer, two bidirectional LSTM hidden layers, a fully connected layer, 
and an output layer. The input time sequence is set to 7 as that of stacked LSTM 
model. Both the first and second LSTM hidden layers are an LSTM layer with 
300 units and a rectified linear unit (ReLU) activation function. The fully connected 
layer is designed with 150 neurons, and the final output layer had a dense layer with 
1 neuron.
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Table 1 Hyperparameters of the proposed model

Parameters Value

Time step 7
Activation function ReLU
Batch size 32
Epochs 150
Optimizer Adam
Loss function Squared error loss
No. of fully connected layers 1 (64 neurons)
Dropout probability (stacked LSTM+ dropout 
model)

0.5

Fig. 9 Proposed stacked LSTM model

 Results and Discussion

In this section, the performance of three proposed models on Indian covid dataset is 
discussed. Three variants of LSTM models, namely, stacked LSTM, stacked LSTM 
+ dropout, and bidirectional LSTM, are built and experimented on the dataset. Each 
model has been trained using the same dataset and evaluated by the same validation 
dataset. The forecasting for all proposed models is based on the attribute confirmed 
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Fig. 10 Proposed bidirectional LSTM model

Fig. 11 Confirmed cases (a) for 1 year period, (b) for 2 years period

cases in the dataset. The confirmed covid cases plotted for 1 year period (2021–2022) 
and 2 years period (2020–2022) are shown in Fig. 11a, b, respectively.

From Fig. 11a, rise is event at two periods: January 2021 peaking in March 2021 
and January 2022 peaking in February 2022. These two peaks indicate the second 
and third wave in India, respectively. The second wave in India started in January 
2021, peaked in March 2021, and declined in June 2021. The third wave driven by 
the Omicron variant started in January 2022, peaked in February 2022, and declined 

V. Vanitha and P. Kumaran



317

in March 2022. The start of the first wave (January 2020) and its trend for 2 years 
period of 2020–2022 can be interpreted in Fig. 11b.

The trend of active, cured, and death for top three states, namely Maharashtra, 
Karnataka, and Tamil Nādu for the period of 2 years from 2020 to 2022 are shown 
in Fig. 12. These three states top the list of severely affected states. Though the 
number of active, cured, and death cases vary for each state, they exhibit more or 
less same trend throughout the 2-year period.

The proposed three models, namely, stacked LSTM model, LSTM with dropout 
layer, and bidirectional model, are built on training dataset and checked against the 
validation dataset. All the experiments are conducted using a 16GB graphics pro-
cessing unit and Keras framework with TensorFlow back end.

The proposed models are trained on the dataset for different epoch sizes of 
50,100,150 and 500. The training loss and validation loss for three models at epoch 
size = 150 are given in Figs. 13a, b and 14, respectively. The loss plot curve can used 
to interpret the performance of the model whether are underfit, overfit, or perfectly 
fit the data. Underfitting models have high bias, meaning that training loss will not 
decrease with increase in data. It indicates that the model is not able learn from the 
training data. On the other hand, overfitting indicates high variance. The model can 
perform well on the training data, but poor on the unseen data. It means that model 
cannot generalize well.

The training-validation loss plot of stacked LSTM revealed that both training 
loss and validation loss are high with smaller training samples. As the samples are 
increased, both the losses came down. More to that, both the losses follow the same 
path, and distance between them is less. It indicated that the proposed stacked 
LSTM model shows good fit on data and can generalize well on the unseen data.

The training-validation loss plot of bidirectional LSTM revealed that validation 
loss is very high than training loss and shoots up at several batches of datapoints. 
This indicate that the proposed bisectional model has overfitting problem and not 
able to generalize on new data.

Fig. 12 Trend of active, cured, and death in top three states
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Fig. 13 (a). Plot of training/validation loss for LSTM, (b) training/validation loss for bidirec-
tional LSTM

Fig. 14 Training/validation loss for LSTM + dropout

The training-validation loss plot of stacked LSTM + dropout model has shown a 
similar behavior of the first model, but with the validation loss greater than the 
first model.

Error measures of the proposed models are calculated using the metrics RMSE 
and MAPE and are tabulated in Table 2.

As the LSTM and bidirectional LSTM models have shown better, these two 
models are used for forecasting. These models forecast the confirm cases for 7 days 
from June 21, 2022, to June 28, 2022, and are shown in Fig. 15a, b, respectively.
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Table 2 Performance measure

Model RMSE MAPE

LSTM 0.1504 0.1077
LSTM+ dropout 95.20 0.1568
Bidirectional LSTM 131.24 0.2924

Fig. 15 Forecasting using (a) LSTM model, (b) LSTM + dropout model

 Conclusion

This study proposed three LSTM variant models to forecast confirmed cases of 
COVID-19 in India. The data was collected through the government of India web-
site and Johns Hopkins University. The necessary preprocessing techniques on data 
were carried out and was normalized. The data was split into training and testing 
dataset. The first model is LSTM model with input layer, two hidden layers, a dense 
layer, and an output layer. In the second model, dropout layer was added to the first 
model. The third model is bidirectional LSTM model. The performance of the pro-
posed models has been evaluated using MAPE, and RMSE, on test dataset. The 
findings revealed that the proposed stacked LSTM outperforms other models and is 
best suited for Indian covid dataset.
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