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Abstract. The scientific articles identification with the 17 sustainable develop-
ment goals of the UN 2030 Agenda is a valuable task for research and educational
institutions. Finding an efficient and practical multi-label classification model
using machine or deep learning remains relevant. This work refers to the perfor-
mance comparison of a text classification model that combines Label Powerset
(LP) and Support Vector Machine (SVM) against a transfer learning language
model such as DistilBERT in 5 different imbalanced and balanced dataset sce-
narios of scientific papers. A proposed classification process was implemented
with performance metrics, which have confirmed that the combination LP-SVM
continues to be an option with remarkable results in multi-label text classification.
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1 Introduction

For research centers and universities, identifying their scientific production with sus-
tainable goals or policies becomes crucial to assess their contribution and influence. In
this context, Natural Language Processing (NLP) through Machine or Deep Learning
enables large-scale data handling for text classification. Text classification is a technique
of text analysis to categorize data into different types, forms, or any other distinct prede-
fined class [1]. According the number of classes, classification problems can be grouped
in three types: Binary, Multi-class, and Multi-label.

In supervised learning, Multi-label Text Classification (MLTC) refers to models that
learn from training data, to classify new instances by assigning a correct class label to each
of them [2]. Binary classification algorithms, such as Support Vector Machine (SVM),
Naive Bayes (NB), Random Forest (RF) or Logistic Regression (LR), need methods
to transform the multi-label instances into a set of binary or multi-class datasets [3].
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Problem transformation methods like Binary Relevance (BR), Label Powerset (LP), or
Classifier Chains (CC) remain convenient to this day to help binary algorithms for MLTC
[4-8].

While in machine learning a combination of problem transformation method with a
classification algorithm is a traditional model, in deep learning, transfer learning models
such as BERT are pre-trained methods with the state-of-art performance in classification
[9]. However, this pre-trained model could have the problem of consuming high com-
putational resources, making it difficult to adopt. Nevertheless, more and more methods
develop to create models to consume less resources based on BERT (DistilBERT [10],
DocBERT [11], LegalDB [12], or TinyBERT [13]).

This paper aims to evaluate two MLTC models. One model, more traditional by
combining LP with SVM, and the second one, by implementing a light and small pre-
trained model, DistilBERT [10]. The database is a collection of scientific articles from
the domain of knowledge in Organic Agriculture 3.0 aligned to the 17 Sustainable
Development Goals (SDG) of the United Nations 2030 Agenda [14]. Likewise, the
performance of the classification models is tested by proposing five scenarios with
different balances and imbalances of the dataset.

The contributions of this project are as follows:

— Dataset creation with 31,434 scientific papers from year 2018 with title and abstract
from organic agriculture 3.0 domain, labeled with the 17 SDG classification.

— LP-SVM results a competitive traditional model under the five dataset scenarios with
balanced and imbalanced SDG labels.

— DistilBERT with a minimum configuration, evaluated under the five dataset scenarios
of scientific papers with sustainable developments labels.

This research quantifies the performance of two MLTC models, comparing the LP-
SVM and DistilBERT models to classify scientific articles (title and abstract) under the
domain of organic agriculture.

2 Related Work

MLTC have different ways of being implemented. This section shows two widely used
ways, a traditional machine learning combining a problem transformation method with
a single-label classification algorithm, and a transfer learning model with a pre-trained
method: DistilBERT.

2.1 Problem Transformation Method and Classification Algorithm

Unlike binary or multiclass text classification, MLTC presents more challenges because
each text document can have multiple labels. It can find solutions through so-called
multi-label learning methods such as Problem transformation, Problem Adaptation, and
Ensemble [15, 16]. Problem transformation techniques change to one (or more binary) or
multi-class datasets to be managed by single-label or multi-class classification algorithms
[17].
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LP is a problem transformation method. LP [18] transforms multi-labels from each
instance into one single-label. This approach converts the multi-label problem in a multi-
class classification. With this transformation, a single-label classifier such as SVM can
perform the needed classification. LP has the advantage of taking label correlations into
account albeit increasing the number of label classes, where most of them represent few
or very few instances.

SVM is a linear classification model that maximizes the margin between data
instances and a hyperplane, acting as a division boundary [19]. Some studies main-
tain the experimentation and performance evaluation with acceptable results of SVM as
a multi-label classifier [20-22].

2.2 Transfer Learning Model

For NLP, another relevant area of study with an influence and paradigm change has been
transfer learning where different types of word embeddings and pre-trained language
models are proposed. Transfer learning refers more specifically to pre-trained language
representations [ 1]. NLP has two types of pre-trained languages representations: feature-
based and fine-tuning models. The first are often used to initialize the first layer of a
neural network, the latter are fine-tuned as an entire model for a specific downstream
task [9].

To create a lighter version of BERT, in DistilBERT the token-type embeddings and
the pooler are removed from the architecture, thus reducing the number of layers by a
factor of 2 [23]. Knowledge distillation is a compression technique in which a compact
model - the student - is trained to reproduce the behavior of a larger model - the teacher
- or an ensemble of models [10].

Comparison studies between SVM and a pre-trained model for classification continue
to be carried out, which is why SVM performance evaluations remain current in a wide
variety of scenarios, beyond the performance level that pre-trained models generally
present [21, 24-27].

3 Methodology

3.1 Framework for Multi-label Text Classification

The proposed framework to classify scientific articles into 17 SDG multi-label data
classes is described in Fig. 1. It shows a typical MLTC pipeline to apply classification
methods in four condensed phases: Information Retrieval and Dataset Creation, Data
Analysis and Preprocessing, Model Building, and Model Evaluation.

Information Retrieval and Dataset Creation. A first phase where data collection is
attained from bibliographic resources. The dataset used here was obtained from Dimen-
sions, a bibliographic database produced by the company Digital Science, who offers
a feasible categorization scheme in scientific papers for the seventeen SDG [28]. Sci-
entific articles had three features: Title, Abstract and labels of the 17 SDGs of the UN
2030 Agenda (Table 1). For this study, year 2018 was selected to create dataset from the
dominion organic agriculture 3.0.
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Fig. 1. Framework for the comparison experiment of text classification models

Data Analysis and Preprocessing. In this second phase, a relevant dataset preprocess-
ing involves the extraction of text to create clean word sequences. Also, in this stage,
datasets are created and adjusted in label distribution for classification model evalu-
ation according to experimental requirements. Stop-word elimination, stemming and
tokenization are pre-processing tools. Term Frequency-Inverse Document Frequency
(TF-IDF) is used as a feature extraction method. TF-IDF can describe how important
the word is in a text and is applied as a weighting factor in text mining [29].
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Table 1. Sustainable development goals from United Nations Agenda 2030.

Sustainable Development Goals (SDG) from UN Agenda 2030

SDG1 No Poverty SDG7 Affordable and Clean SDG13 Climate Action
Energy
SDG2 Zero Hunger SDGS8 Decent Work and SDG14 Life Below Water

Economic Growth

SDG3 Good Health and SDGY Industry, Innovation, and | SDG1S5 Life on Land
Well-being Infrastructure

SDG4 Quality Education | SDG10 Reducing Inequality SDG16 Peace, Justice, and
Strong Institutions

SDGS Gender Equality SDG11 Sustainable Cities and | SDG17 Partnerships for the

Communities Goals
SDG6 Clean Water and SDG12 Responsible
Sanitation Consumption and Production

Model Building. This is a stage where classification models are established, configured,
and run. According to Fig. 1, Model 1 is constructed with LP as the problem transfor-
mation method to convert the multi-label to multi-class classification from SVMV as
classification algorithm. Scikit-multilearn is a multi-label classification software mod-
ule that builds on top of the scikit-learn python framework with transformation methods
such as LP. SVM algorithm is implemented through scikit-learn, a tool for predictive
data analysis.

In Model 2, the pre-training phase refers to distilbert-base-uncased model as a dis-
tilled version of the BERT [9] base model to tokenize the data (distilbert-base-uncased
has 66 million parameters against 110 million for BERT-base). For the model construc-
tion, maximum length Bert tokenizer, learning rate, batch size, epochs, its loss, and an
optimizer are parameters to be defined in this step. For this project, in the fine-tunning
stage, a training function is defined to train the neural network on the training dataset via
pytorch. Parameters are default values, and none of their respective hyperparameters are
optimized in both models. This criterion enables a fair comparison among the methods.

Model Evaluation. Three multi-label classification metrics are selected to evaluate the
experiment multi-label classification models: Accuracy, F1-Score (micro), and Ham-
ming loss. Accuracy is defined as the ratio of observations predicted correctly to the
total number of observations. Hamming loss refers to an average binary classification
error [30] represented by the fraction of labels that are incorrectly predicted. F1-Score
(micro) is the harmonic mean (weighted) of Recall (the ratio of true positives to the
sum of true positives and false negatives across all labels) and Precision (refers to the
percentage of predicted labels that are relevant) [30].
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4 Model Experiments

This section presents several experiments with different dataset scenarios to find
performance for the two multi-label text classification models, according to Fig. 1.

4.1 Dataset

For this experiment, dataset creation was produced from Dimensions with organic agri-
culture 3.0 as aknowledge domain from 2018. Total instances collected with SDG labels:
31,434. This study proposed five different dataset scenarios described in Table 2. These
dataset scenarios let discover the performance for both proposed MLTC models. For the
SC2, SC3, and SC4 scenarios, six SDG tags were discarded for having less than 1,000
instances and being considered noisy tags (SDG 1, 5, 8,9, 10, and 17). Scenario 4 (SC4)
involved creating, in turn, 11 datasets. In each one, a label has the number of instances
equal to the sum of the remaining 10 labels. In SC4, classification models are applied to
each dataset and the average is the result presented.

Table 2. 2018 Dataset scenarios for classification models performance evaluation.

Five Dataset Scenarios Instances
Total Train 66% | Test 33%
SC1. Imbalanced with all 17 SDG labels 31,434 20,745 10,687

SC2.Imbalanced with 11 SDG labels greater than 1,000 30,480 20,098 10,353
examples

SC3. Balanced with equal number of instances in 11 SDG | 13,623 7,791 4,014
labels

SC4. Extreme imbalanced (10 to 1) from one label vs other | 5,310* | 3,540 1,770
10 labels

SCS. Instances with only one SDG label (multi-class) 27,400 |18,084 9,316
*Average

4.2 Data Preprocessing

The dataset undergoes feature selection implemented with libraries, such as: Re (for
symbol filtering), NLTK (for stop words removal), NumPy (for rows randomization),
and scikit-learn (for tokenization). The feature extraction was made vectorizing with
TF-IDF from scikit-learn. Databases were split for training and test with a 2:1 ratio.
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4.3 Models Building

In Model 1, the LP-SVM model is configured with default values and none of its
hyperparameters are optimized, both for the problem transformation method LP and
the classification algorithm SVM.

For Model 2, the transfer learning model, DistiIBERT pre-trained features are
selected using the distilbert-base-uncased model, i.e., the distilled version of the BERT
base model [9] to tokenize the data. For the training/fine-tunning stage, the PyTorch
library defines a series of minimal standard parametrizations that shape and control the
data pre-processing and its passage to the neural network: batch size (4), maximum
length (128), optimizer (Adam), learning rate (1-e-15), and epochs (3).

4.4 Model Evaluation

Scikit-learn library in Python offers a series of reports for the quantitative model
evaluation for classification. Accuracy, F1-Score (micro) and Hamming loss are the
performance metrics relevant for this experiment.

5 Results and Discussion

This section discusses in detail the results obtained for the individual models. Table
3 presents the accuracy, F1 (micro), and Hamming loss results for both classification
models under five dataset scenarios.

In SC1, in accuracy, LP-SVM had a better performance with respect to DistilBERT
by less than 2%. It is remarkable that LP-SVM achieves 81% in accuracy with standard
parameters provided by the scikit-learn library. SC1 features the closest performance
between both models.

Eliminating noisy labels in SC2, SC3, and SC4, yields slight improvements on both
models. However, LP-SVM had a higher enhancement than DistilBERT (Fig. 2). For
instance, in F1 (micro), while in DistilBERT the improvement is around 2%, for LP-SVM
the improvement was 5%.

Table 3. Comparison of Accuracy, F1 and Hamming loss scores of DistilBERT and LP-SVM on
the five Dataset Scenarios

Metric Model Dataset Scenarios
SC1 SC2 SC3 SC4 SC5
Accuracy DistilBERT 0.791 0.813 0.787 0.736 0.875
LP-SVM 0.809 0.868 0.833 0.756 0.893
F1-score DistilBERT 0.855 0.874 0.858 0.826 0.892
(micro) LP-SVM 0855 0901 0870 0834 | 0.893
Hamming loss DistilBERT 0.018 0.024 0.028 0.032 0.019
LP-SVM 0.018 0.022 0.025 0.034 0.013
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In SC3, with balanced instances, both models had an acceptable performance with

few differences between them.
SC4 has the worst performance for both models due to the low number of instances.
Finally, in SC5 (multi-class dataset) both models had the best performance in
accuracy, LP-SVM with 89% and DistilBert with 88%.
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Fig. 2. Accuracy comparison of DistilBERT and LP-SVM in five dataset scenarios.
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Fig. 3. F1-Score (micro) comparison of DistiIBERT and LP-SVM in five dataset scenarios.
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Fig. 4. Hamming loss comparison of DistiIBERT and LP-SVM in five dataset scenarios.

6 Conclusion and Future Work

This study presented a comparison review of multi-label text classification models based
on their performance. The results support the framework that implemented a combination
of transformation methods with classification algorithms and a pre-trained model with
acceptable classification performance.

LP-SVM, even with default parameters, had a remarkable result from almost all
scenarios.

DistilBert, with similar results compared to the other model, has the disadvantage of
requiring more computer resources and this is a disadvantage for some institutions that
wish to implement the recognition of their academic products aligned with the SDGs.
Thus, this study confirms the complexity of pre-trained models and the need to deepen
the tuning of the model. Future work includes defining adjustments to hyperparameters
in both models and quantifying performance improvements.

Institutions with little computing resource capacity can implement LP-SVM to
classify their scientific production with respect to the SDG.

For future work, the dataset with organic agriculture 3.0 as a dominant theme could
be a promising source of information. Topic modeling and recognition of emerging
trends could bring opportunities for data mining and knowledge management applying
artificial intelligence.
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