
Impact Evaluation of Multimodal
Information on Sentiment Analysis
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Abstract. Text-based sentiment analysis is a popular application of
artificial intelligence that has benefited in the past decade from the
growth of digital social networks and its almost unlimited amount of
data. Currently, social network users can combine different types of infor-
mation in a single post, such as images, videos, GIFs, and live streams. As
a result, they can express more complex thoughts and opinions. The goal
of our study is to analyze the impact that incorporating different types
of multimodal information may have on social media sentiment analysis.
In particular, we give special attention to the interaction between text
messages and images with and without text captions. To study this inter-
action we first create a new dataset in Spanish that contains tweets with
images. Afterwards, we manually label several sentiments for each tweet,
as follows: the overall tweet sentiment, the sentiment of the text, the sen-
timent of the individual images, the sentiment of the caption, if present,
and—in cases where a single tweet has several images—the aggregate
sentiment of all images present in the tweet. We conclude that incorpo-
rating visual information into text-based sentiment analysis raises the
performance of the classifiers that determine the overall sentiment of a
tweet by an average of 25.5%.

Keywords: Sentiment analysis · Multimodal information · Social
networks

1 Introduction

Digital social networks have become one of the most useful platforms for people
to express their opinions and sentiments around different topics. The idea to mas-
sively analyze them proved to be of great interest to both academia and indus-
try since they represent a nearly unlimited amount of information that can help
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provide tools that learn from data and, as a result, improve the process of deci-
sion making. Early efforts on sentiment analysis focused on textual information
sources like emails, web pages, blogs, and micro-blogging social networks [14].
Nowadays, social networks users can combine different types of information like
text, images, videos, GIFs, polls, or live streams to enhance the opinion-sharing
experience. As a result, users are able to express more complex ideas in a single
post.

Most of the existing research on sentiment analysis focuses on working on a
single modality (image, text, or video). Despite their popularity, unimodal sys-
tems have certain limitations regarding their accuracy, reliability, and robust-
ness [4]. Hence the need to explore systems that incorporate multiple modalities
of information to enhance traditional sentiment analysis.

The main goal of multimodal sentiment analysis is to propose techniques
that can learn multi-view relationships from complex multimodal data [20].
Multi-view relationships focus on modeling view-specific dynamics and cross-
view dynamics between information. View-specific dynamics refer to the inter-
actions within a particular modality, like the interaction between words in the
text of a tweet. On the other hand, cross-view dynamics focus on capturing the
interactions between different modalities, e.g., how an image affects the meaning
of the text of a tweet. Multimodal systems are more efficient in recognizing the
sentiment of a user than unimodal systems [1]. Furthermore, multimodal infor-
mation can provide more clues, thus resulting in better classifiers than those
obtained using only text-based sentiment analysis [11].

Recent studies focus on the fusion of audio and visual modalities [5,6,25];
text and audio modalities [12]; text, audio, and video modalities [16–18,29];
and information fusion methods [1]. Currently, multimodal sentiment analysis is
centered on video blogs [17,18], a popular video format that consists on recording
the speaker’s upper body as they recite their speech, usually giving an analysis
or critique about popular topics.

This trend is reflected by the available datasets to study multimodal sen-
timent analysis. Wollmer et al. [29] collected 370 movie reviews on YouTube
and ExpoTV. Perez-Rosas et al. [19] built the Multimodal Opinion Utterances
Datasets (MOUD), made up of 80 product analysis videos and recommenda-
tions on YouTube in Spanish. The Multimodal Opinion-level Sentiment Inten-
sity (MOSI) [30] contains 2199 utterances collecting opinions from 93 videos
with 89 speakers in English. The Interactive Emotional Dyadic Motion Capture
Database (IEMOCAP) [3] contains 12 h of audiovisual information including
video, voice, facial motion capture and English text transcriptions.

As shown by the previous examples, the majority of datasets are built with
information in English. For this reason, it is clear that there is a need to build
datasets in other languages, such as Spanish; the third most used language on
the internet1. Also, more general social media publications and its multimodal
components are not studied in detail. Recently, Kumar and Garg [10] proposed
a method that combines text and images, including images with captions, to

1 https://www.internetworldstats.com/stats7.htm.

https://www.internetworldstats.com/stats7.htm
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predict the sentiment of Twitter publications with great success. However, when
analyzing the interaction between the images and text of different social media
publications, we noticed the need for a finer annotation scheme to describe the
impact that different types of information (isolated and in combination with
others) have on sentiment analysis.

Our work aims to: 1) present a new dataset in Spanish for multimodal senti-
ment analysis, 2) propose a new annotation scheme to label multimodal datasets
that better reflect the impact of each modality, and 3) study the impact of incor-
porating multimodal data to text-based sentiment analysis.

The paper is organized as follows: Sect. 2 describes the dataset used in the
study; Sect. 3 explains the proposed analysis framework; Sect. 4 covers the exper-
imental results and its discussion; and Sect. 5 concludes the paper.

2 Dataset

For this study, we built a new dataset2 with the help of the Twitter API v23. In
particular, we requested tweets with media elements like images or videos about
two different sport events that involved Mexican boxer Saúl “Canelo” Álvarez.
The requested fields and their descriptions are shown in Table 1.

Table 1. Requested information to the Twitter API v2 for the construction of the
dataset. Note that at the time of writing this paper, the API was unable to return full
video elements. Instead, it returned only the corresponding preview thumbnails.

Field Description

text Text of the tweet.

has:media Return tweets with media elements. Between 1 to 4
different images or 1 video/GIF thumbnail.

lang Tweet language. Set to Spanish.

place country Specify the country where tweets are gathered.
Limited to Mexico.

tweet.fields Author id, creation date, and public metrics.

media.fields Media URL.

date 2021/11/08 - 2021/09/24, 2022/05/12 - 2022/05/02

The dataset consists of 674 tweets that were manually labeled into four dif-
ferent categories: +1 for a positive sentiment, -1 for a negative sentiment, 0 for a
neutral sentiment, and 2 for spam. The fourth category helps us identify tweets
that do not contribute to the current task due their unconnected nature to the
main topic of the study. Despite this, spam tweets should be considered in future
works as they represent a natural component of digital social networks [24].

2 The dataset can be downloaded here: https://github.com/lzun/mssaid.
3 https://developer.twitter.com/en/docs/twitter-api.

https://github.com/lzun/mssaid
https://developer.twitter.com/en/docs/twitter-api
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Table 2. Proposed sentiment label annotation scheme for each tweet.

Sentiment Label Description

Text Sentiment Sentiment in the text element of a tweet.

Text in Image
Sentiment

Sentiment expressed by the text that is
considered relevant in an image.

Image Sentiment Sentiment expressed by each individual
image/video thumbnail.

Overall Image
Sentiment

Sentiment expressed in conjunction by all
the media elements of a tweet.

Overall Tweet
Sentiment

Final sentiment of a tweet considering
text and media

To label the dataset, we propose a labelling scheme for each tweet that facili-
tates the analysis of incorporating different types of information to the classifier.
Moreover, since we consider the impact of the cross-view dynamic of text present
in visual elements, we incorporate the extracted text as an additional element
to label. Table 2 shows a summary of the labeling scheme.

A particular element present in some tweets is a specific type of visual con-
tent created by users: images with captions (e.g., memes). These images help
express intertextual references where the text usually indicates a joke or critique
associated with a popular event [28]. An example of such images can be seen
in Fig. 1a4. Given the above definition, it can be hard to discern which images
belong to this category since there are some instances where a caption within
an image does not transmit any opinion or thought (e.g., Fig. 1b). Images with
relevant captions were selected from the dataset to work with separately.

The idea that different information modalities carry different sentiments is
supported by the sentiment distributions shown in Fig. 2. Furthermore, Fig. 3
shows a Sankey diagram that helps visualize how the sentiment of the tweets
change when we not only consider text, but also other modalities of information
(i.e. overall sentiment). This supports the claim that the inclusion of other infor-
mation modalities (e.g., images) results—in some cases—in a different sentiment
than the one we would perceive when considering only text.

3 Method

To perform the analysis, we propose a model that takes into account text and
image modalities of a tweet to determine its overall sentiment. For each tweet, we
first determine the modality types, that is, whether an element is text, image, or
image with caption. Further processing is done depending on the modality type.

4 Note that in this paper we used as examples images of our own authoring instead of
the ones contained within the dataset to avoid any violations of the original authors’
copyright.
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Fig. 1. (a) Example of an image with a caption that expresses a joke or opinion. Text
translation: “Did someone say vacations?”. (b) Example of a regular image with text
that does not contribute with a useful opinion or thought (i.e. text in the cookie).

Fig. 2. Dataset distribution for the main sentiment labels: a) tweet text sentiment, b)
tweet overall image sentiment, c) overall tweet sentiment.

Figure 4 shows the proposed work pipeline. The individual steps of the pipeline
are described in the following subsections.

3.1 Text Processing and Feature Extraction

To process text elements of a tweet, we follow what is considered a common
processing framework when working with social network data [13]. During the
prepossessing step, we remove Twitter specific tags like user names, hashtags,
and cashtags. Then, we get rid of stand alone numbers and URLs. Finally, we
remove punctuation marks and reduce the number of consecutive repeating let-
ters to two in cases where a word contains more than two consecutive repeating
letters.

After this step, the resulting text undergoes a processing step whose goal is to
normalize and reduce the vocabulary size of the document collection. First, the
text is tokenized and transformed to lower case to perform stop word removal. To
reduce spelling mistakes, a spelling checker program is used. Finally, stemming
is performed on the text.
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Fig. 3. Sentiment polarity transitions in the dataset. Left: tweet sentiment considering
only text. Right: tweet sentiment considering all information modalities (i.e. overall
sentiment)

Text features are extracted with different word embedding models. We con-
sider Bag-of-Words (BoW) and Term Frequency - Inverse Document Frequency
(TF-IDF) [21] models with different n-grams combinations [2], i.e. unigrams and
bigrams (1–2 n-grams) or unigrams, bigrams, and trigrams (1–3 n-ngrams). The
reason for selecting these models is that we believe they are a good starting point
for our research, due to their simplicity and ease-of-use (specially compared to
more complex deep learning methods).

The text preprocessing and processing step is implemented with NLTK 3.7
on Python 3.8.9, while for BoW and TF-IDF, we use Scikit-learn 1.1.1 [15].

3.2 Emoji Processing

Emojis are a widely adopted form of media content used by users in various dig-
ital social media sites [8]. They represent a second case of a cross-view dynamic:
the interaction of a visual element within text. To incorporate them to our anal-
ysis, we consider a keyword approach which consists of translating each emoji to
its Spanish equivalent within the text with the help of Python library Emoji5.
This way, we extract features using n-grams with the emoticons, as explained in
the Text Processing and Feature Extraction section.

3.3 Text in Image Detection

For the text-in-image detection module, we use a variation of You Only Look
Once (YOLO) v3 [23], a fast and accurate object detection architecture originally
proposed by Redmon et al. [22]. Since the task of identifying text in an image is
similar to that of object detection performed by YOLO, we can apply transfer
learning.

5 https://github.com/carpedm20/emoji/.

https://github.com/carpedm20/emoji/
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Fig. 4. Proposed multimodal sentiment analysis pipeline.

First, text-in-image regions were manually labeled to determine the bounding
box coordinates for each image in the training set. Then, each image goes into a
processing pipeline that resizes the image to a new size of 416× 416 pixels (even
the images with different width and height) and applies grayscale transformation.

The bounding box coordinates are fed to the YOLO architecture to fine-tune
its parameters. Note that, due to the limited amount of images with captions
available at the moment of writing this paper, we trained the YOLO network
using all images with captions in our dataset. Once trained, this network is
able to identify if an image has text according to our definition, or if the image
has no text at all. Figure 5 shows an example of how the ideal output of the
text detection module should look like. When text is detected, the region box
coordinates are used to make a sub-image that is fed into an Optical Character
Recognition (OCR) engine to extract the identified text. An image processing
pipeline is applied to this sub-images: we transform them to grayscale, normalize
pixel values between 0 and 1, and apply histogram equalization. In this work
we use the keras-ocr engine6. Finally, the extracted text undergoes the same
processing steps described in the text processing subsection.

To perform the transfer learning pipeline, YOLO v3 was trained with Keras
2.8.0 and Tensorflow 2.8.0. Image processing is done with scikit-image 0.19.2 [27].

3.4 Image Sentiment Label

To fully analyze the proposed sentiment analysis model, we must consider the
best possible performance of the image sentiment labeling module. In order
to achieve this, we use the manually labeled sentiment fields of the images as
the ”output” values of the module. We opted to do this to avoid missclassified
instances since mistakes here would affect the final results. The values we utilize
6 https://github.com/faustomorales/keras-ocr.

https://github.com/faustomorales/keras-ocr
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Fig. 5. Example of how the ideal output of the text detection module should look like.
After the detection, the highlighted region is extracted and fed into the OCR module.

are the overall image sentiment polarity. In the future, this step would consist
of an image sentiment classifier.

3.5 Feature Fusion

To fuse the information of each modality, we select an early fusion based model.
This model consists in concatenating the features of each modality into a single
vector [1]. In our case, we concatenate text features, and the overall image sen-
timent label (without checking if the sentiment of the text and the image match
beforehand). The text obtained from the emojis, as well as the text obtained
from the images is added to the text of the tweet, so that all that information
is processed together during the text processing step.

3.6 Classification Algorithm

To determine the overall sentiment label of a tweet, we use a Support Vector
Machine (SVM) [26] with a radial basis function (RBF) kernel. As shown in
Fig. 2, we are working with an imbalanced dataset. To counter this problem we
use Cost-Sensitive Training. This technique uses a penalized learning algorithm
that increases the cost of classification mistakes of each class according to a
specified weight vector [7]. To evaluate the performance of the model, we use the
balanced accuracy metric (as defined in the scikit-learn package7), which avoids
inflated performance estimates on imbalanced datasets. If yi is the true value of
the i-th class, ŷi is the predicted value, and wi is the corresponding penalization
weight, the balanced accuracy metric for the multiclass problem is defined as
follows :

balanced accuracy(y, ŷ, w) =
1

∑
ŵi

∑

i

1(ŷi = yi)ŵi (1)

where
ŵi =

wi∑
j 1(yj = yi)wj

. (2)

7 https://scikit-learn.org/stable/modules/model evaluation.html#balanced-
accuracy-score.

https://scikit-learn.org/stable/modules/model_evaluation.html#balanced-accuracy-score
https://scikit-learn.org/stable/modules/model_evaluation.html#balanced-accuracy-score
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To train the (penalized) SVM model we had access to a computer with the
following specifications: Windows 10 64 bits, Intel Xeon W-2295 3.00 GHz, 64
GB RAM, and a RTX A4000 16 GB GPU. We perform cross-validation with 10
folds and a grid-search to find the optimal SVM parameters (C, γ). The approach
we take considers exponentially growing sequences of C and γ to identify good
initial parameters, as suggested by [9]. Specifically, C = 2k, k ∈ [−5, 16] and
γ = 2k, k ∈ [−15, 4]. Once we obtain an optimal value of C, γ in the initial
grid-search, we progressively refine the search by looking at the neighborhood
of the parameters simply by adding or subtracting small increments of 0.25 to
their value of k, iteratively, until a tolerance threshold in the balanced accuracy
result of 1 × 10−4 is met.

4 Experimental Results

Table 3 shows the classification results obtained from using the different language
models, as well as the combination of different information modalities (i.e. text,
text + image, text + emojis, text + emojis + image, text + image + image
text, and text + image + image text + emojis). The best classifier, with a 74.7%
balanced accuracy score, considers text and overall image sentiment features with
a BoW model with unigrams, bigramas, and trigrams. However, considering the
standard deviation values for the classifiers, we can argue that, for each feature
combination block, the performance of the BoW and TF-IDF models are similar.
Thus, they represent good starting models to perform sentiment analysis.

Regarding the classifier parameters (C, γ), we can argue that the SVM is
not sensitive to γ due the overall small values seen in the results. For C, which
has the exponential form 2k, we can observe a region between k ∈ [1.5, 6.5] that
outputs the best results.

We can also notice the sensitivity of the classification scheme when we incor-
porate emojis. Despite their constant use, they do not represent a general perfor-
mance improvement for any of the classifiers. The same applies to the addition
of text from images. Therefore, future works should investigate other ways of
incorporating this information, as the one described herein.

Finally, the addition of visual sentiment (images) as an additional classifica-
tion feature to determine the overall sentiment of a tweet outperforms text-based
only classifiers by an average 25.5%. This supports the idea that exploring the
semantic relationships between visual and text elements might provide impor-
tant information to help the sentiment analysis task applied to digital social
networks.
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Table 3. Classification results. The values shown for C and γ are the value of k from
the exponential function 2k. For the classification features, T indicates text, I indicates
image, E indicates emoji, and IT indicates image text. The best result is highlighted
in bold.

Balanced
Accuracy

Standard
Deviation

C γ Language
Model

Classification
Features

0.4631 0.0679 12.75 -15.75 BoW, 1–2 ngrams T

0.4532 0.0663 15.5 -13.75 BoW, 1–3 ngrams T

0.4935 0.0598 13.75 -15.75 TF-IDF, 1–2 ngrams T

0.4942 0.0678 9.5 -11.25 TF-IDF, 1–3 ngrams T

0.7437 0.0604 5.75 -10.5 BoW, 1–2 ngrams T+I

0.7474 0.0621 6 -11 BoW, 1–3 ngrams T+I

0.7359 0.0566 6.25 -7.5 TF-IDF, 1–2 ngrams T+I

0.7312 0.0560 1.75 -2 TF-IDF, 1–3 ngrams T+I

0.4630 0.0679 12.75 -15.75 BoW, 1–2 ngrams T+E

0.4532 0.0663 15.5 -13.75 BoW, 1–3 ngrams T+E

0.4935 0.0598 13.75 -15.75 TF-IDF, 1–2 ngrams T+E

0.4942 0.0678 9.5 -11.25 TF-IDF, 1–3 ngrams T+E

0.7260 0.0613 6.25 -11 BoW, 1–2 ngrams T+E+I

0.7279 0.0637 6.5 -11.5 BoW, 1–3 ngrams T+E+I

0.7359 0.0566 6.25 -7.5 TF-IDF, 1–2 ngrams T+E+I

0.7349 0.0498 1.5 0 TF-IDF, 1–3 ngrams T+E+I

0.7270 0.0543 2.5 -7 BoW, 1–2 ngrams T+I+IT

0.7258 0.0565 6.5 -11.5 BoW, 1–3 ngrams T+I+IT

0.7367 0.0508 2 -2.5 TF-IDF, 1–2 ngrams T+I+IT

0.7342 0.0491 1.5 0 TF-IDF, 1–3 ngrams T+I+IT

0.7270 0.0543 2.5 -7 BoW, 1–2 ngrams T+I+IT+E

0.7258 0.0565 6.5 -11.5 BoW, 1–3 ngrams T+I+IT+E

0.7367 0.0508 2 -2.5 TF-IDF, 1–2 ngrams T+I+IT+E

0.7342 0.0491 1.5 0 TF-IDF, 1–3 ngrams T+I+IT+E

5 Conclusions and Future Work

In this paper, we explored the effect of including other information modalities
to traditional text-based sentiment analysis to determine the overall sentiment
polarity of a tweet. We also trained a text-detection module to identify what
we defined is relevant text in an image. Additionally, we showed a framework to
work with multimodal information, as well as how to proceed with imbalanced
dataset classification and parameter optimization. We conclude that incorpo-
rating multimodal information to text features enhances traditional text-based
sentiment analysis, in particular image sentiment. Furthermore, the labelling
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scheme helped us see how the information provided by images affected the over-
all sentiment polarity of some tweets.

Despite not having a bigger impact in the presented results, the incorpo-
ration of cross-view dynamics (text-in-image and emojis) should not be com-
pletely abandoned. In the presented results, the pipeline showed in Fig. 4 can be
expanded to work with each feature separately given we gather enough infor-
mation to train each feature this way and test more appropriate feature fusion
approaches.

Our future work will focus on the different ways to expand the framework,
especially: a) the construction of a dedicated module to work with different types
of images present in the dataset, b) explore deep learning classification techniques
for both image and text classification, c) to focus on how text in images interact
with the visual elements around them, and d) expand the proposed dataset with
future and past events to enhance the tweet analysis.

Acknowledgements. This work was supported by the Universidad Iberoamericana
Ciudad de México and the Institute of Applied Research and Technology.
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