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Abstract. Sentiment analysis has been a focus of study in Natural Lan-
guage Processing (NLP) tasks in recent years. In this paper, we propose
the task of analysing sentiments using five sequential models and we com-
pare their performance on a Twitter dataset. We used the bag of words,
as well as the tf-idf, and the Word2Vec embeddings, as input features to
the models. The precision, recall, f1 and accuracy scores of the proposed
models were used to evaluate the models’ performance. The Bi-LSTM
model with Word2Vec embedding performs the best against the dataset,
with an accuracy of 84%.
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1 Introduction

Sentiment analysis is an open research area in the field of Natural Language Pro-
cessing (NLP). The use of sequential modeling techniques in sentiment analysis
research has increased considerably. Many language models have been developed
to help in the automatic processing and understanding of text in order to prop-
erly interpret the sentiments in text. These language models receive a sequence
of data as input, examines each element of the sequence, then output the data
in a sequence. Textual data has a structure that is based on the order of individ-
ual characters or words, which can be decoded as a sequence. There have been
several examples of complex sequences being represented using machine learn-
ing algorithms. Sequence-to-sequence problems are being solved using a number
of machine learning techniques which involves learning task-specific, nonlinear,
and more abstract feature representations from raw data and has shown to be
an excellent achievement for human language understanding.

Twitter is a rapidly developing and influential social media network that
allows users to send and receive short messages known as tweets. As an integral
part of the online community, it is one of the most widely used social media
platforms in the world. Tweets contain opinions on a wide range of topics in
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different fields of life. Text in tweets is one of the most popular forms of sequence
data. Although seen as a string of letters or a string of words, sequence data
can be passed into sequential models for sentiment analysis. Previous sentiment
analysis research looked at the efficacy of several classifiers [1,5,13,16], including
transformer models [8], on a variety of datasets.

In this study, we analyze the sentiments in tweets using well-known machine
learning and neural network techniques. More importantly, we publish the results
of our own experiments on the same dataset using multiple approaches, allow-
ing for direct comparison. The investigation was conducted in the context of
processing sequential data by employing sentiment 140 datasets [5] containing
1,600,000 tweets extracted from Twitter where there are 800,000 tweets anno-
tated as negative and 800,000 positive tweets. Following our inquiry, we evalu-
ated the well-known algorithms in order to show that the proposed sequential
models are effective in predicting sentiments in text. The following are the other
sections that make up the paper: Sect. 2 gives a quick overview of sentiment anal-
ysis research, and Sect. 3 discusses the technique for cleaning and processing the
datasets, as well as the algorithms used in this experiment. Section 4 provides a
detailed explanation and analysis of our findings, while Sect. 5 summarizes the
conclusion and future plans.

2 Literature Review

Different traditional machine learning techniques [13,14,19], as well as neural
network models [1,3,6,11,15,16] have been utilized in the past to learn how to
predict the sentiments in text. In the task of analysing sentiments, the Naive
Bayes Algorithm, Decision Tree Classifier, Logistic Regression, Support Vec-
tor Machines and other machine learning classifiers in [13,14,19] with varied
parameters (n-gram size, corpus size, number of sentiment classes, balanced vs.
unbalanced corpus, multiple domains) performed well. Different pre-processing
methods were applied, with the use of multiple classifiers in the experiments
resulting in a more efficient evaluation than any single classifier.

The effectiveness of deep neural network models of varied complexity was
leveraged on in [1] to automatic detect aggression in social media posts.
The trials were carried out using models ranging in complexity from CNN,
LSTM, BiLSTM, CNN-LSTM, LSTM-CNN, CNN-BiLSTM, and BiLSTM-CNN
to BiLSTM-CNN. The models were able to perform better in classes where there
are more training examples, but not in other classes.

An experiment was conducted in [3] to detect the use of violent threat lan-
guage in YouTube comments to individuals and groups. The investigation was
conducted using two text representations: bag of words (BOW) and pretrained
word embedding such as GloVe and fastText. Deep learning classifiers such as
1D-CNN, LSTM, and bidirectional LSTM (BiLSTM) were applied, and it was
discovered that deep learning outperforms other methods.

S. Poria et al. [16] were successful in analyzing features from short texts using
a deep Convolutional Neural Network (CNN) based on multiple kernel learning.
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In this case, a faster variant of their technique was developed based on decision-
level fusion, which includes assigning a weight to the classifier, and was able to
improve the performance of the multimodal sentiment analysis framework. The
authors in [11] employed a neural architecture based on recurrent neural networks
to maintain the track of each individual party’s status during a conversation
and used that knowledge for emotion analysis. This scalable technique examines
each incoming utterance in light of the speaker’s attributes, thereby giving the
utterance a richer context.

The interpretations in these studies were based on real dataset inputs that
maximized each output with respect to an input sequence. These sentimental
tweets are important in a range of fields, including health [2], economics [13,
14] and political campaign news [4]. We compared the performance of multiple
machine learning and neural network models for sentiment analysis using well-
known methods of processing sequential inputs.

3 Experimental Setup

We apply different machine learning and deep learning classifiers for the task
of tweets classification into positive and negative classes. The accuracy of the
various algorithms proposed were obtained and compared. We computed each
model’s performance scores and drew inferences from them.

Dataset. The proposed techniques were applied to the Sentiment140 dataset
[5] to predict the positive and negative classes and evaluated using the precision,
recall, f1 and accuracy scores. The Sentiment140 dataset was created using the
sentiment140 corpus, which contains 1.6 million tweets stripped of emoticons,
50% of which are positive and 50% of which are negative. The data was cleaned
by removing information that isn’t relevant to the analysis and tokenized to
turn raw data into usable data that can be digested by the models. The bag of
words with the term frequency-inverse document frequency (tf-idf) method [17]
was used to rescale the data. We also represented the document vocabulary
using Word2Vec representations as an embedding, which aids the deep learning
algorithm in automatically understanding word analogies. The pre-processed
data is separated into two groups, with the training data accounting for 80%
of the total dataset and the test data accounting for 20%. The statistics of the
data is as shown in Table 1.

Table 1. Statistics of the dataset

Dataset No. of tweets

Training data 1,280,000

Testing data 320,000
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Models. In this section, we propose to explain the various sequential models
used for sentiment analysis in this task. Word2Vec [12] is a model architecture
for learning word embeddings from huge datasets. The bag of words (with tf-idf)
and word embedding (with Word2Vec) features were extracted as input into the
machine learning and deep learning algorithms used.

Some machine learning techniques that has performed well in some sen-
timent analysis tasks [7,9,10,13,20] were proposed, which includes the Naive
Bayes Algorithm (NBA), Random Forest Classifier (RFC), Support Vector
Machines (SVM), and Logistic Regression Model (LRM). The deep learning
approach implemented is the bidirectional long-short term memory (Bi-LSTM)
network [18] with the Word2Vec embedding used as input into it. These machine
learning and deep learning models have been thoroughly evaluated for different
sentiment analysis tasks and have shown consistently good results when work-
ing with a variety of dataset types. The Word2Vec-learned embeddings combined
with the Bi-LSTM method outperformed the other learning algorithms in this
natural language processing task of sentiment analysis.

4 Results and Discussion

In this paper, we present a comparison of multiple sequential models in a
sequence labeling task applied on Twitter dataset. The logistic regression model
(LRM), support vector machine (SVM), naive bayes algorithm (NBA), and ran-
dom forest classifier (RFC) were the machine learning techniques applied to the
dataset. The Bi-LSTM model with Word2Vec embedding was used to analyse
the sentiments in the data for better and quicker decision making as a deep
learning method, and we were able to compare the output of all the approaches
proposed. The datasets were used as input into the algorithms in order to pre-
dict sentiments and classify them accordingly. Table 2 shows the features applied
and the class of the dataset. The precision, recall, f1 and accuracy scores of the
different models used were also presented. Among the models, the Bi-LSTM
model with Word2Vec embedding performs the best with an accuracy of 84%.
The accuracy score was our assessment metric since our dataset has an equal
amount of positive and negative tweets. We also plotted the Confusion Matrix
to see how our model performed against the dataset. Our analysis was able to
show that the word embeddings was able to learn bigger dimensions quickly from
enormous corpora of text (Figs. 1, 2, 3, 4 and 5).
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Table 2. Precision, Recall, F1 and Accuracy Scores of the five proposed models.

Model Features Class Precision Recall F1 Accuracy

LRM Bag of Words+TFIDF Negative 0.76 0.73 0.74 75%

Positive 0.74 0.77 0.75%

SVM Bag of Words+TFIDF Negative 0.74 0.75 0.74 74%

Positive 0.75 0.73 0.74%

NBA Bag of Words+TFIDF Negative 0.74 0.77 0.75 75%

Positive 0.76 0.72 0.74%

RFC Bag of Words+TFIDF Negative 0.74 0.62 0.68 70%

Positive 0.67 0.78 0.72%

Bi-LSTM Word2Vec Negative 0.84 0.86 0.85 84%

Positive 0.85 0.83 0.84%

Fig. 1. Confusion matrix of the logistic regression model
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Fig. 2. Confusion matrix of the support vector machine

Fig. 3. Confusion matrix of the Naive Bayes algorithm
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Fig. 4. Confusion matrix of the random forest classifier

Fig. 5. Confusion matrix of the Bi-LSTM model
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5 Conclusion

We investigated the performance of sequential models in the task of sentiment
analysis of tweets using the sentiment140 dataset. It was discovered that the
performance of a classifier is influenced by the feature representation and the
type of model used. We primarily employed bag-of-word (with tf-idf), and word
embedding (with Word2Vec) as features in this study, and discovered that the
Word2Vec feature with deep learning method had an average gain in accuracy of
10% above the bag-of-words approach with traditional machine learning meth-
ods. The most significant advantage of employing deep learning techniques is
that they incrementally learn high-level features from data. In the future, we
plan to use other word embedding techniques and apply different transformer
models to this task.
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