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NLP word embedding models can now preserve semantic and syntactic features
in generated data from large collections of unlabeled texts known as corpora.
The collection of rules used to analyze a language can choose and process it.
Corpora may be formed in various ways, including text that was originally elec-
tronic, transcripts of spoken language, and optical character recognition. There
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are previously familiar methods, such as Word2vec, GloVe, and fastText, which
improved the NLP tasks to upgrade. The latest modified models are Bert, Gpt-3
which are relatively new for the industry, developed by Google in 2018. This bib-
liometric review will illustrate investigating models in word embedding methods
with data augmentations on NLP tasks.

1 Introduction

Word embedding is a term in Natural Language Processing, which refers to
the language modeling and representing the words and whole sentences in a
vector format [17]. There has been an ultimate rise in several downstream tasks
such as question answering, text classifications, and sentiment analysis [12-14].
Nowadays, word embedding models can preserve semantic and syntactic features
in generated data from an enormous unlabeled collection of texts called corpora.
It is selected and processed by the set of rules leveraged to study a language [1].
The term corpora can be created in various methods, including text that was
initially electronic, transcripts of spoken language, and other optical character
recognition [3,15].

Bibliometrics is an analysis of books, articles and other publications using
statistical methods, emphasizing scientific content in terms of objectivity and
quantity. Bibliometric methods are widely used in librarianship, and informat-
ics [4]. There are several outlining advantages of bibliometrics. First is orga-
nizing specific data from related works [10]. The second advantage is that it
requires very little time to make and be used [9]. Thirdly, it is adaptable. It can
be revised individually in institutional, national, and worldwide levels. Finally,
the approaches are easy to deal with because they are based on simple counting.
Because their use may be automated, several approaches have become extremely
simple in the digital age [11].

Bibliometric analysis has been widely used in various fields to assess the qual-
ity and productivity of academic results, and it has proven to be highly effective
over time. Relevant studies primarily focus on revealing statistical aspects of
publications, discovering and exploring the collaborative relationship [6].

As a result, this study aims to analyze works related to generating corpora
for learning vector word embeddings using bibliometric methodologies. To be
more explicit, bibliometric data retrieved from Scopus, with the area of search
in learning vector word embeddings downloaded and analyzed via descriptive
analysis [2].

2 Methodology

We will analyze the bibliometrics by the following methods to get more insight
into research related to word embedding methods with data augmentations on
NLP tasks. Data retrieved from Scopus, with the search area in learning vector
word embeddings.
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2.1 Methods

Descriptive analysis. Descriptive analysis is the statistical method of statistical
analysis by describing certain coefficients, which gives a brief explanation of the
data. It could be a more general analysis or specific. Statistical measures derived
from the descriptive analysis include standard deviation, mode, mean, skewness
of the curve, etc. And variables are depicted in terms of graphs, charts, or tables,
which gives a more visually informative understanding of statistical measures.
Thus, it will help us gather knowledge on published research related to word
embeddings and data augmentation tasks. It aims to generalize the large data
set and give insightful features.

Here, we want to employ descriptive analysis to acquire statistically proven
information on publications, citations, and authors. Also, their inter-relations
and dependencies will be key points to analyze in this study. By analysis, we
want to get the distribution of publications, citations, and average citations each
year. Additionally, we will analyze publications by country, area of research, and
journal. Thus, the objective is to get a clear analytical description of publications
related to our research area.

2.2 Materials

Scopus is the main database for collecting the necessary information on publi-
cations related to corpora generation for learning word vector embeddings (the
paper’s topic). Scopus is considered a highly reputed and easily navigated multi-
disciplinary Elsevier citation database with high-quality peer-review and a large
research base.

2050 rows of data, including publication authors, title, keywords, abstract,
year, source journal, citation amount, etc., were retrieved from the database
using “learning vector word embedding”, “word embedding” and “text augmen-
tation” keywords. The publication year of collected papers is between 2006 and
2022.

A list of publication information was downloaded in a CSV file format
and analyzed in Python programming language using libraries such as pandas,
NumPy, Matplotlib.

The descriptive analysis presented in the paper is based on information on
the aforementioned 2050 publications. Figure 1 demonstrates publication distri-
bution by subject areas: Engineering, Mathematics, Social Sciences, Decision
Science, Medicine, Computer Science and etc. The top 3 areas are Computer
Science, which contributes 43.6% of total publications, Engineering (13,3%),
and Mathematics (10.7%). Table1 and Figs.2, 3, 4 and 5 present a statistical
overview of collected publications. Results show that a total of 2050 publications
are related with 2148 unique affiliations and 4894 unique authors. The average
number of citations per publication is 11.95, the average number of authors is
3.51, and the average number of references is 33.46. An expanded analysis on
the subject area, country/region, and affiliation can be found in the next section
of the paper.
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Fig. 1. Publication distribution by subject areas.

3 Results

3.1 Publications and Citations by Year

A descriptive analysis of the distribution of publication and citation by year is
demonstrated in Fig.6. The analysis results depict a bell-shaped distribution
for total citation and a steadily increasing trend for total publications on word
embedding and text augmentation research.

A total citation shows an upward increase until 2017 and then a gradual
decline up to 2022. It can be explained by the fact that newer publications had
less time to generate citations than older ones. Overall, it demonstrates that
citations and interest by researchers in the area of NLP are increasing if we
compare the total number of citations in the first and second halves of the 2006—
2022 time frame. A total of 28235 citations were recorded from 2006 to 2022 and
peaked at 5326 citations in 2017. As of May 10, 2022, word embedding and text
augmentation publications were cited 170 times.

In 2006, two papers were published in the word embeddings research area.
From then, the number of publications increased significantly, where the peak
recorded in 2021 with 414 papers. In 2022, the published paper quantity is
currently 110, but the year’s total quantity is not yet final.

Figure 7 shows the average number of citations by each year in the period
2006-2022. It is calculated by dividing total publications by total citations. The
peak result corresponds to publications made in 2013, where three articles col-
lected 789 citations, which averages to approximately 263 citations per paper.
After the climax in 2013, average citations sharply declined in the proceeding
year. In 2017, we had 5326 citations, and the average citation was 28. As of May
2022, citation per paper is 1.55 (110 publications cited 170 times).
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Table 1. Statistical characteristics of retrieved publications.

Characteristics Statistics

Total number of publications 2050

Number of unique publication sources 869

Number of unique countries/first countries 88/83

Number of unique affiliations/first affiliations 2148/1237
Number of unique authors/first authors/last authors 4894/1629/1595
Average number of citations 11.95

Average number of countries/regions in one publication | 1.19

Average number of affiliations in one publication 1.94

Average number of authors in one publication 3.51

Average number of funds in one publication 0.52

Average number of pages in one publication 17.94

Average number of references in one publication 33.46

Average number of author keywords 4.95

Average number of words/characters in title 10.34/81.57
Average number of words/characters in abstract 196.00/1,347.51

Additionally, we constructed a regression analysis based on the collected data.
As independent variables, we picked year /1000 and (year/1000)?, and the quan-
tity of publications is assigned as the dependent variable. Our estimated regres-
sion model is: (§ = 14903004 — 14833349 * (year /1000) + 3691000 (year /1000)?).
R? of the resulting model equals 0.958. In 2017 we had 415 publications, and
the regression model predicted 397 publications.

Figure 8 shows Spearman correlation between four variables. It is observed
that there exists moderate relation between Year and Total publication by year.
As R? metric of the constructed regression model tells, the number of publi-
cations is explained by year by 95.8%. A positive correlation means that the
number of publications rises each subsequent year.

3.2 Top Conferences and Journals

We analyzed total publications, total citations, and averages by conferences and
journals and selected the top ten of them as the most contributing sources.
Table 2 lists the top 10 conferences and journals that generated the most citations
per publication (ACP). Two papers presented at the 52nd Annual Meeting of the
Association for Computational Linguistics in 2014 were cited 905 times, resulting
in 452.5 citations per paper for the conference. Article [16] titled “Learning
Sentiment-Specific Word Embedding for Twitter Sentiment Classification” from
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Language distribution of articles

English

languages

Fig. 2. Language distribution and most frequent words in the retrieved articles (in
keywords, titles, and abstracts).

this conference was cited 837 times. Among journals, the Journal of Chemical
Information and Modeling, with 177 citations, is worth noting. The article titled
“Mol2vec: Unsupervised Machine Learning Approach with Chemical Intuition”
by Sabrina Jaegar et al. [8] was the top performing article in that journal.

3.3 Top Institutions and Funding Organizations

The Paper also analyzes institutions and funding organizations that help
researchers publish papers in NLP related to word embedding and text aug-
mentation. The results are illustrated in Fig.9. In the top six, we observe only
Chinese institutions and organizations; out of six, three are Chinese universities:
Beijing University, Tsinghua University, and Peking University. The three uni-
versities have made a total of 88 publications in the period 2006-2022. Another
interesting observation is that the list of top 10 institutions and organizations
consists of only Asian universities and organizations, seven of which are from
China, two from India, and one from Hong Kong SAR.

Next, Fig. 10 contains the top 10 foundations involved in investing in and
sponsoring research paper publications. In the top 3 are two Chinese founda-
tions: the National Natural Science Foundations of China and the National Key
Research and Development Program of China. In total, they made contributions
to the publication of 300 research papers. Besides Chinese organizations, in the
top 10, we see two United States foundations: National Science Foundation and
European Commission. In total, these two foundations have sponsored 109 paper
publications.
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Fig. 3. Language distribution and most frequent words in the retrieved articles (in
keywords, titles, and abstracts).
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Fig. 4. Language distribution and most frequent words in the retrieved articles (in
keywords, titles, and abstracts).

3.4 Top Influential Publications

Citations measure the success of the publications and their garnered interest.
The more citations paper acquires, the more successful and influential it can be
considered. Citation information from the dataset was analyzed, and the top 10
publications with the most citations were identified. Table 3 lists paper titles,
authors’ names, publication year, and total citations of the 10 most influential
publications. A research paper titled ‘Supervised learning of universal sentence
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Fig. 6. Total publications and total citations distribution in 2006-2022 period.

representations from natural language inference data’ by Conneu et al. [5], pub-
lished in 2017, is the most influential work with a total of 909 citations. The top
10 is concluded with an article by Bordes, A. et al. and has 416 citations.

After further analysis, we found that there are 256 publications with more
than 20 citations, 112 with more than 50 citations, and 56 papers with more
than 100 citations from 2006 to 2022.
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Fig. 7. Average citation per publication from 2006 to 2022.

Table 2. TP - total publication, TC- total citation, ACP - average citations per paper.

Conference/Journal title TP | TC ACP

52nd Annual Meeting of the Association for Compu-|2 |905.00 |452.50
tational Linguistics

Nature 1 ]300.00 |300.00
2nd International Conference on Learning Represen- |1 | 260.00 |260.00
tations,

Advances in Neural Information Processing Systems |7 |1,546.00 | 220.86
10th ACM Conference on Recommender Systems 1 1189.00 |189.00
20th SIGNLL Conference on Computational Natural |1 | 177.00 |177.00
Language Learning
Journal of Chemical Information and Modeling 1 |171.00 |171.00
2014 Conference on Empirical Methods in Natural |2 | 327.00 |163.50
Language Processing
Synthesis Lectures on Human Language Technologies |2 | 312.00 |156.00
2017 IEEE International Conference on Software|1 | 155.00 |155.00
Quality, Reliability and Security

2015 Conference of the North American Chapter of the |4 | 601.00 |150.25
Association for Computational Linguistics: Human
Language Technologies, Proceedings of the Conference

3.5 Top Countries by Publications

An analysis of the number of publications by country was performed. In Fig. 11,
bar chart depicts top-10 countries by paper publication quantity. 87 different
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Fig. 8. Spearman correlation matrix of four variables. Correlation values range in
[-1,1]. —1 and 1 correspond to the highest negative and positive correlations. In the
figure, a high correlation between ‘year’ and ‘Year-count’ variables is observed. year -
year of publications, Year-count is total publications by year, Cited by-mean - average
citation value by year, Cited by-sum - total citation by year.

countries published two thousand fifty papers, and Kazakhstan has two publica-
tions among these. It is observed that China is in the leading position with more
than 500 publications. This result is consistent with other analyses presented
earlier, i.e., in influential publications, institutions, and funding organizations
ranking, China is also holding the top position. The USA’s next position is
owned by the list, contributing 350 publications from 2006 to 2022. And India
comes in 3rd place with 215 papers.

In the most influential publication list, papers published by China appear
four times in the top 7. With a total of 2423 citations, it results in an average
of 606 citations per paper.
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Fig. 10. Top 10 foundations sponsoring paper publications. The horizontal axis repre-
sents the number of publications sponsored by the foundation.

4 Discussion

The study provides the most recent bibliometric analysis on the topic of corpora
generation for learning word vector embeddings. The research is based on the
publication data from 2006 to 2022 retrieved from Scopus scientific database.
Key findings are included in this section.

There is an upward trend in the number of publications made in the research
area of the paper. In 2006, which corresponds to the lowest value of the metric,
2 papers were published. Since then, it has been on a steady rise, and 2021
corresponds to the peak number of publications which equals 414.

However, the average number of citations does not portray a significant
upward trend from 2006 to 2022 because both the number of citations and the
number of publications are increasing simultaneously, although at different rates.
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Table 3. Top 10 influential publications based on total citations.
Title Author Year | Citations
Supervised learning of universal sentence rep- | Conneau, A. et al. | 2017 | 909
resentations from natural language inference
data
Learning sentiment-specific word embeddings | Tang, D. et al. 2014 | 837
for Twitter sentiment classification
Zero-shot learning through cross-modal trans- | Socher, R. et.al 2013|743
fer
Graph embedding techniques, applications, | Goyal, P. et al. 2018 | 698
and performance: A survey
Is Man to computer programmer as woman is | Bolukbasi, T. et.al | 2016 | 658
to homemaker? Debiasing word embeddings
PTE: Predictive text embeddings through  Tang, J. et.al 2015 | 475
large-scale heterogeneous text networks
Deep Sentence embeddings using long short- | Palangi, H. et.al | 2016 | 453
term memory networks: Analysis and applica-
tion to information retrieval
A simple but though-to-bit baseline for sen- | Arora, S. et.al 2017 | 437
tence embeddings
Learning deep representations of fine-grained | Reed, S. et.al 2016 | 417
visual descriptions
Learning structured embeddings of knowledge | Bordes, A. et.al 2011 | 416
bases
China |
United States | ——
India
United Kingdom |GG
Japan N
Germany [N
South Korea |
Turkey NN
Australia [
France |
0 50 100 150 200 250 300 350 400 450 500 550
Documents

Fig.11. Top 10 countries by publications. The horizontal axis represents the number
of publications for each country from 2006 to 2022.
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Instead, its graph demonstrates fluctuations, and a peak value of 263 citations
in 2013 is easily noticeable.

Key statistical characteristics show that collected 2050 publications come
from 869 unique sources, and 4894 unique authors with 2148 unique affiliations
have contributed to the publications.

Top 3 most influential publications sources (conferences and journals) include
52nd Annual Meeting of the Association for Computational Linguistics(ACP
452.5), Nature (ACP 300), and 2nd International Conference on Learning Rep-
resentations (ACP 260). Such high values of average citations are explained by
the small number of articles (range in 1-7) from the sources and high citation
numbers of the articles in the top-10 publication sources.

The most influential publication in terms of citations was ‘Supervised learn-
ing of universal sentence representations from natural language inference data’ by
Conneu et al. [5], and it was cited 909 times. The number of citations in the top 15
most influential papers (published between 2011 and 2019) ranges between 260
and 909. Ten of the articles from the list were written in collaboration between
4 and more authors (up to 9 authors). Only one article titled” Neural Network
Methods for Natural Language Processing” was written by a single author [7].

Another interesting observation was made by comparing the results of analy-
ses conducted to identify the top institutions and funding organizations and top
countries by publications, presented in Sects. 3.3 and 3.5, respectively. The top
6 institutions and organizations from the list of most influential institutions are
from China. Also, 2 foundations from China are among the top 10 paper pub-
lications sponsoring foundations, placed first and third. And these results are
consistent with the ranking of 87 countries by publications. China leads the list
with more than 500 (out of 2050) publications made from 2006-2022. In addi-
tion, 4 papers from the list of 10 most influential publications are from China.
These results show the expertise of China in the research area this paper covers.

5 Conclusion

The research conducted is bibliometric analysis in NLP area, specifically on
learning vector analysis and text augmentation methods. Data generation on
bibliometric analysis was acquired from Scopus, where the dataset consists of
papers published from the period 2006-2022. We made a descriptive analysis on
the 2050 paper to gain knowledge on statistical and general descriptive informa-
tion. By analyzing, we get the results on total publication, total citation, and
average citation per publication distributed in a timeframe. We found China as
the major contributor to the top list of most influential journals, organizations,
publications, and institutions.

In the end, we believe that the compiled bibliometric research would help
researchers to get knowledge on general descriptive features, patterns, and
insights to systematically design their studies and get the best results on research.
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