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Preface

The international workshop on Advanced Radiation Detector and Instrumentation
in Nuclear and Particle Physics (Proceedings of RAPID 2021) was organized by the
University of Jammu on 25–29 October 2021. The workshop was held online due
to the COVID-19 restrictions. The focus of this workshop was on the contemporary
and technologically challenging topics of micro-pattern gas detectors, resistive plate
chambers, silicon detectors and their application in high energy physics experiments,
detector technologies in nuclear physics, detector simulation, societal applications,
and future prospects.

The Proceedings of RAPID 2021 aimed to bring researchers, scientists,
professors, and students working in the field of designing and testing detectors for
nuclear and particle physics experiments and applications to present new results and
technologies, discuss and exchange ideas. The workshop is the first of its kind in
India to bring researchers working in different parts of the world on detector tech-
nology for high-end talks, fruitful discussions, and debates. The workshop attracted
more than 150 participants including a large number of Ph.D. students and young
scientists who made the workshop quite vibrant and lively.

Professor Manoj Dhar, Hon’ble Vice Chancellor, University of Jammu, inau-
gurated the workshop with the keynote address in the presence of invited guests
and participants. The scientific deliberations included invited lectures, contributed
presentations, talks by young researchers as well as laboratory tours to highlight
the technologies from MPGD, ALICE, INO, CBM, Dark Matter, Calorimeter, and
Particle Therapy. The workshop ended with the announcement of the three best-
contributed talks and concluding remarks by the Chairman of the workshop, Prof.
Sanjeev Singh Sambyal. The workshop concluded with an evening lecture on “His-
tory of Detector Development and Future Perspective in India” by Prof. Naba K.
Mondal.

The scientific and organizational success of Proceedings of RAPID 2021 was
the result of work of the many distinguished colleagues. Members of the Scientific
Advisory Committee played a vital role in the selection of the invited speakers. The
contributions of theOrganizing Committee in different aspects aremuch appreciated.
The papers for the proceedings are peer-reviewed with the help of many volunteer

vii
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reviewers in the field, to which the organizer wishes to extend their gratitude. Finally,
the Speakers, the SessionChairs, and the Participants, all togethermade theworkshop
quite special.

More information about the workshop, lectures, and talks can be found at https://
indico.cern.ch/event/1068553/.

Jammu, India Rajendra Nath Patra
Guest Editor

https://indico.cern.ch/event/1068553/
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The Practice of Gamma-Ray
Spectroscopy: Here and Now

Rajarshi Raut

1 Introduction

The many-body complex system called the nucleus exhibits myriad intriguing phe-
nomena, particularly in its excited states. The practice of γ -ray spectroscopy aspires
observation and decipherment of these many phenomena manifested by the excited
nuclei. The tools and the techniques herein have extensively evolved over several
decades to their current form that can now unravel even the rarest and the most
exotic idiosyncrasies in the nuclear panorama. This article aspires to provide an
overview on γ -ray spectroscopy through discussions on its essential components.
The first is population of nuclei in their excited states, and de-excitations therefrom,
that causes emission of radiations. The next component of the pursuit is the detection
of the emitted γ -rays that is based on their interactions with the detector, chosen for
the purpose. The subsequent step is to process the detection, obtained in the form
of a pulse from the detector, for retrieving information of interest. And, finally, the
acquired information needs to be converted into data that are stored for eventual pro-
cessing and analysis in order to conclude on the physics being aspired in the relevant
study.

The study of nuclear excitations commences with the production of the nuclei in
their excited states, typically accomplished through nuclear reactions carried out at
the accelerators. One of the most commonly used one is compound nucleus (CN)
fusion-evaporation reactions. Herein, an energetic projectile, delivered by the accel-
erator, bombards on a static target nucleus and, depending on the beam energy and
other factors (cross section etc.), fuses to form a compound system. The compound
nucleus is an extremely energetic system and tends to de-excite, initially through
emission of light particles, such as neutron, proton and alpha and eventually through

R. Raut (B)
UGC-DAE Consortium for Scientific Research, Kolkata Centre, Kolkata 700106, India
e-mail: rajarshi.raut@gmail.com

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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4 R. Raut

emission of γ -rays. The practice of γ -ray spectroscopy is essentially about detecting
these γ -rays to infer on the level structure of the emitting nuclei. The details can be
looked up in a range of texts such as by Regan [1] and Casten [2].

2 Detection

At the basis of detection of radiations is their interaction with the detection medium
(matter). A γ -ray incident on a medium may or may not interact therein. If it does,
there are different possible mechanisms with varying impact on the end-result of
detection. The γ -ray can undergo photoelectric absorption or Compton scattering
or, in case of high energy γ -rays ≥1.02 MeV, pair production. The photoelectric
interaction dominates at the lowest energies while the pair production gains signifi-
cance only at the highest ones. The Compton scattering remains the most probable
mechanism of interaction for a wide range of incident γ -ray energies. As far as the
spectroscopic objectives are concerned, of only pertinence is whether, as the result of
one ormore interactions, the full energy of the incident γ -ray is completely contained
in the medium.

The solid state detectors, with higher matter density than the gas based ones and
with increased probability of interaction, have emerged to be of preference in the
practice of γ -ray spectroscopy. These detectors can be of scintillators or semicon-
ductors [3, 4]. In γ -ray spectroscopy, some of the earliest measurements were based
on NaI(Tl) and BaF2 scintillators that are merited with superior detection efficiency.
However, the scintillator detectors are plagued with poor energy resolution that come
in the way of their usage for spectroscopic goals.

The advent of semiconductor based detectors revolutionized the practice of γ -ray
spectroscopy through improved energy resolution, to typical values of ∼2 keV at
∼1 MeV, and has unleashed the era of modern spectroscopy wherein even the most
complex excitation pattern of the nuclei could be deciphered. The semiconductor
detectors are basically junction diodes of Si or Ge wherein the depletion region
represents the active volume of the detector. Ge (Z = 32) is of preference in γ -
ray detection, compared to the Si (Z = 14). The semiconductor junction detectors
are operated under a reverse bias voltage effecting into the depletion region getting
extended to almost the entire crystal volume. An interacting radiation create electron-
hole pairs therein and these migrate under the existing (reverse bias) electric field
towards their respective collector ends. The signal that results encodes information
of interest on the detected radiation. The Ge material used for the detectors is High
Purity Ge (HPGe), characterized with∼1010 impurity atoms/cm3 [3]. This facilitates
an increased width of the depletion region for a given bias voltage and ensures
maximizing the active volume of the detector. The Ge based detectors, however,
need to be operated at liquid nitrogen temperature (77 K) in order to restrict the
thermally generated leakage current.

A γ -ray spectrum is characterized by full-energy peaks andCompton background.
The latter is required to be restricted for ensuring spectroscopic objectives. The
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HPGe detectors are conventionally used with an Anti Compton Shield (ACS) for
the purpose. The ACS is a scintillator based detector, typically using BGO (Bismuth
Germanium Oxide) or NaI(Tl). The idea is to detect the Compton scattered photons,
from the HPGe crystal, in the surrounding ACS and reject those events through a
logic implementation during the pulse processing. The application of the ACS to
reduce the Compton background is called an active shielding. The background also
has a component from interaction of high energy γ -rays of cosmic origin, or other
ambient sources, with the detector medium and efforts to reduce the same are based
on what is called the passive shielding. This is implemented through housing the
experimental setup in a canopy of high-Z material or by setting up the experiments
in underground laboratories.

Apart from its efficiency and energy resolution, the timing characteristics of a
detector are of extensive considerations particularly in the context of the settings in
the pulse processing circuitry as well as its application in the investigation of nuclear
level structure. The pulse resulting from a detector is characterized by a rise time,
an (voltage) amplitude and a decay time. The amplitude depends on the number
of charge carriers produced in the detector, following the interaction of a radiation
therein and thus encodes the energy deposited in the process. The rise time reflects
the time of collection of the charge carriers following their production in the radiation
interaction. The rise time provide a marker to the so called “time of detection” that is
applied for defining of timing correlations (coincidence, anti-coincidence) between
different detectors in a setup and facilitates identification of the events of interest. For
instance, the signals resulting from the HPGe detector and the corresponding ACS,
following one Compton event that deposits energy in both, need to be correlated in
time to be identified as resulting from the interaction of the same γ -ray in the two
detectors (and thus to be rejected).

Larger detector volume would result into better efficiency and the same is imple-
mented through composite HPGe detectors such as the clover. A HPGe clover has
four HPGe crystals enclosed in a common cryostat. The packing of the crystals is
close and indicates a realistic possibility that in the event of an incident γ -ray under-
going Compton scattering in one of the crystals, the scattered photon, carrying the
residual energy, would go and interact with one or more of the adjacent crystals and
cumulatively deposit the entire incident energy in the clover detector. This possibility
translates into an increased efficiency, as was aspired for HPGe detectors, through
what is called the addback mode of operating the clover. The clover detector is now
a basic tool routinely applied for γ -ray spectroscopy measurements in this country
as well as across the globe.

3 Processing

The next step towards arriving at the aspired physics is processing of the signal
obtained from the detector. Such a signal is generally extracted from the preampli-
fier of the detector. The preamplifier is the first component of the pulse processing



6 R. Raut

circuitry that is typically positioned very close to the detector. In fact for the HPGe
detectors, the preamplifier is located inside the enclosure common to the crystals,
albeit the latter are in vacuum while the preamplifier board is not, so as to facilitate
easy access formaintenance. The preamplifier signal of a HPGe detector is character-
ized by a rise time of∼ tens of ns, amplitude of∼ tens of mV/MeV, and a decay time
extending to∼ tens ofμs. The amplitude is proportional to the amount of charge car-
riers produced from a radiation interaction with the detector medium, and the energy
deposited in the process. The preamplifier signal has to be processed for extract-
ing information of primary interest on the detected radiation. These are the energy
deposited by the radiation in the detector medium and the time of detection. Formany
decades, pulse processing has been implemented through use of modular electronics
fabricated as per one of the global standards, such as the NIM (Nuclear Instrument
Module) and the CAMAC (Computer Automated Measurement And Control).

The energy information from the preamplifier signal comes through its process-
ing by a spectroscopy amplifier. The module is set to amplify the preamplifier pulse,
through a gain factor, as well as filter/shape it for faithful extraction of pulse height,
that represents the energy deposited in the corresponding detection. The pulse pro-
cessing for extracting the timing information from the detector pulse output prin-
cipally proceeds through application of modules such as a Timing Filter Amplifier
(TFA) and a Constant Fraction Discriminator (CFD) to generate a time marker that
is independent of the amplitude and the rise time of a detector pulse and repre-
sents the time of detection. The time marker facilitates identification of correlations
between different detectors in the setup and that of the events of interest. For instance,
the correlation between the HPGe and the corresponding ACS helps identifying the
Compton events and implement the Compton suppression. The Compton suppressed
time marker resulting from a Compton suppressed HPGe is typically used to define
an event trigger in an array of such detectors. An event is the fulfillment of a condi-
tion subject to which the data is acquired. An event in an array of detectors typically
corresponds to a user defined multiplicity of detectors firing in coincidence, within
a time window, manifested in an overlap between their time markers. The pulse
processing techniques elaborated in this section have been and are being routinely
practiced in the country, both using commercially available modules as well as mod-
ules developed herein.

4 Data

The principal hardware for data acquisition is anADC (Analog-to-Digital Converter)
that reads-out the amplitude information of the amplifier pulse and facilitates record-
ing the same as a number (channel number) in the data file. An ADC is characterized
by a resolution, expressed in bits such as 12-bit, 13-bit, 14-bit, and indicates the
maximum of the channel number it can generate. For instance, a 13-bit ADC can
give out a maximum channel number of 213 – 1 = 8191. Apart from reading-out the
amplitude information from the amplifier pulse, as a record of the energy deposited
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in the corresponding detector, the time of detection is also to be recorded in the data,
particularly if an array of detectors is used for measurements. The Time-to-Digital
Converter (TDC) is used for the purpose. The timing record is made from the time
difference between a signal representing the time of detection in each detector, that
triggers an event, with respect to a common signal and converting this difference into
a channel number of the TDC. The commonly used format of the acquired data is
the list mode format. Data in this format is an event-by-event record of the energy
and the timing of the detections along with the identity of the detector elements, that
constitute the event.

The advent of digital signal processing, and its applications in nuclear physics
experiments, has revolutionized the methodology of processing and acquisition dur-
ing the recent years. The technology, merited with fast processing and increased
throughput, has facilitated acquisition of enhanced event rates that typically charac-
terize the large array of detectors set up for γ -ray spectroscopy measurements. The
Nuclear Physics group at the UGC-DAE CSR, has made significant contributions
in the development and implementation of digitizer based pulse processing and data
acquisition for nuclear structure studies in the country [5].

5 Data Reduction and Analysis

The first step in the data processing exercise is the energy calibration of the (ADC)
channel numbers. The energy calibration is facilitated by the use of standard radioac-
tive sources, such as 60Co, 152Eu, 133Ba, 137Cs, with known characteristic γ -ray ener-
gies. For an array of γ -ray detectors, the energy calibration is followed by what is
called gain matching. It is necessary that the energy represented in a given chan-
nel number for a detector in the array is identical to the energy represented by the
same channel number recorded for any other detector in the array. The unambiguous
assignment of observed γ -ray transitions to a nucleus populated in an experiment
typically follows γ -γ coincidence information. The analysis of data acquired in γ -
ray spectroscopy measurements, that are targeted at probing the level structure of
nuclei, proceeds through construction of varied kind of matrices, symmetric as well
as asymmetric, so as to extract different measurables therefrom. These include, apart
from identifying the coincidence relationships between the observed transitions, their
angular correlations and the linear polarization of the γ -rays. The correlation and the
polarization measurements facilitate in assigning the multipolarity and electromag-
netic character of the transitions and thus the spin-parities of the associated levels.
Another measurement of much significance is that of level lifetimes and the same is
extracted through a variety of methods, depending on the lifetimes being addressed.
Significant developments have recently been made in the relevant domain [6, 7] and
have resulted in determination of level lifetimes with reduced uncertainties. Further
details, on data analysis for γ -ray spectroscopy can be found in several papers and
review articles, such as the ones by Regan [1] and Bhowmik [8].
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6 The Indian National Gamma Array

The Indian National Gamma Array (INGA) has been the principal tool for pursuing
nuclear structure studies, with in-beam γ -ray spectroscopy, in this country for around
two decades now. It is an array of Compton suppressed HPGe clover detectors setup
by a collaboration of Institutes and Universities across the nation. The participating
organizations include UGC-DAE CSR, TIFR (Mumbai), SINP (Kolkata), VECC
(Kolkata), IUAC (New Delhi), BARC (Mumbai) and several others. The user com-
munity for this facility is a widespread one and extends to institutions outside the
country as well. The facility is set up at regular intervals in one of the accelerator
centers in the country, VECC, IUAC and TIFR. The facility has evolved in its merits
through the many experimental campaigns that have been hosted since its com-
mencement. The first setup was at the Pelletron LINAC Facility (then TIFR-BARC
Pelletron) at TIFR, in around 1999–2000 and consisted of 8–9 Compton suppressed
clover detectors. The subsequent campaign at IUAC (then NSC), around 2002–2003,
was again based on 8 Compton suppressed clovers as well as certain ancillary detec-
tors for charged particles, neutrons, and recoils that facilitated improved identification
of the reaction channel of interest. These campaigns of INGA were largely based on
commercially available pulse processing electronics of NIM standards and CAMAC
based data acquisition hardware, albeit the acquisition software were developed at
BARC and IUAC, respectively, for the first and the second programmes. The acqui-
sition program used in the first campaign was AMPS, developed at BARC, while
the one used during the second campaign, at IUAC, was CANDLE. This was fol-
lowed by a significant development at IUAC wherein compact clover electronics
modules were designed and fabricated such that each such module could support the
pulse processing of one clover along with its ACS. These modules were put to use
in the INGA campaign at VECC cyclotron, during 2004–06, with 8–10 Compton
suppressed clovers [9]. The data acquisition used in this campaign was CAMAC-
based and running on the LAMPS [10] software, developed at BARC as an updated
linux version of the previous AMPS code. A major augmentation in the number of
detectors followed, and the next INGA campaign at IUAC, during 2008–09 [11],
had around 22–24 Compton suppressed clover detectors in the setup. The compact
electronics modules, which had been developed earlier, significantly helped in sus-
taining the campaign. The data acquisition hardware, apart from the commercially
available modules, also consisted of ADCs fabricated at IUAC and was supported by
an updated version of CANDLE. The next major stride in the history of INGA was
taken during its campaign at TIFR, during 2009–13, with around 24 Compton sup-
pressed clover detectors. Herein, a digitizer based data acquisition system was used
as a maiden instance in the practice of γ -ray spectroscopy in the country [12]. The
use of digital signal processing manifolded the merits of the facility that could now
handle increased event rates characterizing the large array of detectors. The follow-
ing and the most recent campaigns of INGA have progressed simultaneously at both
IUAC and VECC. The one at IUAC has around 16 Compton suppressed clovers. It
is largely based on the same infrastructure of the previous campaign hosted therein,
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Fig. 1 The detector setups during different INGA campaigns. In the upper panel, from left to right,
is the first INGA st TIFR, second campaign at IUAC, third campaign at VECC, and following
campaign at IUAC. The lower panel shows the setups at two recent campaigns, at TIFR on the left
and at VECC on the right

back in 2008, but with an improved data acquisition system, running on CANDLE,
and facilitated with capabilities for handling higher event rates. The campaign at
VECC has been based on around 8 Compton suppressed clover detectors and upto 2
LEPS, for detecting x-rays and low energy γ -rays.Most importantly, this experimen-
tal programme at VECC has been supported by a digitizer based pulse processing
and data acquisition system that is conceptualized and implemented by UGC-DAE
CSR [5], as one of the major developments in the progress of INGA and has been
effectively used in over 30 experiments at VECC. That was a very short history of the
INGA facility through its evolution into the current being. Figure1 shows the pho-
tographs of the detector setups in the different campaigns. Efforts are in progress to
better the facility, to increase its usage, and to explore the current frontiers of nuclear
structure research by exercising themany developments that have been accomplished
in the process.

The help and support of the INGACollaboration is gratefully acknowledged. The
INGA Project is partially supported by the Department of Science and Technology,
Government of India (Grant No. IR/S2/PF-03/2003-III).
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Applications of Radiation Detectors to
Society

Aafke Kraan

1 Introduction

Themain challenge in radiotherapy treatments is how todeliver high dose to the tumor
region, whileminimizing the irradiation of healthy tissue. An importantmodality that
has gained significant interest in the past decades is irradiation with charged ions
(protons or carbon ions). The characteristic dose deposition profile (Bragg peak) of
charged particles allows to deposit dose much more locally than the photons, so dose
in healthy tissue can be minimized [1, 2]. By the end of 2020, more than 290000
patients had been treated worldwide with particle therapy, of which about 250000
with protons, about 40000 with carbon ions, 3500 with helium, pions and with other
ions [3]. In India, the Apollo Proton Cancer Centre was inaugurated on January
25, 2019 in Chennai. This facility represents South East Asia’s first Proton Therapy
Centre.

The high selectively of particle beams also implies that treatments with charged
particles are more sensitive to uncertainties than photon treatments, because of their
steep dose profile [4]. Among the main error sources are setup errors and anatom-
ical modifications in patients during the treatment course and range errors due to
uncertainties in the conversion from Hounsfield units to particle stopping [4]. In the
last decades, various imaging modalities have been developed to ensure that particle
therapy treatments are planned and delivered correctly (see for instance [5]). One of
the methods is in-vivo non-invasive range monitoring, which is based on the detec-
tion of fragments from nuclear physics reaction processes of the incoming particle
beam with the tissue of the patient [6–8]. Here no additional dose is delivered to
the patient (‘non-invasive’) in addition to the planned therapeutic dose. Moreover
the information can be obtained in real-time with dedicated equipment, while the
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patient is being treated. This minimizes the effect of organ motion and physical and
biological washout (see Sect. 3.1).

In this lecture I will briefly summarize the physics of these non-invasive methods.
Moreover, focusing on in-beam PET monitoring, various ongoing research develop-
ments will be highlighted.

2 Non-invasive Treatment Monitoring

When a particle beam passes through patient tissue, nuclear interactions occur
between the incoming particle and the nuclei of the tissue of the patient (see Fig. 1).
Although these processes are generally considered undesired (they modify the phys-
ical and biological dose), they can be used to estimate the beam range in tissue, if
they can be detected with dedicated detector systems. Let’s discuss in more detail
how these nuclear reactions give rise to different types of secondary particles.

A nuclear interaction can be described as a sequence of three stages [9, 10], each
of which can give rise to different types of secondaries. The fastest stage of a nuclear
reaction (within a time t < 10−22) consists of one or more interactions between
the nucleons of the projectile and target nuclei. These interactions can give rise to
high-energy secondary fragments, predominantly produced in the forward directions,
with energies that may be close to the projectile energy. Then a pre-equilibrium stage
(t ∼ 10−20) follows, in which other, lower energy, secondary particles are produced
(mainly nucleons). The final latest stage of the nuclear reaction (t ∼ 10−16) involves
evaporation, fragmentation, fission and finally de-excitation. Here secondaries are
produced with lower energies, that are emitted more or less isotropically in the rest
frame of the mother nucleus (target or projectile).

Fig. 1 Example of a proton and a carbon interaction, with various nuclear reaction products pro-
duced
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Fig. 2 Concept of treatment monitoring in particle therapy with PET imaging (a), prompt gamma
imaging, here with knife-edge collimator (b), and charged fragment detection (c)

It must be noted that nuclear reactions cannot be neglected from a dose point-of-
view. For instance, for 160 MeV protons hitting a water target, roughly 20% of the
incident protonswill not reach theBraggpeakposition at about 16 cm.For 290MeV/u
carbon ions impinging onwater, asmuch as 50%of the ions have undergone a nuclear
reaction at the end of range. The fluence loss due to primary interactions are generally
included in the treatment planning systems for the correct calculation of physical and
biological dose. Of all the nuclear fragments produced, only a small fraction can be
used for range monitoring.

The three modalities discussed in this lecture are PET imaging, prompt gamma
imaging, and charged fragment detection. They are sketched in Fig. 2.

3 PET Imaging for Particle Treatment Monitoring

Already in 1982, Chatterjee recognized that β+ emitting nuclei were produced dur-
ing irradiation with therapeutic particle beams, and measured the two coincidence
photons using a positron-emitting beam analyzer system consisting of two banks
of NaI(Tl) crystals [11]. A large variety of fragments is produced in human tissue
during irradiation, including β+ emitting fragments like 15O,11C, 10C, 12N, 13N, and
so on [12, 13]. Figure2a illustrates the concept of PET imaging in particle therapy.
This β+ nuclei decays at some time after production, depending on the value of their
half-life. A positron is emitted, which travels a small distance (of the order mm) and
then annihilates with an electron in the medium into two coincidence photons of
511keV. These photons can be measured with a PET detector. The PET activity pro-
file is indirectly correlated with the dose profile. Much research has been dedicated
to range monitoring with PET in the last two decades, summarized for instance in
various reviews [6, 8, 13, 14].

Different PET data acquisition strategies have been applied, which can be divided
in offline and online data acquisition. In the offline technique, data acquisition starts
typically minutes after beam delivery and outside the treatment room (‘offline’),
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leading to a loss of signal of short-lived isotopes. Other problems include organ
motion, co-registration problems, and physiological washout, making this technique
generally considered sub-optimal [14].

In online techniques, data are acquired inside the treatment room (‘online’). We
can distinguish data acquisition during or right after dose delivery without moving
the patient (‘in-beam’), and data acquisition after beam delivery where the patient is
moved to an in-room PET scanner (‘in-room’). The advantage of data taking during
dose delivery is that it allows to detect short-lived isotopes, that would otherwise be
lost. Moreover effects like wash-out and patient movements are much smaller than
in offline PET (see for instance [15, 16]). Most recent efforts in PET imaging as
treatment monitoring technique are therefore ongoing in this direction. Below we
highlight some ongoing research developments in this context.

3.1 In-Beam PET Monitoring Systems

Regarding in-beam PET imaging, several dedicated PET systems were developed in
the past, all facing the challenge of making a PET system compatible with the beam
delivery system.

At the heavy ion medical accelerator in Chiba (HIMAC), various geometries
including the cylindrical OPENPET geometry [17] displayed in Fig. 3, that was also
tested in clinical conditions [18].

The scintillators for photon detection are Zr-dopedGSO (GSOZ) scintillatorswith
a crystal size of 2.8× 2.8× 7.5mm3, connected to position sensitive photomultiplier
tubes. The spatial resolution and sensitivitywere 2.6mmand 5.1% for the openmode.

Another type of geometry used for in-beam PET data acquisition is the planar
geometry, where two flat PET planes are used to detect the β+ activity. This was
the configuration used in the oldest in-beam PET monitoring system, used at GSI
of patient treatments with monitoring in-beam PET monitoring of patients treated

Fig. 3 Conceptual illustrations of OPENPET geometry with an accessible open space to the patient
for beam delivery. The red arrow indicates the beam direction. Taken from [18]
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Fig. 4 For two different phantoms the decay rate as a function of time for the data (red) and Monte
Carlo simulations (filled blue area), with for the latter the fitted contributions from 15O (blue), 11C
(dark grey), and 10C (light grey)

with 12C ions [19, 20]. Planar configurations were also applied in the past in Japan
at Chiba [21] and at the Kashiwa carbon ion treatment facility [22]. Other past
applications featuring compact movable planar PET systems were been developed
at INFN, including the DOPET system tested at CATANA and CNAO [23, 24] in
Italy.

Recent and ongoing research is being done with a larger version of the DOPET
planar system, 15 × 15 cm2. It was tested at the Cyclotron Centre of the Bronow-
ice proton therapy centre in Krakow, Poland. Not only spatial distributions were
investigated, but also time profiles. In fact, the time decay curve of the activated
material can provide independent additional information about the treatment and
possible changes. This is because the shape of the time profile curves depends on the
decaying isotopes and thus on the composition of the irradiated tissue [25–27].

This is demonstrated in Fig. 4, where the 1-D decay rate is displayed as a function
of time in two different materials. In both figures we have shown the fitted contri-
butions from 15O (t1/2 = 2 min), 11C (t1/2 = 20 min), and 10C (t1/2 = 19 s). These
kind of evaluations can also be done voxel-by-voxel. If variations in the fitted decay
rate curves are observed, this can be an indication that changes have occurred in the
patient.

Another recent development in in-beam PET imaging concerns the bi-model in-
beam treatment monitoring system INSIDE [28]. This system combines an in-beam
PET system and a secondary charged particle tracker, called the INSIDE system, is
in a clinical trial phase at CNAO. The PET system has two planar heads that are
spaced 60 cm apart, each with an active area of 10 × 25 cm2. Lutetium Fine Silicate
(LFS) is used as scintillating material, with 3.1 × 3.1 × 20 mm3 crystals and 3.2
mm pitch. The readout electronics consists of a 16× 16 array of Hamamatsu Silicon
Photomultiplier (SiPM) coupled one-to-one to each crystal. At present the system is
undergoing a clinical trial at CNAO, focusing on head-and-neck cases [29]. Much
effort is currently ongoing to develop appropriate analysis methods [30, 31]. A new
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Fig. 5 p-value maps for various sizes of emptied volumes (FLUKA Monte Carlo simulations)
superimposed on the planningCT scan. The green and red regions represent zoneswith a statistically
significantly smaller and larger activity than expected, respectively. The small insets in the slices
show the corresponding region that is changed

development in this direction is the voxel-basedmorphometry approach [32] to detect
anomalous patterns. The goal here is to create maps with p-values, that indicate the
probability that a morphological change occurred somewhere. An example of such
a map, here based on FLUKA Monte Carlo simulations [33], is given in Fig. 5.
The green and red regions represent zones with a statistically significantly smaller
and larger activity than expected, respectively, strongly suggesting a morphological
change.

Finally, much research is ongoing to detect short-lived PET isotopes [34, 35]. The
potential of imaging 12N for range verification was investigated experimentally for
proton irradiation with the experimental KVI cyclotron accelerator in Groningen, the
Netherlands. Millimeter precision range measurements were obtained when imaging
the 12N emitters in both graphite and PMMA targets with proton pencil beams [35].
Recently, PET monitoring of 12N emitters was also investigated in Helium irradia-
tion [36]. One of themain challenges here is the implementation in clinical irradiation
conditions.
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4 Other Non-invasive Methods Based on Secondary
Particle Detection

Nuclear reactions lead to other reaction products besides β+ emitters.

• Promptly emitted photons, from the nuclear de-excitation phase of a nuclear reac-
tion, with energies ranging from 0 to about 10MeV. There is a correlation between
the longitudinal prompt gamma profile and the dose profile, making it possible to
exploit prompt gammas to retrieve the Bragg peak position. For comprehensive
reviews we refer to recent works by Krimmer et al. [37] and Wroska et al. [38]
and citations therein. The most common approach to do this is with a collimated
gamma camera. By placing the camera at 90◦ with respect to the beam-axis and
moving the device parallel to the beam-axis, a 1-D prompt gamma profile can be
measured (see Fig. 2b).

• Interaction vertex imaging (IVI) for carbon ion-therapy range monitoring (see
for instance [39–44]. The method is based on the detection of secondary charged
particles with high enough energies that they can exit the patient during particle
irradiation. The position profile of the reconstructed nuclear emission vertex is
indirectly correlated with the beam range. (see Fig. 2c). Recently, this method has
been tested for the first time to monitor patients enrolled in the INSIDE clinical
trial at CNAO [44].

5 Conclusion

Non-invasive treatment monitoring is one of the modalities for in-vivo dose verifi-
cation. In this lecture I described the physics and a some ongoing developments in
this field.
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From Detector Simulation to Data
Analysis in High Energy Physics
Experiments

Shyam Kumar

1 Basic Concept of a Charged Particle Detector

When a charged particle passes through the detector, it creates electron-hole pairs
(in semiconductors) or electron-ion pairs (for gaseous medium), which drift towards
the electrode and create an induced signal on the electrode. Therefore, an incoming
charged particle can be detected by the signal induced on the electrode. To identify
the type of particle, we need to understand the mechanism of energy loss given by the
Bethe-Bloch formula [4]. The energy loss as a function of momentum is plotted in
the right panel of Fig. 1 for different particles in silicon. The signal detected by loss
of 150KeV of incident energy can be attributed to one of the particle shown by dotted
horizontal line in Fig. 1. This implies that the specific energy loss is not enough to
determine the type of incident particle (e.g. Electron, Muon, Pion, etc.). Therefore,
to determine the type of particle, momentum is also required. The determination
of momentum requires the reconstruction of charged particle trajectory under the
magnetic field.

2 Determination of Momentum

Charged particles in a uniform magnetic field (B) experience the Lorentz force and
hence the trajectory will be a helix as shown in the left panel of Fig. 2. In Cylindrical
coordinates (R, φ, Z), it will be a circle in the R−φ plane and a straight line in the
R-Z plane. We can determine the radius (R) of curvature by fitting the circle in the
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Fig. 1 (Left) Charged particle passing through the detector and (Right) energy loss for different
charged particles inside silicon of 300 µm thickness plotted using the Bethe-Bloch formula

Fig. 2 (Left) Charged particle in the uniform magnetic field [6] and (Right) X-Y and R-Z plane
showing azimuthal angle (φ) and dip-angle (λ)

R−φ plane and then the transverse momentum (pT) can be determined by using the
expression below.

pT (GeV/c) = 0.3 B[T] R[m] (1)

We also need to fit the trajectory with the straight line in the R-Z plane, this can
determine the dip-angleλ (angle between transversemomentumand totalmomentum
direction), which will ultimately determine the z-component of momentum (pz =
pT Tanλ) as shown in the right panel of Fig. 2. Since the particle creates the hit points
on the detector plane, we can use these points to fit the particle trajectory (track). The
final goal is the evaluation of both spatial coordinate and momentum components
along the trajectory of the particle, and at the production vertex in particular, along
with the uncertainties on these quantities [5].

3 Why Detector Simulation?

The performance of the HEP experimental apparatus (detector) is evaluated using
numerical MC simulations. To understand the necessity of detector simulation, let’s
consider an example consisting of six silicon layers (σrφ = σz = 10 µm/

√
12) of
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Fig. 3 (Left) Minimum pT of track hitting three silicon layers (Right) Track of pT = 0.5 GeV/c
giving hits in the silicon layers

thickness 50 µm as shown in Fig. 3. To determine the radius of curvature of the track
requires at least three points (i.e. at least three detector layers). This ultimately deter-
mines minimum transverse momentum reconstructed (pTmin = 0.3 × 3 × 0.02 =
0.018 GeV/c) with the experimental setup in the left panel of Fig. 3. A track of
pT = 0.50 GeV/c giving hits in all-silicon layers is also shown in the right panel of
Fig. 3. Obvious questions are: howmany layers dowe need?What is the best distance
between layers? What are the uncertainty on the measured points and momentum
measurement? Precise determination can only be obtained by the detector simulation.

4 Concept of Detector Simulation

We first simulate a charged particle of given (known) momentum in our experimen-
tal setup (see Fig. 4). The intersection of the track with the detector planes creates
the true points. In the next step, we try to reconstruct these points using the signal
on detectors and use them to determine the reconstructed momentum. In fact, there
is a difference between true and reconstructed position and true and reconstructed
momentum because of finite uncertainty associated with the size of pixels (mea-
suring points), the effect of multiple scattering in the material, residual bias in the
fitting algorithm of tracks, etc. Therefore, one evaluates the RMS of difference of
reconstructed and true position or momentum also known as spatial and momentum
resolutions respectively. These are very crucial parameters that drive the physics
performance, and that should optimize in the design of the apparatus. Simulations
are used with this purpose, and they include a particle generator, a transport code for
Geometry and Tracking [2].
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Fig. 4 Detector layers (D1,D2,D3,D4) togetherwith true track (red line), true points (redmarkers),
reconstructed track (blue line), and reconstructed hits (blue markers)

4.1 CEE TPC Simulation

CSR External Target Experiment (CEE) experiment [3] is a future facility to be
built at the IMP, CAS, China. The detector setup (beam in Z-direction) consists of
a tracking system based on a Time Projection Chamber (TPC) that exploits Gas
Electron Multiplier (GEM) detectors as shown in the left panel of Fig. 5. Simulation
of TPC is done in the CeeRoot framework based on the FAIRROOT [1]. When
a charged particle passes through the TPC, it creates ionization (electron-ion pairs)
which drift and diffuse till the firstGEMplane,makes an avalanche in theGEM layers
then creates the induced signal on the pads. X and Z positions can be reconstructed
by the signal on the pads, while Y-coordinate is reconstructed from the drift time
as shown in the right panel of Fig. 5. The pad plane consisting rectangular pads
of size 5 × 12 mm2 (X-Z direction) used in the simulation. Protons are simulated
(uniform in θ : [20, 60] & φ : [0, 2π ]) in the momentum range 0.10–1.50 GeV/c
using BoxGenerator in the CeeRoot framework. The transport of protons inside the
detector material is done by using a particle gun (G4ParticleGun) in GEANT4. Since
TPC has a gaseous medium, we considered the Monte Carlo (MC) points (or true

Fig. 5 (Left) The layout of the CEE experimental setup [3], (Right) Working principle of TPC [7]
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points) for a step size of 1 mm. Each point actually contains also the information of
true positions (x, y, z), momentum (px , py, pz), energy deposited, track index, etc.

4.2 CEE TPC Digitization and Hit Reconstruction

Electron-ion pairs created at each step of energy loss are evaluated and uniformly
distributed along the track direction. After that, we drift and diffuse electrons along
longitudinal (time direction) and transverse direction (parametrizing diffusion with
Gaussian functions) till the first GEM plane. Now each electron can make an
avalanche (using gain histogram obtained from Garfield++ simulation) in the GEM
layers. Assuming the gain as Gaussian, the charge is geometrically added to each pad
(segmented anode into the rectangular sensors) as shown in the top panel of Fig. 6.
After this, we treat these e-ion pairs to simulate the analog-to-digital conversion
(ADC) using a single pad response function evaluated using SAMPA chip analysis
[8]. Finally, we stored the fired pad index, ADC signal on each pad, discrete-time
(timebin), etc.

Fig. 6 (Top) Charged particle in the TPC, creating ionization, drift, diffusion, amplification in
GEM, an induced charge on pads [3]. (Bottom left) MC X-Z points (Blue) and reconstructed XZ
points (Magenta) (Bottom right) MC Y-Z points (Blue) and reconstructed YZ points (Magenta)
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For the reconstruction of the hit position, we first evaluate the Z-position from the
row index (rowId) corresponding to pad fired, then X-position is evaluated by using
charge (on pads) center of gravity (COG) method, while Y-position is reconstructed
using the charge in each timebin as described in the expressions below.

Z = padheight ∗ (rowId-37), X =
∑

xi ∗ ADCi
∑

ADCi
, Y =

∑
timebini ∗ ADCi

∑
ADCi

(2)

The pad-plane has 200 pads of size 5mm along X-direction and 75 pads of size
12mm (height) along Z-direction. Therefore, we have 75 rows along the pad height
direction (the 37th row corresponds to Zrec = 0). The reconstructed X-Z and Y-Z hit
position of the MC points are shown in the bottom left and bottom right panel of
Fig. 6 respectively.

4.3 Spatial Resolutions and Design of a New Pad-Plane

Spatial resolutions is studied as a function of track angle with the z-direction (θx )
and also with the drift direction (θy) as shown in the left, center, and right panels
of Fig. 7. In the center of Fig. 7, the region where σx is increasing should not be
considered because our main goal is to minimize the uncertainty in the coordinate
measurement which ultimately will improve the tracking performance [9]. This can
be done by minimizing the angle between tracks and pad direction. The new design
shown in the top panel of Fig. 8, consists of four sectors with trapezoidal pads, and
45-degrees lines separating the consecutive sectors. In this configuration, tracks are
always parallel to the pad direction, this omits the region of increasing σx with θx .
The digitization is completed and pads fired correspond to MC points are shown in
the bottom panel of Fig. 8. The spatial resolution studies are still ongoing for this
new geometry.

Fig. 7 (Left) Track making angle θx from z-direction and θy with the drift direction. (Center) At
low θx , tracks create single pad cluster (σx constant), then as θx increases more pads fired improves
σx , then at very θx cluster becomes very wider which further increases σx . (Right) σy stays constant
with θy below 40 degree due to the clusters in fixed timebins and then increases due to wider
clusters [3]
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Fig. 8 (Top) New design of the pad plane consisting 4 sectors with trapezoidal pads in which tracks
are parallel to pad direction. (Bottom) MC points created by the incident tracks (blue) and pads
fired after the digitization

5 Tracking

Reconstruction of the trajectory of charged particles to the primary vertex from the
hit positions is known as tracking. There are two main tasks: Track finding and
Track fitting. Track finding (also known as pattern recognition) includes finding the
hits that belong to track candidates. There are several algorithms e.g. Combinato-
rial Algorithm, Cellular Automaton, Hough Transform, etc. The CEE TPC is using
Cellular Automaton (CA) for the track finding [10]. Track fitting includes fitting
of tracks and estimation of track parameters using Kalman filter (genfit2 package)
[11]. Quality of the track is based on the chi-square value of the Kalman fit. The
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Fig. 9 (Top) pT resolution as a function of pT, (Bottom left) DCArφ as a function of pT, and
(Bottom right) DCAz as a function of pT due to spatial resolution (S.R.) and multiple scattering
(M.S.) for the geometry shown in Fig. 3

most important outcomes of tracking are pT and Distance of Close Approach (DCA)
resolutions. Figure9 shows the resolutions (pT,DCArφ,DCAz) estimated for the
geometry in Fig. 3 using analytical formulas [9]. A good resolution is required to
reconstruct the secondary particles, which decay close to the primary vertex e.g. D0

meson (cτ = 123µm) [12, 13]. Resolutions are optimized using MC simulations.

6 Analysis

After track reconstruction, particle identification (PID) can be performed with the
detector setup using different methods namely energy loss versus momentum, time
of flight, Cherenkov method [14]. Once we have the PID information several physics
studies can be performed e.g. higher moment analysis of net-proton distributions
for which identification of protons and antiprotons in each event is mandatory [15].
Similarly, the invariant mass analysis for the heavy-flavour candidates can be done
using vertexing and PID information to reduce the combinatorial background [12].
The study can be performed on the simulated data to obtain the physics performance
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Fig. 10 Chain from detector simulation to data analysis in High Energy Physics Experiments

of the experimental setup while on the real data to extract the experimental physics
results [16]. The whole chain of detector simulation is described in the diagram of
Fig. 10.

7 Summary

The paper describes the chain of the detector simulation together with the important
performance plots at each step using an example of the TPC for the CEE experiment.
The design of TPC is yet to optimize based on the performance of spatial resolution
using different readout pad sizes and shapes (rectangular, trapezoid, zig-zag, etc.).
The basic concept of track finding and fitting are explained in this paper, however,
further work is required to optimize the tracking performances for the experimental
setup. The study reported here can be useful in designing the detector and physics
performance study of the experiment.
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The Study of the Frequency of Bubble
Oscillation in R-12 Superheated
Emulsion for Neutron -Gamma
Discrimination

Suraj Ali, Mala Das, and Pabitra Kumar Paul

1 Introduction

The superheated liquid maintains its liquid state at a temperature above its boiling
point and it is a metastable state of the liquid. It moves to the stable (vapour) state
after the formation of a critical size bubble by the energy deposition of energetic
radiation or particle. The vapour bubble expands very rapidly and emits an acoustic
pulse which can be detected by an active device like a microphone, piezoelectric
transducer, etc. A superheated emulsion detector (SED) consists of a large number
of superheated liquid drops of micron radius in a viscoelastic gel [1] or soft polymer
[2]. This type of detector is useful in the detection of neutrons [3–6], gamma-rays [7,
8], and other charged particles [9, 10]. The customized SED is extensively used in the
detection of the WIMP (Weakly Interacting Massive Particle), a favoured candidate
of cold dark matter [11, 12]. The WIMP and neutron both initiate nucleation by the
elastic collision with the nuclei of the detector material after satisfying the bubble
nucleation conditions [13]. The threshold energy of such a detector depends on
the operating temperature and pressure of the detector and the type of liquid used
in the detector. Neutrons may initiate nucleation at high threshold energy or low
operating temperature of the detector while the detector is insensitive to gamma-
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rays. It becomes sensitive to gamma-rays above some specific operating temperature
and it was found that the sensitivity starts at 41.9 ◦C [14], 45 ◦C [15], and 38.5 ◦C
[16] for R-12 (CCl2F2; b.p. = −29.8 ◦C), R-114 (C2Cl2F4; b.p. = 3.7 ◦C) and R-
134a (C2H2F4; b.p. = −26.3 ◦C) liquid SEDs respectively. The gamma-rays are
the dominant background in the WIMPs detection experiments at the low threshold
energy of the detector. It is therefore important to discriminate the gamma-ray to
use this low threshold detector in the detection of neutron or WIMP in presence of
gamma-ray background. Das et al. [17] have studied the neutrons and gamma-rays-
induced pulses from the nucleation of R-114 SED and discriminated them using
the maximum amplitude and power of the pulses. Mondal et al. [18] observed a
significant difference between amplitude, power, and frequencies of the neutrons
and gamma-rays-induced pulses using R-12 liquid in the audio frequency region
(20 Hz to 20 kHz). Felizardo et al. [19] and Barnabe-Heider et al. [20] found the
fundamental harmonic of neutron-induced events at a frequency between 0.45–0.75
kHz and 20–40 kHz using R-115 and R-610 liquid detectors. In the present work, we
have tried to discriminate neutrons and gamma-rays-induced events from R-12 SED
using Pvar and F.F. distributions in the high-frequency region. This high-frequency
pulse is produced at the very early stage of the nucleation and carries the information
about the value of Linear Energy Transfer (LET) of the nucleating particle [21].

2 Condition of Nucleation

The bubble nucleates after forming a bubble of critical radius (Rc) [22] represented
by Eq. (1) and the embryo larger than or equal to Rc grows to visible vapour bubbles
whereas the embryo smaller than Rc collapses back to the liquid state.

Rc = 2σ(T )

(Pv − Pl)
(1)

To form a bubble of critical radius the energetic particle should deposit energy along
the effective path length (Lef f ) and the energy must be greater than or equal to the
critical energy (Ec(T )). Ec(T ) can be expressed by Eq. (2) [23] and its variation at
different temperatures is shown in Fig. 1,

Ec = 4πR2
c

(
σ − T

∂σ

∂T

)
+ 4π

3
R3
cρv(hv − hl) − 4π

3
R3
c (Pv − Pl) (2)

where σ(T ) is the liquid-vapour interfacial tension at temperature T, Pv and Pl are
the vapour and liquid pressure, hv and hl are the specific enthalpies of the vapour
bubble and liquid respectively and ρv is the vapour density. The effective path length
can be written as bRc, where b is the nucleation parameter.
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Fig. 1 The variation of critical energy for bubble formation as a function of temperature

3 Present Experiment and Analysis

The SED was fabricated using superheated R-12 liquid and aquasonic gel matrix.
The experiments have been performed with the fabricated SED, one in the presence
of a neutron source (241Am − Be) of activity 10 mCi with average and maximum
neutron energy of 4.2 MeV and 11 MeV respectively. Another in the presence of a
gamma-ray source (137Cs) of activity 5 mCi with gamma-ray energy of 0.662 MeV.
The experiment with a neutron and gamma-ray source was performed at 35 ◦C and
55 ◦C respectively. The temperature of the experiment was controlled and measured
using a temperature sensor and a controller (METRAVI, DTC 200) with precision
±1 ◦C. The nucleated acoustical pulses were collected using an AE sensor (AE -
WSα by Physical Acoustics Corporation) placed on the top of the detector. The
LabView hardware and software were used to store the pulses into data files. At the
beginning of the analysis, the noises were rejected by visual selection [24] and only
the traces decaying in naturewere considered as actual bubble nucleated pulses. First,
the pulses were analysed in the time domain and the Pvar variable was collected from
each pulse. The Pvar variable is the summation of the square of the amplitude of the
signal which is proportional to the energy deposited by the energetic particle. The fast
Fourier transformation (FFT) was done for the collected pulses. In the FFT spectrum,
the frequency with maximum power is defined as the fundamental frequency (F.F.).
Discrimination can be quantified by the percentage of discrimination and it has been
calculated by subtracting the overlapping area of F.F. distribution of neutron and
gamma-rays-induced pulses, from the total area of each F.F. distribution.
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4 Result and Discussions

The Pvar distributions in Fig. 2 show that the neutrons and gamma-rays-induced
pulses are merged. The distribution of F.F. variable corresponding to neutrons and
gamma-rays-induced signals is presented in Fig. 3. The distribution shows that the
F.F. of the pulses from gamma-rays is lower than those of the neutrons and allows
discrimination of 83.47% of neutrons from gamma-rays. A possible explanation is
that Pvar has been calculated by summing the square of the voltages over the total
time span of the signal so here both the amplitude and time information is present but
the F.F. only contains the frequency or time information of the pulses. The neutron-
induced pulses have low time span and high amplitude and gamma-rays-induced
pulses have high time span and low amplitude as a result both the pulses have the
same Pvar value. The F.F. value discriminates between the neutrons and gamma-
rays-induced pulses as the recoil nucleus from neutrons deposits the whole energy
within the critical radius due to its higher LET and lower ranges and hence produces
the high-frequency pulses. On the other hand, the gamma-rays-induced pulses are
predicted to grow at a slower rate due to the energy deposition over an extended track
of the electrons and produce low-frequency pulses.

Fig. 2 The distribution of Pvar of the neutrons and gamma-rays-induced acoustical pulses
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Fig. 3 The distribution of F.F. of the neutrons and gamma-rays-induced acoustical pulses

5 Conclusion

In this work, we have studied the frequency spectrum of the bubble nucleated pulses
from neutrons and gamma-rays in R-12 SED. Although Pvar parameters of both
types of signals are almost the same, the F.F. parameter significantly discriminates
the neutrons-induced pluses from the gamma-rays-induced pulses.
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Simulations of Multi-layer GEM Systems
from Single to Quadruple GEMs

Aera Jung, Yong Ban, Dayong Wang, Yue Wang, and Licheng Zhang

1 Introduction

In 1997 Fabio Sauli introduced Gas Electron Multiplier (GEM) technology [1], a
new generation of multi-wire proportional chambers allowing for the detection and
localization of ionizing radiation with sub-millimeter accuracy and high event rate
capability. Although it was originally invented as a preamplifier to help the then
novel microstrip gas chambers cope with the high particle rate, development was
subsequently pursued by several groups, and GEMs were successfully used in many
experiments. Finally GEMs became a basic feature of Gas Pixel Detectors [2].

With a multi-GEM layer structure a very high effective gain can be attained
with each GEM layer working at an individually much lower gain thus requiring a
lower voltage and avoiding discharge problems. This is the major advantage of the
GEM technology. Hence, in the present paper, we present comparative simulation
results for single, double, and triple layerGEMsystems, alongwith some preliminary
triple and quadruple layer results. This paper also aims to provide guidelines for the
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multi-GEM layer’s tendencies based on the author’s simulations. Due to limited
space it does not cover the underlying physical or scientific theories.

2 Detector Configuration in the Simulation

This simulation is based on the Garfield++ software toolkit [3]. Unfortunately,
Garfield++ cannot compute complex electric fields, therefore first the commercial
software ANSYS [4] is separately applied to the GEM detector geometry to create
a model of the detector’s electric field using the finite element method (FEM). FEM
divides an object of interest into smaller elements and then calculates the electric
potential and field vectors at the nodes [5]. To simplify this process, ANSYS only
simulates a limited region (2 GEM holes) which is then symmetrically extrapolated
into an infinite sheet so as to negate edge effects. The ANSYS outputs are imported
intoGarfield++which then performs simulations of the electrons as theymove though
the detector. For our GEM geometry, we considered a standard hexagonal GEM foil
with a pitch of 140 µm, a outer hole diameter of 70 µm, an inner hole diameter of
50 µm, and a Kapton thickness of 50 µm with 5 µm copper conductive layers on
both sides, and filled with a gas mixture of 70% argon and 30% carbon dioxide.

Table1 shows our detector configuration in the simulation. Our simulated detector
configuration was derived by referring to the detector designs of Bachmann [6] and
Rajendra Nath Patra’s [7] papers.

Bachmann’s paper [6]: For the single, double, and triple GEM simulations, voltages
across each GEMwere kept identical, with transfer and induction fields of 3.5 kV/cm
and drift fields of 2 kV/cm. The drift distance is kept at a consistent 3mm, however
transfer (spacing between the different GEM foils) and induction distances (the

Table 1 Summary of detector configuration in the simulation

Drift
distance
[mm]

Transfer
distance
[mm]

Induction
distance
[mm]

HV divider

Drift field
[kV/cm]

Transfer field
[kV/cm]

Induction field
[kV/cm]

Bachmann’s paper [6]

Single 3 1/2 2 3. 5

Double 3 1/2 1/2 2 3. 5 3. 5

Triple 3 1/2 1/2 2 3. 5 3. 5

Rajendra Nath Patra’s paper [7]

Triple 4.8 2 2 Originally the top panel of Fig. 3 in his paper

Quadruple 4.8 2 2
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spacing between last GEM foil and the readout) of both 1 and 2mm were used. For
example, our double detector’s gaps are 3mm from drift to first GEM, 1 or 2mm
between the first and second GEM, and 1 or 2mm from the second GEM to the
readout plate.

Rajendra Nath Patra’s paper [7]: On triple and quadruple GEM simulations, the
drift gap is 4.8mm and the detector’s transfer and induction gaps are all 2mm. That
is, our detector’s gaps are 4.8mm from drift to first GEM, 2mm between the first
and second GEM, another 2mm between the second and third GEM, and finally
2mm from the third GEM to the readout plate. We also used a high voltage (HV)
divider as shown in Table1. The HV divider circuit distributes the voltage across the
detector so as to generate the needed electric field geometry. Specifically, it produces
outputs that supply the drift, the top and bottom conductive layer of each GEM, and
the readout plate which is set as the electrical ground of the HV system.

3 Results

We simulated the GEM detector using the parameters mentioned above and focused
on determining the gain, electron transparency, efficiency, spatial resolution, and
energy resolution by varying the electron flow into single layer, double layer, and
triple layer GEM systems based on S. Bachmann’s paper. This has been described in
Sect. 3.1. We also present preliminary results of the gain, electron transparency, effi-
ciency, and spatial resolution for triple and quadruple layer GEMs based on Rajendra
Nath Patra’s paper in Sect. 3.2.

For these simulations, the penning transfer ratio is manually set to 0.57 as given
in [8] and the gas is set to 1 atm pressure at room temperature. For initiating the
avalanche process, a single electron with 0.5 eV energy is placed 2.995mm above
the top of the first GEM.

3.1 Single, Double, and Triple GEMs

Detailed studies of gain, spacial resolution, energy resolution, electron transparency
and efficiency for single, double, and triple systems have been published in a 37th
ICRC (International Cosmic Ray Conference) 2021 proceeding paper [9]. We repro-
duce here some data relevant and comparative to the present study.

Figure1 shows the simulation results of single, double, and triple GEMs for gain,
spatial resolution, energy resolution, electron transparency, and efficiency.

The gain is given by the number of electrons created by each primary electron
that reaches the anode. The gain varies with almost every parameter involved in the
operation of a GEM. In this simulation, these include GEM voltage and the number
of GEM layers (i.e. single, double, or triple GEMs).
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(a) gain

(b) spatial resolution (c) energy resolution

(d) electron transparency (e) efficiency

Fig. 1 Simulation results of single, double and triple GEMs
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Green is the experimental data originally from Bachmann’s paper by eye, blue is
the simulation model with a transfer and induction gap of 1mm, and black is the sim-
ulation model with a transfer and induction gap of 2mm. Moreover, the star symbol
is a single GEM, the plus symbol is a double GEM, and the circle symbol is a triple
GEM. There is only a small difference between the experimental gain value and
the simulation gain value for a single GEM. The difference between experimental
and simulation gain values of double GEM is larger than that of single GEM and
the difference is larger still for a triple GEM. Therefore, as the number of layers
of the GEM increases, the difference between experimental and simulation results
increases. This is a very well known issue in which the gain seen in experiments
exceeds that which can the obtained in simulations results [10, 11]. Many groups are
doing research on this topic, but we still do not understand exactly why this discrep-
ancy exists. So far, simulations cannot achieve the nano, let alone sub-nano, scale
resolution required to accurately reflect the short time scale in which the microscopic
interaction phenomena occur. This is assumed to be the reason why the gain seen in
simulations is lower.

The spatial resolution is one of the key parameters for tracking systems and can be
extracted from the width of the residual distribution reached on the anode plate.

For a single GEM with a transfer and induction gap of 1mm (red circle),
the spatial resolution is about 150 µm. It can be seen that the distance from
the first GEM to the readout plate increases by about 15 µm/mm. I.e. a triple
GEM with a 2mm transfer and induction gap has a spatial resolution of 240 µm
(= 150 + 15 × 6).

The energy resolution is central for GEM detectors working in proportional mode
and other devices aiming for a measurement of the deposited energy. From the mean
and the sigma of the gain distribution, the energy resolution has been estimated, as
shown in themiddle row right side panel of Fig. 1. As the layers of the GEM increase,
the energy resolution deteriorates near a gain of 1000 as marked in magenta.

The electron transparency is the ratio of secondary electrons arriving at the readout
to that of all secondary particles (especially electrons). Therefore, when we run the
simulation, we know all the secondary particles and we know how many secondary
particles (especially electrons) arrive at the readout. Of course removing the electrons
from atoms generates positive ions however as these are not of interest we will not
discuss their behavior.

Overall the total electron transparency of single, double, and triple GEMs is
between 29 and 42.5% depending on the chosen gain and detector configuration.

The efficiency describes the probability of a trespassing particle to yield the expected
signal and, if applicable, to overcome a threshold value needed have this signal
recognized. This detector efficiency was simulated to estimate the performances of
the VFAT3 transfer function of the induced anode current given by Garfield++ [12].
We used the same threshold for single, double, and triple GEMs. This threshold value
was set slightly higher than the noise.
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The efficiency increases with gain and then comes to a plateau after a certain gain
value is reached. The smaller number of GEM layers are faster, arriving soonest at
100%. It means a single GEM has a gain of around 500, double a gain of around
900, and triple a gain of around 1100.

3.2 Triple and Quadruple GEMs

Figures2 and 3 show the simulation results of triple and quadruple GEMs for gain,
spatial resolution, total electron transparency, and efficiency.

Gain
In Fig. 2 left panel, green is the experimental data originally from Rajendra Nath
Patra’s paper [7] by eye and blue is our simulation models. Moreover, the star sym-
bol is for a triple GEM system while the plus symbol is for a quadruple GEM. The
difference between simulation and experimental data for a triple GEM detector is
about 0.88–1.56 and quadruple GEM is about 2.65–3.44. Seen in the above results
for single, double, and triple GEMs, as the number of GEM layers increases, the
difference between experimental and simulation results increases. However, the dif-
ference between the experimental and simulation values of the triple GEM in Fig. 1a
is larger than that of the triple GEM in Fig. 2 left panel. When the gain is about
10,000, the delta GEM voltage (difference between the top and bottom GEM plates)
is the same as 400V, but the electric fields are different. That is, the drift field of
the triple GEM in Fig. 1a is 2 kV/cm, and the transfer field and induction field are
3.5 kV/cm. The drift field of the triple GEM in Fig. 2 left panel is 1.5 kV/cm, and
the transfer field and induction field are 3.7 kV/cm.

Fig. 2 Left: Gain as a function of GEM voltage between top and bottom GEM electrodes for triple
and quadruple GEMs. Green is the experimental data from Rajendra Nath Patra’s paper [7] by eye
and blue is the simulation model with triple (star symbol) and quadruple (plus symbol) GEMs.
Right: Spatial resolution as a function of GEM voltage between top and bottom GEM electrodes
for triple (red) and quadruple (blue) GEMs
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Fig. 3 Left: Total electron transparency as a function of gain for triple (red) and quadruple (blue)
GEMs. Right: Efficiency as a function of gain for triple (red) and quadruple (blue) GEMs

Spatial resolution
In Fig. 2 right panel, red is triple GEM and blue is quadruple GEM. The difference
in spatial resolution between triple and quadruple GEMs is about 25 µm. For single,
double, and triple GEM results, distance from the first GEM to the readout plate
increases by about 15 µm/mm. Therefore, the expected difference is around 30 µm.
Hence, our simulated value of 25 µm is close.

Electron transparency
For gain values between∼100 and 7000, the electron transparency is about 27–38%.
In addition, the tripleGEM’s electron transparency is a little higher than the quadruple
GEM’s electron transparency. This is similar to the previous single, double, and triple
GEMs results.

Efficiency
The efficiency increases with gain and then comes to a plateau after a certain gain
value is reached, as shown in the right panel of Fig. 3. The triple GEM layer is faster,
arriving soonest at 100%.

It is not recommended to directly compare the simulation efficiency with the
experimental efficiency value. Because the electronics are different. However, the
efficiency of the experimental value also reaches 100% in the triple GEM first.

4 Summary

We have performed a comparative simulation study of single, double, triple and
quadruple GEM systems with Garfield++ and ANSYS. For single, double, and triple
GEMs, as the number of GEM layers is increased, the gain difference between
experimental results and simulation increases. On the other hand, energy resolution
deteriorates as the number of GEM layers is increased while maintaining the system
at a constant gain. The spatial resolution becomes poorer as the distance between the
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firstGEMand the anode increases.However, this difference is only about 15µm/mm.
While there are some differences in electron transparency, single, double, and triple
GEMs are pretty much the same. Lastly, the fewer number of GEM layers the faster
the system reaches 100% efficacy.

For triple and quadruple GEMs, we simulated the gain, spatial resolution, electron
transparency, and efficiency. These results show similar tendencies to those seen
in single, double, and triple GEMs. Based on these studies, we plan to conduct
simulations of various delta GEM voltages and also increase the number of events
so as to study the energy resolution and related properties in comparison with triple
and quadruple detectors. Lastly, our group has also already submitted our quadruple
GEM’s performance results to the Radiation Detection Technology and Methods
Journal [13].

In general increasing the gain also increases the noise. Therefore, from all the
simulated results, the spatial resolution, energy resolution, and efficiency become
poorer as the number of stages is increased. Nevertheless, we still prefer to use
multi-layer GEMs because the deteriorating values are not particularly large.

Acknowledgements The authors have been extremely fortunate to have the support, mostly via
email and other discussions, and encouragement of many individuals as well as various organiza-
tions. We are thank to Dr. Jeremie Alexandre Merlin, Dr. Rajendra Nath Patra, Dr. Rob Veenhof,
Dr. Supratik Mukhopadhyay, Dr. Lia Lavezzi, Dr. Heinrich Schindler, Luis Felipe Ramirez Garcia,
and the CERN service-desk. We would like to convey our gratitude to each and every one of them.

References

1. F. Sauli, Nucl. Instr. Meth. A386, 531 (1997)
2. S.D. Pinto, J. Spanggaard, Comments: Presented at IBIC 2013, Oxford. arXiv:1309.2908
3. Garfield++ CERN. https://garfieldpp.web.cern.ch/garfieldpp/
4. ANSYS. https://www.ansys.com/
5. John W. Robinson et al., Nucl. Instr. Meth. A 810, 37–43 (2016)
6. S. Bachmann et al., Nucl. Instr. Meth. A 479, 294–308 (2002)
7. R.N. Patra et al., Nucl. Instr. Meth. A 906, 37–42 (2018)
8. O. Sahin et al., Nucl. Instr. Meth. A 768, 104–111 (2014)
9. A. JUNG et al., PoS, ICRC2021 186 (2021)
10. S. Swain et al., Springer Singapore (2018). https://doi.org/10.1007/978-981-10-7665-7_24
11. P.K. Rout et al., JINST 16(02), P02018 (2021)
12. T. Maerschalk, Ph.D. thesis (2016). https://cds.cern.ch/record/2291028
13. L. ZHANG et al., Simulation study of the performance of quadruple-GEM detector. Radiat.

Detect. Technol. Methods (submitted)

http://arxiv.org/abs/1309.2908
https://garfieldpp.web.cern.ch/garfieldpp/
https://www.ansys.com/
https://doi.org/10.1007/978-981-10-7665-7_24
https://cds.cern.ch/record/2291028


A Simulation of Primary Ionization
for Different Gas Mixtures

R. Kanishka, Supratik Mukhopadhyay, Nayana Majumdar,
and Sandip Sarkar

1 Introduction

The gaseous detectors [1] have been used in the particle physics experiments
such as CMS [2, 3], INO [4, 5], LHCb [6, 7] and in the upgraded ALICE-TPC
[8, 9]. The work presented describes the study of primary ionization using different
radiation sources in the argon based gas mixtures. The primary ionization initiates
transportation and amplification of ions and electrons in the detector that has been
used to find the discharge probability inGEM-based detectors [10]. Thismotivated us
to study primary ionization using different radiation sources to find their responses
in the various gas mixtures. The simulation of primary ionization in argon based
gas mixtures to obtain energy and spatial information has been presented here. Four
type of gas mixtures have been used. Ar-CO2 (90-10), Ar-CO2 (70-30) [11, 12]
and Ar-CO2-CF4 (45-15-40) have been used as these gases have good transport
properties whereas addition of CF4 shows fast detection [13]. Ar-CO2 (80-20) was
studied additionally. The numerical model, results and conclusions are presented in
next sections.
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2 Numerical Model

Geant4 [14] and heed++ [15, 16] toolkits have been used to simulate the primary
ionization in argon based gasmixtures with the radiation sources such as alpha, muon
and 55Fe. Geant4 toolkit is capable of simulating the passage of particles through
the matter. Thus, it is feasible to simulate the radiation source, matter for interac-
tion and the detectors of an experiment in geant4. A particle interacts, decays and
get scattered after each step because of the different physics processes used in the
simulation. Different geant4 packages have been used for low energy and radioac-
tive physics. For alpha simulation EMPenelope, EMLivermore, Photo Absorption
Ionization (PAI), PAI-Photon have been used. EMPenelope and EMLivermore are
electromagnetic physics lists that have been used for primary ionization of low energy
(below 1GeV) physics. PAI, PAI-Photon physics lists are capable for transport of fast
charged particles, describe number and positions of primary ionization and for low
energy primary particles. In 55Fe simulation excitation of atoms produces charac-
teristic x-rays and auger electrons therefore G4AtomicDeexcitation physics list has
been used. The processes like fluorescence, particle-induced x-ray emission, auger
electron emission and auger cascade are included in this physics list. A simulation
of the ionization pattern produced by the track of the particles using heed++ toolkit
in the gaseous detectors has been done in this paper.

3 Results

We describe the different simulations in the next sub-sections.

3.1 Alpha Simulation

Four different gas mixtures such as Ar-CO2 (90-10), Ar-CO2 (80-20), Ar-CO2 (70-
30), Ar-CO2-CF4 (45-15-40) have been utilized for the simulation. Argon acts as
a target for ionization, whereas CO2 and CF4 are photon and electron quenchers
respectively. Argon atoms have higher ionization energy thanCO2 and de-excitation
of argon atoms ionize CO2 via photo absorption. An alpha beam (241Am) of 5.6
MeV energy was shot from the center as shown in the Fig. 1. The dimensions of
the gas volume were 5cm along x and y, and 20cm along z direction. EMPenelope,
EMLivermore, PAI, PAI-Photonwere the physics lists used for the simulation. 10000
events were shot in the argon based gas mixtures. Figure2 shows the x, y, z co-
ordinates of the primaries obtained when alpha of 5.6 MeV energy was simulated in
the four gasmixtures. Ar-CO2 (90-10) producesmore counts than other gas mixtures
since the argon ratio is highest than in the other gas mixtures. Figure2 also shows that
x and y co-ordinates observe Gaussian distribution since the number of events are
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Fig. 1 The geant4 display of alpha of 5.6 MeV energy that was simulated in Ar-CO2 (70-30).
Thick dotted line shows geant4 hits
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Fig. 2 The x, y and z co-ordinates of the primaries obtained from alpha of 5.6 MeV energy in four
different argon based gas mixtures, Ar-CO2 (90-10), Ar-CO2 (80-20), Ar-CO2 (70-30), Ar-CO2-
CF4 (45-15-40) respectively
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Fig. 3 The Bragg curve
obtained from alpha particle
simulation in Ar-CO2
(70-30)
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large. The x and y co-ordinates are centered at zero as the particles were shot at x = y =
0. In Fig. 2, the z co-ordinate indicates the range. The particles create primaries while
travelling along z direction. When the argon ratio in the gas mixture was increased
the number of primaries also increased. The smallest range has been observed for
Ar-CO2-CF4 (45-15-40) gas mixture. The range of alpha particle in these four gas
mixtures lie between 3.3 and 5.4cm [17]. Figure3 shows the Bragg curve for Ar-
CO2 (70-30) gas mixture. A constant deposition of energy of the particle has been
observed across the track length and was maximum at the end of the trajectory,
because the energy varies 1/v2 where v is the velocity of the particle. Thus as particle
slows down it deposits most of its energy.

3.2 Muon Simulation

For simulation of 1 GeVmuons the same dimensions of the gas volume, physics lists
as that of alpha particle have been chosen. 10000 eventswere shot fromx=0, y=0, z =
–10cm in the Ar-CO2 (70-30) gas mixture. Figure4 shows the position co-ordinates
obtained when muon of 1 GeV energy placed at (0, 0, –10cm) was simulated in gas
mixture. The figure shows that x and y co-ordinates observe a Gaussian distribution.
Due to the large range of muons the z co-ordinate is uniformly distributed. The
number of primaries/cm obtained were 64.85.

3.3 55Fe Simulation

A radioactive source 55Fe of 0.00589 MeV energy placed at (0, 0, 0 cm) was sim-
ulated in Ar-CO2 (70-30) gas mixture. The number of events and dimensions of
the gas volume were the same as used in alpha source. The physics list chosen
was G4AtomicDeexcitation. 55Fe captures the electron (let’s assume) from K-shell,
then electron from L-shell fills that vacancy thereby producing 55Mn–Kα1 (x-rays).
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Fig. 4 The x, y, z co-ordinates of the primaries obtained from muon of 1 GeV energy placed at
(0, 0, –10cm) in Ar-CO2 (70-30) gas mixture

Fig. 5 The x, y, z co-ordinates of the primaries obtained from 0.00589 MeV 55Fe in Ar-CO2
(70-30) gas mixture

If electron from M-shell fills the vacancy of K-shell then 55Mn–Kβ1 are released.
Sometimes the emitted photons eject an outer electron and is known as auger elec-
tron emission. A neutrino is also emitted during electron capture process. Figure5
shows the x, y, z co-ordinates of the primaries obtained from 55Fe simulation in Ar-
CO2 (70-30) gas mixture. Due to the loss of energy, the counts in the z co-ordinate
decreases when primaries travel along its track.

10000 events of gamma were also shot in Ar-CO2 (70-30) gas mixture using
heed++. Left of Fig. 6 shows energy peaks i.e., Kα1 and Kβ1 of x-rays (0.00589 and
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Fig. 6 Left: Kα1 and Kβ1 x-rays (0.00589 and 0.00649 MeV) obtained from gamma source in
Ar-CO2 (70-30) gas mixture using heed++. Right: Last two peaks refers to Kα1 and Kβ1 x-rays
obtained from 55Fe simulation in Ar-CO2 (70-30) gas mixture using geant4. Note: On right plot
other peaks refers to energy peaks of electron emission

0.00649 MeV) obtained when gamma was simulated in Ar-CO2 gas mixture. These
energy peaks exactly match with the standard results [18]. The last two peaks on right
plot shows energy peaks of 55Mn (Kα1 and Kβ1) using geant4 from 55Fe simulation
in Ar-CO2 (70-30) gas mixture. The other peaks on right plot refers to energy peaks
of electron emission. This is due to the inclusion of G4AtomicDeexcitation physics
list in geant4 toolkit that includes fluorescence, particle-induced x-ray emission,
auger electron and auger cascade emission. Since the physics list was used in geant4
therefore the heights of the two x-ray peaks in right plot obtained from geant4 differ
from the left plot (heed++ toolkit).

4 Conclusions

We simulated alpha, muon and 55Fe sources in different argon based gas mixtures to
obtain their response since the properties of these sources are different. The geant4
and heed++ toolkits have been used for the studies to obtain spatial and energy
information. Bragg curve was obtained for alpha particle simulation. In another
analysis, 55Fe captures the electron to emit x-rays while the electron re-arrangement
takes place. The energy peaks of x-rays obtained closely match with the standard
results.
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Simulating Response of a Liquid
Scintillation Detector to Gamma
and Neutrons

S. Das, V. K. S. Kashyap, and B. Mohanty

1 Introduction

In rare event search experiments, fast neutrons are one of the most dominant contrib-
utors to the background. They can be emitted from the surrounding rock materials
via (α,n) processes, spontaneous fission of heavy element impurities (U and Th), and
through cosmic ray interactions. EJ-301 is a popular liquid scintillation detector that
detects fast neutrons. Gamma and neutrons interact with the scintillator via electron
recoil and nuclear recoil [1]. Hence we have to calibrate both the energies separately.
It is difficult to get mono-energetic neutron sources. Unfolding can be a way of cal-
ibrating the neutron energy even if the spectrum is continuous. To do this, we need
the response of the detector to the neutron source and a detector response matrix that
connects the incident energy of neutrons to the light output of the scintillator. The
light output equation for incident neutrons with a specific energy distribution can be
written using the response matrix as, N = R × φ [2]. Where φ represents the energy
spectrum of the radioactive source, N represents measured detector response in opti-
cal counts, and R represents the response matrix. In unfolding method, we aim to
find φ using detector response N and response matrix R. A Geant4 simulated liquid
scintillation detector and its response to gamma and neutrons have been presented
in this work, along with the reconstruction of true Am-Be spectra using unfolding
method.
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Fig. 1 (left) EJ-301 detector coupled to a photo-multiplier tube. (right) Complete experimental
setup consists of detector, power supply, digitizer, shielding, radioactive sources and PC

2 Experimental Setup

In the experiment, we have used a 2" × 2" EJ-301 liquid scintillation detector [3].
The detector shows excellent pulse shape discrimination properties between gamma
and neutrons events. We have achieved a Figure Of Merit (FOM) value of ≈ 0.9
with an energy threshold at 90 keVee using charge integration method. The detector
is coupled to an R7724 Photo Multiplier Tube (PMT) from Hamamatsu. The anode
output is connected to a 14-bit CAEN V1730 digitizer which performs Digital Pulse
Processing (DPP). The output of the digitizer is connected to the PC. The experi-
mental setup is shown in the Fig. 1. The standard gamma and neutron sources used
in our experiment are 22Na, 137Cs, 60Co and 241Am-9Be respectively.

3 Detector Simulation in Geant4

We have simulated the same EJ-301 detector that we used in our experiment. The
detector geometry has been constructed in Geant4 simulation. The dimensions of the
detector are provided by the manufacturer [3]. 97% volume of the detector is filled
with scintillator (hydrocarbon) and 3% inert gas (Argon is used in our simulation).
The inside of the scintillator is coated with TiO2, which has a reflectivity of 90% to
ensure the light pulse reaches the PMT.

We place the detector above a granite base to mimic the experimental setup [4].
The radioactive sources are kept 10cm away from the detector and are assumed to
emit radiation isotropically. We have used the physics list—G4OpticalPhysics
to simulate the production of optical photons. The scintillator properties like the
value of the refractive index, absorption length, scintillation yield, scintillation time
components, transition energies are taken from theEJ-301 datasheet [3].Wehave also
added the boundary properties for different interfaces (metal-dielectric and dielectric-
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dielectric) inside the detector. To simulate the gamma and neutron interaction with
scintillator the physics lists: ElectromagneticPhysics and G4HPNeutron
[5], available in Geant4 has been used.

4 Determining the Resolution Parameter in Simulation

The resolution parameter of a scintillator measures the spread of generated opti-
cal photon numbers relative to the scintillation-yield [5] and can be written as,
Spread=Resolution parameter× √

Scintillation yield. EJ-301
scintillator, shows a scintillation yield of 12000 optical photons per 1 MeVee energy
deposition. In the simulation, we specify the resolution parameter of the scintillator
by comparing the detectors’ simulated and experimental gamma responses. The sim-
ulated gamma response for 22Na spectrum is shown in the upper left panel of Fig. 2.
We can see that it follows the Compton spectra with Compton edges broadened due
to the resolution effect. Now we need to convert the X-axis in terms of detected opti-
cal photons to ADC channels. This is done to compare the simulated spectrum with
experimental measurement. In the experiment, we have obtained detector responses
to 137Cs, 22Na and 60Co gamma sources. We have set the charge sensitivity of the
digitizer to be 5 fC/LSB, and it has a precision of 14 bit (16383 channels). If N
number of photons fall on the photocathode we can write,

ADC channel = N × 0.26 × 4.44 × 104 × 1.602 × 10−19

5 × 10−15
= N × 0.37, (1)

where, the quantum efficiency of the photo-cathode is 26% and dynodes together
create 4.44 × 104 secondary electrons on an average for each photo-electron. Using
Eq.1, we can relate the total number of optical photons falling on the photocathode
to the ADC channels. 22Na gamma response with different resolutions has been
simulated and comparedwith the experimental measurement. A resolution parameter
value of 5 in our simulation gives the best matching result. In Fig. 2 comparison
between simulated and experimental gamma responses have been shown for 137Cs,
22Na and 60Co spectra. The values of ratio plots close to one suggest that simulated
spectra are consistent with the experimental one.

5 Simulating Neutron Response of the Detector
and Reconstructing the True Am-Be Spectra

Neutrons interact with the scintillator via nuclear recoil. They can scatter with the
detector nuclei (mostly proton in case of organic scintillator) both elastically and
inelastically. Then the recoiled proton excites the electrons of scintillator molecules.
When the electrons de-excite, it emits optical photons. G4HPNeutron has been
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Fig. 2 (upper left) Simulated gamma response of detector to 22Na gamma source in terms of optical
photons collected at photo-cathode. (Upper right)DetectorResponse to 22Na gamma source. (Lower
left) Detector response to 60Co gamma source. (lower right) Detector response to 137Cs gamma
source

used to simulate the detector response to neutrons. The simulated neutron response
matrix of EJ-301 is shown in the upper left panel of Fig. 3.

The ISO spectrum of neutrons emitted from Am-Be sources follows the distribu-
tion shown in the upper right panel of Fig. 3. We generated this spectrum in Geant4
and made it fall on the scintillation detector. The neutrons scattered from the granite
base can also reach the detector and act as an additional source. We can see that this
effect modifies the spectra but very slightly.

The simulated response of the detector to Am-Be neutrons is shown in the lower
panel of Fig. 3. Now using the response matrix, we have to unfold the simulated
neutron response of the detector to obtain the input Am-Be spectrum (ISO Am-
Be spectrum). Two unfolding methods have been used: (a) Gravel iterative method
[2] and (b) RooUnfold method [6]. The reconstructed spectra obtained from the
unfolding are shown in the left panel of Fig. 4 with the variation of χ2/n.d. f value
with iteration number in the right panel of the same figure.

We can see that both unfolding methods are consistent with the ISO spectrum.
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Fig. 3 (Upper left) Response matrix 240 × 240. (Upper right) Am-Be ISO neutron spectrum.
(Lower middle) Simulated detector response to Am-Be neutron source in terms of optical counts

Fig. 4 (left) Unfolded Am-Be spectra from simulated detector response. (right) Variation of Chi
square per degree of freedom with iteration number
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6 Summary

The response of a 2"× 2" liquid scintillation detector to gamma and neutron has been
simulated and neutron response to the Am-Be source has been unfolded. We see a
good agreement between experimental and simulated gamma responses. We also see
the reconstructed spectra obtained from the two unfolding methods are consistent
to the ISO spectrum of the Am-Be source. The convergence of χ2/n.d. f is much
faster in Roo-Unfolding. It is also time-efficient. Our next plan is to experiment with
the Am-Be source and unfold the experimental neutron response. Once done, the
detector and its simulated neutron response matrix can be used to understand the fast
neutron background from the measurement made at rare event experimental sites.
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Numerical Evaluation of Resistive Plate
Chamber

Subhendu Das, Jaydeep Datta, Nayana Majumdar,
and Supratik Mukhopadhyay

1 Introduction

Resistive Plate Chamber (RPC) is a gaseous detector with parallel plate configura-
tion, known for its excellent time and spatial resolution. The easy and inexpensive
fabrication of large area coverage has made this detector suitable for many modern
experiments. Its working principle relies upon the amplification of primary electrons,
created in its gas volume due to passage of charged particles, under the influence
of an externally applied electric field. It is generated by supplying high voltages to
the conductive coating applied on the resistive plates. The performance of the RPC
is largely governed by the field configuration where the electrical properties of the
device components play an important role. In this work, we have numerically simu-
lated the electric field distribution and dark current of RPC due to the applied voltage
across its resistive electrodes to get an optimal performance of RPC.

2 Configuration and Working Principle

RPC is constructed with two parallel plates of high volume resistivity, such as glass
or bakelite [1, 2]. The gap between the plates is sealed with spacers from all sides
to make it a chamber for holding the active gas volume. A suitable gas mixture is
circulated through the volume using nozzles fixed on the side-spacers. To maintain
the uniformity of the gap between the plates, several button-shaped spacers are used
within the gas volume. The outer surface of the resistive plates is coated with a
thin layer of conductive paint where the high voltage supply is connected to create a
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(a) YZ-plane view (b) XY-plane view

Fig. 1 Resistive Plate Chamber (RPC cross-section in (a) YZ-plane, (b) XY-plane)

uniform electric field across the gas-gap. This whole structure is sandwiched between
two pickup panels for collecting the current signal of RPC which are insulated from
the conductive coating by an insulator. The pickup panels aremade by pasting copper
strips on a firm structure of insulating materials. Two schematic planar views of RPC
are shown in Fig. 1.

The primary electron-ion pairs created from the ionization of the gaseous
molecules due to their interaction with the passing particle, drift towards respec-
tive electrodes under the action of the applied electric field. The primary electrons
undergo multiplication through further interaction while moving towards the anode.
The ions on the other hand drift slowly towards cathode. This movement of elec-
trons and ions induces a current on the pickup panels [3]. The growth of the charges
causes a drop in the voltage applied at the electrodes. The high volume resistivity
of the electrodes ensures that such a drop is localized near the avalanche site. The
ultra-violet absorbing component of the gas mixture absorbs the photons emitted by
the excited gas molecules and prevents generation of secondary avalanches far away
from the original one. This helps to keep the secondary avalanches located near the
original one and in turn improves spatial resolution of the detector.

3 Simulation Model

The simulation of electric field configuration and dark current for the given design
of RPC has been carried out using COMSOL Multiphysics [4]. A 3D-model of
RPC with 3mm thick resistive electrodes and a 2mm gas-gap has been built for
simulation. The side-spacers of width 10mm and thickness 2mm and a button-
spacer of diameter 10mm and thickness 2mm have been considered. To avoid the
possibility of discahrges across the edges of the electrodes we have considered the
conductive coating has a dimension such that a gap of 1cm is available at all the sides.
Following the construction, a small copper strip for provision of high voltage supply
has been considered at one corner of the conductive coating as shown in Fig. 1(b).
The insulating layer and the pickup panel beyond the electrode have been considered
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Table 1 The electrical properties of the materials

Material Volume resistivity (� cm) Relative permittivity

Gas 1018 1

Glass electrode 1012 10

Bakelite electrode 1010 4

Polycarbonate spacer 1014 3

in the present study, although there should not be any influence of these components
on the field configuration.

The electric field and dark current in the RPC have been calculated by using the
“electric current” module of the COMSOL, where the following equations have been
solved.

∇ · J = Q j,v J = σE+ Je E = −∇V

where V andE are the voltage and electric field respectively, J is the current density,
Je is the external current density due to the electron avalanche, σ is the electrical
conductivity of the material and Q j,v is the volumetric source of current. The electri-
cal properties, volume resistivity and relative permittivity of the electrode and spacer
materials considered for this numerical study have been given in Table 1.

4 Simulation Results

Here, all the results of the voltage distribution on the electrodes, dark current density
in different components and electric field configuration within the active volume
obtained for various electrical properties of the materials will be discussed.

4.1 Voltage Distribution

The voltage distribution on the resistive electrode depends on surface resistivity
of the conductive coat along with the electrical properties of the electrode and the
spacers. In order to study the effect of non-uniform surface resistivity resulting from
the manual application of the conductive coat on the voltage distribution, it has been
measured for a glass RPC of dimension 30cm× 30cm (coated area 28cm× 28cm)
with 2mm thick electrode and 2mm gas-gap and the data have been used as input
in the numerical model to simulate the potential distribution for the same RPC. In
Fig. 2(a) and (b), the surface resistivity maps of the top and bottom glass electrodes
have been displayed while in Fig. 3(a), the simulated voltage distribution of the top
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Fig. 2 (a) Measured surface resistivity of top surface, (b) Measured surface resistivity of bottom
surface

Fig. 3 (a) Potential as a function of surface resistivity of conductive coating, (b) Simulated voltage
distribution on top surface of the glass RPC

electrode has been shown. The result proves that the potential distribution remains
uniform for the given non-uniformity in surface resistivity. Hence, in case of the
present simulation study of the bakelite RPC, the effect of the surface resistivity on
the voltage distribution has been assumed to be the same. It has been found that the
potential at different position of the electrode can be held uniform for a wide range
of variations in the surface resistivity (100 k�/� – 1 M�/�) as shown in Fig. 3(b).
It can be mentioned that the highly fluctuating surface resistivity may create non-
uniform voltage distribution in one hand and shielding effect on induction of the
output signal on the pickup panel lying outside [5] on the other.
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Fig. 4 Current density
throughout RPC

4.2 Dark Current

The simulation of dark current generated upon the application of high voltage to
the device has shown that the maximum current flows through the side and button
spacers as the volume resistivity of the gas medium is high in comparison to that of
the spacer material. The current density map inside the RPC of dimension 10cm ×
10cm, has been depicted in Fig. 4. It can be found that the amount of dark current is
governed by the resistivity of the spacer material as its value is higher in comparison
to that of the electrodes [6]. It implies that the choice of spacer material is a crucial
part of RPC construction.

4.3 Electric Field Configuration

It has been found from our study that instead of volume resistivity of either electrode
or spacer material, the combination of these two parameters plays the governing
role for the electric field. The electric field distribution inside the gas-gap with glass
electrode and polycarbonate spacer is shown in Fig. 5(a) while that along X-direction
(denoted by the red line in Fig. 5(b)) with different electrodes (bakelite and glass) and
spacer (polycarbonate) combinations are shown in Fig. 5(c). The ratio of the volume
resistivity of the spacer to the electrode should be around 102 or more to minimize
the distortion in the electric field in the close vicinity of the side and button spacers.
From the results, it can be inferred that the electrode resistivity ranging from 1010 to
1012 � cm, along with spacer resistivity 1014 to 1015� cm are the suitable choices
of material for configuring an RPC with the given geometry.
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Fig. 5 (a) Electric field (kV/cm)mapwith glass (electrode) andpolycarbonate (spacer), (b) Electric
field value with different electrode and spacer configurations

5 Conclusions

The simulation of the voltage distribution, dark current and electric field configuration
has provided us with a few criteria about the choice of materials in the construction
of RPC. The non-uniform surface resistivity of the conductive coating between a
range of 100 k�/� to 1 M �/� has been found to be suitable to maintain uniform
distribution of high voltage on both the electrodes. It has been proved by the study that
the total amount of dark current is governed by the resistivity of the spacer material.
Higher volume resistivity of the spacer material to that of the electrode gives better
electric field uniformity. In the future, we have plan to perform few experimental
measurements to corroborate the simulation results.
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Straw Tube Studies and Prototype
Assembly for DUNE

Prachi Sharma, Bhumika Mehta, Riya Gaba, Vipin Bhatnagar,
and Sushil S. Chauhan

1 Introduction

Deep Underground Neutrino Experiment (DUNE) [1], is an international particle
physics experiment hosted by the Fermi National Acceleratory Laboratory (Fermi-
lab), U.S., that aims to answer some fundamental questions about our universe. The
experiment comprises of threemain components: (1) a highly intense neutrino source
generated from a megawatt-class proton accelerator at Fermilab, (2) a Far Detector
(FD) which is to be located about 1.5km underground at the Sanford Underground
Research (SURF) Facility in South Dakota, at a distance of 1300km km from Fer-
milab, and, (3) a Near Detector (ND) that will be located just downstream of the
neutrino source on the Fermilab site in Illinois.

The driving goals of the DUNE are to conduct a comprehensive program of neu-
trino oscillation measurements, search for proton decay in several decay modes,
detect and measure the νe flux from a core-collapse supernova within our galaxy,
if one happens during the lifetime of the experiment and other accelerator-based
neutrino flavor transition measurements with sensitivity to BSM phenomena, mea-
surements of neutrino oscillations using atmospheric neutrinos, searches for dark
matter, and a rich program of neutrino interaction physics, including a wide range of
measurements of neutrino cross sections and studies of nuclear effects.

TheLong-BaselineNeutrinoFacility (LBNF) beamline [2]will deliver theworld’s
most intense neutrino beam to the near and far detectors in an on-axis configura-
tion. The FD will be a modular LArTPC (Liquid Argon Time-Projection Cham-
ber) with a total mass of 70 kt and a fiducial mass of roughly 40 kt. This detector
will be able to uniquely reconstruct neutrino interactions with image-like precision
and unprecedented resolution. The ND will include three primary detector compo-
nents: a LArTPC, a high-pressure gaseous argon TPC (HPgTPC) surrounded by an
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Fig. 1 Schematic of the
DUNE ND hall shown with
component detectors all in
the on-axis configuration.
The SAND detector is shown
in position on the beam axis.
Figure taken from [1]

electromagnetic calorimeter (ECAL) in a 0.5T magnetic field, together called the
multi-purpose detector (MPD) and an on-axis beam monitor called System for on-
Axis Neutrino Detection (SAND). Figure 1 shows the DUNE ND Hall with compo-
nent detectors.

SAND [3, 4] is a magnetized beam monitor that monitors the flux of neutrinos
going to the FD from an on-axis positionwhere it is muchmore sensitive to variations
in the neutrino beam. SAND consists of an inner tracker surrounded by an ECAL
inside a large solenoidalmagnet. The inner tracker uses the StrawTube as the tracking
detector technology.

2 Straw Tube Tracker

Straw tubes are gaseous drift detectors that work in proportional operation mode. It
is a cylindrical conducting tube filled with gas and a wire that is tensioned along the
axis of the tube. The main purpose of the straw tube is to detect charged particles
passing through it (mainly muons and pions). When a charged particle passes the
tube, an electromagnetic interaction takes place between the charged particle and
the atoms and molecules of the gas. Due to these Coulomb interactions, electron-ion
pairs are created along the trajectory of the charged particle. The applied electric field
between thewire (given positive voltage of few kV) and the tube results in the drifting
of electrons and ions through the gas. The anode wire collects the electrons while the
ions drift towards the straw tube wall (cathode). As the electric field is strong near
the anode wire, the primary electrons formed drift to produce electron-ion pairs via
the secondary ionization in the gas eventually forming an avalanche. This avalanche
when reaches the anode wire is large enough to produce a measurable signal that can
be recorded by the readout electronics. As the straw tubes work in the proportional
region, the size of the signal is proportional to the deposited primary charge.

The tracking of the charged particles traversing the straw tube is done by the drift
time measurement of the anode wire i.e. the arrival time of the signal defines the
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Fig. 2 Drawing of a straw
tube for charged particle
tracking. Distance of closest
approach of charged particle
track to the anode wire is
denoted by x

drift radius, and the charge collected is proportional to the particle energy lost by
ionization. The minimal distance between the wire and the trajectory of the charged
particle is determined from the drift time of the ionized particles and this distance
is the main information obtained using straw tube detectors for charged particles.
Sketch of a straw tube is shown in Fig. 2.

3 Straw Tube Tracker for SAND

The Straw Tube Tracker (STT) is designed to be a fully tunable tracking detector
providing control over the configuration, chemical composition and mass of the ν-
targets, similar to electron scattering experiments [5].

The base tracking technology for the STT for SAND is provided by the low mass
strawswhich have 5mmdiameter, 12µm thick cathodewalls and a 20µmgold plated
tungsten anode wire. The STT is to be operated with a gas mixture of Xe/CO2 in
the ratio of 70/30 and a pressure of 1.9 atm. The single hit space resolution for
the straws is estimated to be <200 µm. As the targets are spread uniformly within
tracker; the average density is low (0.005 ≤ ρ ≤ 0.18 g/cm3) which helps to obtain
the total detector length comparable to the radiation length, and thus an accurate
measurement of the four-momenta of final state particles. Also, the excellent vertex,
angular,momentum, and timing resolutions are themain factors to correctly associate
neutrino interactions to each targetmaterial. Thus, SAND is a high resolution detector
with momentum scale uncertainity < 2%. The thin replaceable targets account for
97% of the STT mass and the straws for the rest 3%.
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4 STT R& D at Panjab University

Present Status
At Panjab University, we are operating a test ST Chamber that has been procured
from JINR, Dubna, Russia. 50 straws have been purchased from Lamina Dielectrics
Ltd., UK and a 20 µm gold plated tungsten wire was purchased from Luma Metall
AB, Sweden. A leak test setup consisting of a gas sniffer, manometer, and pressure
gauge has been established. A gas mixture Ar/CO2 in the 80/20 volume ratio is
available. An optical bench of dimensions 6′ × 4′ has been made. A single chan-
nel preamplifier is also available which came with the test ST Chamber from JINR
Dubna.

Work Done/In Progress: The assembly of a single straw tube has been done. A
perspex gas chamber has been prepared for the assembled straw. Wire tension test
has been done and the single straw tube performance study is ongoing (details in the
next section). The proposed SANDSTTwill use 5mm strawswhich will be procured
from Lamina Dielectrics, UK.

1. Wire tension test and measurement: of the wire was measured with a Sonometer
setup shown in Fig. 3. Resonant frequencies were observed for a particular mass
and the masses were gradually increased. The properties of the wire used are
shown in Table1 and the results of the tension measurement of the wire with the
sonometer setup is shown in Table2.

Result: The 20 µm wire can hold a maximum tension of 60g.

Fig. 3 Wire tension measurement setup at Panjab University

Table 1 Properties of the wire

Thickness 20 µm

Density 19.22g/cc

Specific resistance 0.092 �-mm2/m

Length (between 2 bridges) 75cm
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Table 2 Wire Tension Measurement with Sonometer

Mass (g) Observed frequency
(Hz)

Theoretical Values for
Frequency (Hz)

Percentage Error (%)
((Theoretical
Value-Observed
Value)/(Theoretical
Value))

20 124 120 3.33

30 145 147 1.3

40 162 169 4.14

50 188 189 0.5

60 201 204 1.4

Fig. 4 a Aluminum Coated Mylar Straw Tube (ST) b Assembled ST c Crimping pin (above) and
Spacer (below) d Endplug

5 Assembly

The assembly of a single straw tube was done at Panjab University, Chandigarh.
The Straw tube used is an aluminum coated Mylar tube. It is 181cm long and has a
diameter of 9.53mm. A gold plated tungsten wire is used as anode and the cylindrical
straw tube is the cathode. A spacer is placed in the middle of the straw tube and the
wire is crimped with a crimping pin, after giving it the required tension. This setup
is then glued to an endcap using Araldite glue leaving space for the passage of gas.
Figure4 shows the various components and the assembled ST.

The weight of the Straw Tube before assembly was 5.81g and after the assembly
was 9.76g.
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Fig. 5 (Right) Prototype
designed for a single straw
tube study

6 Future Plans

The group at Panjab University will work on the prototype shown in Fig. 5, which is
being designed for the study of the assembled single straw tube. The gas chambers
are to be fixed at the two ends of the straw tube and the straw tube holders (shown in
yellow) under the ST. The inlet and the outlet of the gas in the perspex chambers are
also shown. A PCB will be mounted at one side of the gas chamber. The gas to be
passed will be a mixture of Ar/CO2 in the ratio 80/20. The connection to the HV
for the straw wire is shown in Fig. 6.

A prototype chamber shown in Fig. 7 has also been proposed with the dimensions
of 1.8m × 50cm.

Fig. 6 (Right) A simplified schematic circuit of one detector channel for the Straw Tube

Fig. 7 3D CAD model of the proposed Prototype ST Chamber
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Upgradation of CMS Detector
at the LHC with GEM Detector

Harjot Kaur, Jyoti Babbar, Vipin Bhatnagar, Nitish Dhingra,
Amandeep Kaur, Tanvi Sheokand, and J. B. Singh

1 Introduction

The CompactMuon Solenoid (CMS) [1] detector is a multipurpose detector installed
at the Large Hadron Collider (LHC) [2] at CERN. CMS detector covers a broad-
physics programme ranging from the precision measurement of the Standard Model
(SM) processes to the search for the new physics phenomena. A powerful super-
conducting solenoid and an iron return yoke act as the basis and frame of the CMS
detector. There are three sub-detectors which are located inside the solenoid: Tracker,
Electromagnetic CALorimeter (ECAL) and the Hadron CALorimeter (HCAL). The
muon system of the CMS is outside the superconducting magnet. Each sub-detector
serves specific purposes, and provides an understanding of collision events. By the
end of year 2023, the LHC is expected to reach the milestone of total integrated
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luminosity of 300 fb−1 including all the run periods. The high luminosity upgrade
of the LHC is foreseen during a third long shutdown to further increase the instan-
taneous luminosity to 5× 10−34 cm−2s−1. The high luminosity upgrade of LHC is
aimed to exploit its full discovery potential in terms of the increased center-of-mass
energy as well the instantaneous luminosity. This includes discovery of new massive
particles and rare physics phenomena which otherwise are hard to access.

The muon system plays a crucial role in CMS as the production of new particles
generally involves one ormoremuons. For example, one of the cleanest signatures for
Higgs Boson search is the final state involving four muons from Higgs boson decay.
The muon system of CMS detector consists of Drift Tubes (DT) in barrel region
up to pseudo-rapidity |η| <1.2, Cathode Strip Chambers (CSC) in the endcaps up to
0.9 < |η| <2.4 and Resistive Plate Chambers (RPC) provide redundant trigger and
fine position measurement in both barrel and endcap regions. As the name signifies,
detection of muons is one of the crucial tasks of CMS. The muon system aims
to provide efficient and fast identification of muons in order to distinguish signal
events from the background. However the forward region of the endcap is only
instrumented with CSCs. The possible degradation of CSC performance due to the
sustained operation in a high rate environment could drastically affect the entiremuon
system. However, major improvements are planned to cope up with the degradation
of DTs, RPCs and CSCs by installing an additional set of muon detectors, called
Gas Electron Multiplier (GEM) [3] in the first endcap muon station to improve and
maintain the forwardmuon triggering and reconstruction in the region 1.6< |η| <2.2
at high luminosity. The details on assembly and testing of these GEM detectors, as
per the protocol set by CMS-GEM collaboration, are discussed in the subsequent
sections of this paper.

2 GEM Detector

The GEM technology was introduced by Sauli [4] in the year 1997 to pre-amplify
signals inMicro Strip Gas Counters (MSGCs). It consists of a thin layer of insulating
polymer, usually a 50µm thick polyimide, coated on both sides with 5µm of copper
and chemically perforated with a high density of microscopic holes. The typical
diameter of the holes is 70 µm, with a pitch of 140 µm as shown in Fig. 1 (Left).
The GEM detector works in a gas medium in which gas ionization takes place
due to the acceleration of electrons under the influence of the electric field. These
primary electrons acquire sufficient energy to produce an avalanche. The charge
after the amplification can drift toward a readout board where it induces an electrical
signal. Among noble gases, argon (Ar) has high specific ionization [6, 7] and is less
expensive. However, it can cause avalanche creation beyond the Raether limit [4]
which leads to sparks and cause permanent damage to the detector. Thus, carbon-
dioxide (CO2) is often used as quenching gas which can be used to reduce the spark
probability and to stop unwanted avalanche due to the emission of UV photons. The
gasmixtures ofAr andCO2 are used in proportions of 70:30 for CMSGE1/1 detector.
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Fig. 1 ScanningElectronMicroscope (SEM)picture of aGEMfoil (Left) andPrinciple of operation
of a triple GEM chamber (Right) [5]

The CMS triple GEM detector (GE1/1) is made by a drift cathode, three GEM
foils, and the Printed Circuit Board (PCB) anode (or readout board). GE1/1 pro-
duction chamber has a 3/1/2/1mm (drift/ transfer1/ transfer2/ induction) gas gap
configuration, as shown in Fig. 1 (Right), which is enclosed between two electrodes
with an electric field applied between these electrodes. The primary electrons produce
ionization in the gap between the cathode and the first GEM foil (drift gap) as shown
in Fig. 1 (Right). A signal induced by a particle is not immediately re-absorbed by the
GEM electrodes but is transferred through transfer region to another GEM foil for
further amplification. The electron-ion pairs are attracted by electric field produced
inside the GEM holes due to applied voltage across the two copper-clad surfaces of
a foil. They acquire enough kinetic energy to produce secondary ionization in the
gas and results in amplification of signal. After crossing the last GEM foil they drift
through the induction gap to the anode where the signal is registered by the readout
strips.

3 Assembly and Testing of GEM Detectors

3.1 Pre-assembly

A kit having different parts of the production chamber was made available by CERN.
Prior to actual assembly of GEM detectors, some essential pre-assembly activities
were carried out to make the raw material ready. As a first step, the screws and
pullouts were cleaned using ultrasonic bath to remove the possible dust particles. In
the next step, the drift board was prepared using the pullouts and by soldering the
capacitors as well as resistors at their respective positions as shown in Fig. 2 (Left
and Middle). Next step was to prepare the readout board by fixing the gas nozzles as
shown in Fig. 2 (Right).
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Fig. 2 Mounting of the pull-outs (Left), soldering of the SMD components (Middle) and fixing the
gas nozzles (Right)

3.2 Assembly

The assemblyof detectorwas done in a class 100 clean roombuilt at PanjabUniversity
(PU) site. All foils were stretched in the frames for cleaning and testing. The foils
were cleaned gently from both sides by using an anti-static sticky roller to remove
the possible dust particles as shown in Fig. 3 (Left). Then foils were tested with the
insulation meter by applying 550V voltage to foil for several minutes. As expected,
the resistance of the foils was found to be 20 G� after few seconds with relative
humidity lower than 40%.

The next step was the mounting of GEM stack. For this purpose, the plexiglass
baseplate was placed on the assembly table and 3mm clean spacers were inserted
on the guiding pins. Afterwards, GEM1 foil (refer to Fig. 1 right) was placed having
1mm spacers fixed over it as shown in Fig. 3 (Middle). Following the same approach,
a stack was formed using GEM2 foil with 2mm spacers and GEM3 foil with 1mm
spacers as shown in Fig. 3 (Right). The Plexiglasswas again placed on the top ofGEM
foil stack using guiding pins and screws were fixed to protect the GEM stack. The
excess of Kapton foils was removed using a sharp blade. The GEM stack was then
dissociated from the plexiglass base plate and placed on the drift board in the area
delimited by the pullouts as shown in Fig. 4 (Left). Then the chamber was moved to
the assembly jig and drift board was clamped to the assembly table using aluminum
bar. After placing the screws, the plexiglass and aluminium bars were removed. In the

Fig. 3 Cleaning of the GEM Foils (Left), Placing the spacers (Middle) and Assembled GEM stack
(Right)
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Fig. 4 Placing GEM stack on drift board (Left), Stretching the stack (Middle) and Assembled
detector (Right)

next step, the foils were stretched to remove any wrinkles on the surface as shown in
Fig. 4 (Middle). First the foils were stretched mechanically and later fine stretching
was done using torque control tools through the pull-outs all along the foil edges,
for a tension about 5N/cm. Afterwards, the external frame was placed between the
GEM stack and aluminum bars and readout board was put on the top of GEM stack
as shown in Fig. 4 (Right). Finally, after tightening the screws at 1.2 Nm using the
manual torque screw driver, the aluminum bars were removed to release the chamber.

3.3 Testing of GEM Detectors

After assembly, some quality control (QC) tests were performed [8]. QC2 test was
performed before, during and after the assembly of the detector. After the assembly
of GE1/1 detector, QC2 fast test was performedwhich aimed to determine the quality
of a GEM foil by measuring the maximum leakage current in GEM foils and gas
gaps. This test was carried out usingMulti Mega-ohmmeter, also calledMegger. The
voltage of 550V was applied on GEM top and bottom HV pads for several minutes,
the impedance of the foils should reach 10 G� after few minutes. After the test
was done, the GEM foils were discharged. Similarly, the impedance of the gaps was
measured after applying voltage of 550V on bottom HV pad of one GEM and top
HV pad of other GEM foil. The detector was accepted if the impedance of all gaps
was above 100 G� after a minutes. The next test in the series of checks was QC3 gas
leak test which was meant to identify the gas leak rate of a detector by monitoring the
drop of the internal over-pressure as a function of the time. All chambers were tested
with an initial over-pressure of 25 mbar, and its internal pressure is monitored for
1h. The maximum acceptable gas leak rate is about 7mbar/hr and all the detectors
assembled at PU site successfully passed the QC3 gas leak test because gas reduction
rate was found to be less than 7 mbar/hr as shown in Fig. 5 (Left). To determine the
V-I characteristics of a detector and identify possible malfunctions, defects in the HV
circuit and spurious signals, QC4 test was performed. The monitored voltage (Vmon)
as a function of the monitored current (Imon) is shown in Fig. 5 (Right). The QC5
test is split into two steps: the measurement of the effective gain as a function of the
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Fig. 5 Results of QC3 gas leak test (Left) and QC4 test (Right)

voltage applied on the divider; and the measurement of the response uniformity of
the detector. This test was conducted at University of Delhi.

After performing the QC tests, the assembled chambers were shipped to CERN,
Geneva. These chambers were equippedwith the electronics such as VFATs, FEAST,
optohybrid board, optical fibres, etc., [3]. A set of additional QC tests were performed
for these chambers and the set of two chambers passing all the QC tests were coupled
together to form one super chamber in order to obtain two detection planes. The super
chambers alternate in the azimuthal direction between the long and the short versions
to ensure the full coverage of the muon endcaps. These super chambers were later
installed at CMS during year 2019–2020.

4 Phase-II Upgradation of CMS Detector

To extend the sensitivity for newphysics searches, amajor upgrade of theLHCknown
as High Luminosity LHC (HL-LHC) has been planned. With this the integrated
luminosity will increase ten times with respect to the designed value. The center of
mass energy of proton-proton collisions is expected to be raised from 13 TeV to 14
TeV. The high luminosity data taking period with the upgraded LHC, called Phase-II
[9], is expected to end in 2038. To cope up with the increase in background rates and
trigger requirements, two major upgrades known as GE2/1 and ME0 will take place
in CMS muon station.

The GE2/1 upgrade, involves upgradation of second ring of GEM muon detec-
tors in the endcap region next to ME2/1 chambers. The GE2/1 chambers will par-
tially overlap with GE1/1 chambers and will cover the pseudo-rapidity range 1.62
< |η| < 2.43. The main motivation behind the introduction of new ME0 detectors
is to increase the geometrical acceptance for muons. The ME0 chambers will cover
the pseudo-rapidity range 2.03< |η| < 2.8 using six layers of triple-GEM detectors.
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The ME0 system will provide unique coverage in the range 2.4 < |η| <2.8 and will
strengthen the coverage provided by the CSCs, RPCs and GE2/1 in the range 2.03
< |η| < 2.4.

5 Summary and Future Plans

The upgradation ofCMSmuon system is desired to improve andmaintain the forward
muon triggering as well as muon reconstruction at high luminosity. For this purpose,
CMS detector is proposed to be equipped with an additional layer of GEM (GE1/1)
detectors. Panjab University site was approved for the assembly and testing of these
detectors by CMS-GEM group. The assembly and testing of 8 GE1/1 detectors was
done and the experimental results were found to be consistent with the recommen-
dations of CMS-GEM Collaboration. These detectors were eventually shipped to
CERN, Geneva where they have been installed in the CMS detector successfully.
For the phase-II upgrade of CMS detector, two sites from India will participate in
the GE2/1 and ME0 production. The setup for QC5 test is now ready at Panjab Uni-
versity site, therefore, all QC tests upto QC5 for GE2/1 and ME0 chambers will be
performed in near future.
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FPGA Based High Speed DAQ Systems
for HEP Experiments: Potential
Challenges

Shuaib Ahmad Khan, Jubin Mitra, and Tapan K. Nayak

1 Introduction

Nuclear and particle physics experiments are performed to investigate fundamental
interactions and the constituents of matter. In the framework of HEP experiment,
the energies of the particle beam, constituted of either proton or heavy ions like
lead ions, are of the order of hundreds of Giga-electron volts (GeV). Particle beams
collide with each other to produce zillion of highly energetic particles. One of the
best examples of such an experiment in the modern period is CERN’s Large Hadron
Collider (LHC).

In a heavily irradiated environment of a typical HEP experiment, various detectors
are generally mounted. Depending on the physics rationale, each detector has a
distinct form factor, geometry and granularity. Each high energy detector system
has a significant number of electronics readout channels associated with it in order
to retrieve information. With the growth in beam energies and luminosities with
time, the rate and volume of data generated in a collider experiment has increased
dramatically. Consequently, a large amount of raw data is generated at a rate of a few
Tera Bytes per second (for example ∼4 Tera Bytes per second in ALICE experiment
at CERN). An efficient DAQ and computing system is required to extract the data
from the detectors, process the raw data in the front-end electronics (FEE), and
transfer it reliably to the servers and the grid computing systems using the FPGA
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based processing units for the further offline computing. Traditional DAQ systems
from the last century were framed around the features of specific experiments, with
custom designed readouts having only hundred of readout channels and non-standard
interconnects acknowledging DAQ concerns. Also these are prone to multi-bit upset
in radiation zone.

In the recent times, the availability of cutting-edge technology such as densely
packed FPGAs and graphics processing units (GPU) as commercial-off-the-shelf
(COTS) components have pushed the data handling technologies and topologies to
their limits. With the advent of point-to-point high-speed networks such as Ethernet
and the Peripheral Component Interconnect Express (PCIe) protocol; data of the
order of Terabytes/sec, high channel counts, and on-board and local processing are
achieved.

We have presented an overview of the new FPGA based high speed DAQ read-
out scheme and its advantages over the conventional approach in Sect. 2. Potential
technical challenges in the development of such a system, points of uncertainties and
their probable solutions are summarized in Sect. 3. The results with a deep analysis
for the proper selection of FPGAs are discussed in Sect. 4. The paper is concluded
with a summary in Sect. 5.

2 Data Acquisition for HEP Experiments and the Role
of FPGAs

Thedesign anddevelopment of acquisition systems forHEPexperiments is a complex
process. The detectors are positioned in the radiation hard zone with FEE mounted
over detectors. To transport the signal across greater distances, FEE turns the raw
detector charge to an electrical signal. The requirement for radiation resistance for
the cavern’s installations makes DAQ’s design a major consideration. To get around
this, a design topology is generally adopted in which application specific integrated
circuits (ASICs) are used in the stringent radiation zone and FPGA-based circuits are
used for the rest of theDAQchain development. FEE aremade using customdesigned
ASICs.Data from thedetector backplane is sent to theFEE.Thenext stage is to deploy
dedicated FPGA-based data concentrator units (CU) that are placed in non-radiation
hard counting rooms as indicated in Fig. 1. CUs combine data from numerous chan-
nels and multiplex it onto a smaller number of high-bandwidth channels. The data is
processed by CU before being transferred to the servers via high-speed links. FPGA
based CUs are also used for data processing in real time. Processing in real time
aids the rejection of unnecessary data prior to its storage. The use of CU for online
processing necessitates the careful selection of an on-board FPGAwith the necessary
specifications.

Themajority ofLHCexperiments are presently operated in this intelligentmanner.
This topology reduces the time and effort necessary for development while increas-
ing performance. Many essential design aspects are taken care of with the usage of



FPGA Based High Speed DAQ Systems for HEP Experiments: Potential Challenges 85

Fig. 1 Block diagram: Scheme of DAQ for HEP experiments

FPGAs. Space, cooling, magnetic fields, ionising radiations, power limits, high data
rate handling in FPGA, low and fixed latency transmission, and data loss recovery in
radiation situations against multibit upsets1 are only a few examples. Because COTS
components are used, the DAQ has a high availability and is easy to maintain during
operation. This is an important metric to consider when installing DAQ systems.
Some detectors provide data at a faster rate and in greater volume than others, neces-
sitating the use of a reconfigurable DAQ system to balance the workload distribution.
Online data reduction also requires on-the-fly data processing, with only the filtered
data being saved for fine analysis. The use of FPGAs aids in meeting these impor-
tant requirements. An insightful design for DAQ necessitates a well-researched and
explored approach to selecting the FPGA, which will be covered in the following
sections.

3 Potential Challenges

The FPGAbasedCUs are at the core of theDAQ, passing the trigger, timing, and data.
Consequently, these boards must be extremely reliable. Failure of CUs during the
run time of an experiment will result in the loss of beam data before being replaced,
which is a highly undesirable situation given that the LHC beam is the result of
several intensive efforts at the machine level. Technical challenges in the design and
development of CUs are summarised as follows:

1 Multibit upset: if two or more error bits occur in the same data word.
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3.1 Location of the FPGA Based CUs and Selection
of FPGAs

The physical location of the FPGA based readout boards in the readout chain affect
the selection and design of the hardware. In contrast to its location near the detector
systems in cavern, the boards will be accessible during operation when located in the
ground level counting room. Also there will be no additional electronics, cooling,
cabling, to be installed and maintained along with the detector. Placement of FPGA
boards in the non-radiation hard zone allows the use of various non-radiation hard
FPGAs available commercially. A detailed analysis focussing on the chief perfor-
mance metrics of FPGAs is performed on the available devices from the popular
vendors of equal repute like Intel Inc. and Xilinx Inc. and the results are shown in
Sect. 4.

3.2 Signal Integrity Issues

In a widely distributed readout scheme of HEP experiments, there are multiple points
of uncertainities which leads to the loss of synchronization. Maintaining the timing
relationships and synchronization among payloads is an essential pre-requisite for
the integrity of the acquired data. When signals are exchanged across asynchronous
clock domains, metastability may be introduced [1]. The register setup and hold
time should be kept constant to ensure data read and write reliability. Furthermore
the temperature variations could onset metastable behaviour that accounts for the
phase drifts of the clocks and push the system in an unstable zone.

Eye diagram analysis and jitter measurements are used as metrics to indicate the
signal integrity of the system [3]. It acts as a measure for the performance of the link
as shown in results.

3.3 Hardware Complexities

The customdesignedFPGAboards for the high speed data transmission requirements
of theHEPapplications are highly complexwithmultiple optical transceiver links [2].
Transmission loss in the data is seen if not properly designed at hardware level. The
boards are fabricated on the multilayered PCBs with requirement of laser drilling
to match the via-size requirements and specialized soldering techniques are also
needed. Material requirements for the PCBs are also strict as the boards are exposed
to high thermal loads. Hence PCB material should withstand high Glass Transition
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Temperature (Tg)2 and high Decomposition temperature (Td),3 as a measure for
the degradation of the material. Td is the point as which reliability is compromised
and delamination may occur. Data will be aggregated to even higher speed PCIe
Gen3× 16 links hence low dielectric constant material is required to reduce the high
frequency losses at high data rates.

4 Results and Discussion

Various considerations constrain the FPGA variant for DAQ hardware development
and firmware design in the topology when FPGAs are kept outside the radiation
zone. State-of-the-art non-radiation hard FPGA families from Xilinx and Intel inc.
are compared against numerous essential characteristics as mentioned in the Table1.
It provides an in-depth analysis of themetrics [3] like process technologywhich gives
an idea of the length of a transistor gate: the smaller the gate size the more processing
capability that can be packed into a given space channel, availability of High Speed
Serial Interface Serializer-Deserializer (HSSI-SerDes) like 10Gbps transceivers on
FPGA, amount of logic resources, previous proven use, market research, Phase lock
loops (PLL), and their availability on the market. These factors influence the FPGA
chip that is used on the CU and the computing units. The survey is quantitative
and derived from the device configuration and the manufacturer specification. The
critical requisites of Arria-10, Agilex-F, Stratix-V GX, Stratix-10 FPGAs of Intel
inc. with Virtex-7, Virtex-6, Virtex Ultrascale FPGAs of Xilinx inc. are compared.
According to the results shown in Table1, the latest 10-nm Intel’s Agilex-F FPGA
and 20-nm Xilinx’s Virtex Ultrascale FPGA have 2.69 million Logic Elements/cells
and 1.9 million Logic Elements/cells respectively, and are most powerful in terms
of processing and logic resources. Both devices also support the latest generations
of PCIe and 10Gbps transceivers. The designer’s optimal device selection, on the
other hand, is influenced by the experiment’s processing requirements. For design
engineers, the results presented are an in-depth but not exhaustive survey in tabular
form and serve as a valuable reference. The statistics of the eye diagram immediately
reveal the signal to noise ratio of the high-speed data transmission. The eye width is
determined by the jitter in the transmission. As an example; the signal quality of the
4.8 Gbps rad-hard GBT protocol [3] on Stratix-V is measured using the eye diagram,
on a high bandwidth data analyser oscilloscope as shown in Table2. Jitter is of the
order of pico-second only.

2 Tg: temperature range in which a PCB substrate transitions from a rigid state to a deformable
state; however reversible.
3 Td: the temperature at which a PCB material chemically decomposes and not reversible.
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Table 2 Eye Diagram for data of GBT transmission

Parameter Value

Eye width 176.8 ps

Eye height 373 mV

5 Summary

An overview of the new FPGA based high speed DAQ system which is capable of
high data rate communication is presented. Technical challenges in its development
are also highlighted which includes the placement of FPGA boards in the readout
chain, signal integrity issues andhardware complexities in the fabrication.A thorough
examination of FPGA parameters for optimal device selection is presented.
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Gain Uniformity of a Quad-GEM
Detector at Different Gas Flowrates

Rupamoy Bhattacharyya, Rama Prasad Adak, Pradip Kumar Sahu,
and Sanjib Kumar Sahu

1 Introduction

The Gas Electron Multiplier (GEM) detector [1] is widely used in many high energy
physics experiments [2–4]. A 10cm × 10cm prototype quad-GEM detector, fab-
ricated at the Institute of Physics, Bhubaneswar [5, 6] is utilized for this purpose.
The drift, transfer and induction gap of the quad-GEM detector are 3, 2 and 2mm
respectively. Detector gain and gain uniformity across the detector are the crucial
parameters for detector characterisation. Both of them are systematically studied
at different gas flowrates. The gain is calculated from the measured anode current
of the detector using a radioactive Fe55 X-ray source. the absolute gain (G) of the
quad-GEM detector is calculated using the following relation [7]

G = I

Rne
. (1)

Here I is the anode current, R is the count rate of the radioactive source, n is the
number of primary electrons generated inside the drift region for each incoming
ionizing particle and e is the electronic charge.
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Fig. 1 Left panel: Block
diagram of the experimental
setup (top), top view of
quad-GEM detector
(bottom); Right panel:
Experimental setup for
measuring detector gain

2 Experimental Setup

The quad-GEM detector is biased using a four-channel programmable high voltage
power supply (CAEN N1470). A pre-mixed gas mixture of Ar:CO2 in the ratio of
80:20 is used during the experiment and the gas flowrate is monitored continuously
using a flow-sensor built in-house [8]. A constant �VGEM = 300 V is maintained
across each GEM foil. The corresponding electric field in the drift, transfer and
induction gaps are 0.4 kV/cm, 3.6 kV/cm, and 4 kV/cm respectively. The surface area
of the detector (10× 10 cm2) is divided into 16 equal zones of area 2.5× 2.5 cm2 and
each zone is irradiated using a collimated Fe55 X-ray source [9]. The corresponding
anode current is measured using a pico-ammeter (Keithley 6485). The block diagram
and experimental setup are shown in Fig. 1.

3 Results and Discussions

2D distribution of anode current and absolute gain across the 16 zones of the detector
for flowrates 5.3, 7.1, 10.2, 15.1, 21.5 and 26.9 SCCM are shown in Figs. 2, 3, 4, 5,
6 and 7 left and right panel, respectively. The background current is limited to 0.3
nA in each of the cases. The present count rate R is measured using a pre-amplifier
(Ortec 142AH), spectroscopic amplifier (CAEN N968) followed by a discriminator
and scaler module (built in-house) [7] and it is found to be 9 kHz. Results show that
the gain is relatively less along the sides (especially at the corners). A part of the
avalanche of electrons, might not be collected by the anode planes in these regions.
Variation of average absolute gain vs. flowrate is shown in Fig. 8. In each of the cases,
the gas flow direction inside the chamber is from bottom-left to top-right. Next, for
a specific flowrate (21.5 SCCM) the gas flow direction inside the gas chamber is
reversed (top-right to bottom left) and the corresponding anode current and gain
distribution is shown in Fig. 9. After calculating the average gain for each zone from
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Fig. 2 2D distribution of anode current (left panel) and 2D distribution of gain (right panel) at a
flowrate of 5.3 SCCM

Fig. 3 2D distribution of anode current (left panel) and 2D distribution of gain (right panel) at a
flowrate of 7.1 SCCM

Fig. 4 2D distribution of anode current (left panel) and 2D distribution of gain (right panel) at a
flowrate of 10.2 SCCM
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Fig. 5 2D distribution of anode current (left panel) and 2D distribution of gain (right panel) at a
flowrate of 15.1 SCCM

Fig. 6 2D distribution of anode current (left panel) and 2D distribution of gain (right panel) at a
flowrate of 21.5 SCCM

Fig. 7 2D distribution of anode current (left panel) and 2D distribution of gain (right panel) at a
flowrate of 26.9 SCCM after reversing the flow direction
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Fig. 8 Variation of absolute
gain verses flowrate at a
constant �VGEM = 300 V

Fig. 9 2D distribution of anode current (left panel) and 2D distribution of gain (right panel) at a
flowrate of 21.5 SCCM after reversing the flow direction

Figs. 6 and 9 (right panel), it is found that there is a 9.7% variation of gain across the
detector for a fixed flowrate of 21.5 SCCM at a constant �VGEM = 300 V.

4 Conclusion

The variation of absolute gain with gas flowrate is studied for a prototype quad-GEM
detector fabricated at the Institute of Physics, Bhubaneswar, for a fixed �VGEM =
300 V. The absolute gain of the detector initially increases with the gas flowrate
(as the number density of the ionizing gas increases with flowrate) and tends to
saturate from 15 SCCM (which sets the operating flowrate for this detector). So,
flowrate of the gas plays a crucial role in determining the gain of the quad-GEM
detector, especially for low (<15SCCM) flowrates. The gain uniformity is studied
for a specific flowrate (by reversing the flow direction as well) and it is found that
there is a spread of 9.7% over the 16 zones of the active area of the detector in the
experimental setup. It may be mentioned here that the presence of pressure gradient
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near the gas inlet and outlet regions or/and the in-homogeneity of the gap between
the gem foils (if any) could result in such variation of gain across the detector.
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Characterization of Sapphire Detector
for CEνNS Search at MINER

Mouli Chaudhuri

1 Motivation

Coherent neutrino-nucleus scattering (CEνNS) is a Standard model process where a
neutrino interacts with a nucleus as a whole by exchanging a Z boson and scatters off
the nucleus creating a nuclear recoil [1]. CEνNS requires incident neutrino energies
of the order of a fewMeVwhich results in a nuclear recoil energy of 1 eV to few keV
depending on the mass of the target nucleus [2]. MINER experiment at the Nuclear
Science Center (NSC) at Texas A&M University, USA aims to measure precisely
the CEνNS cross-section utilizing the large neutrino flux from the 1 MW reactor
with 235U core. In Table1 some details of the MINER reactor are listed. Figure1a
shows the neutrino spectrum from a reactor [3] where the blue dotted vertical line
in the figure represents energy threshold for Inverse Beta Decay (IBD) process. As
most of the neutrino flux is below this threshold, they could be detected through
the CEνNS process. Detection of low energy neutrino demands low recoil energy
threshold detectors (∼100 eV). Figure1b shows the maximum recoil energy as a
function of neutrino energy for various target masses (solid lines). It is seen that
reactor neutrinos impart higher recoil energies to low mass nuclei like Al (red solid
line) and O (black solid line). Standard model predicts that in coherent scattering
process the interaction cross-section is enhanced by a factor of N 2, where N is the
number of neutrons in the target nucleus as opposed to IBD [2]. The interaction
cross-section as a function of neutrino energy (dash-dotted lines) is shown in the
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Table 1 MINER reactor details

Reactor fuel 235U (20%, LEU)

Reactor power 1 MW

Energy per 235U fission 200 MeV

Neutrino yield per fission ∼6

Neutrino energy per fission 1.5 MeV

Neutrino flux at 1 m from core ∼10 cm−2s−1

Fig. 1 a Reactor neutrino spectrum where X axis is the neutrino energy in MeV and Y axis is the
anti-neutrino flux per fission per MeV. The blue dotted line shows the threshold for Inverse Beta
Decay (IBD), bMaximum recoil energy in keV versus neutrino energy in MeV (left axis) where Al
and O show higher recoil energy and cross-section versus neutrino energy plot (right axis) where
the blue dash-dotted line shows the cross-section for IBD and upper curves show for the Al, O and
Si through CEνNS which is two order magnitude higher than IBD

same Fig. 1b plotted in right Y axis. Hence, a detector madeup of Al and O would
be very good for CEνNS search using reactor neutrinos. A sapphire scintillation
detector of 100 g is fabricated and characterized at Texas to measure CEνNS. Here
we report the detector performance at NSC with reactor off condition.

2 Detectors and Its Detection Principle

Sapphire is a scintillating crystal. Phonons and light/photons are generated simulta-
neously from an particle interaction. The detector has a diameter of 76mm, thickness
of 4 mm and has a mass of 100 g. The phonons are collected by the Transition-Edge-
Sensors (TES) photo-lithographically placed on the surface of the detector. Figure2
shows a picture of the sapphire detector where the phonon sensors consists of∼1000
TES, divided into 4 groups of ∼250 sensors forming independent readout channels,
A, B, C and D. This type of configuration helps to reconstruct the interaction posi-
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Fig. 2 Sapphire scintillation
detector in Cu casing
showing 4 independent
readout channels, A, B, C
and D where B, C, D are
inner channels and A is outer

tion based on the relative amplitudes between the channels. The TES consists of two
superconducting materials Aluminium (Al) and Tungsten (W). TheW layer is on the
top of the Al layer. The detector is operated at a cryogenic temperature of ∼50 mK
to keep the Al and W at their superconducting phase.

When the phonons reach the surface of the sapphire crystal Al fins absorb the
phonons. These phonons will break the cooper pairs within the Al and create quasi
particles and diffuse into W layer which has a lower superconducting bandgap
energy compared to Al. Thus, phonons get trapped in the W layer that heat up
the W from superconducting to normal state. This will create a sharp change in the
resistance which can be detected using SQUIDs (superconducting quantum interfer-
ence device). Sapphire detector has high phonon collection efficiency due to better
matching of Al phonon collector fins to Al2O3 substrate.

3 Experimental Setup

The top-down view of the 1MW pool type reactor at NSC has been shown in Fig. 3a.
The bright light seen in the figure is the reactor core and the white outline represents
the proposed experimental setup with shielding. The reactor is surrounded by a high
density concrete wall. In the recent MINER engineering run, the sapphire detector
together with two cryogenic germanium detectors was placed at ∼4.5 m from the
reactor core inside a dilution fridge to operate at cryogenic temperature (∼50 mK).
The germanium detectors have the similar configuration like the sapphire detector,
76 mm in diameter and 4 mm in thickness with 4 readout channels (outer A and
B, C, D inner channels). The fridge was surrounded by lead and water bricks as
shown in Fig. 3b to shield high energy gammas and fast neutrons. The schematic of
the detector tower inside the dilution fridge in MINER site is shown in Fig. 3c. The
sapphire detector was sandwiched between two germanium detectors of same size



100 M. Chaudhuri

Fig. 3 a The top-down view of the reactor at NSC where the proposed shielding for the experiment
is shown by the white outlines. b shows the experimental setup during recent engineering run at
MINER with full Lead and water bricks shielding. c Schematic of the detector tower at MINER

for single scatter background rate calculations as most of the rare events are single
scatter events. They rarely interact with the detector material whereas backgrounds
are multiple scatter events (Explained in detail in Sect. 4.1).

4 Data Analysis and Results

Thedata is takenwith a 14 channelCAENdigitizer. The readout channels for sapphire
detector are A, B, C and D whereas the readout channels for both the germanium
detectors are A and C. The raw data is stored as pulses in the form of ADC units as
a function of time. Noise data is taken separately with a random trigger. The pulse
shape can be characterized by its pre and post pulse baselines, peak, risetime and
falltime parameters. By putting appropriate cuts on these parameter values, we select
good pulses and by averaging over all these good pulses a pulse template is made.
From the noise data, we obtain the Power Spectral Density (PSD). The noise PSD,
the pulse template and the raw data, all act as input to a method called as ‘Optimal
Filter’ (OF) [4]. In the optimal filter method the pulse template is fit to each raw
pulse in the data. The fitting is done in the frequency domain by taking a Fourier
transform of the pulse and the template. The amplitude of the pulse is determined
from the best fit result. The OF amplitude distribution of the entire data set can then
be calibrated to a source with known energy.

4.1 Results from Experimental Site at MINER

The detector is made of Al2O3. So, Al and O could be in-situ backgrounds for this
detector as they show fluorescence. Also Cu could be another background candidate
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Fig. 4 aNoise PSDof individual channels atMINERexperimental site,bCombined phonon energy
distribution with Al fluorescence peak fitted with gaussian, c Baseline resolution is measured at
MINER experimental site is ∼61 eV

as the detector is kept in a Cu casing. During testing in the laboratory (non-reactor
environment) with 241Am source, the detector provides a baseline resolution of 39.6
eV [5]. Because of its excellent baseline resolution, we expect to see Al fluorescence
at 1.49 keV and Cu fluorescence at 8.05 and 8.9 keV. The Cu fluorescence will be
seen mostly in the outer phonon channel (channel A) whereas the Al fluorescence,
will be present in all the channels mostly in the bulk of the detector. We do observe
the Al fluorescence however we did not detect any Cu fluorescences.

The good events are selected by considering events with good χ2 values from
the pulse template fit. We also consider shared events which deposit energy in the
sapphire detector but are consistent with noise in the top and bottom germanium
detectors. Those events are known as ‘single scatter’ events. Another cut is used to
select only bulk events using partition variables for outer channel A. The variable
is defined as the ratio of the amplitude in channel A to the sum of the amplitude in
all the channels: A

A+B+C+D . Events with partition value <0.15 are selected. After
applying these cuts, a prominent peak is found in individual sapphire channels as
well as in the combined spectrum. Figure4b shows the Al fluorescence peak in the
combined spectrum at 1.49 keV and it is fitted with a gaussian (red line) for calibra-
tion. Using the calibration, we have calculated the baseline resolution using noise
data taken with random triggers. A baseline resolution of ∼61 eV is observed at
the reactor environment (see Fig. 4c). This is higher compared to a similar measure-
ment with the sapphire detector at the test facility (∼39.6 eV). This maybe due to
the different environmental conditions causing higher electronic noise. Rare events
like dark matter or neutrino hardly interact with the detector material. On the other
hand, most of the backgrounds aremultiple scatter. For rare event search experiments
single scatter background rate in the detector should be ∼50 DRU where the DRU
stands for Differential Rate unit or counts/kg-keV-days, is used mostly to quantify
event rate in rare event search experiments. In MINER, with only Lead and water
bricks shielding we measure the single scatter rate in sapphire to be ∼1200 DRU
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in the energy interval 50 to 110 keV in reactor off condition. MINER is recently
optimizing the experimental shielding design to reduce the background rate as low
as 50 DRU for it’s science run aiming for CEνNS measurement.

5 Conclusion and Outlook

Performance of sapphire detector at the MINER experimental site has been shown
from the recent data. The detector shows a baseline resolution of ∼39.6 eV at test
facility which equates a conservative threshold of ∼75 eV ( <100 eV desired for
CEνNS search). Although, at the experimental site it shows baseline resolution of
∼61 eV which is higher than at test facility due to reactor environment causing
more noise. From the reactor off data Al fluorescence has been identified. The single
scatter background rate in the detector is∼1200DRU in the energy range50–110keV.
MINER plans to take more engineering runs with different payload using sapphire
with Ge detector and Si HV detector in coincidence. Due to having very low baseline
resolution, the detector could be a excellent candidate for CEνNS and low mass dark
matter searches.
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Study of Neutron Response Using Time
of Flight Technique in ISMRAN Detector

Roni Dey, Pawan Kumar Netrakanti, Dipak Kumar Mishra,
Shiba Prasad Behera, Raman Sehgal, Vishwajeet Jha, and Lalit Mohan Pant

1 Introduction

ISMRAN detector setup is designed to measure the yield and energy spectrum of
νe, via the inverse beta decay (IBD) process, for monitoring the reactor thermal
power and fuel evolution and also search for the existence of sterile neutrino with
a mass on the order of ∼1 eV /c2. The excess of νe events in data compared to the
predictions particularly at the energy range between 5 and 7 MeV in the measured
positron energy spectrum will also be addressed using ISMRAN array. The detector
setup at Detector Integration Laboratory (DIL) in BARC, consisted of 90 PSBs,
arranged in the form of a matrix in an array of 9×10 in non-reactor environment.
Each PSB is wrapped with Gadolinium Oxide (Gd2O3) coated on aluminized mylar
foils, 100cm long with a cross-section of 10 × 10 cm2 [1]. Three inch diameter,
PMTs are coupled at the both ends of each PSB for signal readout of the triggered
events. The data acquisition system (DAQ), CAEN VME based 16 channels and
14 bits waveform digitizer (V1730) of high sampling frequency 500 MS/s has been
used for the pulse processing and event triggering from each PSB independently.
The anode signals from PMTs at both ends of a PSB are required to have a time
coincidence of 20 ns to be recorded as a triggered event. The timestamped data
from each PSB is then further analyzed offline using energy deposition, timing and
position information to build an event. In this paper, we present the measurement of
scintillation-light yield of fast neutron due to the recoiling protons in PSB, which
has been determined by converting TOF spectrum to neutron kinetic energy to get
the proton recoil parametrization of PSB. Fast neutron capture time distribution in
ISMRAN array has also been discussed in detail.
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2 Results and Discussion

2.1 Fast Neutron Energy Response in the ISMRAN Array

Fast neutron energy response in PSB has been measured using americium-beryllium
(241Am-9Be) neutron source. Fast neutrons are produced via 9Be(α, n)12C reaction,
where the α particle is produced in the radioactive decays of 241Am. In about 60%
of the cases, the carbon nucleus is produced in an excited state, and emits a 4.438
MeV γ-ray in addition to the neutron. We used a 2′′ cerium bromide (CeBr3) detec-
tor for triggering 4.438 MeV γ-ray, which provides a reference start time for the
corresponding emitted neutrons. The CeBr3 detector has been placed close to the
241Am-9Be source. The ISMRAN array was located 1.1m away from the 241Am-
9Be source at the source height, as shown in Fig. 1. The CeBr3 detector is calibrated
using standard radioactive γ-rays sources and the energy resolution is obtained 3.8%
at 0.662 MeV. As a trigger for the start time, 4.438 MeV γ-ray has been tagged in
CeBr3 detector and neutron or γ-ray as stopped time candidate is recorded at the
first column (10 PSBs) of ISMRAN array. The time coincidence window between
start and stop detectors is chosen to be 100 ns. By recording the start and stop time
signals from CeBr3 and first column of ISMRAN array, the TOF is reconstructed for
discrimination between the γ-rays and neutrons on the first column of the ISMRAN
array. Figure2a shows the comparison of energy deposited untagged γ-rays spectrum
from 241Am-9Be source and the γ-rays from natural background (without source) in
CeBr3 detector. The peaks in the γ-rays distribution in CeBr3 detector for 241Am-9Be
source between 3.3 and 5MeV correspond to the neutron-associated γ-rays from the
de-excitation of 12C∗. As it can be seen from Fig. 2a, a full-energy peak at 4.438
MeV corresponds to high energy γ-ray due to the de-excitation of carbon nucleus
from neutron source while the corresponding first and second escape peaks appear
at ∼3.95 MeV and ∼3.5 MeV, respectively. Figure 2b displays the TOF distribution
of fast neutron as a function of γ energy deposition in CeBr3 detector within the

Fig. 1 Panel (a) shows the schematic representation of fast neutron event mimicking prompt and
delayed event signatures in ISMRAN array. Panel (b) shows the schematic representation of TOF
experimental set up at DIL
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Fig. 2 Panel (a) shows the comparison of energy deposited untagged γ-rays spectrum from 241Am-
9Be source and the γ-rays from natural background (without source) in CeBr3 detector. Panel (b)
shows the TOF versus γ energy deposited spectrum in CeBr3 detector within the time coincidence
of 100 ns between PSBs and CeBr3 detector
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Fig. 3 Panel (a) shows the projected distribution of TOF spectrum for γ-ray and neutron. Panel (b)
derived the kinetic energy distribution of fast neutron from 241Am-9Be source using TOF technique

time coincidence window of 100 ns. Two bands at ∼ 1 ns and ∼ 40 ns in the TOF
distribution are due to γ-rays and fast neutron, respectively. The separation between
γ-rays and neutrons is excellent and this feature is used to tag the fast neutrons on
the first column of the ISMRAN array.

Figure 3a shows the projected distribution of TOF for gamma and neutron by
tagging high energy gamma 2.0 to 5.0 MeV in CeBr3 detector. A peak at ∼ 1.0 ns
correspond to the γ-rays, having width of ∼4.5 ns. T0, the instant of emission of
the neutron from the source, was determined from the location of the γ-rays in the
TOF spectrum using the speed of light (c) and the measurements of the distance (L)
between thePSBs and the source. Theγ-rays and fast-neutrondistributions are clearly
identified. The kinetic energy distribution of the neutrons can be determined by TOF
spectrum using following classical expression of neutron kinetic energy. Figure3b
shows the neutron kinetic energy distribution, derived from the TOF spectrum of
tagged neutron between 20 and 100 ns.
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Fig. 4 Panel (a) shows the energy deposition (Edep) of tagged neutrons in PSBs versus kinetic
energy of tagged neutrons. Panel (b) shows the projected distribution of neutron energy deposition
(Edep) for different kinetic energy bins of tagged neutrons
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Figure 4a shows the energy deposition (Edep) by fast neutrons, in MeVee, in PSB
as a function of kinetic energy of neutron derived from TOF. To minimize the contri-
butions from the accidental natural background, γ-ray energy selection between 3.3
and 5.0 MeV is made which covers the first escape, second escape and photoelectric
peak for 4.438 MeV γ-ray from 241Am-9Be source. The projection of the Edep of the
neutron in PSB for different neutron kinetic energy bins is shown in Fig. 4b. The
width of the projected Edep distribution increases with increasing kinetic energy of
the neutron. This is due to the fact that exact binning in the TOF distribution for
deriving kinetic energy is not possible and the smearing effect on kinetic energy is
observed more prominently towards smaller TOF values which yields larger neutron
kinetic energies. To reduce this smearing effect, the projection of Edep by the fast
neutrons in PSBs are plotted in bins of 1MeV for the derived kinetic energy of the fast
neutrons. Also for fast neutrons with higher energies, the multiple scattering within
PSBs can be characterized by broader signal. To get the estimation of scintillation-
light yield of neutron for recoiling protons in PSB, parametrization has been done
between kinetic energy of neutron and Edep due to recoiling proton in PSB with the
following empirical formula, which is represented in Eqs. 3 [2] (Fig. 5),

Edep = AEn − B
(
1 − e(−CED

n )
)

(3)
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Fig. 5 Parametrization of
Edep due to proton recoils as
a function of neutron kinetic
energy in PSB
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2.2 Measurement of Neutron Capture Time Distribution
in the ISMRAN Array

We have also measured the capture time distribution of fast neutron in ISMRAN
detector setup. TOF technique was employed to discern between γ-rays and fast
neutron from 241Am-9Be source in the first column (10 PSBs) of ISMRAN array.
By tagging the neutron in this column of PSBs as a prompt event we searched the
n-Gd capture event as a delayed candidate event in rest of the ISMRAN detectors
within a coincidence capture time window of 1000 µs. Only those PSBs are selected
for the sum energy (Esum) of delayed candidate events where the individual energy
deposition in each PSB is between 0.25 and 10.0 MeV, the Esum, is required to be in
the energy range of 2.6 to 10.0 MeV and the number of bars hit (Nbars) should be in
the range of 4 to 14. All the selection criteria used for the searching of stop events
(delayed events) in ISMRAN array are benchmarked with GEANT4 based monte
carlo simulation for fast neutron from 241Am-9Be source in ISMRANarray. Figure 6a
displays the n-Gd capture time (�Tcap) distributions of neutrons and γ tagged events.
The black solid points represents �Tcap distribution for all the prompt-delayed pairs
reconstructed from neutron tagged events within the time window of 1000 µs. One
the other hand, the �Tcap distribution for γ tagged events (red square) shows a
uniform distribution in�Tcap indicating the randomness in the prompt-delayed event
pairs, which scaled with the neutron events above�T > 300µs. Figure 6b shows the
�Tcap distribution of neutron tagged events, which is fitted with a combined function
consisting of an exponential term for the neutron thermalization and capture time
in PSBs and a constant term representing the accidental residual background. For
fast neutron, the fit results in a characteristic time (τ ) of 68.29 ± 9.48 µs, which is
very similar to the characteristic capture time of thermal neutron for IBD delayed
events. This way we have demonstrated a novel technique for the determination of
the neutron capture time onGd in ISMRAN array inspired by the data drivenmethod.
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Fig. 6 Panel (a) shows the measured�Tcap distribution for the start obtained from the first column
of the ISMRAN using the tagged fast neutron or γ-ray events with stop recorded in the rest of the
ISMRAN array. Panel (b) shows the fit result for �Tcap distribution between tagged fast neutron
from first column in ISMRAN array and stop from rest of the ISMRAN array

3 Summary

The fast neutron energy response in ISMRAN detector is studied with 241Am-9Be
source using TOF technique. This technique enabled the mapping of the response of
the PSB to the fast neutrons as a function of their kinetic energy, which is useful to get
the scintillation light yield (due to recoiling protons) parametrization for PSB. These
results also indicate the capture time distribution of fast neutron are indistinguishable
from those of νe events. For separating the prompt IBD events from fast neutron
background can be achieved by using the segmented geometry of ISMRAN array
and combining energy dependent variable such as energy ratioswith other topological
event selection cuts in PSBs along with the implementation of an advanced machine
learning algorithms.

References

1. P.K.Netrakanti et al.,Measurements using a prototype array of plastic scintillator bars for reactor
based electron anti-neutrino detection. Nucl. Instrum.Methods Phys. Res. Sect. A. 1024, 166126
(2022). https://doi.org/10.1016/j.nima.2021.166126

2. R. Dey et al., Characterization of plastic scintillator bars using fast neutrons from D-D and D-T
reactions. J. Instrum. 16, P08029 (2021). https://iopscience.iop.org/article/10.1088/1748-0221/
16/08/P08029

https://doi.org/10.1016/j.nima.2021.166126
 2191
45133 a 2191 45133 a
 
https://doi.org/10.1016/j.nima.2021.166126
https://iopscience.iop.org/article/10.1088/1748-0221/16/08/P08029
 14535 47347 a 14535 47347 a
 
https://iopscience.iop.org/article/10.1088/1748-0221/16/08/P08029
https://iopscience.iop.org/article/10.1088/1748-0221/16/08/P08029


A Compact and Cost Effective Data
Acquisition Module (C-DAQ) for Particle
Physics Instrumentation

Yuvaraj Elangovan, M. N. Saraf, B. Satyanarayana, Sagar Sonavane,
S. Thoi Thoi, R. R. Shinde, and G. Majumder

1 Introduction

FPGAbased data acquisitionmodules are used for particle and nuclear physics exper-
iments [1]. They are used to acquire signals from detectors with high channel density.
Also FPGAs ability to process several signals simultaneously makes it more suitable
for high speed instrumentation. But FPGAs are slightly larger form factors for small
detector setups. Currentlymost of the prototyping and small detector instrumentation
are made using commercially available DAQs [2] which are expensive or NIMmod-
ules which requires lots of wires and physical space. In this paper we are proposing
a novel idea of a compact and cost effective DAQ solution using FPGA for small
detector prototyping and instrumentation.

C-DAQ is a compact and cost effective FPGA based Data Acquisition module
Fig. 1. It consists of a low form factor Max10 FPGA from Intel. It can handle eight
negative polarity channels suitable for Photomultiplier Tube (PMT) signals. Each of
these channel signal paths consist of negative reference discriminators. All the eight
channel signals are discriminated above noise level using adjustable potentiometer
and driven to the FPGA. C-DAQ consist of two units motherboard and a daughter
card Fig. 2.
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Fig. 1 C-DAQ compact data
acquisition module

Fig. 2 Mother board and
daughter board

2 Daughter Card

Daughter card Fig. 3 was designed to accept eight PMT signals. These signals have
pulse heights varying from−10mV to−1V. These signals are received by daughter
card using LEMO board mount connectors. These input signals are connected to two
quad channel MAX9108 [3] comparator ICs. Whenever a PMT signal crosses the
reference voltage for the comparator, an output TTL pulse is generated and fed to
FPGAs 3.3V TTL configured input pins. The reference voltage for the comparator is
supplied by an on board negative power supply. This power unit converts a positive
3.3V supply to negative 3.2V supply. TheDiscriminated signals are then driven using
a driver to the FPGA motherboard via Connecters. Apart from signal discrimination
the daughter card also houses a TTL(0 to 3.3V) to NIM (0 to −800mV) converter
used to convert FPGA generated trigger signal to NIM format. This can be used for
interfacing another DAQ system.
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Fig. 3 Daughter card block diagram

3 FPGA Mother Board

Max10 FPGA Evaluation board Fig. 4 developed for workshop and outreach activi-
ties is modified as a motherboard. The evaluation board presents a compact and low
priced FPGA development platform suitable for newcomers to the FPGAworld. The
on-board Intel MAX 10 FPGA revolutionizes non-volatile integration by delivering
advanced processing capabilities in a low-cost, single chip small form factor pro-
grammable logic device. The board is designed to be used in the simplest possible
implementation targeting the Intel MAX 10 device up to 2000 LEs. The MAX10
Eval board [4] has a collection of interfaces including two external GPIO headers to
extend designs beyond the MAX10Board, on-board USB-to-UART device for inter-
facing to a PC, as well as general user peripheral with LEDs, 7-segment displays and
push-buttons Fig. 5.

Fig. 4 MAX10 FPGA evaluation board
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Fig. 5 FPGA logic

4 Data Acquisition

The MAX 10 FPGA configuration for C-DAQ consists of eight 32 bit counters ded-
icated for each input signal. For better counting all the eight signals are stretched
to 100ns separately using eight moonshots with a system clock of 50MHz. These
counters are incremented when the respective channel input signal arrives. The res-
olution of the counter is 20ns, with accuracy of 40ns. Because 20ns jitter is added
due to the monoshot. A programmable coincidence trigger logic is implemented to
create a trigger output. When the input signals coincide with each other and if they
match with a pre-programmed coincidence pattern, a 200ns pulse is generated in the
trigger output of the FPGA. To count the coincident events a separate 32 bit counter
is used. In the daughter card the TTL trigger output from FPGA is converted to NIM
signal to facilitate external DAQ interfaces. A dedicated UART logic transfers all
the counter values to the server (PC/Laptop) via USB interface. A dedicated USB to
serial converter CH340G [5] is used for connecting to the COM port of the server.
The data acquisition is triggered by the periodic monitoring logic which generates
a 100ns pulse every second. On every monitoring trigger the eight 32 bit counters
values and Coincidence event counter values are transported to the server via UART
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Fig. 6 Data acquisition display

serial logic runs at 115200 baud rate. A simple python script was designed to read
these values to store and update on screen Fig. 6 . Also this python script can control
and configure the DAQ logic via UART commands.

5 Calibration and Testing

To calibrate the module a fixed frequency tail pulse generator was used. A300mV
negative pulse generated with a frequency 10Hz is fed to the C-DAQmodule. With a
monitoring window of 10s one of the channel count rates was measured Fig. 7. Also
counters inside the FPGA are tested with an inbuilt pulse generator logic. A linear
response of the DAQ was observed. To check the performance of the module, we
prepared a simple Muon telescope of 4 plastic scintillators coupled with Hamamatsu
PMTs [6]. The scintillators are all of dimensions 96× 32cm. All the 4 scintillator
signals are connected to C-DAQ and the module was interfaced with a laptop via

Fig. 7 Counts observed with a tail pulse generator
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Fig. 8 Noise rates recorded from one of the plastic Scintillator

USB cable. A continuous data acquisition was done for a period of 48h and the
individual channel count values are plotted. One of the channel count rates is shown
in Fig. 8. A stable count rate was observed without any DAQ interruptions.

6 Conclusion

Presently only count rates are being collected by the server. Temperature, Pressure,
Humidity (TPH) sensor readout need to be added in the existing logic. Adding ampli-
fiers with both polarities at the input stage may be considered. Autonomous mode
and normal modes of operation will be implemented. Also an 8 channel carry chain
Time to Digital Converter (TDC) [7] may be implemented for timing studies.
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