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Preface

The 17th International Conference on Wireless Algorithms, Systems, and Applications
(WASA 2022) was held in Dalian during November 24–26, 2022. The conference
focused on new ideas and recent advances in computer systems, wireless networks,
distributed applications, and advanced algorithms that are pushing forward the new
technologies for better information sharing, computer communication, and universal
connected devices in various environments, especially in wireless networks. WASA has
become a broad forum for computer theoreticians, system and application developers,
and other professionals in networking-related areas to present their ideas, solutions,
and knowledge of emerging technologies and challenges in computer systems, wireless
networks, and advanced applications.

The technical program of WASA 2022 consisted of 94 regular papers and 68 short
papers, selected by the Program Committee from 265 full submissions in response to
the call for papers. All submissions were reviewed by at least 115 Program Committee
members in a 115 double blind process. The submissions cover numerous cutting
edge topics: cognitive radio networks; software-defined radio and reconfigurable radio
networks; cyber-physical systems (CPSs) including intelligent transportation systems
and smart healthcare systems; theoretical frameworks and analysis of fundamental
cross-layer protocol and network design and performance issues; distributed and
localized algorithm design and analysis; information and coding theory for wireless
networks; localization; mobility models and mobile social networking; mobile cloud;
topology control and coverage; security and privacy; underwater and underground
networks; vehicular networks; radar and sonar networks; PHY/MAC/routing protocols;
information processing and datamanagement; programmable service interfaces; energy-
efficient algorithms; systems and protocol design; operating system and middleware
support; algorithms, systems, and applications of the Internet of Things (IoT); and
algorithms, systems, and applications of edge computing, etc. In the first place, we
would like to express our grateful appreciation for all Program Committee members
for their hard work in reviewing all submissions. Furthermore, we would like to give
our special thanks to the WASA Steering Committee for their consistent leadership and
guidance; also, we would like to extend our gratitude to the the local chairs (Jingang
Yu, Zumin Wang, and Jie Wang), the publication chairs (Chi Lin, Lei Shu, Guangjie
Han, and Pengfei Wang), the publicity chairs (Zichuan Xu, Haipeng Dai, Zhibo Wang,
and Chenren Xu), organizing chairs (Dongsheng Zhou and Zhenquan Qin), and theWeb
chair (Bingxian Lu) for their remarkable contributions to WASA 2022, ensuring that it
was a successful conference. In particular, we wish to express our deepest respect and
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thankfulness to all the authors for submitting and presenting their outstanding ideas and
solutions at the conference.

November 2022 Lei Wang
Michael Segal
Jenhui Chen

Tie Qiu
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Abstract. Traffic monitoring services show great potential for improv-
ing the traffic efficiency in vehicular networks. Drivers can obtain the
latest information on their upcoming routes by sending location-based
queries to the traffic monitoring server. However, it is inefficient to query
all events on the route due to the timeliness of traffic events. Besides,
sending location-based queries will expose drivers’ privacy. Existing
research does not consider both issues under the traffic monitoring sce-
nario. In this paper, we propose an efficient privacy-preserving scheme
that ensures privacy is protected in two dimensions. Both location pri-
vacy and identity privacy are preserved, such that attackers cannot
observe the real location as well as the identity via continuous queries.
Specifically, the scheme first segments the whole route into multiple ones.
Then drivers send endpoints in each segmented route to satisfy the time-
liness requirement. We propose a location obfuscation mechanism based
on geo-indistinguishability and utilize it on every segmented route. We
address an issue in geo-indistinguishability where the obfuscated location
is unreasonable. Additionally, continuous queries may expose the driver’s
identity. We thus define a type of attack called identity linking attack and
propose two possible solutions. We finally conduct experiments on the
real dataset. Experimental results demonstrate the efficiency of our pro-
posed scheme.

Keywords: Location privacy · Identity linking attack · Vehicular
networks · Traffic monitoring services

1 Introduction

The rapid development of vehicular networks in recent years shows great poten-
tial for improving traffic efficiency. In the traffic monitoring applications, vehicles
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equipped with on-board units (OBU) and a variety of sensors (e.g., multi-beam
lidars and high-resolution cameras) can sense the surrounding environments and
report events such as car accidents and traffic congestion to the cloud server [15].
When other drivers send locations querying events on their upcoming routes, the
traffic monitoring server returns results to drivers, helping them better under-
stand the road conditions.

Despite the great potential held by traffic monitoring applications, challeng-
ing issues remain to be addressed for such location-based services. It is not an
efficient way to query all events by sending two endpoints to the server, espe-
cially when the route is long. The reason is that events such as traffic congestion
have timeliness, and drivers are expected to retrieve the latest information on
the route. More importantly, uploading queries to the server will expose driver’s
locations and other potential attributes, which breaches the privacy requirement.

Many categories of location privacy-preserving mechanisms are proposed for
location-based services (LBSs). k-anonymity first introduced in [4] can conceal
a user’s location into a cloaking zone with at least k users. As a result, attackers
cannot tell which of the k users is the real one. Since then, several schemes based
on the k-anonymity concept have been presented [14,18]. However, the effective-
ness of k-anonymity lacks mathematical proof and the choice of k is always
biased. Dummy location is another method to protect location privacy where a
user sends both real and dummy locations to the server [2,12]. However, dummy
location-based schemes neglect the background knowledge of the attacker, thus
privacy protection is compromised. Differential privacy (DP) provides privacy
guarantee with strict mathematical proof for data sharing [3]. Authors in [1]
developed a DP-based mechanism called geo-indistinguishability which protects
the exact locations of individuals. However, one drawback is that perturbed loca-
tions are not always reasonable. Although some recent works such as [17] use
point of interests (POIs) to find realistic locations, the issue is still unsolved
as obfuscated locations heavily rely on the number of POIs on the map. For
the identity-preserving techniques, pseudonym is mostly used to disrupt users’
consistency. Nevertheless, pseudonym-based schemes are often presented with
mix-zone to provide location privacy [9,10]. Besides, authors in [16] utilized fake
queries to prevent the reverse mapping from user identity to query contents for
continuous LBS. In [7], authors proposed a time-obfuscated algorithm where
queries are sent to the server in random order.

To address the aforementioned challenges, we propose an efficient privacy-
preserving scheme for traffic monitoring services. The route is first segmented
into multiple sub-routes. Then we propose privacy-preserving mechanisms for
both location and identity of drivers. The main contributions of this paper are
summarized as follows: (i) we propose a location privacy-preserving mechanism
based on geo-indistinguishability with mathematical proofs; (ii) we formalize the
identity linking attack where a server can infer the identities of drivers through
time intervals of continuous queries. Two solutions are proposed to prevent such
attack. To the best of our knowledge, this is the first paper formally present-
ing such attack; and (iii) we conduct experiments on the real-world dataset to
showcase the efficiency of our proposed scheme.
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The remainder of this paper is organized as follows: We introduce back-
ground information in Sect. 2. The proposed scheme is presented in Sect. 3. The
evaluation is described in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Background

2.1 Definitions

Differential Privacy. Differential Privacy provides statistical information from
a dataset while protecting the privacy of each individual, which can be described
formally below.

Definition 1 (ε-Differential Privacy [3]). A privacy mechanism M gives ε-
differential privacy if any datasets D1 and D2 contain at most one different
record, and for any possible output S ∈ Range(M):

Pr (M (D1) ∈ S) ≤ eε × Pr (M (D2) ∈ S) (1)

Differential privacy has a property of parallel composition, which indicates
if differential privacy is utilized on disjoint databases, the privacy budget is
determined by the worst privacy guarantee.

Theorem 1 (Parallel Composition [8]). Let function Mi each provides εi-
differential privacy. Applying each function over a set of disjoint databases Di,
the sequence of Mi provides max{εi}-differential privacy.

Geo-indistinguishability. Geo-indistinguishability ensures privacy preserva-
tion for places that are geographically close. In particular, given a chosen radius
r and privacy level l, a user achieves ε-geo-indistinguishability for ε = l/r.

Definition 2 (ε-Geo-indistinguishability [1]). A privacy mechanism K satisfies
ε-geo-indistinguishability for any locations l1 and l2:

Pr (K (l1) = z) ≤ eεd(l1,l2) × Pr (K (l2) = z) , (2)

where K denotes an algorithm generating the new location z with actual location
l1 and l2. d (l1, l2) is the distance between l1 and l2.

2.2 Models

The system model includes three entities: driver, map server, and traffic moni-
toring server. Drivers submit locations to the traffic monitoring server querying
events and receive results from the server. It is assumed that drivers send queries
with different pseudonyms to protect identity privacy. The map server provides
the route search service and always returns a route or returns null if no route
exists between two given endpoints. The traffic monitoring server collects events
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Table 1. Commonly used symbols

Symbol Description

L Route

li ith segmented route in L
lsi Starting point of li

ldi Destination of li

losi Obfuscated location of lsi

lodi Obfuscated location of ldi

〈pi, pj〉 Path between locations pi and pj

P Path set from the map server

(e.g., traffic accidents and road congestion) happening on the roads from enti-
ties (e.g., vehicles, roadside units, and pedestrians) in the vehicular network and
provides traffic information to the requested drivers. Note that the process of
information collection is beyond the scope of this paper.

In this paper, we assume that the map server is honest, but the traffic moni-
toring server is an honest-but-curious service provider that returns correct results
to drivers but attempts to analyze drivers’ information from queries. For exam-
ple, the server performs Bayesian attack [6,11] where it induces the real location
l from the obfuscated location l

′
with a probability of Pr(l|l′

).

3 Our Proposed Scheme

3.1 Overview

The main purpose of our scheme is to ensure that drivers effectively query traffic
information on their routes while fulfilling privacy requirements. In the proposed
scheme, the whole route is truncated into multiple segments. When a driver is on
the (i − 1)th route, it is always querying events on the next segmented ith route
to retrieve the most recent traffic information. Figure 1 illustrates the overview
of our proposed scheme for each segmented route. A driver generates a radius r
based on a privacy budget ε and multiple locations {p1, p2, . . . , pk}. Then it sends
these locations to a map server, which returns paths to the driver. The driver
splits the circle with r into multiple grids, and generates obfuscated locations.
Moreover, to protect identity privacy of the driver, the query time is elaborately
calculated. Finally, the driver sends two obfuscated endpoints at the specific
time to the traffic monitoring server. Table 1 shows commonly used symbols in
the paper.

3.2 Location Privacy-Preserving Mechanism

Given a specific driver’s route L, due to the timeliness concern, the scheme
first segments the whole route evenly into multiple routes li: li ∈ {l1, l2, . . . , ln}
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Fig. 1. Overview of our proposed scheme

where
∑n

i=0 |li| = |L| ∧ |li| = |lj | ∧ li ∩ lj = ∅,∀i, j ∈ [1, n], i �= j. A driver
always queries events on the route li+1 when he is on the route li. To achieve
that, a driver needs to submit two endpoints of the current route (i.e., lsi
and ldi ) to the traffic monitoring server. Directly sending these endpoints will
expose driver’s locations to the server, thereby leaking the location privacy.
Inspired by the geo-indistinguishability, we propose a privacy-preserving mecha-
nism that guarantees location privacy by sending obfuscated locations. However,
geo-indistinguishability has a significant drawback that obfuscated locations may
not be geographically reasonable.

To tackle the issue, we propose a new algorithm that ensures that the
obfuscated location is reasonable. Without losing the generality, we take the
starting point lsi as an example to illustrate the scheme in the rest of the
paper. We first randomly select locations {p1, p2, . . . , pk} on the circle with
radius r of lsi . The radius r is generated by a given ε with Gamma distribu-
tion [1]. Then we send these locations to a map server requiring possible paths:
〈pi, pj〉 ∈ P(pi, pj ∈ {p1, p2, . . . , pk}). Be aware that the map server cannot iden-
tify lsi since queries are sent with different pseudonyms and {p1, p2, . . . , pk} are
randomly chosen. Next, the circle is divided into grids Gj

i and paths P are super-
imposed on the top of grids (illustrated in Fig. 2a). Particularly we denote the
endpoint lsi in the grid Gs

i . The driver maps the real location lsi to the obfuscated
location los

i based on the Euclidean distance between lsi and path 〈pi, pj〉 if the
path exists in the grid Gs

i . The probability follows the exponential distribution
and is calculated as follows:

Pr(M(lsi ) = los
i ) =

e− ε
2d(lsi ,los

i )

∑
los
i ∈S e− ε

2d(lsi ,los
i )

, (3)

where S denotes locations where 〈pi, pj〉 intersects with Gs
i . Equation (3) indi-

cates that the nearest location is selected with the highest probability.
One possible case is that there is no path in the grid Gs

i (i.e., 〈pi, pj〉∩Gs
i = ∅),

as shown in Fig. 2b. We solve this by visiting other grids regarding to the distance
between a grid and Gs

i . The neighboring grids of Gs
i are first randomly visited

in either a clockwise or anticlockwise manner. If there are still no paths in these
grids, more outer grids will be visited until a path intersects with a grid. In
the example of Fig. 2b, the green annotated path in the grid Gn

i is chosen and
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Fig. 2. Demonstration of obfuscated location and query time. (Color figure online)

obfuscated location is then calculated based on Eq. (3). The location obfuscation
process is also shown in Algorithm 1.

Similarly, the endpoint ldi is obfuscated to lod
i , and the driver sends both los

i

and lod
i to the server for li. By repeating the above process, other segmented

routes are also obfuscated. In this case, the traffic monitoring server is unable
to link these segmented routes to a complete one based on obfuscated locations,
hence the location privacy is preserved. Our proposed location protection scheme
provides ε-geo-indistinguishability and is resistant to Bayesian attack with a
bounded probability. We now theoretically prove them below.

Theorem 2. Our proposed scheme provides ε-geo-indistinguishability for the
route.

Proof. Let Mr
i be the location obfuscation mechanism M with radius r for

segmented route li. According to Theorem 1, our proposed scheme provides
ε-geo-indistinguishability for route L if li guarantees ε-geo-indistinguishability.
Now we start to prove that Mr

i provides ε-geo-indistinguishability for li. From
Eq. (3), the ratio of Pr(Mr

i (l
s
i ) = los

i ) to Pr(Mr
i (l

s
′

i ) = los
i ) is expressed as

follows:



An Efficient Privacy-Preserving Scheme 9

Algorithm 1: Location Obfuscation Mechanism
Input: Endpoint lsi and ε
Output: Obfuscated location losi

1 Initialize k ← 0
2 r ← GammaDis(ε)
3 Initialize locations {p1, p2, . . . , pk}
4 P ← RetrivePath(p1, p2, . . . , pk)
5 {G1

i , G
2
i , . . . , G

n
i } ← SplitCircle(r)

6 foreach Gm
i in {G1

i , G
2
i , . . . , G

n
i } ∧ Dist(Gm

i , Gs
i ) == k do

7 foreach 〈pi, pj〉 ∈ P do
8 if 〈pi, pj〉 ∩ Gm

i = ∅ then
9 continue;

10 end
11 else
12 S ← 〈pi, pj〉 ∩ Gm

i ;
13 losi ← GetLocation(lsi , ε, S); // Using Eq. (3) to calculate the

obfuscated location

14 return losi ;

15 end

16 end
17 + + k;

18 end
19 return null;

Pr(Mr
i (l

s
i ) = los

s )

Pr(Mr
i (l

s′
i ) = los

i )
=

∑
los
i ∈S e− ε

2d(ls
′

i ,los
i ) · e− ε

2d(lsi ,los
i )

∑
los
i ∈S e− ε

2d(lsi ,los
i ) · e− ε

2d(ls
′

i ,los
i )

=

∑
los
i ∈S e− ε

2d(ls
′

i ,los
i )

∑
los
i ∈S e− ε

2d(lsi ,los
i )

· e
ε
2 (d(l

s
′

i ,los
i )−d(lsi ,los

i ))

(4)

Due to the triangle inequality, ∀lsi , l
s

′

i , we show that the following inequalities
hold:

d(ls
′

i , los
i ) − d(lsi , l

os
i ) ≤ d(lsi , l

s
′

i ) (5)

e− ε
2d(ls

′
i ,los

i ) ≤ e− ε
2 (d(l

s
i ,los

i )−d(lsi ,ls
′

i )) (6)

Using Eq. (5) and Eq. (6), we have the following inequality:

∑

los
i ∈S

e− ε
2d(ls

′
i ,los

i ) − e
ε
2d(lsi ,ls

′
i ) ·

∑

los
i ∈S

e− ε
2d(lsi ,los

i )

=
∑

los
i ∈S

(e− ε
2d(ls

′
i ,los

i ) − e− ε
2 (d(l

s
i ,los

i )−d(lsi ,ls
′

i ))) ≤ 0
(7)
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Therefore, we obtain:

∑
los
i ∈S e− ε

2d(ls
′

i ,los
i )

∑
los
i ∈S e− ε

2d(lsi ,los
i )

≤ e
ε
2d(lsi ,ls

′
i ) (8)

Finally, the following inequality is derived:

Pr(Mr
i (l

s
i ) = los

i )

Pr(Mr
i (l

s′
i ) = los

i )
≤ e

ε
2d(lsi ,ls

′
i ) · e

ε
2d(lsi ,ls

′
i ) = eεd(lsi ,ls

′
i ) (9)

The proof shows that Mr
i provides ε-geo-indistinguishability. Therefore, our

scheme satisfying ε-geo-indistinguishability has been proved.

Theorem 3. Our proposed scheme is resistant to the Bayesian attack with a
bounded probability.

Proof. Similarly, the whole route is resistant to the Bayesian attack if every
segmented one does. We now prove the mechanism resistant to the Bayesian
attack for li. According to the attack model, the adversary tries to estimate the
actual location l̂ by maximizing the posterior probability Pr(lsi |los

i ) as follows:

l̂ = arg max
lsi ∈Θ

Pr(lsi |los
i ) (10)

where Θ denotes the location set. Thus, the probability is calculated:

Pr(lsi | los
i ) =

ϕ(lsi )Pr(los
i | lsi )

∑
ls

′
i ∈Θ

ϕ(ls
′

i )Pr(los
i | ls

′
i ) +

∑
ls

′
i /∈Θ

ϕ(ls
′

i )Pr(los
i | ls

′
i )

≤ ϕ(lsi )Pr(los
i | lsi )

∑
ls

′
i ∈Θ

ϕ(ls
′

i )Pr(los
i | ls

′
i )

=
ϕ(lsi )

∑
ls

′
i ∈Θ

ϕ(ls
′

i )Pr(los
i | ls

′
i )/Pr(los

i | lsi )

≤ eεd(lsi ,ls
′

i ) ϕ(lsi )
∑

ls
′

i ∈Θ
ϕ(ls

′
i )

where ϕ(·) denotes the prior information of an actual location. The proof indi-
cates that the probability of successfully capturing the real location is limited
by the ε-geo-indistinguishability no matter what prior knowledge the adversary
has.

3.3 Identity Privacy-Preserving Mechanism

As the route is evenly segmented, query intervals are almost the same. An
attacker can infer whether queries are sent from the same identity by analyzing
the time intervals between adjacent queries. First, we give the formal definition
of identity linking attack.
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Definition 3 (Identity Linking Attack). Given a sequence of information
queries {q1, q2, . . . , qk} sent at corresponding timing {tq1, t

q
2, . . . , t

q
k} with different

identities {I1, I2, . . . , Ik}. When time intervals fulfill: (ti+2−ti+1)−(ti+1−ti) ≤
δ,∀i ∈ [1, k − 2] ∧ δ ≥ 0, an attacker can infer identities Ii+2 = Ii+1 = Ii.

In this attack, when a driver sends queries at two adjacent intervals less than
a threshold δ, a server can link queries to the same driver, thus the identity
privacy is leaked even though the pseudonym technique is used.

To achieve identity unlinkability, we propose two solutions: random-based
and statistical solutions. random-based solution is a simple one where the query
time is randomly selected in the route li−1 when a driver queries events for the
next route li. Intuitively, the server is difficult to link identity when time intervals
are different. Therefore, the statistic solution maximizes the variance of time
intervals before sending a query, which is demonstrated in Fig. 2c. Specifically, a
driver records the time tqk and the time cost tlk of route lk. Then it calculates the
time intervals T = {Δtq12,Δtq23, . . . ,Δtqi−2i−1}(Δtqij = tqj − tqi ). Before sending
the ith query, the driver calculates the query sent time tqi which should fulfill:

max
tq
i

Δtqi−1i − Δtq,

s.t. tqi ≥
∑

tli−1,

tqi ≤
∑

tli−1 + tl,

tqi > 0, i = 1, 2, . . . , k.

(11)

where Δtq and tl denote the average time interval in T and the average time of
{tl1, t

l
2, . . . , t

l
i}, respectively. The constraints guarantee that tqi is always bounded.

4 Performance Evaluation

We evaluate the scheme in two aspects: privacy-preserving mechanisms and costs.
Since the scheme applies geo-indistinguishability to protect location privacy, it
inevitably reduces the service usability for route query. We use the mean absolute
error (MAE) to quantify service usability [13]. Moreover, identity privacy is
evaluated by the linking ratio where the number of successful linking is divided
by the total number of time intervals. The low ratio indicates the high level of
identity privacy. The experiments of mechanism evaluation are conducted on the
real-world dataset GeoLife1. We evaluate the costs using Baidu Map API on a
Windows 11 desktop with 4.20 GHz AMD Ryzen 5 processor.

4.1 Results of Privacy-Preserving Mechanisms

Figure 3a illustrates results of MAE with ε varying in {0.5, 1, 2, 4} and number of
paths in {1, 5, 10, 15, 20}. It is figured that the MAE decreases with the increase
1 https://www.microsoft.com/en-us/download/details.aspx?id=52367.

https://www.microsoft.com/en-us/download/details.aspx?id=52367
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Fig. 3. Results of privacy-Preserving mechanisms

of number of paths. However, continuous growing of number of paths cannot
further decrease the MAE. For example, the MAE decreases from 220 m to 100
m when paths change from 1 to 10 with ε 0.5, and fluctuates around 100 m.
It indicates that simply increasing the path number cannot effectively make
the obfuscated location closer to the real location due to the location privacy-
preserving mechanism. Besides, it is also observed that the MAE increases with
the decrease of ε, which is in accordance with the definition of differential privacy.

To further evaluate the usability of the mechanism, we compare it with other
differential privacy mechanisms including Laplace, random response, and linear
equations (LE) [5]. The number of paths is set to 10 in the simulation. Results in
Fig. 3b show that our proposed mechanism achieves the lowest MAE compared
with others especially when ε are 0.5, 1, and 2. When ε is 0.5, in our mechanism
the obfuscated location is 100 m away from the real location, while the distances
are over 250 m for LE and 450 for Laplace. This means our mechanism causes
the smallest distance deviation for the same level of differential privacy, hence
providing better service usability than other mechanisms.

Figure 3c presents the results of identity privacy. We compare both the
random-based solution and statistic solution described in Sect. 3.3. The thresh-
olds δ are set to 1, 3, and 5 s, and the number of segmented routes varies from
20 to 120. Results show that the random-based solution performs much worse
than the statistic one especially when the threshold and the number of routes
increase. The reason is that the query timing in random-based solution is com-
pletely random in each segmented route and thus two time intervals have a very
high probability to be similar. In this case, the attacker can easily perform iden-
tity linking attack. For example, when the threshold is set to 5 s and routes are
120, the linking ratio reaches over 80% for random-based solution, meaning that
80% of queries are sent from the same identity. In contrast, the linking ratios in
statistic solution are always less than 10%, which indicates its effectiveness for
protecting identity privacy.
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Fig. 4. Results of costs

4.2 Results of Costs

In this section, we evaluate time cost and memory cost in the scheme. The
number of paths varies from 1 to 20. Communication cost refers to the time
delay between a driver sending request and receiving paths from a map server.
Computation cost is the time delay of calculating the obfuscated location.

In Fig. 4a, it is figured that the time cost increases with the number of paths
as the map server spends more time calculating paths. Besides, the large ε causes
more time cost. This is due to the fact that searching reasonable and not dupli-
cated paths in a small area is difficult. The results also show that the commu-
nication time is less than 10 s with 20 paths when ε is 4, meaning that such
quantity of delay is acceptable in practice. Note that the time cost may increase
when a driver requires a map server to return more paths. However, the MAE
will not further decrease as we have explained before.

On the other hand, as shown in Fig. 4b, the computation delay is always
less than 1 second, which is negligible compared with the communication delay.
Moreover, in Fig. 4c, the memory cost is less than 2 KB for 20 paths, showing that
such cost is also trivial. Results indicate that the performance of our proposed
scheme is not severely affected by introducing such level of overhead.

5 Conclusion

This paper introduces a privacy-preserving scheme for traffic monitoring services
in vehicular networks. We emphasize solving privacy issues when drivers send
queries to the cloud server for traffic information. Both location privacy and
identity privacy are considered. In the scheme, the real location is perturbed
to a reasonable location with ε-geo-indistinguishability guarantee. We also pro-
pose a new type of attack called identity linking attack in the continuous-query
environment. Two possible solutions are presented to prevent such attack. We
implement the scheme on the real dataset, and results show the efficiency and
usability of our proposed scheme.
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Abstract. Skin melanoma is one of the most malignant tumors. In
recent years, its incidence rate and mortality showed a high growth trend.
Early detection and segmentation of skin lesions are vital in timely diag-
nosis and treatment. As the low contrast of lesion regions and high sim-
ilarity in terms of appearance, skin lesion segmentation still remains a
challenging work. Most of the segmentation methods use single-scale fea-
ture fusion, leading to the blur effect on the boundary. In this paper, we
propose a new segmentation framework named Intensive Atrous Spatial
Transformer Network (IASTrans-Net), which is based on a core mod-
ule Intensive Atrous Spatial Pyramid Pooling (IASPP). The introduced
IASPP can obtain valid features by using multi-scale feature fusion and
channel attention. On the one hand, we employ atrous convolution with
different dilation rates for multi-scale information extraction, ensuring
that the effective information of each channel is obtained. On the other
hand, channel attention is used to screen features, which can enable the
network to effectively identify targets without increasing the training
complexity. The experimental results show that the proposed IASTrans-
Net has achieved good results in ISIC2017 and ISIC2018 datasets, sur-
passing most of the current mainstream methods.

Keywords: Transformer · Atrous convolution · Multi-scale fusion ·
Channel attention

1 Introduction

According to the statistics of the World Health Organization, about 100000 cases
of skin melanoma and skin cancer are diagnosed every year [18]. Although the
mortality rate is fairly significant, early detection and segmentation of melanoma
are able to improve the survival rate to over 95% [20]. This underlines the
importance for timely diagnosis and treatment of melanoma. Computer-aided
diagnostic system is thus essential for detecting and segmenting the skin lesion
automatically and accurately, and the segmentation results can help to identify
regions-of-interest for skin lesion assessment [4]. However, as the skin lesions
have the characteristic of low contrast, high similarity between appearance and

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Wang et al. (Eds.): WASA 2022, LNCS 13471, pp. 15–26, 2022.
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healthy skin, and they may also affected by the influence of hair occlusion and
acquisition equipment, the automatic segmentation of skin lesions in dermo-
scopic images is a very challenging work [8]. Some researchers deal with skin
lesion segmentation by utilizing classical image processing technologies such as
thresholding, edge based or region based methods [17]. Nevertheless, these afore-
mentioned methods mainly rely on relatively simple hand-crafted features, which
do not always reflect the key information of the image [10].

In recent years, deep learning methods have made remarkable progress in the
filed of semantic segmentation. Compared with traditional hand-crafted feature
methods, deep learning based methods can avoid the hand-crafting process of
features and have the capability to capture more significant features from the
whole image. These methods focus on designing various deep networks to tackle
skin lesion segmentation. Full Convolution Network (FCN) [15] is a pioneering
work for image segmentation. It converts the full connection layer of traditional
CNN into convolution layer one by one, and solves the problem of low convolu-
tion calculation efficiency of each pixel block. U-Net [16] is another widely used
encoder-decoder network architecture for many segmentation tasks. PSPNet [24],
DeepLab [6], Mask RCNN [11], Non-local U-Nets [22], and CRF-RNN [25] fur-
ther improves the performance of CNN in the field of image segmentation.

In this paper, we propose an IASTrans-Net. The proposed IASTrans-Net
focuses on multi-scale feature fusion and uses different dilation rates to cap-
ture multi scale information, which effectively gains different receptive fields
and retains the effective information in the image to the greatest extent. The
attention module in our designed IASPP module can screen the fused features,
adaptively fuse the feature points of each skin lesion, and realize the effective seg-
mentation of melanoma skin lesion images. Experimental results compared with
some advanced methods demonstrate the effectiveness of the proposed method.

In general, our main contributions of this paper are as follows:

• A multi-scale feature fusion attention network IASTrans-Net is proposed
to solve skin lesion segmentation. The network uses context information to
extract features in the coding layer, which improves the representation ability
of the features.

• In this paper, we match the atrous convolution with different dilation rates for
the feature maps of different scales. For each feature map of specific scale, the
convolution layers of multiple dilation rates can fully mine the pathological
skin features under different dilation rates, and obtain a larger receptive field
without losing resolution, so as to obtain effective information to the greatest
extent.

• For the obtained feature information, we utilize a attention module for screen-
ing. The multi receptive field features obtained at different levels are com-
plementary to the feature information of local cross-channel interaction, the
high-level and low-level features are systematically integrated. Capturing dif-
ferent granularity information and effectively identifying different types of
features are very important for segmentation tasks.

• Quantitative and qualitative experiments on ISIC2017 and ISIC2018 datasets
show that the proposed method is superior to some advanced methods.
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2 Related Works

Most of the existing image segmentation methods can be roughly divided into
two categories: hand-crafted feature based methods and deep learning based
methods.

2.1 Hand-Crafted Feature Based Methods

Most early image segmentation algorithms attempt to explore hand-crafted fea-
tures to segment the lesions. Wong et al. [23] proposed a most intuitive iterative
random region merging method, which segmented the region corresponding to
skin lesions from the macro image, and introduced the region merging likelihood
function based on region statistics to determine the region merging in a random
manner. However, the steps of this method are cumbersome, and some processes
need to be repeated. Therefore, Garnavi et al. [9] proposed an automatic segmen-
tation method based on color space analysis and histogram threshold clustering,
which can determine the best color channel for skin lesion segmentation. How-
ever, this method is sensitive to noise and has high computational complexity
when applied to RGB image multi threshold segmentation. Subsequently, Liu
et al. [14] proposed a algorithm of light modeling and pigment mass recogni-
tion based on decomposition and weighted polynomial curve fitting, which is a
adaptive method for extracting melanin of human skin. These methods rely on
hand-crafted features and cannot capture high-level feature information.

2.2 Deep Learning Based Methods

Recently, the amazing success of deep learning provides new ideas for image seg-
mentation. Generally, among different deep learning based methods, FCN [15]
and its extension U-Net [16] are widely utilized in semantic image segmenta-
tion. Vivek et al. [19] proposed an accurate skin segmentation model based on
improved condition Generation Countermeasure Network (cGAN) to solve the
problems of low contrast and rough boundary of skin lesions. Recently, some
researchers consider that CNN is inefficient in capturing global image context
information, and Transformer can make up for this shortcoming. With the emer-
gence of ViT model [13], Transformer has developed rapidly in the field of com-
puter vision, and has been well applied in the fields of human pose estimation,
semantic segmentation, instance segmentation and medical image segmentation.
However, the pure Transformer network has a high demand for graphics cards
and is not suitable for small tasks. Chen et al. [5] proposed a TransUNet, which
is the first attempt of using Transformer to solve medical image segmentation
problem. This network transforms the image into a sequence and encodes the
global information, but ignores the internal structure features of each patch at
the pixel level.

While most deep learning based methods focus on designing effective depth
CNN architecture, leading to losing depth low resolution features and fine-
grained features, so as to get some rough segmentation boundary templates.
To overcome this deficiency, we propose an IASTrans-Net in this paper.



18 X. Liu et al.

Fig. 1. Overall Network Framework. IASTrans-Net first extracts the features of differ-
ent scales, and then processes them through IASPP module and Transformer module
to obtain a set of feature maps O1–O4. In turn, each feature map is up sampled and
reconstructed by convolution layer. Finally, 1 × 1 convolution and sigmoid operation
are used for the obtained feature map to get segmentation maps.

3 The Proposed Method

3.1 Overall Framework

For image segmentation task, the key to accurately segment the lesion edge
is effectively fuse the multi-scale context information and make full use of the
long-range dependence of features. The IASTrans-Net proposed in this paper
uses atrous convolution to fuse the features of different layers and adequately
consider the long-range dependence of transformer, so as to better integrate
the features of the encoder and reduce the semantic gap. The overall network
framework is shown in Fig. 1.

Firstly, the input image extracts the depth features through ResNet-34, and
sends them to IASPP module (We will give detailed analysis on the module
of IASPP in Sect. 3.2). The module captures the effective features on each scale
through atrous convolution and channel attention. Specifically, the corresponding
feature maps is: Ei ∈ R

HW
i2

×Ci

, (i = 1, 2, 3, 4). H denotes for the height, W
denotes the width and C denotes the number of channels.

Secondly, the feature map is tokenized to have location information, and
then send token into the Transformer. It uses the transformer structure in
UCTransNet [21] and it includes multi-head cross-attention module and multi-
layer perceptron with residual structure. The channel relationship and feature
dependence are obtained by Eq.(1) and Eq. (2).

The multi-head cross-attention module contains five inputs, including four
tokens Ti as queries and a connected token TΣ as key and value:

Attention(Qi,K, V ) = softmax(
QT

i K√
CΣ

)V T , (1)
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Fig. 2. IASPP module. The dilation rate is used by the feature of the second layer.
For adapting the features with different scales, different dilation rates are used for each
layer.

Qi = TiWQi
,K = TΣWK , V = TΣWV , (2)

where Qi ∈ RCi×d,K ∈ RCΣ×d, V ∈ RCΣ×d are produced by a cross-attention
mechanism in Transformer. WQi

∈ RCi×d,Wk ∈ RCΣ×d,WV ∈ RCΣ×d are
weights for different inputs, d is the sequence length, Ci(i = 1, 2, 3, 4) are the
channel size of four skip connection layers. In the process of implementation,
C1 = 64, C2 = 128, C3 = 256, C4 = 512. The output of multi-head cross-
attention is the result of applying simple MLP and residual operator to calculate
the average value of attention.

Thirdly, in order to better integrate the features of different scales of Trans-
former, we obtain a set of feature maps O1–O4. In turn, O4 is up sampled and
convolution layer reconstructed, spliced with O3, then the obtained feature map
is spliced with O2.

Finally, 1 × 1 convolution and sigmoid operation are used for the obtained
feature map to get segmentation maps.

3.2 IASPP Module

Considering the significant of local and global features for accurately segmenting
of lesion boundary, we design an attention module that can make full use of
context called IASPP. The proposed IASPP module is shown in Fig. 2.

The attention module is mainly composed of two parts. The first part uses
atrous convolution to extract information, and the second part mainly uses chan-
nel attention to screen effective information.
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In the first part, firstly, the feature map of different scales and four atrous
convolutions with different dilation rates are used to extract the features of the
feature map, so that the network can obtain different receptive fields without
losing the resolution and capture information at different scales. For each position
i on the output y and a filter w, we use the atrous convolution on the input
feature map x:

y[i] =
∑

k

x[i + r · k]w[k], (3)

the operation of Eq. (3) is to perform the atrous convolution with different dila-
tion rates for each input feature map x, where r represents the dilation rate using
atrous convolution. Equivalent to the input feature map x, the convolution ker-
nel using 3× 3 in the convolution process is filled by inserting r-1 zeros between
every two values of the convolution kernel. Generally, ordinary convolution is
equivalent to the case of r = 1, i.e., no filling value. When atrous convolution is
used, the size of convolution kernel is controlled by changing the value of r to
obtain different receptive fields without reducing the resolution.

Secondly, we process the data with a batchnorm and a relu layer. The rea-
son to obtain multi-scale feature maps for processing lies in that it can extract
multiple resolution information as features.

Finally, the extracted features are concatenated to enrich the extracted fea-
ture information and improve the segmentation performance.

In the second part, an ultra lightweight channel attention operation is car-
ried out in parallel. The attention is composed of a global average pooling, an
adaptive kernel size one-dimensional convolution and sigmoid activation func-
tion. Through this operation, we can get a feature map that captures local cross
channel interaction. Then the feature map is used to filter out the invalid features
of other channels. In this way, the fuzziness of features is eliminated. The multi
receptive field features obtained at multiple levels are complementary to the fea-
ture information of local cross-channel interaction to realize multi-scale context
aggregation. Compared with group convolution and depth separable convolution,
this module achieves good results in the case of low complexity.

The matrix ωk used by this module is as follows:
⎡

⎢⎢⎢⎣

ω1,1 · · · ω1,k 0 0 · · · · · · 0
0 ω2,2 · · · ω2,k+1 0 · · · · · · 0
...

...
...

...
. . .

...
...

...
0 · · · 0 0 · · · ωC,C−k+1 · · · ωC,C

⎤

⎥⎥⎥⎦ (4)

ωk consists of k × C parameters, which avoids the complete independence
between different channels and takes into account the interaction between dif-
ferent channels.

ωi=σ(
k∑

j=1

wj
i y

j
i ), y

j
i ∈ Ωk

i , (5)

the calculation of yi weight only considers the interaction between yi and its k
nearest neighbors, where Ωk

i represents the set of k adjacent channels of yi.
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3.3 Loss Function

In this paper, we use cross entropy as the loss function, it is mainly used to
measure the difference information between the probability distribution of the
predicted value and the target value. The cross entropy loss is calculated as :

LCE =
1
N

N∑

i

[yi log ŷi + (1 − yi) log(1 − ŷi)]. (6)

where N represents the number of pictures processed in each batch and i denotes
the spatial location of a pixel, yi is the label value and ŷi is the predicted value
of the model.

4 Experiments

4.1 Experiment Settings

Datasets. In order to evaluate the effectiveness of the proposed IASTrans-Net,
we have used two challenging datasets: ISIC2017 [7] and ISIC2018 [7]. ISIC2017
dataset contains 2000 training set dermatoscope images, 150 verification set
images and 600 test set images. ISIC2018 dataset contains 2594 training sets
and 1000 test sets of dermoscopic images.

Evaluation Criterions. Jaccard(JA), Dice(DI) and Accuracy(AC) are com-
monly used metrics to measure the similarity between the prediction and the
ground truth for image segmentation. We adopt JA, DI and AC as our measure-
ment criteria.

Implementing Details. We first resize all images to 256 × 256. For model
training, we use Adam to optimize our network, and the batch size is chosen as
4. To improve the stability of training, the initial learning rate is set to 1e×10−3,
and the learning rate for every 10 epochs is reduced by ten times, 1e × 10−4, we
train the model to 50 epochs. In the training process, the 26th epoch has the
best training effect.

4.2 Experimental Results

Quantitative comparisons between our method and other advanced methods
are shown in Table 1. On ISIC2017 dataset, we compare our method with six
advanced methods, including U-Net [16], SwinUNet [3], UCTransNet [21], Tran-
sUNet [5], SkinNet [20], FrCN [1]. It can be seen that our method generates the
results with higher DI, JA and AC among all the compared methods.

On ISIC2018 dataset, we compare our method with six advanced methods,
including U-Net [16], UCTransNet [21], SwinUNet [3], TransUNet [5], MCGU-
Net [2] and DoubleU-Net [12]. Our method also achieves the highest scores of
the evaluative criteria on this dataset. It illustrates that the adaptive multi-scale
context guided segmentation is very useful for multi-layer space in the process of
deep learning. The segmentation diagrams of some advanced methods are shown
in Fig. 3.
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Table 1. Compared with some mainstream methods on ISIC2017 and ISIC2018
datasets, bold numbers represent the best performance of each column.

Datasets Methods DI JA AC

ISIC-2017 U-Net 77.03 67.15 90.52
SwinUNet 77.29 66.51 91.21
UCTransNet 78.90 69.35 91.29
TransUNet 83.58 74.33 92.84
SkinNet 85.50 76.70 93.20
FrCN 87.08 77.11 94.03
Ours 87.89 80.19 94.59

ISIC-2018 U-Net 83.62 75.17 91.75
UCTransNet 86.41 78.60 93.13
SwinUNet 86.02 78.21 92.96
TransUNet 88.32 81.25 93.67
MCGU-Net 89.50 – 95.5
DoubleU-Net 89.62 – –
Ours 90.18 83.79 94.80

Fig. 3. Segmentation results on ISIC2017 and ISIC2018 datasets, where (a), (b) are the
results on the ISIC2017 dataset, (c), (d) are the results on the ISIC2018 dataset. The
red and blue outlines represent ground truth and segmentation results, respectively.

4.3 Analysis

Ablation Study. It is significant to explore the effectiveness of our proposed
module in context information processing at different levels of the network. To
this end, we carry out an ablation study on five different structures: the IASPP
module is embedded in the first layer to the fourth layer and all layers respec-
tively. The segmentation results of different layers are presented in Fig. 4.
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Fig. 4. The segmentation results are obtained by using different structures. Column
1: four dermoscopic images. Column 2: ground truth. Columns 3–7: the segmentation
results of the first layer to the fourth layer and all layers embedded respectively.

• It can be observed from the third column that when extracting low-level
context information, IASTrans-Net pays more attention to the significant
skin lesions. For the skin lesion images with low color contrast, there is a lack
of guidance to contact the deep context information (such as the fourth line
segmentation results), resulting in inaccurate lesion boundary segmentation.

• Different from the previous point, the sixth column shows that context infor-
mation used in the fourth layer contains more abstract semantic information.
The network has a larger receptive field and can find more detailed informa-
tion. Some lesion images with unclear boundaries have also been successfully
segmented.

• Different from embedding the context into each layer, in the last column
of experiments, our IASTrans-Net can achieve good segmentation results in
significant and blurred images. Shallow context features contain local detail
features, while deep context features contain rich global context information.
Therefore, the combination of multi-scale context information can enhance
the recognition ability of IASTrans-Net.

Parameter Analysis. In order to study the effect of using different dilation
rates on network segmentation, a comparative experiment is carried out for ana-
lyzing the parameter sensitivity of dilation rate. The ablation rate of each layer
is evaluated by DI and JA. As can be seen from Table 2, when the dilation rates
of each layer is [1, 24, 36, 48], [1, 12, 24, 36], [1, 8, 12, 16], [1, 4, 6, 8], the seg-
mentation result of the dataset is the best, the JA index is 83.79% and the DI
coefficient is 90.18% . The segmentation results by using different dilation rates
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Table 2. Quantitative experiments evaluated on ISIC2017 and ISIC2018 datasets by
using different dilation rates for feature maps of different scales.

Feature Rate1 Rate2 Rate3 Rate4 Rate5

IASPP1 64 [1, 8, 12, 16] [1, 12, 24, 36] [1, 24, 36, 48] [1, 36, 48, 96] [1, 48, 96, 12]

IASPP2 128 [1, 6, 8, 12] [1, 8, 12, 16] [1, 12, 24, 36] [1, 24, 36, 48] [1, 36, 48, 96]

IASPP3 256 [1, 3, 5, 7] [1, 4, 6, 8] [1, 8, 12, 16] [1, 12, 24, 36] [1,24,36,48]

IASPP4 512 [1, 2, 3, 4] [1, 2, 3, 4] [1, 4, 6, 8] [1, 6, 8, 12] [1, 8, 12, 24]

2017DI – 0.87576 0.87767 0.87965 0.87388 0.87693

2017JA – 0.80391 0.80099 0.80730 0.79884 0.80174

2018DI – 0.89624 0.89976 0.90186 0.89813 0.89991

2018JA – 0.83038 0.83504 0.83793 0.83345 0.83568

Fig. 5. The segmentation results obtained by using different dilation rates for the
feature maps. The second column is ground truth, and the third to seventh columns
are the segmentation results by using different dilation rates. Where rate3 is the dilation
rate used in this paper.

Fig. 6. The segmentation results with different dilation rates on ISIC2017 and ISIC2018
datasets. It can be seen from the broken line diagram in the figure, the dilation rate
used in the third group can produce more accurate segmentation results than others.

for the feature maps are shown in Fig. 5. The curves of JA and DI on ISIC2017
and ISIC2018 datasets using different dilation rates are presented in Fig. 6.
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4.4 Conclusion

In this paper, we propose a deep network IASTrans-Net to handle skin lesion
segmentation. Considering the significance of multi-scale context information, we
employ the atrous convolution in the designed IASPP module to capture context
information and aggregate them from different scales. In addition, the parallel
attention module is utilized for screening the effective information, which makes
the features of different receptive fields obtained at different levels complement
the feature information of local cross-channel interaction. Quantitative and qual-
itative experimental evaluations on both ISIC2017 and ISIC2018 datasets show
the effectiveness of our proposed network.

Acknowledgements. This work was supported in part by the Special Project of
Central Government Guiding Local Science and Technology Development (Grant No.
2021JH6/10500140), Program for the Liaoning Distinguished Professor, Program for
Innovative Research Team in University of Liaoning Province (Grant No. LT2020015),
the Support Plan for Key Field Innovation Team of Dalian (Grant No. 2021RT06),
the Science and Technology Innovation Fund of Dalian (Grant No. 2020JJ25CY001),
the Support Plan for Leading Innovation Team of Dalian University (Grant No.
XLJ202010), Program for the Liaoning Province Doctoral Research Starting Fund
(Grant No. 2022-BS-336).

References

1. Al-Masni, M.A., Al-Antari, M.A., Choi, M.T., Han, S.M., Kim, T.S.: Skin lesion
segmentation in dermoscopy images via deep full resolution convolutional networks.
Comput. Meth. Prog. Biomed. 162, 221–231 (2018)

2. Asadi-Aghbolaghi, M., Azad, R., Fathy, M., Escalera, S.: Multi-level context gating
of embedded collective knowledge for medical image segmentation. CoRR (2020)

3. Cao, H., et al.: Swin-unet: Unet-like pure transformer for medical image segmen-
tation. CoRR (2021)

4. Celebi, M.E., et al.: A methodological approach to the classification of dermoscopy
images. Computer. Med. Imaging Graph. 31(6), 362–373 (2007)

5. Chen, J., et al.: Transunet: Transformers make strong encoders for medical image
segmentation. CoRR (2021)

6. Chen, L.C., Papandreou, G., Kokkinos, I., Murphy, K., Yuille, A.L.: Deeplab:
Semantic image segmentation with deep convolutional nets, atrous convolution,
and fully connected CRFS. IEEE Trans. Pattern Anal. Mach. Intell. (2014)

7. Codella, N.C., et al.: Skin lesion analysis toward melanoma detection: a challenge
at the 2017 international symposium on biomedical imaging (ISBI), hosted by the
international skin imaging collaboration (ISIC). In: 2018 IEEE 15th International
Symposium on Biomedical Imaging, pp. 168–172 (2018)

8. Day, G.R., Barbour, R.H.: Automated melanoma diagnosis: where are we at? Skin
Res. Technol. 6(1), 1–5 (2000)

9. Garnavi, R., Aldeen, M., Celebi, M.E., Bhuiyan, A., Dolianitis, C., Varigos, G.:
Automatic segmentation of dermoscopy images using histogram thresholding on
optimal color channels. Int. J. Med. Med. Sci. 1(2), 126–134 (2010)



26 X. Liu et al.

10. Hardie, R.C., Ali, R., De Silva, M.S., Kebede, T.M.: Skin lesion segmentation and
classification for ISIC 2018 using traditional classifiers with hand-crafted features.
CoRR (2018)

11. He, K., Gkioxari, G., Dollár, P., Girshick, R.: Mask R-CNN. In: Proceedings of the
IEEE International Conference on Computer Vision, pp. 2961–2969 (2017)

12. Jha, D., Riegler, M.A., Johansen, D., Halvorsen, P., Johansen, H.D.: Doubleu-net: a
deep convolutional neural network for medical image segmentation. In: 2020 IEEE
33rd International Symposium on Computer-based Medical Systems (CBMS), pp.
558–564 (2020)

13. Kolesnikov, A., et al.: An image is worth 16 × 16 words: Transformers for image
recognition at scale (2021)

14. Liu, Z., Zerubia, J.: Skin image illumination modeling and chromophore identifi-
cation for melanoma diagnosis. Phys. Med. Biol. 60(9), 3415 (2015)

15. Long, J., Shelhamer, E., Darrell, T.: Fully convolutional networks for semantic
segmentation. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 3431–3440 (2015)

16. Ronneberger, O., Fischer, P., Brox, T.: U-net: convolutional networks for biomedi-
cal image segmentation. In: International Conference on Medical image Computing
and Computer-Assisted Intervention, pp. 234–241 (2015)

17. Silveria, M., et al.: Comparison of segmentation methods for melanoma diagnosis
in dermoscopy images. IEEE J. Select. Top. Sign. Process. 3(1), 35–45 (2009)

18. Singh, V.K., et al.: FCA-Net: adversarial learning for skin lesion segmentation
based on multi-scale features and factorized channel attention. IEEE Access 7,
130552–130565 (2019)

19. Singh, V.K., et al.: FCA-Net: adversarial learning for skin lesion segmentation
based on multi-scale features and factorized channel attention. IEEE Access 7,
130552–130565 (2019)

20. Vesal, S., Ravikumar, N., Maier, A.K.: SkinNet: a deep learning framework for skin
lesion segmentation. CoRR (2018)

21. Wang, H., Cao, P., Wang, J., Zaïane, O.R.: Uctransnet: rethinking the skip con-
nections in u-net from a channel-wise perspective with transformer. CoRR (2021)

22. Wang, Z., Zou, N., Shen, D., Ji, S.: Non-local u-nets for biomedical image segmen-
tation. In: Proceedings of the AAAI Conference on Artificial Intelligence, vol. 34,
pp. 6315–6322 (2020)

23. Wong, A., Scharcanski, J., Fieguth, P.: Automatic skin lesion segmentation via
iterative stochastic region merging. IEEE Trans. Inf. Technol. Biomed. 15(6), 929–
936 (2011)

24. Zhao, H., Shi, J., Qi, X., Wang, X., Jia, J.: Pyramid scene parsing network. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 2881–2890 (2017)

25. Zheng, S., et al.: Conditional random fields as recurrent neural networks. In: Pro-
ceedings of the IEEE International Conference on Computer Vision, pp. 1529–1537
(2015)



Graph Convolutional Networks
(GCN)-Based Lightweight Detection

Model for Dangerous Driving Behavior

Xing Wei1,2,3(B), Shang Yao1, Chong Zhao2,4, Di Hu2, Hui Luo2,
and Yang Lu1,3

1 School of Computer and Information, Hefei University of Technology, Hefei, China
2 Intelligent Manufacturing Institute of Hefei University of Technology, Hefei, China

3 Engineering Research Center of Safety Critical Industrial Measurement
and Control Technology, Ministry of Education, Beijing, China

4 Engineering Quality Education Center of Undergraduate School, Hefei University
of Technology, Hefei, China

Abstract. Real-time detection and identification of dangerous driving
behaviors is an effective measure to reduce traffic accidents. Due to the
high network delay, limited communication bandwidth, and weak com-
puting power, lightweight detection models that can run on edge devices
have been widely investigated and attracted considerable attention. In
recent years, the Graph Convolutional Network (GCN), which models
the human skeleton as a spatiotemporal graph, has achieved remarkable
performance, due to its powerful capability of modeling non-Euclidean
structure data. However, there are disadvantages such as the single way of
extracting information, high model complexity, and inability to integrate
environmental information. Therefore, we propose a lightweight danger-
ous driving behavior detection model based on GCN. First, two local
information extraction modules are designed to extract skeleton informa-
tion features. Meanwhile, we propose a multi-information fusion behavior
recognition model of “people + objects” by capturing the motion infor-
mation of related object. Finally, the method based on Singular Value
Decomposition (SVD) rank reduction is used to compress the model
to improve the speed of recognizing an action sample under sufficient
detection accuracy. The proposed model respectively achieves 96% and
86.3% accuracy on the x-view benchmark of NTU-RGBD dataset and the
homemade Locomotive Driver Dataset, which attains the state-of-the-art
performance.

Keywords: Graph convolutional neural networks · Dangerous driving
behavior detection · Skeletal features · Neural network compression

1 Introduction

In recent years, traffic safety issues have caught widespread attention from all
sectors of society. To avoid traffic safety accidents caused by drivers answer-
ing the phone, smoking, or even playing with mobile phones during driving, it
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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is necessary to conduct real-time behavior detection of drivers. However, due
to high network delay, low communication bandwidth, and other reasons, the
processing results of the background server cannot be transmitted to the cab
in real-time. There is an increasing need to directly analyze dangerous driving
behaviors through edge computing devices in the cab environment. Still, the
processing power of edge computing devices is limited, so a lightweight driving
behavior analysis model is required.

Traditional human behavior detection models based on RGB video are sen-
sitive to environmental information such as illumination and occlusion, while
the dynamic human skeleton data has compact information, less redundancy,
and strong robustness. However, since the skeleton data is located in the non-
Euclidean geometric space, manually constructing the skeleton data directly as
a sequence of joint coordinate vectors or a pseudo-image which is fed into RNNs
[19] or CNNs [7] to generate the prediction, will lose the spatial information in the
data. And graph convolutional network can capture the dependencies between
nodes to reason from unstructured data. Currently, methods based on GCN [17]
for feature extraction of human skeleton data have achieved encouraging achieve-
ments. However, the following problems remain: 1) The embedded expression
process of continuously learning nodes alternately in the spatial dimension and
the time dimension loses essential local information, which affects the learning
and expression ability of the model. 2) The category of certain similar actions
cannot be accurately judged only by the change of the joint point coordinates.
For example, smoking and drinking water are highly consistent in the changes
in joint coordinates. 3) GCN-based models generally require a large amount of
computation. To recognize an action sample, ST-GCN [17] needs to perform 16.2
GFLOPs (Floating Point Operations), and some models even reach more than
100 GFLOPs [11].

In this paper, we study how to identify dangerous driving behaviors by
integrating skeleton data with environmental semantic information, aiming to
improve the speed of recognizing actions with sufficient detection accuracy. The
main contributions of this work are:

1. A Multimodal Feature Graph Convolutional Neural Networks (MF-GCN)
extracting local features is proposed to capture the critical spatial and tem-
poral information in skeleton data.

2. The skeleton dataset integrates environmental semantic information to clas-
sify dangerous behaviors better.

3. We compress the model using an SVD-based approach with good results.

2 Related Work

2.1 Skeleton-Based Action Recognition

Skeleton data has received increasing concern due to its robustness to human
scale, perspective, and background changes. In the work of ST-GCN proposed
by Yan et al. [17], the graph convolutional neural network was applied to the
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skeleton dataset for the first time. Li et al. [8] proposed an A-link inference
module that extends skeleton graphs to represent higher-order joint dependen-
cies. However, the connections between the nodes of these ST-GCN-based meth-
ods represent the natural connections of human bones, which only represent the
physical structure of the human body. It leads to the representation ability being
limited. Shi et al. [12] proposed a novel adaptive graph convolutional network
and constructed a two-stream network 2s-AGCN using bone length and direc-
tion vector. Ye et al. [18] proposed Dynamic GCN, a new global dependency
method, through which the model achieves excellent accuracy in skeleton-based
action recognition. To further capture higher-order adjacency relations, Peng et
al. [9] introduced higher-order Chebyshev polynomials to obtain larger receptive
fields.

2.2 SVD Compress

The methods [4,21] of simplifying the network model by decomposing the weight
matrix of the deep neural network have been widely used. Early decomposition
methods [4] decompose a 4-dimensional convolution kernel into four consecutive
low-rank convolutions. Still, this technique dramatically increases the number of
layers in the network. Later works treat a network layer as a linear layer and then
decompose this linear layer into two sub-linear layers with low rank so that the
4-D matrix tensor is reshaped into two 2-D matrices. Finally, the 2-D matrices
are remapped back to convolution, resulting in two consecutive layers [3]. Zhang
et al. [21] proposed channel decomposition, which uses SVD to decompose a
convolutional layer with kernel size w×h into two consecutive layers with kernel
size w × h and 1 × 1. These methods above require performing SVD at each
optimization step to compute and optimize the kernel norm for each layer, but
this algorithm is computationally expensive [2]. Tai et al. [16] proposed low-rank
decomposition to avoid expensive SVD decomposition at each step by training
the network directly with low rank from scratch, but it is necessary to manually
set the size of each layer rank, which may result in suboptimal compression.

3 Methodology

We perform gesture estimation on the driver video and construct a spatiotem-
poral map on the skeleton sequence, and the extracted skeleton information is
classified by our proposed MF-GCN. The classification results are fused with
scene information to re-judge the driver’s behavior, as shown in Fig. 1. By com-
bining the object detection results with driver behavior classification, We can
judge the dangerous action of drivers more accurately.

3.1 Graph Construction

We utilize PP-TinyPose to estimate the position information of 18 joints on each
frame of video. PP-TinyPose is a human gesture recognition algorithm that can
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Fig. 1. The MF-GCN extracts the skeleton sequence’s global information through ten
spatiotemporal convolution blocks (B1-B10). Below the spatiotemporal convolution
blocks are the spatial and temporal modules (S1-S3, T1-T3) to extract local informa-
tion. The three numbers below each block represent input channels, output channels,
and stride, respectively. The green line part is the scene information fusion module,
which matches the classification results of MF-GCN by identifying the moving key
object. (Color figure online)

be deployed on distributed devices and edge devices, which has the advantages
of high precision and high speed. In the actual experiment, since the driver’s legs
are blocked, the main feature information of dangerous driving behaviors such as
smoking and making phone calls are mostly displayed in the upper body, so the
joint point information of the lower part are discarded. Only 10 important joint
points of the upper body are selected to model the graph, as shown in Table 1.

Table 1. Ten joint points we selected.

Number 1 2 3 4 5

Joint Right eye Left eye Right ear Left ear Right shoulder
Number 6 7 8 9 10
Joint Left shoulder Right elbow Left elbow Right wrist Left wrist

3.2 Local Information Capture Module Based on GCN

This paper proposes a local spatial and temporal information extraction module.
Extracted local information is summed with the global information extracted
in the higher-level layers. In this way, the final information obtained by the
model contains not only global information, but also the rich spatiotemporal
local information of the skeleton graph. The specific method training steps are
given by Eq. 1:

fout = Wt(
Bv∑

k

Wk(fin + θlgf
l
g + θltf

l
t) × (Ak + Gk)) (1)
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Fig. 2. Schematic diagram of the spatial module structure.

where Bv denotes the size of the spatial convolution kernel, k means the specific
spatial convolution kernel, Wk ∈ RC×C×1×1 and Wt ∈ RF×C×9×1 (C means out-
put channel, F means input channel) represent the spatial convolution weight
matrix and the temporal convolution weight matrix, respectively, Ak ∈ RN×N

represents the adjacency matrix, N is the number of joint points, Gk is the adap-
tive adjacency matrix with the same dimensions as Ak, and will be parameter-
ized and optimized along with other parameters during training; θlt, θ

l
g ∈ {0, 1}

control input f l
t , f

l
g of the time module and the spatial module of the l-th respec-

tively. fin represents the feature map of the skeleton map extracted by a spa-
tiotemporal convolutional block. Each node aggregates the information of spatial
neighbor nodes and the information of temporal neighbor nodes.

Compared with the spatiotemporal convolution block, the spatial module S
aims to extract only local spatial information. A feature map is decomposed into
three sub-map through the convolution kernel of K1 ∈ R3C×C×1×1, and each sub-
map expresses action features of different scales, as shown in Fig. 2. To match the
output channels of the spatiotemporal convolution block, the convolution kernel
K2 ∈ RF×C×1×1 is used to change the dimension of the feature map. Finally,
the convolution of the spatial dimension on the skeleton graph is realized by
aggregating the information of the neighbor nodes, and the aggregation method
is given by Eq. 2:

f l+1
g =

Bv∑

k

((W1
kf l

g

) × (Ak + Gk)
) × W2

k (2)

where f l
g represents the feature map after the l-th aggregation of the spatial

module and W1
k ,W2

k are the weight matrices of the convolution kernels K1,K2

respectively.
The time module T is similar to the spatial module and aims to extract local

time information. T aggregate the information of neighbor nodes in the time
dimension through the convolution kernel K ∈ RF×C×3×1. The specific details
follow Eq. 3:

f l+1
t = Wtf

l
t (3)

where f l
t represents the feature map after the l-th aggregation of the time module

and Wt is the weight matrix of the convolution kernel K.
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3.3 Scene Fusion Based on Lightweight Object Detection

In this section, for the situation where different behaviors may have highly consis-
tent changes in joints, through the fusion of the multi-information of people and
objects, the driver’s behavior can be judged more accurately. Usually, the object’s
spatial position associated with the action will change as the action progresses,
such as making a phone call, drinking water, etc. We use NanoDet to detect key
targets in driving scenarios. NanoDet is a lightweight target detection model
that has the advantages of fast speed, a small amount of calculation, and model
parameters. We extract 21,000 images from the Locomotive Driver Dataset by
drawing frames which divided into four categories, as shown in Table 2. We use
these images to train NanoDet.

Table 2. Key objects associated with the action.

Number C01 C02 C03 C04

Joint Cigarette Water glass Cell phone Bottle

The cigarette corresponds to the smoking action in the Locomotive Driver
Dataset, the water glass and bottle correspond to the drinking action, and the
cell phone corresponds to the action category of talking on the phone or texting.
In the actual detection, the trained NanoDet network is used to detect the video
frame by frame, and the key object is marked with a label and 2D coordinates.
The specific process is shown in the green line part in Fig. 1. Notably, a thing
will be discarded if it is stationary.The detected target object is matched with
the classification results of MF-GCN to re-judge the driver’s behavior.

3.4 SVD-Based Compression

For the MF-GCN network that we have trained, we use the SVD-based method
to compress the model.

For a convolutional layer with input channel F, output channel C, and ker-
nel size k1 × k2, we can interpret the layer K ∈ RF×C×k1×k2 as a linear layer
ˆ

K ∈ RF×Ck1k2 and the corresponding rank j-approximation as two subsequent
linear layers of shape F×j and j×Ck1k2. Mapped back to convolutions, this cor-
responds to a K2 ∈ Rj×C×k1×k2 convolution followed by a K1 ∈ RF×j×1×1 convo-
lution. But performing the decomposition of SVD is computationally expensive.
In order to avoid repeating the SVD operation at each step, we perform SVD full-

rank decomposition on
ˆ

K to get M ∈ RF×j , N ∈ RCk1k2×j , s ∈ Rj . The weight
matrices of K1 and K2 are reconstructed from Mdiag (

√
s) and diag (

√
s)N T ,

directly. In the SVD training process, each layer uses the decomposed variable
M, s,N instead of the original convolution kernel or weight matrix. The for-
ward pass is by converting M, s,N into two consecutive network layers, and
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Fig. 3. Schematic diagram of the SVD compression structure. A K ∈ RF×C×k1×k2

convolution layer is decomposed into the product of two convolution kernels K1 ∈
RF×j×1×1 and K2 ∈ Rj×C×k1×k2 . Some redundant convolution kernels are filtered by
the rank reduction method. The part of the dotted line on the right represents the
cropped convolution kernel.

both backward pass and optimization work directly on M, s,N . As shown in
Fig. 3. In this way, we can obtain s without performing expensive SVD opera-
tions at each step of training. When the singular vector matrix M,N is already
orthogonal, reducing the rank of the decomposition network is equivalent to
making the singular value vector s of each network layer as sparse as possible.
We choose an invariant modulus Eq. 4 proposed in the work of Dilip Krishnan
et al. [6] to represent sparsity:

Lh (s) =
‖s‖1
‖s‖2

=
∑

i |si|√∑
i s

2
i

(4)

The regularization operator is differentiable almost everywhere and has scale
invariance. Based on the above analysis, we propose the overall objective function
Eq. 5 for decomposing training:

L (M, s,N ) = LT + λh

B∑

l=1

Lh (s) (5)

where LT is the training loss on the decomposed network layers, B is the total
number of network layers and λh is the decay parameter that can be traded off
between accuracy and FLOPs to get a low-rank model. Finally, a lightweight
graph convolutional network is obtained.
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(1) Safe driving (2) Guiding gesture

(6) Drinking(5) Texting

(3) Yawning (4) Tidying hair

(7) Smoking (8) Talking on the phone

Fig. 4. Examples of 8 categories in the Locomotive Driver Dataset. There are two types
of normal driving and six categories of dangerous driving. The original video resolution
is 1280 × 720, 13 fps.

4 Experiments

4.1 Dataset and Parameter Settings

NTU-RGBD: NTU-RGBD [10] is currently the largest and most widely used
multimodal indoor behavior recognition dataset. The original paper of the
dataset recommends two benchmarks: 1) Cross-subject (CS) and 2) Cross-view
(CV).

Locomotive Driver Dataset : We photographed specific datasets for train
driver driving situations, which are divided into eight categories. As shown in
Fig. 4. There are two normal driving behaviors and six dangerous driving behav-
iors. Our dataset was filmed with eight drivers. To ensure the diversity of our
data, we selected participants with different heights, weights, and different driv-
ing styles, wearing different uniforms. We process each action clip into a video
of about 3 s, about 13 frames per second. Our dataset contains a total of 9362
instances, of which we use 6553 instances for training and 2809 instances for
testing.

Parameter Settings : All our experiments are implemented on the PyTorch
deep learning framework, using stochastic gradient descent (SGD) with Nesterov
momentum (0.9) as the optimization strategy, cross-entropy as the loss function,
weight decay set to 0.0004, and batch size set to 90.
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Table 3. Comparison with 11 state-of-the-art methods on NTU-RGBD dataset in
terms of accuracy, parameters (×106) and FLOPs (×109). MF-GCN (compressed)
represents the result after compression using SVD.

Methods Acc (CS) Acc (CV) Param FLOPs

ST-GCN [17] 81.5 88.3 3.1 16.32
AS-GCN [8] 86.8 94.2 9.5 26.76
RA-GCNv2 [15] 87.3 93.6 6.21 32.8
2s-AGCN [12] 88.5 95.1 6.94 37.32
NAS-GCN [9] 89.4 95.7 6.57 –
2s-AGC-LSTM [13] 89.2 95 22.89 54.4
SR-TSL [14] 84.8 92.4 19.07 4.2
Clips+CNN+MTLN [1] 79.57 84.83 62 –
C-MANs [7] 83.72 93.8 28.4 –
TS-SAN [5] 87 92.4 – –
VA-LSTM [19] 79.4 87.6 – –
MF-GCN 89.8 96 2.56 12.76
MF-GCN (compressed) 89.5 95.6 1.86 6.82

4.2 Comparison with the State-of-the-Art

On the Locomotive Driver Dataset and NTU-RGBD dataset, we compare the
final model with skeleton-based action recognition methods, which including
CNN-based methods [1,7], LSTM-based methods [13,14,19], self-attention-based
methods [5], and GCN-based methods [8,9,12,15,17,20]. The results of the com-
parison are shown in Tables 3 and 4. Since the scene information fusion module is
especially proposed for the Locomotive Driver Dataset, the model performance
of fused and unfused scene information are compared on this dataset. As shown
in Table 4, the results show that the model combined with the scene information
is obviously superior to GCN-based models alone. On the NTU-RGBD dataset,
we compared the model’s accuracy and complexity with the state-of-the-art algo-
rithms, and the results are presented in Table 3. Part of the data are calculated
from the code they posted. To balance the loss of accuracy and model complex-
ity, we employ SVD with a compression ratio of 2×. On both data, our model
shows advanced performance. Furthermore, the SVD-based method effectively
compresses the number of parameters and calculation of the model.
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Table 4. Comparison with other meth-
ods on the Locomotive Driver Dataset,
“MF-GCN+obj” represents MF-GCN
fused with environmental semantic
information

Methods Top-1 Accuracy

ST-GCN [17] 80.2

VA-LSTM [19] 75.6

2s-AGCN [12] 83.5

SGN [20] 84.4

NAS-GCN [9] 84.7

MF-GCN 85.4

MF-GCN+obj 86.3

Table 5. Performance comparison of
the effectiveness of the spatial module
(S) and the temporal module (T ) on
the Locomotive Driver Dataset, de/X
means removing the X module.

Methods Top-1 Accuracy

2s-AGCN [12] 83.5

2s-AGCN +S 84.2

2s-AGCN +T 84.5

2s-AGCN +S+T 85.0

MF-GCN de/T 84.5

MF-GCN de/S 84.9

MF-GCN 85.4

5 Ablation Study

We verify the effectiveness of our proposed algorithm by conducting ablation
experiments on the Locomotive Driver Dataset and NTU-RGBD dataset, and
adopt 2s-AGCN [12] as our experimental benchmark.

5.1 Significance of Local Information

According to the introduction in Sect. 3.2, there are two main sources of local
information: temporal module (T ) and spatial module (S). To explore the effec-
tiveness of the two modules, we add two modules to 2s-AGCN and remove two
modules from our model, respectively. The result shows in Table 5. The results
show that adding two modules to 2s-AGCN [12] improves the accuracy by 0.84%
(S) and 1.20% (T ), respectively, and removing two modules from MF-GCN loses
the accuracy by 1.05% (T ) and 0.59% (S), respectively. It is proved that the
extraction of local information does help to improve the accuracy of action clas-
sification.

5.2 Effectiveness of Model Compression

In NTU-RGBD dataset x-view benchmark and Locomotive Driver Dataset. We
compare the impact of different compression rates on the accuracy results. The
results are shown in Fig. 5. It can be seen from the experimental results that the
SVD-based compression algorithm can effectively compress the model complexity
while having less damage to the accuracy.
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Fig. 5. The left shows the relationship between the FLOPs compression ratio and
accuracy loss on the NTU-RGBD dataset by using SVD compression in MF-GCN
model, and the right shows the relationship on the Locomotive Driver Dataset.

5.3 Visualization

We select some actions that are difficult to be recognized well and draw their
confusion matrices on 2s-AGCN and MF-GCN. As shown in Fig. 6, the vertical
axis represents the category of our actual action, and the horizontal axis rep-
resents the predicted action category label. Since there are many classification
categories in NTU-RGBD, we selected some of the action categories (10–31).
Fig. 6, there are two groups of similar actions; the first group is reading, writ-
ing, playing tablet, and typing, which are framed by the red matrix. From the
perspective of the skeleton, these actions are all done by the slight shaking of
the joints of the hands and elbows, and the changes in the joints of these actions
are very similar in space and time. The second group is surrounded by a yellow
matrix, which contains two sets of actions put on glasses and take off glasses;
this group of activities has similar temporal dynamics but differs in spatial con-
figuration. It can be seen that the recognition accuracy of this category on both
2s-AGCN and our MF-GCN is greater than the actions of the previous group.
However, from the perspective of the confusion matrix, we can also see that the
recognition accuracy of these similar actions is still not high enough only from
the changes of joint points position. Overall, our model has achieved a significant
improvement compared to 2s-AGCN.

eat meal

stand up

reading

writing

put on glasses

take off glasses

play with tablet

type on a keyboard

nod head

salute

Fig. 6. Confusion matrices of MF-GCN (left) and 2s-AGCN (right), where the numbers
on the axes represent the index of each action category, red and yellow rectangles denote
two groups of similar actions.
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6 Conclusion

This paper proposes a new model MF-GCN for skeleton-based action recogni-
tion, which extracts different feature information from three different paths so
that the model finally learns that the feature map contains rich global and local
information. Then the SVD-based method is used to simplify the model, and a
lightweight and high-precision GCN model is obtained. In addition, aiming at
the problem that the GCN model is prone to errors in identifying some similar
actions. We define the “human + object” multi-information fusion method to re-
identify human behavior, thereby further improving the performance. The final
model is evaluated on the large-scale action recognition dataset NTU-RGBD
and the homemade Locomotive Driver Dataset, achieving state-of-the-art per-
formance on both datasets.
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Abstract. The security of medical data sharing (MDS) plays an impor-
tant role in the area of healthcare. Significantly, achieving its security
faces more challenges due to the feature of multiparty holding, higher
complexity, and serious data silos. Different from traditional secure
schemes, which established model cannot deal with the above three prob-
lems due to the low accuracy of the MDS secure model, this paper designs
a novel secure MDS model and two schemes to increase the accuracy of
the model. In detail, to eliminate the issues of data silos and point failure,
we combine the federated learning (FL) with blockchain technology into
MDS secure model, and the data confidentiality of the exchanged data
in the process of FL can be further ensured by differential privacy (DP).
Then, to increase the accuracy of the secure MDS model, we design a
validation incentive mechanism based on model quality (VIM) and an
effective DP method with assigned weights (AWDP), in terms of par-
ticipants’ enthusiasm and noise accumulation, respectively. Simulations
show that the established model is effective and correct and the designed
VIM and AWDP can achieve higher accuracy than current popular meth-
ods, resulting in 30% increment.

Keywords: Data sharing · Federated learning · Blockchain · Model
quality · Incentive mechanism

1 Introduction

With the development of Internet of Things technology and the improvement
of medical informatization, there is an increasing demand for data utilization
and sharing among hospitals, patients and researchers [1]. MDS can improve
the quality and safety of medical services. However, the relative independence
of each department and the prevalence of low data quality, data silos, and poor
data circulation and sharing make MDS more challenging [2]. Therefore, there
is an urgent need for efficient mechanisms or methods to balance data sharing
and privacy protection, break down information silos, and improve the security
of MDS.
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To achieve secure data sharing, many studies have utilized the features
of blockchain decentralization, joint maintenance by multiple parties, and
traceability, combined with cryptographic techniques to ensure traceable, non-
tamperable, and non-repudiation of transactions [3]. However, the incomplete-
ness and high sensitivity of medical big data impose more stringent require-
ments on the security and accuracy of shared data. For secure MDS, many
researchers have always stored data locally by introducing FL [4,5]. However,
these approaches ignore the accuracy and availability of shared medical data.

In summary, the challenges to addressing MDS security are: 1) Third-party
servers may analyze participants’ original information by collecting their data; 2)
Large DP noise can seriously affect model accuracy and performance [6]; 3) It is
challenging to obtain highly accurate data samples while ensuring that patients’
private information is not compromised.

To address the above challenges, this paper investigates how to maximize the
usability of the model while achieving the security of medical data sharing. The
main contributions are summarized as follows:

1. A secure MDS model based on consortium blockchain and FL is established.
Participants break down data silos through joint modeling without sharing
private data.

2. An effective DP method for assigning weights is designed. Giving different
update weights to different noises can prevent the gradient information of the
aggregated model from being overwhelmed by the accumulated noise.

3. We design a validation incentive mechanism based on model quality to verify
whether the models provided by the participants are qualified or not. This
mechanism increases the motivation of participants and ensures the high accu-
racy and usability of the training models.

The rest of this article is organized as follows. In Sect. 2, we briefly review the
related work of this paper. Section 3 illustrates the system model we designed.
Section 4 introduces the VIM and the secure federated averaging (SFA) algorithm
proposed in this paper in detail. Section 5 conducts security analysis and perfor-
mance evaluation on our method. Finally, we conclude this article in Sect. 6.

2 Related Work

In this section, we review the research related to this paper based on techniques
such as FL, DP, and incentive mechanisms. In the architecture of FL, achieving
data sharing does not require transferring data between them, but using datasets
for model training, reducing the risk of user privacy data leakage [7,8]. Based
on the advantages of FL in privacy protection, many studies have introduced
solutions combining FL, DP, and blockchain to ensure data privacy and network
security. The advantage of DP is that it can effectively protect private informa-
tion without caring about the background knowledge possessed by the attacker
[9].
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In [10], to build a smart home system, Zhao et al. designed a hierarchi-
cal crowdsourcing FL system that uses a reputation mechanism combined with
blockchain to prevent malicious model updates. In addition, it proposed a
new standardization technique and used DP to prevent the leakage of sensi-
tive customer information and improve the accuracy of testing [11]. Designed
a blockchain-based FL framework for comprehensive defense against poisoning
attacks and introduced partial DP to resist membership inference attacks and
improve the security of FL in 5G networks. In [12], Jiang et al. designed a privacy-
enhanced FL framework to resist spoofing attacks based on membership proofs
and cryptographic accumulators in public blockchains. The study also designed
a result verification algorithm based on ElGamal encryption for verifying the
correctness of aggregation results, which improved the robustness and accuracy
of the model. The above work considered the single point of failure problem in
FL and also the possibility of malicious actors inferring the original private data
of the user through the model parameters. The advantages of using DP are well
demonstrated, but both ignored the impact of noise on model accuracy [13].
How to ensure the high accuracy of the model while protecting data privacy is
a question worth exploring.

Incentive mechanisms are one of the cores of blockchain and FL, which can
be classified into three categories based on pricing strategies: reputation-based,
data quality-based and auction-based [14]. For the mobile crowdsensing incen-
tive task, [15] proposed an incentive mechanism that balances data quality and
privacy protection based on a zero-knowledge model for data reliability assess-
ment, which ensured data reliability while protecting data privacy. In [16], data
sharing for internet of vehicles applications is of great interest, and Chen et al.
designed an auction-based incentive mechanism using a consortium blockchain
to motivate users to participate in collecting and sharing data while guarantee-
ing the security of both on-chain and off-chain data to ensure the high quality
and trustworthiness of the shared data.

However, existing incentive mechanisms are difficult to meet the demand for
security in distributed environments, such as vulnerability to Sybil attacks. In
Sybil attacks, a single attacker can forge multiple identities to exist in the net-
work, thus interfering with normal network activities and reducing the security
of the network. In summary, being able to defend against malicious attacks while
ensuring model accuracy is the main challenge of current research.

3 System Model

Secure MDS model based on consortium blockchain and FL is shown in Fig. 1.
In secure MDS model, the user who wants to participate in the task obtains

medical health data through sensors and other devices and sends a request for
an initial model, which in turn is trained as a medical model. After the local
model training, the model parameters are protected using the AWDP method.
Before the model is added to the blockchain as a transaction, the model quality
is verified using the VIM designed in this paper. Using the blockchain to store
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and distribute the global model reduces the possibility of malicious corruption
by third-party servers. After the verification is passed, it is uploaded to the
blockchain and aggregated and averaged using the SFA algorithm to obtain
models with high accuracy and good security performance.

The symbol description in this paper is shown in Table 1.

Fig. 1. Secure MDS model.

4 VIM and SFA Algorithm

4.1 Validation Incentive Mechanism Based on Model Quality

The members of the verification team formulate and publish a model quality
judgment standard and corresponding rewards in advance. The node that wants
to publish the task becomes the task publisher and broadcasts the task informa-
tion, which includes: the specific content of the task, the time limit requirement,
Bgr, the requirement for the historical quality, and the basic requirement for
the task data.

Participants Selection. The historical quality of completing the task is the
main focus of selecting participants. We adopt the idea of time window and
exponential decay, and HoT of completing the task is calculated by

HoT = baseH +
m∑

i=1

(e−λi ∗ 1
mi

mi∑

j=1

(Qi,j − baseH)).
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Table 1. The symbol description

Symbol Meanings Page

Bgr The budget requirement 4
HoT/baseH The historical quality/basic value of HoT 4
m The number of time windows 4
λi The lower bound of the time window 4
mi The number of tasks completed by participants 4
Qi,j The complete quality of the task 4
NoC The selection number 5
α The historical quality as a percentage of participant selection 5
V sR/baseV The verification success rate/basic value of V sR 6
Ncor

i The frequency of correct verification by the verifiers 6
N total

i The total number of verifications of the node 6
β The proportion of historical quality in validator selection 6
ρi The ratio of the reward 7
dnum The amount of data received by the verifiers 7
−
wt The latest model parameter 7
K/n The number of participants/training data 7
η The learning rate 7
g
(b)
k The gradient 7

w
(k)∗
t+1 The latest model parameter added to DP 7

S/ε The privacy sensitivity/budget of DP 7
q The weight positively correlated with the amount of noise 7
w′ The model parameter after weighting 7
w0 The initial model parameter 8
Ct A set of randomly selected participants 8
ρ The percentage of users calculated in each round 8
Pk An index set of data points at uer k 8
w

(k)
1,1 The latest model parameter obtained from the server 8

I/B The number of iterations/batches 8
Dk A data set owned by the kth participant 8
M/b/t The batch/batch number/training round 8
w The final aggregated global model parameter 8

In the initial situation, all nodes that want to do the task for the first time
can be selected, We set NoC for the candidate node. The initial selection times
of all candidate nodes are 0, and the selection times are changed accordingly
according to the number of times they are selected. Therefore, the participants’



Increasing the Accuracy of Secure Model for Medical Data Sharing 45

choices are as follows:

PaR = HoT ∗ α + NoC ∗ (1 − α).

Verifiers Selection. We select verifiers based on the historical quality of the
tasks completed by the node and the success rate of verification. Using the idea
of calculating HoT , the V sR of the verifiers is calculated as

V sR = baseV +
m∑

i=1

(e−λi ∗ N cor
i

N total
i

).

The verifiers’ selection is shown in (1). The verifiers verify the data model by
polling. Once a verifier fails to complete the verification within the specified time,
its verification accuracy rate as a verifier will decrease, and the next verifier will
take over the verification. The verification results are used to generate a Merkle
tree and record it in the blockchain.

V eR = HoT ∗ β + V sR ∗ (1 − β). (1)

In this process, we design the following method to select the initial verifier.
We select initial verifiers from all verification candidates by randomly drawing
lots to ensure the unpredictability and randomness of the initial verifier. If the
block network simply uses a random lottery to conduct elections, the attacker
can generate a large number of false nodes at a very low cost, which will make
the system vulnerable to witch attacks.

To prevent Sybil attacks, each node monitors the behavior of other nodes by
maintaining a monitoring table. Nodes only forward blocks of specific users will
be quickly identified, blacklisted, and notified to other nodes. The monitoring
table includes the receiving block number, the node address, and the count of
the sending block. All nodes in the blockchain network have a public suspicious
list. If the count on the node monitoring table exceeds a certain threshold, the
node will put the corresponding address in the public suspicious list. When a
node receives a block, it checks whether the node address in the block header
is consistent with the address in the public suspicious list, and then decides
whether to forward the block to other nodes. To prevent the normal node from
being “unjustified”, the node can also get rid of the public list by forwarding the
blocks of the normal node fairly.

Validation of the Model. Firstly, according to the basic requirements of the
task data, it is divided into three sets A, B, and C (set A represents the most
satisfactory requirements, and decreases in order). These three sets reflect the
degree of conformity of the results to the task. This method used the idea of
fuzzy mathematics. Here, three sets are membership functions. The boundary
point ϕ between C and B and the boundary point ξ between B and A need to be
determined. We use the rule of thirds to determine the three-phase membership
function.
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Suppose P = {A,B,C}, each F test determines a division of U , and each
division determines a pair of numbers (ξ, ϕ). ξ and ϕ obey a normal distribution.
(ξ, ϕ) determines the mapping e(ξ, ϕ):

e(ξ, ϕ)(x) =

⎧
⎨

⎩

A(x)
B(x)
C(x)

x ≤ ξ,
ξ < x ≤ ϕ,

x > ϕ.

Calculate according to the probability method:

A(x) = 1 − Φ

(
x − μ1

σ1

)
, C(x) = Φ

(
x − μ2

σ2

)
,

B(x) = 1 − A(x) − C(x) = Φ

(
x − μ1

σ1

)
− Φ

(
x − μ2

σ2

)
.

Here,

Φ(x) =
∫ x

−∞

1√
2π

e− t2
2 dt.

We use the similarity of the model data in the same area in the task, use
the Euclidean distance to calculate the similarity of the two models, and then
perform bottom-up hierarchical clustering. According to the result of hierarchical
clustering, the cluster with the largest amount of resultant data is regarded as the
position where the correct model exists. The center model γm and the boundaries
γs and γl can be obtained. Based on γm, γs, and γl, the model quality range is
divided into three sets, A, B, and C. These three sets reflect the distance between
the model and the correct model. Taking these two factors into consideration,
the model quality level is comprehensively evaluated and divided into five levels.
Finally, corresponding rewards are given to each level corresponding to the task
completer as

rewardi = ρi ∗ Bgr

dnum
, i = 1, 2, 3, 4, or 5.

4.2 SFA Algorithm

Algorithm 1 gives the pseudo-code of the SFA algorithm. Next, we introduce the
main phases of the SFA algorithm.

Step 1: Blockchain nodes broadcast w0 to all participating nodes and select
a set of participants.

Step 2: All participants conduct model training in parallel, and the partici-
pant calculate wt+1 according to (2). Each participant uses local data to perform
gradient descent on

−
wt according to (3) and adds w

(k)
t+1 to Laplace noise through

(4).

wt+1 ← wt − η
∑K

k=1

nk

n
gk. (2)

∀k,wk
t+1 ← −

wt −ηgk. (3)
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Algorithm 1. Secure Federated Averaging (SFA)
Input: K, w0, I

1: Blockchain Node:
2: initialize w0 and broadcast to all participants
3: for t = 1, 2, ... do
4: Ct = (random set of max(Kρ, 1) clients)
5: for each participant k ∈ Ct do in parallel
6: w

(k)∗
t+1 ←ParticipantUpdate(k,

−
wt)

7: end for
8: Validation nodes use validation incentive mechanism to validate models
9: if verified then

10:
−

wt+1 ← ∑K
k=1

nk
n

w′

11: else
12: return false
13: end if
14: end for
15: ParticipantUpdate(k,

−
wt):

16: w
(k)
1,1 =

−
wt

17: for local iteration i from 1 to I do
18: batches←(Randomly divide the data set Dk into the size of batch M)
19: w

(k)
1,i = w

(k)
B,i−1

20: for b from 1 to B = nk
M

do
21: Calculate g

(b)
k

22: w
(k)
b+1,i ← w

(k)
b,i − ηg

(b)
k

23: end for
24: end for
25: w

(k)
t+1 = w

(k)
B,I

26: w
(k)∗
t+1 = w

(k)
t+1 + Lap(0, S2/ε)

27: w′ = w
(k)∗
t+1 /q

Output: w

w
(k)∗

t+1 = w
(k)
t+1 + Lap(0, S2/ε). (4)

Step 3: Using the AWDP method. After adding DP noise to perturb, we
changed the weight attached to each participant according to (5), where q =√||η||. If the noisy participants are given a smaller update weight, the signal-
to-noise ratio of the aggregate gradient will be better than the average method.

w′ = w
(k)∗

t+1 /q. (5)

Step 4: Verification nodes use the verification incentive mechanism based on
the model quality to verify the quality of the training model of the participants.
If the verification is passed, the model parameters are aggregated and averaged
according to (6), and the aggregated model parameters are uploaded to the
blockchain as a transaction.

−
wt+1 ←

∑K

k=1

nk

n
w′. (6)
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Theorem 1. SFA algorithm is effective and correct. It is resistant to the single
point of failure, membership inference, and model inference attacks. It’s time
complexity is O(T × I × B).

Proof. The algorithm introduces blockchain technology to effectively resist sin-
gle point of failure and member inference attacks. The improved DP method
prevents the leakage of model parameters and does not reveal any participant
information to honest but curious nodes. Suppose a total of T rounds of training
are to be performed. For each participant, the number of calculations required
for local model training is proportional to I × B. Since all participants perform
model training in parallel, the time complexity is O(T × I × B). In summary,
SFA algorithm is effective and correct.

5 Security Analysis and Performance Evaluation

5.1 Security Analysis

We perform a detailed security analysis of the secure MDS model and the
designed VIM and AWDP methods as follows:

1) Resistant to single point of failure attacks: Using a consortium blockchain
instead of a central server in FL avoids server central server failures or mischief
and helps to obtain a correct and non-toxic global model. Thus, it can prevent
possible single point of failure attacks.

2) Anti-model inference attack: Using secure MDS model and AWDP
method, we avoid malicious participants from inferring the original informa-
tion by querying the model parameters, solve the problem of model parameters
being overwhelmed by accumulated noise, and effectively protect user privacy.
Thus, the prevention of model inference attacks is satisfied.

3) Resistance to Byzantine attacks and data poisoning attacks: Using VIM
to validate the model quality, avoiding the possibility of unreliable participants
providing false or low-quality local models, ensuring high accuracy of the model,
and achieving resistance to Byzantine attacks and data poisoning attacks.

5.2 Performance Evaluation

In this section, the experimental setup of this study will be described, and the
performance of our method will be evaluated and analyzed. We use two impor-
tant indicators to measure the performance of the algorithm, namely accuracy
and cross-entropy loss function. For the learning evaluation part, we evaluate
two well-researched image data sets, including CIFAR-10 and MNIST, which
are widely used for data classification.

As shown in Fig. 2, we compare the accuracy of federated training and cen-
tralized training on the two data sets. It can be seen that the model effect of
federated training is better than that of single-point training. For single-point
training on CIFAR-10, there is a big gap between the global epoch and the fed-
erated training when the global epoch is less than 15. For MNIST, even if the
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global epoch reaches 20, the model accuracy is still very low. This shows that
only through the data of a single client, the global distribution characteristics
of the data cannot be learned well, and the generalization ability of the model
is poor. In addition, the number of participants participating in the federation
training in each round is different, and its performance will also have a certain
difference. The greater the number of participants participating in each round
of training, the higher the accuracy of the model.

Fig. 2. Accuracy comparison of single-point training and federated training models.

In Fig. 3, we compare the accuracy changes of the model without adding
differential privacy noise, simply adding differential privacy noise, adding differ-
ential privacy noise, and changing the weights in FL. The experimental results
show that by assigning different weights to the size of the noise, the model param-
eters can be prevented from being overwhelmed by the noise. In addition, the
accuracy difference between using this method and the model without adding
DP is small, and our method can prevent malicious actors from malicious attacks
on the local model, which improves the data security while ensuring the model’s
accuracy.

Fig. 3. Comparison of model accuracy in different methods.
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Additionally, we evaluate the model accuracy impact of unreliable actors on
federated learning tasks with different levels of data quality, namely EMD (the
lower the data quality, the greater the EMD) and attack strength. From Fig. 4, we
can observe that an increase in attack strength or an increase in EMD leads to a
decrease in model accuracy. Therefore, unreliable users with low-quality training
data or potentially malicious attacks can negatively impact model accuracy. The
experimental results show that using the VIM we designed, selecting reliable
participants, and validating the model quality can better improve the model
accuracy.
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Fig. 4. Comparison of our method and base FL with two attackers.

6 Conclusions

In this paper, we built a data security sharing framework by using the con-
sortium blockchain instead of the central server to decentralize the system and
avoid the risk of a single point of failure. Second, we designed a validation incen-
tive mechanism based on model quality. This mechanism was used to verify the
model parameters before uploading them to the blockchain, thereby preventing
malicious attacks and improving the enthusiasm of participants. Then, to fur-
ther protect data privacy from leakage, we improved the traditional federated
averaging algorithm. We added the VIM proposed in this paper and the AWDP
method to the algorithm. To prevent model accuracy from being overwhelmed by
noise, we assigned different weights to participants for different noises. Finally,
security analysis and performance evaluation demonstrated that our method was
superior in improving model accuracy and protecting user privacy. Due to the
limited time, our scheme ignored time consumption, so one future direction is
to reduce time consumption while improving model accuracy and data security.
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Abstract. Intelligent traffic is one of the most important applications
for improving urban traffic pressure. However, intersections are an impor-
tant element of urban road network, which makes the complex traffic data
face the challenges of security and efficiency in the process of transmis-
sion. In this paper, we propose a smart contract-based intelligent traffic
adaptive signal control scheme to optimize the traffic efficiency problem
at intersections. In the scheme, we use consortium blockchain and smart
contracts to ensure secure transmission of traffic data and trusted access
permission verification for intelligent traffic devices. Then, we introduce
edge computing into the intelligent traffic, which can process massive
traffic data in real time. In addition, we propose an improved Webster
algorithm, aiming at optimizing the dynamic allocation of signal times,
so as to reduce the congestion at intersections. The security analysis
and evaluation experiments demonstrate that the scheme is feasible and
valid, and it can facilitate the adaptive control of traffic signal lights.

Keywords: Intelligent traffic · Access control · Edge computing ·
Consortium blockchain · Smart contract

1 Introduction

The traffic accidents, traffic efficiency and intersections are closely related [1].
Adaptive signal control can adjust the signal lights in real time according to
the actual traffic flow. Therefore, dynamic adjustment of signal lights is critical
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to alleviate the problem of intersection congestion [2]. The vehicle network is
a highly dynamic topology network, and it faces network delay of data trans-
mission at complex traffic intersections. At the same time, malicious users may
conduct malicious attacks on data and disrupt traffic order. Edge computing can
solve the delay problem in intelligent traffic [3]. By deploying an edge server at
the edge, the vehicle can submit tasks to the nearest edge server to process data
and computing tasks. It avoids the remote transmission of data to the computing
center [4]. However, managing distributed edge servers is still a challenge. Due
to the influence of coverage and complex environment, the security problems of
edge server are constantly exposed, such as data tampering and leakage, which
cannot guarantee the security and privacy of data [5]. As a subversive innova-
tive technology, blockchain is introduced into vehicle network, which has the
characteristics of tamper-resistant and anonymity [6]. It can solve the problem
of secure transmission of vehicle information and ensure the privacy of vehicle
information.

In this paper, we propose a smart contract-based adaptive signal control
scheme for intelligent traffic to ensure efficient processing and access control of
traffic data as well as realize the dynamic control of traffic lights. The contribu-
tions of this paper are as follows.

1) We establish a distributed edge node network based on consortium blockchain
and edge servers, which avoids attacks on central nodes and information asym-
metry at the same time. Since edge servers such as Roadside Units (RSUs)
are more robust, they are difficult to be attacked or destroyed.

2) We improve the Webster algorithm and introduce the queue length of vehi-
cles as a key factor into the algorithm. The algorithm alleviates intersection
congestion at intersections by optimizing the actual green light time of each
phase.

3) We design two smart contracts to implement adaptive control of signal lights,
which ensures that vehicles can securely and efficiently pass through intersec-
tions.

The rest of the paper is organized as follows. Section 2 outlines some related
work. Section 3 presents the scenario problem and system model. Section 4 pro-
vides simulation results to demonstrate the superiority of the proposed scheme.
Finally, Sect. 5 concludes the paper.

2 Related Work

2.1 Edge Computing

Unlike traditional cloud-based vehicle networks, edge computing allows devices
to submit their tasks to “closer" edge servers [7]. Many works have considered the
security and privacy of edge servers in edge computing to ensure that the data
in the server will not be attacked or leaked. Cui et al. [8] proposed a VANET
data download scheme based on edge computing, which allows the RSU to carry
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the capability of computing and storing data, improving the efficiency of vehicle
data requests. Wang et al. [9] proposed a triple real-time trajectory privacy
protection mechanism (T-LGEB) in order to protect the trajectory privacy of
task participants while ensuring the real-time nature of the data.

2.2 Consortium Blockchain

The consortium blockchain is a type of blockchain, which can pre-select a certain
number of accounting nodes to verify the validity of data and blocks. Therefore,
it takes less time to reach a consensus [10]. Smart contracts are scripts that
are executed automatically and independently, which are triggered by events
[11]. Today, there have been many studies in the academic community to solve
related problems in edge computing by combining consortium blockchain. In [12],
Rivera et al. proposed a consortium blockchain-based task sharing framework,
which allows vehicles to enable task offloading and sharing among edge servers
for efficient cooperation.

2.3 Signal Timing Optimization

Webster’s method is the most classic intelligent traffic timing algorithm, which
takes the delay time of vehicles passing through the intersection as the only
metric, and then optimizes the signal timing scheme [13]. Subsequently, scholars
have also achieved a lot of results in the research on signal timing. In [14], Adeke
et al. used the Webster algorithm to set different static timing schemes according
to the traffic conditions in each specific time period. Tajalli et al. [15] coordi-
nate vehicle speed and reduce the number of stops at signalized intersections to
smooth traffic flow. Liang et al. [16] dynamically determined the duration of the
signal light by collecting traffic data from different sensors, instead of dividing
the signal period into multiple segments.

3 Intelligent Traffic Signal Control Solution

3.1 Problem Description

Figure 1 shows a simple example. The Sun Road is green light, and the Wit
Road is red light. When the queue of vehicles waiting for the red light on Wit
Road is very long, there are few passing vehicles on Sun Road, but there is still
30 s left in the green time. At this time, vehicles waiting on the Wit Road can
be regarded as invalid waiting, and the traffic efficiency has the potential to be
improved.

A possible solution to the above problem is to first calculate the time for
the remaining vehicles to pass the signal light within a fixed range on Sun Road
(50m, ignoring the continuous traffic coming from behind), and then reduce the
green time of Sun Road. Meanwhile, we should also correspondingly increase the
green time of Wit Road, and shorten the waiting time of some vehicles on Wit
Road.



A Smart Contract-Based Intelligent Traffic Adaptive Signal Control Scheme 55

Fig. 1. Problem description.

3.2 System Design

As shown in Fig. 2, the system consists of three parts: Data layer, edge layer and
cloud layer. In the data layer, signal lights and cameras interact with RSU. In the
edge layer, four RSUs (edge nodes) deployed at each intersection are combined
into an edge cluster. Edge clusters temporarily store and process simple and time-
sensitive tasks, and transmit data to the cloud layer through wired connections
when necessary. In the cloud layer, the central authority (CA) manages all edge
clusters, which can permanently store massive amounts of data and perform
complex and latency-tolerant tasks for the edge layer.

3.3 System Model

Figure 2 shows the system model of the signal control scheme in intelligent traffic.
The system architecture can be divided into the following different components,
which are described below.

1) Central Authority(CA). During system initialization, CA is responsible
for the identity registration and key distribution of RSU, cameras and signal
lights.

2) Roadside Unit(RSU). We use RSUs as edge devices (nodes), which are
mainly responsible for processing and temporarily storing data uploaded by
intelligent traffic devices. Moreover, it can also dynamically control traffic
lights through smart contracts. Each RSU manages a pair of transportation
equipments(camera and signal light) at its intersection.

3) Camera. The cameras are placed above the signal lights, and the queue
lengths of vehicles in the lane is calculated periodically and the results are
sent to the RSU to which they belong.

4) Signal light. The signal light periodically takes their own signal status and
time, and then it sends them to their own RSUs.
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Fig. 2. Structure of the system model.

5) Information Management Contract (IMC). The main purpose of IMC is
to manage the access control permission of transportation equipments. There
are two lists for IMC as follows:

• Permission list. When initializing the list, pre-defined policies will be
used for transportation equipments to realize static access permission
verification. As shown in Table 1, we record the ownership and access
permissions of IoT devices.

• Behavior list. It records the misbehaviors and corresponding punish-
ments by transportation equipments during the communication process
as shown in Table 2.

6) Judgment Contract (JC). It is mainly to judge whether the red light lane
satisfies the conditions for reducing the invalid waiting time of vehicles. RSU
receives the judgment result output by JC, and dynamically adjusts the signal
light period according to the result.

The basic fields for each row of Table 1 are shown below:

• Object: The RSU is responsible for managing a pair of signal light and camera.
• Subject: Signal lights and cameras. The access policy is limited to the subject

which sends data to the object it belongs to.
• Permission: When the list is initialized, all permissions are allowed. Once the

object misbehaves, the permissions will be changed to deny.

The basic fields for each row in Table 2 are shown below:

• Object: The subject of misbehavior.
• Misbehavior: Misbehavior by the subject.
• Time: The time when the subject committed the misbehaviors.
• Penalty: Revoking the access permission of the object within a certain period

of time.
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Table 1. Permissions of list.

Subject Object Permissions

rsu1 Signal1 Allow
Camera1 Allow

rsu2 Signal2 Allow
Camera2 Deny

... ... ...

Table 2. Misbehaviors of list.

Subject Misbehavior Time Penalty

Camera2 Send the wrong
length of the
vehicle queue

2022-3-15
21:00

locked for
3 h

... ... ... ...

3.4 Scheme Flow

Figure 3 shows the processes of model. Next, we will introduce the steps of the
proposed scheme.

Step 1: System Initialization and Key Generation. We initialize the sys-
tem by using elliptic curve digital signature algorithm and asymmetric encryp-
tion. After each signal light, camera and RSU are authenticated by the CA, the
CA will generate an ID and a pair of public/private keys for them (i.e. IDui

,
PKui

, SKui
, Certui

,u represents a certain intelligent traffic devices). Both the
ID and the public/private key pair (PK, SK) will be used as the identity of the
IoT, which can be double-authenticated to ensure the authenticity of the device
identity.

Fig. 3. The processes of mode.
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Step 2: Uploading Data. Signal lights and cameras upload data to the RSU
regularly. First, it sends a request to the RSU to which it belongs, and obtains
the symmetric key K, which is used to encrypt the uploaded data, increasing
the data transmission efficiency. The process of uploading data is divided into
the following two parts: authorization verification, key distribution and data
encryption.

Authorization Verification. Signal lights and cameras upload requests to RSUi

through IMC. First, the IMC verifies the relationship between the signal light
and the RSU through the Permission list. If the IDri and IDsi(r, s represent RSU
and signal light, respectively) correspond, then the signal light has permission
to access the RSU. If not, the request will be recorded as a misbehavior in the
Behavior list. Then, the IMC checks the Behavior list for penalties. If not, the
RSUi receives the request. At this point, the signal light has completed the first
authorization.

Key Distribution and Data Encryption. RSUi will perform the second authen-
tication on the signature Sigsi and the certificate Certsi of the signal light Si. If
the authentication is passed, the symmetric key Ks is sent to the signal light Si.
In order to ensure the secure transmission of data, the generation and transmis-
sion of symmetric keys are performed periodically at regular intervals and are
distributed to the managed devices by RSUi.

si → rsui : Request1 = {IDri , IDsi ,M1}
where

M1 = EncPKri

(
Certsi , SigSKsi

(Noncea, T imestamp1)
)
.

(1)

rsui → si : Reply1 = {IDri , IDsi ,M2}
where

M2 = EncPKsi

(
Certri , SigSKri

(Ks, Nonceb, T imestamp2)
)
.

(2)

si → rsui : Reply2 = {IDsi , IDri ,M3}
where

M3 = EncKsi

(
SigSKsi

(Nonceb, T imestamp3)
)
.

(3)

si → rsui : Upload = {sIDi, rIDi,M4}
where

M4 = EncKs
(Data, T imestamp4) .

(4)

As in (1), the Request1 indicates that the signal light Si sends a request to
RSUi for uploading data. The message M1 indicates the uploaded data request
certificate, which is encrypted by the public key PK of RSUi. SigSKsi

is signed
by the private key of Si, ensuring that messages cannot be tampered with. M2

is encrypted by the public key of Si. The symmetric key Ks is encrypted in the
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signature by RSUi with the private key SK. As in (2), If Si can decrypt M2

correctly, it will obtain the key Ks and send a receive response Reply2 to RSUi.
As in (3), M3 is encrypted with the key Ks.Upload represents the data uploaded
by Si. As in (4), M4 is encrypted by the symmetric key Ks, and Data represents
the uploaded data content.

The key distribution and data encryption process of the camera is the same
as the signal light Si.

Step 3: Data Sharing. RSUi decrypts the received encrypted data
DecKsi

(M4). Then, the obtained data is judged by JC and sent to the edge
cluster to execute the consensus process.

JC Execution Judgment. First, JC judges whether the queue length of vehicles
on the red light lane reaches the threshold. Then, JC calculates the time Vtime
required for the remaining vehicles in the green light lane to pass through the
intersection, and compares whether the difference between the signal light and
Vtime is valid (≥ 5 s, considering vehicle start-stop and network delay). If the
difference is valid, JC uploads the difference to the edge cluster and returns it
to the RSU to dynamically control the signal light.

Algorithm 1: Information Management Contract (IMC)
input : sID, cID, rID
output: M4

1 if sID,cID belongs to rID then
2 if rightssID = allow and rightscID = allow then uploaded data ← true;

// Both rights must be allowed
3 else uploaded data ← false;
4 else
5 rights = deny;
6 // Modify the rights to deny
7 penalty = locked for 3 hours;
8 // Give it penalty based on the current time CUtime
9 end

The traditional Webster algorithm takes the minimum total delay time of
vehicles as an indicator, and does not consider the queue length of vehicles.
Dynamically allocating the green time of signal lights can reduce the waiting
time and start-stop times of vehicles and improve traffic efficiency. Therefore, in
our improved Webster algorithm, the queue length of vehicles is introduced as
one of the indicators to obtain the optimal signal period.

According to the Webster algorithm, the scheme of improving the phase set-
ting is used to calculate the optimal period length of the intersection [13].
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Algorithm 2: Judgement Contract(JC)
input : Qi, Qj , Gei
output: Gej or null

1 The subscripts i and j represent the green and red lanes, respectively;
2 if Gej ≥ 50 then
3 Vtime = Qi / vc;
4 if Vtime < Gei then // Time for vehicles in the green lane to

pass the intersection
5 if green light lane with cars then Gej = Gei − Vime;
6 // Gej is for time in the red lane
7 else Gej = Gei;
8 end
9 Gei = 0;

10 // Green light lanes change to red lights
11 end

C0 =
1.5L+ 5
1 − Y

(5)

In (5), C0 is the optimal signal period, L is the total loss time.

Y =
n∑

i=1

yi, y =
q

s
(6)

In (6), Y is the traffic flow ratio of the intersection. y is the phase critical flow
ratio, q is the lane demand, and s is the lane saturation flow.

L =
n∑

i=0

(li + l +A) (7)

In (7), li is the loss time of the vehicle starting, which is generally 3 s. A is the
yellow light time that is about generally 3 s. l is the green light interval time, n
is the number of signal phases.

Gei =
yi
Y

(C0 − l) (8)

C0 − l is the total of the effective green time calculated in (8).

Q =
q

3600/c
(9)

In (9), Q is the queue length of the vehicle, q is the lane demand flow, and c is
the cycle length.

Gej =
yi
Y

(C0 − l) − Qi

Vc
(10)
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In (10), Gej is the signal light time on the red light lane, Qi is the queue length
of the vehicle on the green light lane, and Vc is the speed of the vehicle passing
through the intersection. A modified Webster algorithm for the above analysis
is described in JC.

Step 4: Generate Blocks. Each RSU in the edge cluster collects the data
uploaded into the edge cluster. RSU generates a new data block with a timestamp
and broadcasts it to other RSUs in the consortium blockchain for verification
and audit.

4 Security Analysis and Experimental Results

4.1 Security Analysis

The consortium blockchain ensures the traceability of data, and the automatic
execution of smart contracts ensures trusted access control of the system. We
analyze the security performance of our scheme as follows:

1) Fine-grained access control. Permission list and smart contract ensure
the subject-to-object access control and the credibility of data sources.

2) Credibility of uploaded data. When the edge node decrypts the encrypted
data, the JC contract is triggered immediately, and then the data is uploaded
to the edge node cluster for consensus. Therefore, it is difficult for malicious
nodes to find out when the data was tampered with.

3) Shared data authentication. All shared data is publicly audited and
authenticated by other nodes. It is impossible to compromise all nodes due
to overwhelming cost. Therefore, faulty shared data can still be discovered
before the block is built.

4.2 Experimental Results

Figure 4 shows the relationship between smart contract and the times of uploaded
data of intelligent traffic devices. We found that with the increase in the number
of uploads from cameras and signal lights, the runtime cost of smart contracts
gradually stabilized.

Table 3. Average time consumed by each process.

Process Time consumed (ms)

Verify rights (MC) 1.24
Data encryption 91.3
Data decryption 139.35
Judge conditions (JC) 0.97
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The whole process of uploading data is divided into four parts, and the aver-
age time consumed by each part is shown in Table 3. The average time for traffic
lights and cameras to upload encrypted data is 91.3 ms, and the encryption time
is proportional to the size of the uploaded data. The average time for IMC to
verify access was 1.24 ms. Due to the delay of network environment, the time
cost of smart contract should be slightly higher than the average time cost of
experiment in real situation. The average time for RSU to decrypt data is 139.35
ms. The average time for JC to make a decision is 0.97 ms. And the total time
consumption of the whole process is about 233 ms.

Fig. 4. Smart contract runtime. Fig. 5. Changes in traffic flow.

As shown in Fig. 5, under the control of three different algorithms, we com-
pare the total traffic flow at the intersection when the queue length of vehicles
is less than the threshold(<40 m), close to the threshold(40-60 m) and greater
than the threshold(>60 m), respectively. In order to ensure traffic security, the
speed of urban traffic should not exceed 60 km/h. Within 120 min, we set 200
vehicles to pass through the intersection in turn. In the case of less than the
threshold, the effect of the improved Webster algorithm is very close to that of
the fixed timing method. When the total traffic flow is close to the threshold
and greater than the threshold, the improved Webster algorithm has the highest
traffic flow through the intersection, followed by the Webster algorithm. There-
fore, the improved Webster algorithm is more suitable for the situation where
there are many vehicles at the intersection, which can significantly improve the
traffic efficiency.

5 Conclusion

In this paper, a smart contract-based adaptive signal control scheme for intel-
ligent traffic is proposed. We use consortium blockchain and smart contract
technology to achieve trusted access control between intelligent traffic devices,
effectively preventing unauthorized and untrusted data communication. Then,
we introduce edge computing into the model, which greatly optimizes the cal-
culation and storage of massive traffic data in the intelligent traffic. Finally, we
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propose improved Webster algorithm, which reduces the influence of the queue
length of vehicles on intersection.
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Abstract. In smart home Internet of Things (IoT) systems, interac-
tions between devices are driven in two ways: automation applications
(apps), and the physical channels (e.g., temperature, smoke). Mean-
while, device interactions can be maliciously exploited to launch IoT
attacks. However, limited efforts explore whether it is feasible to dis-
cover potential exploitable device interactions from IoT deployments.
This paper proposes a novel framework to detect interactions among
devices (D-interact) from eavesdropped network traffic and device func-
tion descriptions, and discover all potential exploitable device interac-
tions (i.t., attack paths). First, we use the packet-level patterns to fin-
gerprint IoT device events and then identify all IoT device events from
the eavesdropped traffic. Furthermore, we mine temporal and conditional
dependencies of IoT events to infer device interactions introduced by IoT
apps. Besides, to identify interactions between devices and physical chan-
nels, we use the natural language processing (NLP) technique to analyze
device function descriptions. Based on the obtained device interactions,
D-interact builds a device interaction graph to discover attack paths. To
demonstrate the feasibility of our approach, we implement D-interact in
a real-world smart home including 24 devices and 29 apps. The experi-
ment results show that 38 device interactions are identified and 26 device
interaction paths could be potentially exploited to impact the safety of
the IoT environment.

Keywords: Smart home · Traffic analysis · Attack path discovery ·
Physical interaction control

1 Introduction

With the rapid development of smart homes, the IoT technologies (especially
IoT platform) are utilized to control the devices remotely and automatically,
achieving a convenient and energy-saving living environment. Both commercial
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and open-source IoT platforms for smart homes are readily available on the mar-
ket, such as Samsung SmartThings [15], and HomeAssisant [2], which support
home automation applications(e.t., IoT apps).

IoT technologies bring new security issues to the smart home environment. In
recent years, many security problems have been revealed on both IoT devices and
platforms, such as device firmware flaws [3], communication protocol flaws [1,4],
information leakage [13], and malicious applications [7]. Besides, security prob-
lems caused by interactions of IoT apps/devices have recently attracted signif-
icant attention [5,6,14]. Specifically, the automated interactions of devices in
an smart home can be broadly classified into two categories: 1) app-enabled
interactions, where the control logic of an app directly connects two devices
through network communication, and 2) physical interactions, where actua-
tors change the physical environment through executing commands, and sensors
report changes of the physical environment through events [14]. The interaction
features of IoT devices can be potentially exploited by attackers to jeopardize
IoT environments.

In particular, the attackers can manipulate and exploit the device interactions
to exacerbate physical risks. Considering a smart home environment where an
app opens a window when the temperature is above a preset threshold. To break
into the house, an attacker may manipulate the temperature physical channel to
maliciously trigger control logic in the app to open the window. In this paper, we
call such device interactions (i.t., the manipulated temperature channel controls
a thermometer to report changes in temperature, then the reported event triggers
a window open command through the app) as an attack path. Such attack paths
could undermine the security and safety of smart homes.

Given a real-world smart home, discovering potential exploitable device inter-
actions (attack paths) presents two challenges. First, how to effectively infer basic
smart home configurations (e.g., IoT device types, IoT apps) to identify device
interactions. Second, how to construct and discover complete attack paths. Previ-
ous works [8,13,17,18] have illustrated the effectiveness of inferring smart home
configuration information from network traffic. They can identify device informa-
tion, IoT events/commands, and even installed IoT apps. However, these works
failed to recognize devices’ physical interactions and construct complete attack
paths in a realistic scenario.

In this paper, we propose a novel approach called D-interact, which infers the
device interactions introduced by IoT apps and physical channels and discovers
all potential exploitable attack paths. To start with, we identify both app-enabled
interactions and physical interactions in smart home system. For app-enabled
interactions, we use the packet-level patterns to fingerprint IoT device events,
then identify all IoT events and device information from constantly eavesdropped
traffic. Based on discovered IoT events, we identify app-enabled interactions by
mining the conditional and temporal dependencies of IoT events. For the physical
interactions, we identify them by applying natural language processing (NLP)
techniques to publicly available descriptions of device functions. Finally, With
both app-enabled and physical interactions, we build a device interaction graph
and use a depth-first-search algorithm to discover potential attack paths.
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We evaluate D-interact in an real-world smart home system, which includes
24 devices and 29 automation rules and is based on IoT platform HomeAssis-
tant. We collect traffic from 4 testbed rooms for two weeks by sniffers. D-interact
identified 38 device interactions, including 17 app-enabled interactions and 21
physical interactions, and discovered 26 attack paths. The experiments demon-
strate that D-interact can help attackers to infer exploitable device interaction
paths to attack realistic smart home systems.

Contributions. Our main contributions are outlined below:

• To the best of our knowledge, it is the first work to discover potentially
exploitable device interaction paths inferred from the network traffic and
device function descriptions.

• We design a novel algorithm to identify devices’ app-enabled interactions via
mining the temporal and conditional IoT events dependencies. We propose
a new mechanism to identify interactions between devices and the physical
environment.

• We evaluate the proposed D-interact on a real smart home. Attackers can
exploit the discovered attack paths by D-interact to make severe physical
consequences.

2 Background: Smart Home IoT

In modern smart homes, IoT devices are integrated via IoT platforms for rich
automation. IoT platforms typically include devices, connectivity protocols, and
an IoT cloud backend. Connectivity protocols are various such as WiFi, Zigbee,
and Z-Wave. Usually, a hub is responsible for the communication between the
physical devices and the cloud backend.

IoT Devices: IoT devices are classified as actuators and sensors and each device
has its associated events and commands. An event is defined as the status change
of a stand-alone smart device, while a command is generated by the cloud back-
ends and can control actuators. An actuator (e.g., plug) can receive and execute
commands (e.g., switch on/off) to change its status and report an event after exe-
cuting a command, while a sensor(e.g., motion sensor) measures the surrounding
environment and send them directly or via a hub to the cloud.

Automation: The cloud backend can synchronize device states by device’s latest
events and run IoT apps, which follow the trigger action programming paradigm.
All IoT apps are made up of a trigger event, an action command and an optional
condition. An app is activated when a certain trigger event is received, and then
the action is taken after confirming the condition is met by the states (e.g., device
state, time) stored in the cloud.

3 Motivation and Threat Model

3.1 Motivation Examples

With the prior knowledge of device interactions, attackers can launch attacks
on well-protected devices from resource-constrained devices by maliciously
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triggering such interactions and undermining the security of the whole system.
Assuming a smart home scenario in Fig. 1, there are three deployed devices (a
heater, a thermometer, and a window opener) and an app APP1 which opens
a window when the temperature of a room is above a given threshold. There
are two type of attacks to open the window and break in. (1) Attackers directly
launch an event spoofing attack and fake a temperature-detected event with
a high value on the thermometer, triggering APP1 to open the window. (2)
The attacker could maliciously control the compromised heater to execute the
heater-on command to raise the indoor temperature, triggering APP1 to open
the window.

Fig. 1. Attackers exploit device interactions caused by IoT APP1 and the temperature
physical channel to automatically open the well-protected window.

3.2 Threat Model

The attackers aim to leverage device interactions to attack a real smart home.
The capabilities of attackers are similar to [1,8,13]. Attackers can sniff the traffic
of common communication protocols (e.g., wifi, Zigbee). For this, attackers need
to physically deploy the sniffers and then can gather the network traffic remotely.
Attackers can also access the traffic flow through cyberattacks such as weak
router passwords and ARP attacks. During passively sniffing the network traffic,
the attackers may not be detected by the victim for a long time.

We also assume attackers can access the same types of IoT devices as benign
smart home users. This is reasonable that IoT devices are available on the market.
Besides, we assume that the IoT platform software and hardware are trustworthy.

4 Design

As shown in Fig. 2, the design of our proposed framework includes two modules:
1) Device Interaction Identification, and 2) Attack Path Discovery.

The Device Interaction Identification modlue includes two methods: (1) App-
enabled Interaction Identification, which infers the devices’ app-enabled interac-
tions by analyzing the network traffic, and (2) Physical Interaction Identification,
which infers the physical interactions by analyzing each device’s function descrip-
tions. The Attack Path Discovery module takes device interactions as input to
build a device interaction graph, and the depth-first-search technique is exploited
to discover potential exploitable attack paths in this graph.
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Fig. 2. D-interact system overview.

4.1 App-enabled Interaction Identification

In this section, we first describe how we learn the fingerprint of device events.
Then we identify all device events and deployed device information from network
traffic by the matching learned event fingerprints. Furthermore, we infer app-
enabled interaction by mining the dependencies of the events.

Learning Device Event Fingerprints. Typically, IoT device events(e.g.,
light bulb turn on/off) have unique packet-level network patterns. Whenever
a device event happens, a sequence of time-ordered wireless packets is gener-
ated between the device and the cloud backend. Similar to [17,18], the most
frequently appeared packet sequence is identified as the fingerprint of such event.
Particularly, the network fingerprint of a device event is defined as

F = (p1, p2, ..., pn), (1)

where pi is a packet, presented as p = (timestamp, length, direction), and the
interval between any two consecutive packets is less than a pre-determined thresh-
old λ (λ is called the burst threshold). Some sensors report discrete values (e.g.,
temperature value), and typical IoT wireless communication protocols encrypt
the data payload field. So we do fingerprint such events to know the occurrence
of these events and do not know what the changed value is.

Specifically, in the step of Device Event Fingerprint Learning, we man-
ually trigger each event m times and collect m samples, denoted as S =
{S1, S2, ..., Sm}, where a sequence of packets Si is collected in one experiment.
We use the Levenshtein distance as the measurement, and a small value indicates
a high similarity. For each sequence Si, we calculate

∑m
j=1 dist(Si, Sj), which is

the sum of the distance between this sequence and other sequences. Then the
sequence, which has the smallest sum result and the largest similarity with the
other sequences, is chosen as this device event’s fingerprint.
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Event Stream Generation. After capturing the network traffic by correspond-
ing packet sniffers, we need to identify all device events and infer the information
of deployed IoT devices. Specifically, we infer the number of devices according
to the unique network address in the packet header, which is usually unique and
unencrypted and can be used to distinguish IoT devices. Besides, we can infer
device types and their events/commands from the network traffic by matching
the unique device event fingerprints.

To generate device event streams, we first group the traffic by the network
address. Each of the grouped traffic is denoted as Pdi

= (p1, p2, ..., pn) for a device
di, where pi is a packet. For each Pdi

, we filter out the unrelated packets, including
beacon packets and retransmission packets. Then we split the traffic into bursts.
A burst is a time-ordered sequence of packets and the interval between any two
consecutive packets is less than the burst threshold λ. Next, each burst is matched
with the fingerprint of each device event by calculating the Levenshtein Distance
lEi

= dist(Sb, SEi
). If the smallest lEi

is 0, we identify the mapped event Ei.
Finally, each Pdi

is converted into a event stream for device di.
To mine the dependencies between different device events, we merge all device

event streams in time-ordered sequence and construct the total event stream
ES =< (d1, e1, t1), (d2, e2, t1), ..., (dk, ek, tk) >, where ei(i = 1, ..., k) is the IoT
device di event happening at time ti. Besides, we use the feature that a device’s
events typically exist in pairs (e.g., on and off, active and inactive), to distinguish
the same fingerprints of the events.

Bayesian-Based Interaction Analysis. An app-enabled interaction has a
trigger event ET and an action command EA, which are device events gener-
ated by a corresponding app. The trigger event and action command frequently
appear together within a short interval. Besides, when the action command
appears, the trigger event of the relevant app must have appeared in the network
traffic.

We use the Bayesian conditional probability method [10] to mine cyberspace
interactions from the event stream ES. If two IoT device events interact through
the same app, the time interval between events is less than the time threshold σ
(σ is determined by automation processing time and network latency) and they
have condition-dependent relationships. This method contains three steps.

1) We distinguish between trigger events and action commands. Specifically,
only events of actuator devices are treated as action commands and all device
events could be trigger events.

2) We get all trigger-action pairs and the number of occurrences. For each
type action command EA in event stream ES, it has a timestamp TA and its
corresponding trigger events ETi(i ∈ N) occur within σ seconds before TA. Then,
we count the action command EA and get NA (the number of EA). For each
corresponding trigger event, we get NTi (the number of ETi) and NTiA (the
number of corresponding trigger-action pair).

3) We calculate the conditional probability of

P (ET /EA) = NTA/NA, P (EA/ET ) = NTA/NT . (2)
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Then the trigger-action pairs, whose neither P (ET /EA) nor P (ET /EA) is less
than 0.9, is chosen as app-enabled interactions.

4.2 Physical Interaction Identification

Physical interactions depend on physical laws and the physical functions of
devices. Typically, devices’ physical interactions span a long and uncertain period
of time and the method for inferring app-enabled interactions is unworkable.
Physical functions of devices are encoded in device function descriptions.

We leverage NLP techniques to identify physical interactions between devices
and the physical channels. The inputs include the collected device function
descriptions and seven common physical channels, including temperature, humid-
ity, water, smoke, illumination, motion, and sound. This method contains three
steps.

1) We extract all entity keywords from device function descriptions. First,
we tokenize and conduct part-of-speech (POS) tagging to the descriptions. Then
we choose the nouns as entity keywords and lemmatize those nouns to remove
inflectional endings and return the base or dictionary form of a word.

2) For each device, we match the physical channels to the corresponding
entity keywords and then get the physical channels associated with this device.

3) For each device, we construct physical interactions by matching each
actuator command and sensor event with corresponding physical channels.
Specifically, actuators change the physical environment by executing actua-
tion commands, while sensors record the change of the surrounding environ-
ment. We use pointing arrows to distinguish physical interactions, denoted
as < actuator, command >→ physical channel and < sensor, event >←
physical channel.

4.3 Attack Path Discovery

Based on the inferred app-enabled interactions and identified physical interac-
tions in the above steps, our system further builds a device interaction graph to
discover all potential exploitable attack paths.

The device interaction graph G = < V,E > is a directed graph and con-
tains two basic elements vertexes V and edges E. The V includes IoT device
events/commands and the physical channels. The E includes both app-enabled
and physical interactions. The attack path is defined as a interaction path from
the root node to the leaf node with a path length greater than one. By exploit-
ing such attack paths, attackers can use vulnerable devices to maliciously trigger
cascading interactions between devices and eventually affect the well-protected
device (e.g., a anti-theft door is opened automatically, even if no one is at home).
We discover the attack paths through two steps.

1) We build a directed graph G, and then add all type device events and the
physical channels as vertexes and add all inferred device interactions as edges.

2) Then, we use the depth-first-search algorithm [16] to find paths that from
the vertex without in-degree to the vertex without out-degree. Paths whose



Inferring Device Interactions for Attack Path Discovery in Smart Home IoT 71

lengths are greater than one in the graph are considered as potential attack
paths, since such paths associate two devices and can be exploited by attackers.

5 Experiments and Results

5.1 Experimental Setup

Testbeds, Participants and IoT Apps. We deploy a real smart home envi-
ronment based on the open-source smart home platform HomeAssistant, which
can integrate devices from multiple manufacturers and support apps setting. As
shown in Fig. 3, the smart home contains 4 testbed rooms, a toilet, a bedroom,
a living room, and a kitchen. We deploy 24 IoT devices of 10 types for four
rooms. Specifically, smart plugs, which are abbreviated as P1, P2, P3, P4, P5,
are respectively used to control the water valve, a heater, TV, air conditioner,
and electric kettle. There is one real resident and a part-time roommate. We
deploy IoT apps following two principles: 1) popular smart apps and those basic
rules provided by the IoT platform, and 2) satisfy the proposed desired automa-
tion by the resident. A total of 29 IoT apps are applied across the four testbed
rooms.

Fig. 3. Smart home with the device deployment details and device basic information.

Data Collection and Implementation. In our testbed, communication pro-
tocols for all IoT devices and the cloud platform include Zigbee and WiFi. To
sniff all wireless network packets, we use KillBee’s testing framework tool and
Atmel RzRaven USB Stick to passively collect Zigbee traffic. Besides, we directly
use the tcpdump tool to sniff TCP/IP packets. We collect two weeks of traffic
data from the four testbed rooms. For each identified deployed device type, we
manually collect device physical function-related descriptions from official device
function descriptions and developer documentation of IoT platforms.

We use the NLTK tool [12] to conduct the POS tagging and lemmatization,
and the networkx tool [9] for attack path discovery.
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5.2 Results

Threshold Selection and Device Event Fingerprints. The burst threshold
and the time threshold are important parameters in traffic analysis. First, we find
an appropriate burst threshold λ, which clusters the captured packets belonging
to the same device event. We respectively manually operate devices 60 times.
The burst threshold is set from 0.5 to 5, with an interval of 0.25. When the
burst threshold is 0.75 s, both the precision and F1 score for learning events
achieve the maximum: 1 and 0.98. Table 1 illustrates the fingerprints of some
device events in packet size and direction. Besides, we identify the information
of the IoT devices, including the number of devices, device types, and IoT device
events, from the traffic by network address and matching the device fingerprints.

The time threshold σ, which clusters device events belonging to an app behav-
ior, impacts the effectiveness of inferring app-enabled interactions. We deployed
the local IoT platform, where IoT apps and devices communicate within the
LAN. We directly trigger some common apps and count the processing time and
network latency between a trigger event and an action command. Most of them
take less than 1s, and we set the time threshold to 1s.

Table 1. Examples of fingerprints of some device events.

Device name Communication Events or commands (Fingerprints)
packet size with
direction sequence

Aqara smart plug Zigbee switch.on –48
switch.off –48

YeelightLED Light 1S Wifi switch.on –123,98,–54,82,–54
switch.off –124,99,–54,82,54

BordLink Smart Plug Wifi switch.on –130,–130,114,114
Switch.off –130,–130,114,114

Xiaomi motion sensor zigbee Motion.active 53
motion.inactive 53

The Effectiveness of Device Interaction Identification. Table 2 shows
the specific results for each testbed room. We finally get 17 true app-enabled
interactions from 29 IoT apps. The precision is 0.85 and the accuracy is 0.58.
Three are false app-enabled interactions, which are caused by the living habit
(e.g., the front door is typically closed right after being opened in sequential
order). Besides, 12 apps are not identified for two reasons: 1) some apps are
rarely triggered (e.g., “if smoke/CO is detected, open the window”), and 2) some
apps are not considered in our work range (e.g., the trigger event is time).

We recognize 12 physical channels and 21 physical interactions for 21 actua-
tors and sensors. We have manually verified that NLP tech is effective in identi-
fying physical channels from device function descriptions. The precision is 1 and
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the accuracy is 0.57. Unfortunately, the method cannot identify physical chan-
nels that are not directly related to device function (e.g., smart plugs can turn
common household appliances into intelligent devices, and we can’t recognize
their controlled devices’ physical functions).

Table 2. The results of device interaction identification.

Testbed Number of IoT
apps

Number of
App-enabled
interactions

Number of
actuators and
sensors

Number of
physical
interactions

Toilet 4 3 4 5

Bedroom 7 4 5 6

Living Room 14 8 8 6

Kitchen 4 2 4 4

The Effectiveness of Attack Path Discovery. We get a device interaction
graph with 45 vertexes and 38 edges. This graph is sparse and we discover 26
potential exploitable attack paths which have more than two edges. We show
some attack paths in Fig 4. We conducted two case studies to demonstrate the
effectiveness of the discovered attack paths.

Fig. 4. Five potential exploitable attack paths, where the red arrows are physical inter-
actions and black arrows are app-enabled interactions.

Case Studies: After we obtain paths shown in Table 4, we use the Zigbee pro-
tocol vulnerability [4] to maliciously inject events. First, we injected a THS1
value-change event with a low value, then the second path turned on the smart
plug P2 which turned on the controlled heater to heat the bedroom. However, ten
minutes later, the third path was triggered to open the window by a temperature-
raising event. Second, when MS4 motion-active events were injected, the fourth
path turned on the kettle even with no water. This could start a fire.
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Comparison with Related Work. In Table 3, we compare our work with
recent studies in multiple perspectives, e.g., scope and method. IoTMon [5] per-
forms a static analysis of official apps and identifies hidden interactions through
physical channels. ALTA [13] infers running apps from the traffic and learns
context-rich information (e.g., health conditions) from apps. IoTSpy [8] analyzes
the eavesdropped traffic and infers installed apps by mining IoT event depen-
dencies. These studies provide to infer and exploit device interactions from IoT
deployments. However, they do not consider physical interactions among devices
and do not provide methods to discover exploitable attack paths.

Table 3. The comparison of D-interact with related works.

System IoT app inferring Physical
interactions

Attack path
discovery

Real IoT
deployment

D-interact � � � �
ALTA [13] � �
IoTMon [5] � �
IoTSpy [8] � �
IoTSafe [6] � � �

6 Discussion

We discuss possible countermeasures to mitigate the risk of attack path disclosure
caused by traffic analysis. A straightforward solution is to eliminate statistical
and temporal patterns between devices and the cloud backend by packet padding
or event spoofing [11]. Then, it is hard for D-interact to identify correct events
or extract correct event dependencies from encrypted traffic packets. However,
they require modifications of IoT firmware and/or protocols. In addition, users
should use IoT devices and home routers with high security, and update them
in time to resist firmware vulnerabilities.

7 Conclusion

In this paper, we have designed D-interact, a new IoT attack path discovery
system, which attacks realistic smart home systems by exploiting device inter-
actions inferred from traffic and device function descriptions. We implemented
D-interact on a real smart home and discovered all potential exploitable device
interaction paths, which were used to conduct two real attacks. For future stud-
ies, we will focus on device interactions introduced by complex apps (e.g., the
trigger is a timed event). Besides, we will design an efficient attack path search
algorithm, which can quickly discover paths that can reach a specific attack
target.
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Abstract. The vehicle re-identification (V-ReID) task is critical in
urban surveillance and can be used for a variety of purposes. We propose
a novel augmentation method to improve the V-ReID performance. Our
deep learning framework mainly consists of a local rotation transforma-
tion and a target selection module. In particular, we begin by using a
random selection method to locate a local region of interest in an image
sample. Then, a parameter generator network is in charge of generating
parameters for further image rotation transformation. Finally, a target
selection module is used to retrieve the augmented image sample and
update the parameter generator network. Our method is effective on
VeRi-776 and VehicleID datasets, it shows that we achieve considerable
competitive results with the current state-of-the-art.

Keywords: Vehicle re-identification · Local rotation transformation ·
Target selection · Parameter generator network · Local region

1 Introduction

Vehicle re-identification (V-ReID) [1] aims to recognize the same vehicle identity
across a non-overlapping camera network. It can be used in a variety of situations
[2]. For instance, V-ReID can aid law enforcement in the fight against crime. It
can also assist city planners in better understanding traffic patterns [3]. Vehicle
re-identification is gaining interest in the computer vision community because of
its solid application background. And deep learning has become a popular and
important approach [4] in the field of computer vision over the previous decade.
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Fig. 1. Image augmentation results of our proposed method

The research community has been driven to create CNN-based approaches [5]
for V-ReID challenges by the success of convolutional neural networks (CNN).

In order to train a deep neural network, a large amount of data is always
required. Data collection and annotation, on the other hand, are prohibitively
expensive. In addition, a lack of data is an obvious stumbling block when con-
structing a strong deep neural network. Data limitation reduces performance in
the field of V-ReID as well. Data augmentation [6] is an effective way to obtain
additional training samples without having to collect and annotate more data.
Data warping is a common augmentation method used to generate more training
samples. Geometric and color transformations, random erasing [7], adversarial
training [8], and neural style transfer [9] are all examples of data warping.

Unlike previous traditional data augmentation techniques, we propose a novel
data augmentation method that increases the complexity of training samples
rather than the size of a dataset. Our method, in particular, combines geometric
data augmentation and deep learning. In our previous work [10], we attempted
to test this idea using a general framework. We adopt the architecture and
reorder some of the modules to improve the efficiency. In order to increase the
difficulty of network learning, we introduce a vector parameter to transform a
local region of an image sample. First, we use a local region selection and a
neural network known as the parameter generator network to learn the vector
parameter for further data augmentation. The main goal is to keep the important
information while making identification more difficult. Second, we use a target
selection module in our work. This module is designed to choose the most difficult
augmented images. Finally, the four augmentation images are rearranged based
on the distance to the original image, then the learning parameters of parameter
generate network are updated.
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Extensive experiments show that our framework is extremely competitive.
The augmentation results from the original images to the augmented images are
shown in Fig. 1. Three datasets are subjected to a series of asymptotic abla-
tion experiments for validation. i.e., VeRi-776 [11], VehicleID [12] and VERI-
Wild [13]. Our work outperforms the baseline and other previous methods,
according to the experimental results. Our contributions are summarized as fol-
lows:

1. A method of data augmentation that combines geometric data augmentation
with deep learning technology.

2. A deep learning framework that combines region selection with local rotation
transformation.

3. Instead of adding more samples, the dataset is expanded by making the data
samples more difficult. The original structure of dataset is preserved.

2 Related Work

2.1 Vehicle Re-Identification

V-ReID is intensively researched in computer vision and has a variety of impor-
tant applications [14]. With the rapid development of deep learning methods in
the computer vision community, neural network models are becoming a main-
stream for V-ReID. V-ReID generally requires robust and discriminative image
representation. Liu et al. [11] proposed the fusion of multiple features, such as
colors, textures, and deep learned semantic features. Li et al. [15] introduced the
deep joint discriminative learning (DJDL) model for obtaining discriminative
representations from vehicle pictures. They exhibited a pipeline that used deep
relative distance learning (DRDL) to map vehicle images into a euclidean space,
where the distance may directly express the similarity of two vehicle images.
They exhibited a pipeline that used deep relative distance learning (DRDL) to
map vehicle images into a euclidean space. For solving multi-view vehicle V-ReID
problems using only visual data, Zhou et al. [16] suggested a viewpoint-aware
attentive multi-view inference (VAMI) model. Stevenson et al. [17], on the other
hand, developed a straightforward and successful part-regularized discrimina-
tive feature-preserving technique. The method improves the ability to detect
tiny variations and yields promising results.

Despite the fact that the V-ReID methods listed above differ in several
respects, they all require a large number of image samples as training datasets.
Unfortunately, obtaining massive datasets is difficult and expensive. As a result,
data augmentation can be used to address the issue of insufficient training data
for these methods.

2.2 Data Augmentation

Data augmentation [6] is frequently used in the training of deep neural networks
to help avoid overfitting. In a specific field such as V-ReID, issues such as view-
point, lighting, occlusion, background, and scale must be overcome. Nonetheless,
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there are not many viable options for dealing with data augmentation. The goal
of data augmentation is to incorporate these translational inconsistencies into
the datasets so that the resulting models perform well despite these challenges.
Larger datasets, it is widely assumed, result in better deep learning models. How-
ever, due to the manual labor involved in data collection and labeling, assembling
large datasets can be a daunting task. Many studies on the effectiveness of data
augmentation use popular academic image datasets as benchmarks.

Common augmentation methods like flipping, scaling, and perspective trans-
formation [6] are usually useful for a single object with a static augmentation
policy. The static augmentation policy, on the other hand, does not meet the
dynamic optimization requirement. Cubuk et al. [18] used reinforcement learn-
ing to search for augmentation in the policy. To expedite the search process,
Ho et al. [19] developed flexible augmentation policy schedules. Peng et al. [20]
adversarial learning and pre-training processes to augment samples jointly.

Because our new method incorporates the previously mentioned traditional
methodologies, as well as geometric and machine learning techniques, it becomes
more favorable.

3 Methodology

We propose a local rotation transformation and a target selection module to
generate more efficiently augmented image samples for the V-ReID task. In this
section, the overall structure of the framework (3.1) is describe at first. Then
we go through the details of the two major components individually, the Local
Rotation Transformation (3.2), and the Target Selection Module (3.3).

Fig. 2. Overview of the proposed framework. Our system has two major components:
local rotation transformation (green part) and target selection module (grey part).
(Color figure online)
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3.1 Overall Framework

The suggested framework contains two components, as shown in Fig. 2, Local
Rotation Transformation (LRT), and Target Selection Module(TSM).

The input of the framework is an original vehicle image sample, denoted
as x. First, LRT takes the input image x and selects one local region. Then,
it produces four transformed augmented images x1, . . . , x4, each with a differ-
ent rotation parameter. Finally, given the four transformed images, the target
selection module (TSM) selects the hardest sample among them, which has the
largest distance from the input image x, as the replacement.

When the augmented images x1, . . . , x4 pass through the selection module,
it converts the augmented images into feature vectors and compare the consine
distance with the original image. At the same time, the four augmented images
are resorted by distance to form a new parameter vector. Note that the Param-
eter Generator Network (PGN) is updated by the new parameter vector which
resorted by target selection module. Finally, the hardest sample selected by TSM
replaces the original image as a training sample, then we go to the next iteration.

3.2 Local Rotation Transformation

The Local Rotation Transformation (LRT) module is designed to randomly select
a local rotation region, then generates four augmented images. Three main pro-
cesses are involved in this module: the Local-Region Selection, the Parameter
Generator Network and the Rotation Transformation. The Local-Region Selec-
tion generates a rectangle area for rotation transformation, and the Parameter
Generator Network produces the parameters for further rotation transforma-
tion. By utilizing the above rectangle area and parameters, we then generate the
augmented images with the local rotation transformation process.

Local-Region Selection. The Local-Region Selection is utilized to randomly
locate a rectangle region of interest from an image sample. The selection algo-
rithm is shown in Algorithm 1. The area ratio of a local region is randomly
initialized between A1 and A2, and the aspect ratio ranges from Rl to R2. Note
that a reasonable aspect ratio can prevent selection regions from being too long
or too thin. In this work, we define the area ratio as At where A1 ≤ At ≤ A2,
and the aspect ratio as Rt where R1 ≤ Rt ≤ R2. With At and Rt, we can obtain
the width Wt and height Ht of the selected region.

Parameter Generator Network. After the local region is confirmed from
the original image, it is fed into the Parameter Generator Network (PGN). PGN
is designed to produce the four parameters for rotation transformation. The
parameters, four transformation weights W1, . . . ,W4, forming the following 1×4
vector,

�S =
[
W1, W2, W3, W4

]
(1)
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Algorithm 1. Local-Region Selection Procedure
Input: image I;

area of image A;
ratio of width and height R;
area ratio ranges from A1 to A2;
aspect ratio ranges from R1 to R2;

Output: selected rectangle region
1: W = I.width, H = I.height
2: while true do
3: At = rand(A1, A2) × A Rt = rand(R1, R2)

Ht =
√
At × Rt Wt =

√
At ÷ Rt

Px = rand(0,W ) Py = rand(0, H)

4: if Px + Wt ≤ W ∧ Py + Ht ≤ H then
5: return region (P,Wt, Ht)
6: end if
7: end while

Table 1. Architecture of the parameter generate network. MP denotes a 2 × 2 max
pooling. BN represents the batch normalization. Height h and width w of the input
come from the Local-Region Selection. The kernel size, stride and padding size of all
the convolutional layers are respectively 3, 1 and 1.

# Type Size

1. Input 1 × h × w

2. Conv-16, ReLU, MP 16 × 16 × 50

3. Conv-64, ReLU, MP 64 × 8 × 25

4. Conv-128, BN, ReLU 128 × 8 × 25

# Type Size

5. Conv-128, ReLU, MP 128 × 4 × 12

6. Conv-64, BN, ReLU 64 × 4 × 12

7. Conv-16, BN, ReLU, MP 16 × 2 × 6

8. FC 4

We list the architecture detail of PGN in Table 1. PGN consists of six convo-
lutional layers and one fully connected layer. The FC layer locates at the end of
the network and outputs four parameters, which represent the four weight values.
We use the rotation vector and the original image to generate the augmented
rotation images, see Sect. 3.2 for more details. Finally, the four augmented images
are produced by LRT module. Accordingly, Parameter Generator Network is an
innovative way to generate transformation parameters.

Rotation Transformation. After achieving the rotation vector �S, we adopt
the Rotation Transformation to transform the original image x into four aug-
mented images x1, . . . , x4. Rotation Transformation transforms the original
image to a new augmented image, as shown in Fig. 3.

We get the rotation vector by using the four weights obtained by PGN. Then
we rotate the original local image by each value in the vector. As a result, we
get the local rotation image.
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Fig. 3. Overview of rotation transformation

3.3 Target Selection Module

The Target Selection Module (TSM) is designed to select an augmented sample
as hard as possible from the original sample. Meanwhile, the resort vector gen-
erated updates the PGN parameters. It is expected that an augmented image
will differ from the original image as much as possible in order to improve the
diversity of the training samples.

We calculate the feature distances between the augmented images x1, . . . , x4

and the original image x. The most difficult augmented image with the greatest
feature distance from the original image is then selected. Based on the distance,
we sort the four W1, . . . ,W4, forming a new vector,

�Sr =
[
W r

1 , W r
2 , W r

3 , W r
4

]
(2)

Note that the PGN is a neural network, the loss of PGN is described as (3),
�S represents the predicted value, while �Sr representing the actual value. And α
is a hyperparameter which control flexibly the loss.

Loss = �Sr − �S − �α (3)

Using this strategy, we choose the augmented image with the hardest one and
optimize PGN. As the end, as the final augmented image, we select the hardest
augmented image sample x′ and replace the original x with x′ in the training
dataset.

4 Experiment and Discussion

In this part, we construct and execute experiments on three datasets: VeRi-776,
VehicleID, and VERI-Wild. Ablation experiments are designed to evaluate the
performance of the three models. Also, the results are compared with those from
some state-of-the-art V-ReID models.

4.1 Datasets

To produce comparable results, we use three well-known datasets in the V-ReID
field, including VeRi-776, VehicleID and VERI-Wild. The VeRi-776 dataset is a
V-ReID dataset derived from real-world surveillance scenarios. It contains over



A Local Rotation Transformation Model for Vehicle Re-Identification 83

Table 2. Results of Our Method on the VeRi-776, VehicleID and VERI-Wild (%)

Model VeRi-776 VehicleID VERI-Wild

Small Medium Large Small Medium Large

R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP R1 mAP

Baseline 95.71 76.59 83.02 77.02 80.74 75.04 79.24 73.98 93.11 72.60 90.54 66.51 86.40 58.52

LRT

(Ours)

96.68 80.48 84.25 77.81 83.38 77.86 79.89 74.44 91.81 72.72 90.18 66.68 87.61 58.79

LRT +

TSM

(Ours)

96.88 81.58 84.31 77.87 83.46 77.98 79.92 74.54 93.37 72.86 91.06 66.67 87.75 58.78

50,000 images of 776 vehicles captured by cameras that cover one square kilo-
meter of ground in 24 h. VehicleID is a large-scale vehicle dataset. The training
set consists of 10,178 images of 13,134 vehicles, while the test set consists of
111,585 images of 13,113 other vehicles. The VERI-Wild dataset is a large-scale
V-ReID dataset that was gathered in the wild. The images are captured from a
large CCTV surveillance system with 174 cameras over the course of one month
(30 × 24 h) in unconstrained scenarios.

4.2 Implementation

During the data pre-processing step, all images are resized to 320 × 320. To
test the efficacy of our data augmentation, we use the same settings as the
baseline [21]. As the backbone feature network, the ResNet50 [22] is used. Soft
margin triplet loss [23], which is a mini-batch of 32 images with 8 subjects and 4
images each, is used in the training of the entire network. In addition, SGD [24]
is applied as the optimizer. We adopt the initial learning strategy. The learning
rate begins at 10−2 and gradually decreases to 10−3 after the first ten epochs.
At the 40th epoch and the 70th epoch, it decays to 10−3 and 10−4, respectively.
In total, We train the model with 120 epochs.

The experiment adds our method as a data augmentation module into the
pre-processing of the baseline [21]. See [25,26] for more details about the baseline.

4.3 Ablation Study

As mentioned in Sect. 3, our framework includes Local Rotation Transformation
(LRT), and Target Selection Module (TSM). LRT and TSM, the relationship
between them can be split, our framework can contain only LRT, and also can
contain all modules. If there is only LRT, we use a random weight to do the
local rotation, and then directly take this as the augmented image, without using
PGN learning and TSM. Each module is monitored using a series of progressive
ablation experiments.

We run experiments on three datasets with two different combinations: LRT
and LRT+TSM. The results are shown in Table 2. The augmentation result is
shown in Fig. 4, It is obvious that different modules produce different augmented
images.
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Fig. 4. Overview of Augmentation Transformation Combining Different Modules. Col-
umn 1: original images, Column 2: augmentation images generated by LRT, Column
3: augmentation images generated by LRT + TSM.

Our Model vs. Baseline VehicleID and VERI-Wild datasets, as we know, are
further subdivided into small, medium, and large datasets.

On VeRi-776, our R1 and mAP outperform the baseline by 0.97% and 3.89%,
respectively, when only LRT is used. On VehicleID, we conduct three groups of
experiments. The R1 and mAP increase 1.23% and 0.79% on the SmallVehicleID
group, 2.64% and 2.82% on the MediumVehicleID group, 0.65% and 0.46% on
the LargeVehicleID group, respectively. Also, three groups of experiments on
VERI-Wild are conducted in Table 2.

Even though the performance of those baselines are already excellent before
adding TSM, our method is still higher, indicating that our method is more effec-
tive. We can observe that LRT and LRT+TSM respectively improve the mAP by
3.89% and 4.99% on VeRi-776, 0.79% and 0.85% on SmallVehicleID, 2.82% and
2.94% on MediumVehicleID, and 0.46% and 0.56% on LargeVehicleID. We find
that the mAP has been improved the most apparently on MediumVehicleID.

Also, as shown in Table 2, LRT and LRT+TSM improve the mAP respec-
tively on VERIWild. All of our methods significantly improves the performance
over the baseline. As we can see, LRT is the main component of our methods.
When used in conjunction with TAM, performance ramps up.

4.4 Comparison with the State-of-the-Art

On VeRi-776 and VehicleID, the performance of our method is compared against
state-of-the-art. as shown in Table 3 and Table 4 respectively. The results show
that our method outperforms other methods significantly. In comparison to all
other methods, our scheme outperforms them on the three datasets VeRi-776 and
VehicleID. Our method outperforms the second best method in mAP accuracy
on VeRi-776 by 2.18%, and it also performs well on VehicleID.
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Table 3. Comparison with the Sate-of-the-Art V-ReID methods on VeRi (%)

Methods mAP R1 R5

BS [27] 67.55 90.23 96.42

CCA [28] 68.05 91.71 94.34

PRN [29] 70.2 92.2 97.9

AGNET [30] 71.59 95.61 96.56

VehicleX [31] 73.26 94.99 97.97

MDL [21] 79.4 90.7 –

Ours 81.58 96.88 98.94

Table 4. Comparison of the State-of-the-Art V-ReID Methods on VehicleID (%)

Methods Small Medium Large

R1 R5 R1 R5 R1 R5

AGNET [30] 71.15 83.78 69.23 81.41 65.74 78.28

AAVER [32] 74.7 93.8 68.6 90.0 63.5 85.6

CCA [28] 75.51 91.14 73.60 86.46 70.08 83.20

PRN [29] 78.4 92.3 75.0 88.3 74.2 86.4

BS [27] 78.80 96.17 73.41 92.57 69.33 89.45

VehicleX [31] 79.81 93.17 76.74 90.34 73.88 88.18

Ours 84.31 93.43 83.46 90.58 79.92 86.47

5 Conclusion

In this work, we present a novel method for augmenting image data in V-ReID
tasks. To ensure that as much noise information as possible is added to the
image sample, a local rotation transformation and a target selection module
are used. Rather than increasing the number of training samples, we increase
the difficulty of samples. Actually, our method can be used as a pre-processing
layer in other deep learning systems, broadening its application potential. Unlike
previous frameworks, we target local regions of images and use convolutional
operations to transform them in order to increase the difficulty of the network
and thus improve its performance.
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Abstract. Due to complex blockchain programs and numerous block-
chain nodes, it takes a huge amount of time and economic cost to con-
duct blockchain experiments. Existing open source projects do not sup-
port modifications to the underlying blockchain, and existing blockchain
simulators only focus on a single blockchain system and cannot flexibly
extend or replace models. Regarding the issues above, this paper proposes
a prototype system for blockchain performance evaluation, including real
deployment test and simulation test. In real deployment test, a five-layer
architecture for building a lightweight and efficient testing system is pro-
posed. And in simulation test, a general scheme for building blockchain
simulator is proposed, which can realize the test of throughput, storage
allocation and reputation management. Experiments show that the proto-
type system proposed in this paper can effectively improve the efficiency
of blockchain performance evaluation.

Keywords: Blockchain · Prototype system · Simulation test · Real
deployment test

1 Introduction

Bitcoin, which is based on blockchain technology, has led a wave of cryptocur-
rency [1]. With the introduction of smart contracts, the application fields of
blockchain have been further expanded [2], such as evidence-based traceabil-
ity [3], data sharing [4], industrial Internet of Things [5], privacy computing [6]
and other fields. Blockchain ensures the safe operation of Decentralized Applica-
tions (DApps), but with the explosive growth of DApps, more and more trans-
actions are pouring into the blockchain network. Since transactions need to be
stored and reach a consensus in the entire network in order, the blockchain
technology has encountered bottlenecks in throughput, transaction confirmation
speed, and data storage.

In order to optimize the performance of blockchain, scholars have made sig-
nificant achievements in consensus algorithms, blockchain structures, cryptology,
etc. However, when these achievements are put into practice, they encountered
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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a key problem, that is, the evaluation of blockchain performance. Newly devel-
oped blockchain projects should be deployed into testing environment to evaluate
performance before being deployed into production environment [7]. However,
deploying blockchain projects for evaluation is difficult. If we deploy only a few
nodes in Ethereum, it is difficult to acquire information about the entire network.
If a dedicated network for evaluation is constructed, although the information
of the entire network can be obtained, it costs too much.

Since open source projects such as Ethereum, Hyperledger Fabric are all
designed for business, not designed to evaluate the performance of blockchain, it
is difficult to carry out underlying experiments of blockchain, such as modifying
the architecture of Peer to Peer (P2P) network and the consensus algorithms.
Therefore, a blockchain real deployment testing system that is lightweight, has
comprehensive interfaces for test, and can be quickly deployed on large-scale
nodes is urgently needed.

The scale of nodes in DApps is usually huge, especially in public chain appli-
cations, and the blockchain program needs to be frequently modified and rede-
ployed on the nodes during the research and development, which increases the
cost of purchasing and managing servers. In order to evaluate blockchain pro-
formance faster with less cost, while guaranteeing the accuracy of experimen-
tal results, some scholars have begun to study blockchain simulators, trying to
reproduce the operating status of a real blockchain system by designing and
running simulation models. For example, SimBlock [8], VIBES [9] and Bitcoin
mining Simulater [10] have made great attempts in designing blockchain simula-
tors. However, the simulation technology of blockchain is still in the initial stage,
and the existing simulators have very limited functionality [11]. Most simulators
can only simulate the variant algorithm of Proof of Work (PoW) or Practical
Byzantine Fault Tolerance (PBFT) but not customized algorithms. This is also
the reason why existing simulators cannot provide substantial assistance to the
research and development of blockchain. Therefore, we need a general scheme of
carrying out simulation test.

This paper proposes a prototype system for blockchain performance evalua-
tion, including real deployment test and simulation test. The main contributions
of this paper are as follows:

1. The scheme and prototype system of real deployment test are proposed. Users
can flexibly configure the parameters of the consensus algorithm through
the system, and quickly deploy algorithms to all blockchain nodes. Besides,
throughput, the status of blockchain nodes, and the detailed information of
block can be monitored in real time.

2. The scheme and prototype system of simulation test are proposed which can
realize the test of throughput, storage allocation and reputation management
on large-scale nodes. Users can configure experimental parameters through
the system, such as the number of nodes and committee nodes, network band-
width to carry out simulation tests and monitor the experimental results.

The remainder of this paper is organized as follows. Section 2 introduces
the related work on blockchain performance evaluation. Section 3 explains the
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scheme of building prototype system. Section 4 illustrates the architecture of
prototype system based on the above schemes and discusses the experimental
results. Section 5 elaborates the summary.

2 Related Work

In this section, we analyze the related works on blockchain performance evalua-
tion from two parts: the real deployment test and the simulation test.

There are many open source blockchain projects, such as Ethereum, EOS,
Hyperledger Fabric, FISCO and Xuperchain. These projects all support smart
contracts, and DApps can be easily developed by them, but they only have a
few consensus algorithms to choose from. It is difficult to modify the underlying
consensus algorithm on them. And the above projects are designed for appli-
cation development and mainly focus on the construction of virtual machine
and ensuring the high availability of the system, resulting in a huge client size.
But for blockchain performance evaluation, the most important is to improve
the testing efficiency of the consensus algorithm. Moreover, it is necessary to
implement a OAM (Operation And Maintenance) system to realize the rapid
deployment and update of the consensus algorithm on large-scale nodes, thereby
improving the efficiency of experiment. However, the above systems do not have
the OAM system for blockchain nodes.

For the real deployment test, this paper propose a lightweight construction
scheme and a prototype system of blockchain, which only retains the necessary
part of conducting test and adds the OAM system to manange nodes.

Shadow-Bitcoin [12] and VIBES [9] try to simulate the broadcast of blocks
in the bitcoin network. Gervais proposes a quantitative framework to analyze
the impact of various consensus algorithms and network parameters on system
security and performance [13]. Aoki proposes a blockchain network simulator
called SimBlock, which can easily change the behavior of nodes, so that the
impact of node behavior on the blockchain can be studied [8]. Faria proposes
Blocksim to rapidly model the blockchain and has studied the impact of doubling
the number of transactions and encrypted communication on block propagation
delays [14]. Dinh proposes the evaluation framework blockbench to analyze the
performance of private blockchains [15]. Wuthier implements the visualization
of the PoW [16]. However, these works only focus on a single blockchain system
and cannot flexibly extend or replace the blockchain models.

For the simulation test, this paper also proposes a general scheme and a
prototype system of building blockchain simulator.

3 The Scheme of Building Prototype System

In this section, we give our schemes of building prototype system for blockchain
performance evaluation.



A Prototype System for Blockchain Performance Evaluation 91

3.1 The Scheme of Real Deployment Test

The real deployment test requires us to deploy the blockchain program into the
physical nodes or virtual machines. However, building a complete blockchain
system is time-consuming and will seriously affect the research progress. More-
over, we need to continuously adjust the blockchain program and redeploy it
into the heterogeneous blockchain nodes, which brings challenges to node man-
agement. Therefore, an efficient real deployment testing system is required to
be lightweight and manageable. In view of the above requirements, we give the
following scheme, as shown in Fig. 1.
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Fig. 1. Architecture of real deployment test.

The scheme of real deployment test is divided into five layers, from the bottom
up, the storage layer, the network layer, the consensus layer, the OAM layer
and the application layer, covering the minimum blockchain system and the
management system of blockchain nodes.

The storage layer is responsible for caching transactions, storing blocks and
node status such as online time, reputation value and the list of neighbors.
Non-relational Database (NOSQL) and catch database can be used to store
data, such as using redis to cache transactions and recently packaged blocks,
because when verifying new blocks, most relevant transactions will be found
from recently packaged blocks for validation. It can reduce the read and write
burden of database if recently packaged blocks are stored in cache. Mongodb,
a NOSQL, can be used to store block data, because the amount of block data
is large, and block structures will be dynamically adjusted due to the switching
of consensus algorithms. If relational database is used to store blocks, this will
result in frequent modification of table structure, which makes managing the
database become cumbersome. However, Mongodb does not need to change table
structure because it uses collection to stroge data.

The network layer is responsible for discovering neighbors, driving the net-
work to initiate and forward transactions and blocks, and collecting votes
to reach consensus. Dstributed Hash Table (DHT) or Kademlia [17] can be
employed to discover neightbors. We may also need to fix the topology of the
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network to compare the impact of other factors on blockchain performance by
manually assigning neighbors to nodes. The protocol for data interaction can
use the Transmission Control Protocol (TCP) like Bitcoin and Ethereum.

The consensus layer includes four elements to realize a basic consensus
algorithm: node role division, encryption algorithm, view interaction and view
switching. Node role division is used to elect consensus nodes and leader nodes.
Encryption algorithms are used to encrypt signatures. Opinion interaction refers
to the exchange of opinions between consensus nodes to reach consensus. And
view switching refers to the re-election of the master node when consensus fails
due to the downtime of the master node. The above three layers are the mini-
mum components of a blockchain system. We can build a lightweight blockchain
system without smart contract virtual machine according to the above ideas.

The OAM layer is designed to facilitate the management of blockchain nodes
and improve the efficiency of experiments, which plays an important role in
blockchain test, especially in large-scale test. The core idea of OAM layer is to
containerize the blockchain program, and perform container deployment, orches-
tration, update, and monitoring. By packaging the blockchain program into a
container and starting it, we can deploy blockchain program without complex
environment configuration, such as configuring the database and cache. The
OAM layer also includes a mirror, which is responsible for communicating with
other mirrors, obtaining the running status and passing the data to the testing
layer for processing.

The testing layer is used to call the OAM system and the blockchain sys-
tem for performing experiments. Users can easily configure the parameters of
the consensus algorithm, and deploy the new consensus algorithms through the
OAM layer into each blockchain node. At the same time, it can monitor the per-
formance of the blockchain such as throughput, transaction confirmation speed,
the status of the node, the change of node reputation, and the storage overhead.

3.2 The Scheme of Real Simulation Test

This paper proposes the following general scheme to map the blockchain in
the real world to the simulation environment, as shown in Fig. 2. Nodes and
blocks will be mapped as objects in the simulation environment with methods
for packing, broadcasting, validating and storing blocks, etc. After the object
executes method, it will cause the status of the objects to change. For example,
after the node calls the method of packing blocks, the usage of CPU will increase.
By observing and analyzing the change of status, the performance of blockchain
such as throughput can be calculated.

To further illustrate how we build the simulation model, Algorithm 1 about
calculating throughput in PoW consensus is given and the variables used are
explained in Table 1.

To calculate throughput, we simulate the process of block packaging, broad-
casting and validation. Before the simulation algorithm runs to the termination
time, the status of each node in the system will be updated every s time. The
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Fig. 2. A general scheme of simulation test.

shorter the s, the more accurate the simulation results are, but the longer the
time spent in simulation will be.

First, the algorithm will calculate and record HNi
up to the current moment.

If HNi
exceeds Hd, Ni is considered to have successfully min a block and HNi

will be reset. After that, LNi
will be increased by one and new btasks will be

added to Taskb
Ni

to simulate the process of broadcasting block. Once a btask

is completed, new btasks will be added to the Taskb of Nbtaskr
, in order to

simulate the process of forwarding the received block. It is also necessary to add

Table 1. Table of variables

Variables Description

s The status of blockchain is updated every s time

d The difficult of mining block

Ni, i ∈ [0, n) Blockchain node

tcNi
Time cost for Ni to perform a hash operation

Te The end time of the simulation

Tp The elapsed time of the simulation

HNi
The number of times Ni has performed the hash operations

Hd The number of hash operations needed to mine a block at d

LNi
The height of the latest block of Ni

Taskb
Ni

Ni’s task list of broadcasting block

Taskv
Ni

Ni’s task list of validating block

btask A task of broadcasting block

vtask A task of validating block

btaskr The target node of btask

vtaskh The height of the block that validated by vtask

M The average number of transactions contained in one block
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Algorithm 1. Calculating throughput in PoW consensus
Input: Te,d
Output: Throughput
1: while Tp < Te do
2: for i = 0; i < n; i + + do
3: HNi+ = s

tc
Ni

4: if HNi > Hd then
5: HNi = 0, LNi+ = 1
6: add btasks to Taskb

Ni

7: end if
8: for each btask ∈ Taskb

Ni
do

9: if btask is finished then
10: add new block received from the btask to Taskv

Nbtaskr

11: add btasks to Taskb
Nbtaskr

12: delete btask from Taskb
Ni

13: end if
14: end for
15: for each vtask ∈ Taskv

Ni
do

16: if vtask is finished and validated then
17: LNi = max(LNi , vtaskh)
18: delete vtask from Taskv

Ni

19: end if
20: end for
21: process(Taskb

Ni
, Taskv

Ni
)

22: Tp = Tp + s
23: end for
24: end while
25: add LNi to L for all i ∈ [0, n)
26: L.sort()

27: Throughput = L[0.2·n]·M
Te

28: return Throughput

the received block to the Taskv of Nbtaskr
to simulate the process of validating

block. Once a vtask is completed, LNi
will be updated based on the vtaskh.

Next, we need to process the Taskb
Ni

and Taskv
Ni

according to the CPU and
bandwidth usage of Ni.

After simulation, the algorithm will record LNi
of each node in a list and sort

the list in ascending order. We consider the blocks that have been synchronized
by more than 80% nodes to be valid blocks, and the throughput can be calculated
according to the number of valid blocks. The running time of the algorithm is
mainly affected by Te, s and n. The time complexity of the algorithm is Θ(Te

s ·n).
It should be noted that the time consumed by some processes, such as val-

idating blocks, generating signatures and storing blocks, are difficult to calcu-
late. However, we can obtain the time consumed by these processes through real
deployment tests and map the time to the number of steps in the simulation
space.
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4 Experiment

4.1 The Architecture of Prototype System

Based on the scheme given in Sect. 3, we develop a prototype system for
blockchain performance evaluation, as shown in Fig. 3.

Fig. 3. The architecture of prototype system.

The blockchain nodes run the blockchain program in the form of a docker
container, and pulls the latest blockchain program image from the local image
repository according to the user’s command. The local container repository main-
tains historical versions of blockchain images, and users can push the modified
blockchain programs to the local container repository at any time. The files of
simulation algorithms and the calling interfaces are deployed in the simulation
testing server. Blockchain nodes, container repository, and simulation servers are
connected to the same switch and exchange data with web server through gat-
away. We can modify the configuration of consensus algorithms, conduct exper-
iments and observe the system status in real time through the web pages.

4.2 The Experiments of Real Deployment Test

Blockchain Status Monitoring. It is used to monitor the block height, num-
ber of nodes, total amount of data and specific information of the block in real
time. At the same time, the CPU, memory and disk usage of web server can also
be monitored, as shown in Fig. 4.
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Blockchain Performance Test. It is used to configure the parameters of
consensus algorithms and monitor the changes of the blockchain throughput
and node status such as CPU usage and memory usage in real time, as shown
in Fig. 5.

In real deploymeng test, the mining difficulty is defined as α, and the text of
block header is defined as sb. SHA256(s) represents computing the 256-bit hash
string of s. Cal0(s) represents counting the number of leading zeros in s. The
process of mining can be described by (1), that is, if sb satisfies (1), the block
is packaged successfully. We can observe a significant increase in throughput as
α is reduced from 4 to 2. And as the throughput increases, CPU and memory
usage also increases.

Cal0(SHA256(SHA256(sb))) > α (1)

Fig. 4. Blockchain data monitoring. Fig. 5. Blockchain performance test.

4.3 The Experiments of Simulation Test

Storage Allocation Test. This algorithm is suitable for scenarios which mul-
tiple nodes jointly store a complete piece of data, and used to allocate storage
comprehensively considering data availability, storage speed and storage cost.
We designed storage allocation algorithms [18] based on Genetic Algorithm (GA)
and NSGA2 [19]. Users can modify the relevant parameters of the algorithms
such as population size, crossover probability, mutation probability and iteration
times from the web pages, and observe the optimization process of the algorithm.
The results of storage allocation are shown in Fig. 6.
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Fig. 6. Storage allocation test. Fig. 7. Throughput test.

Throughput Test. We have implemented the simulation of the PoW consen-
sus algorithm and the Byzcoin [20], and users can modify the parameters of
the consensus algorithms such as the number of nodes in the entire network,
committee nodes and neighbor nodes and network bandwidth on the web pages
while observing the changes of throughput, as shown in Fig. 7. We also compare
the results of simulation test with the real deployment test in PoW consensus.
The throughput of the two tests is very close as shown in Fig. 8. To calcu-
late the accuracy of simulation test, we define the results of simulation test as
X = {x1, x2, . . . , xm}, the results of real deployment test as Z = {z1, z2, . . . , zm},
and the deviation of simulation results as Θ. Θ can be calculated by (2). After
calculation, the deviation of the simulation test is relatively small, close to 3.47%.

Θ =

√∑m
i=1(xi−z̄)2

m−1

z̄
× 100% (2)

Node Reputation Management Test. A blockchain storage allocation algo-
rithm based on node reputation is implemented [21]. Users can configure the
performance parameters of each node on the web pages, such as hard disk capac-
ity, CPU frequency, read and write rate and bandwidth which have an effect the
basic reputation of each node. At the same time, the interaction process between
nodes including initiating transactions, packaging blocks and storing blocks will
be simulated which influences the growth reputation of each node. Growth rep-
utation and underlying reputation are summed according to the weight to get
the reputation of each node, and the storage allocation is carried out according
to the reputation value. We can observe the changes of the reputation and the
result of storage allocation on the web pages. The experimental results are shown
in Fig. 9.
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Fig. 8. Comparison of throughput. Fig. 9. Reputation management test.

5 Conclusion

This paper proposes a prototype system for blockchain performance evaluation,
including real deployment test and simulation test. In real deployment test, the
consensus algorithm can be flexibly configured through the web pages and auto-
matically deployed on blockchain nodes. Users can monitor blockchain status in
real time. In simulation test, the throughput test, storage allocation test, and
reputation management test are implemented. Users can configure experimen-
tal parameters through the system, such as node size and network bandwidth
to conduct simulation tests and monitor the experimental results. Experiments
show that the scheme proposed in this paper can effectively reduce the time
required to conduct blockchain experiments.
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Abstract. Traffic prediction problem plays a crucial role in the research of intel-
ligent transportation systems. Traffic flow is an important indicator to measure
the traffic status. Traffic flow prediction can not only provide a scientific basis
for traffic managers but also support other road services. This work proposes a
spatial-temporal convolutional neural network with improved graph representa-
tion (IGR-TCN) for predicting urban traffic flow, which solves the limitations of
traditional methods considering only a single road section or a single detector.
IGR-TCN reduces the computational complexity by using a convolutional struc-
ture, the temporal convolution layer uses dilated convolution, and causal convo-
lution to optimize the long-term prediction capability. The graph representation
proposed in this work improves the existing spatial-temporal correlation model
and increases the spatial correlation trend of the data. The IGR-TCN fits better
than traditional recurrent neural networks, traditional graph convolution models,
and graph spatial-temporal models. It can be more effective for spatial-temporal
information prediction.

Keywords: Intelligent transportation systems · Traffic prediction · Graph
convolution · Temporal Convolution

1 Introduction

The Intelligent Transportation Systems (ITS) [1] is an effectiveway to reduce traffic pres-
sure and solve the problems of frequent traffic accidents and environmental pollution,
which is important for economic development. Therefore, spatial-temporal sequence
prediction for graph data has gradually become the focus and difficulty of ITS research.
Unstructured data [2] do not have the same spatial localization. It not only has an arbitrary
data range but also a complex topology that does not satisfy translation invariance. It is
difficult to define convolution kernels in non-Euclidean data. Nevertheless, unstructured
data is a valuable asset that has long been underutilized and contains a large amount
of valuable information. In dealing with the complex spatial-temporal relationships that
exist in unstructured data, non-Euclidean data can be extracted into a graph structure.
Graphs usually contain relations between vertices and edges, and also contain each ver-
tex’s features. The purpose of deep learning on graphs is to learn these two features. The
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introduction of graph neural networks [3, 4] allow for better modeling of graph struc-
ture and contextual information in traffic systems. Nowadays, there are deep learning
methods [5–12] that integrate spatial-temporal properties and learn the spatial-temporal
coupling features of sequences by introducing spatial matrices. However, they generally
consider a single attribute. Only one of the two, connectivity or weight, is considered
to build the graph structure for calculation. The problem of how to combine the graph
connectivity and weight information to better capture the potential relationships of data
in the traffic network is still to be solved.

Traffic data shows obvious spatial and temporal correlation characteristics, and the
current traffic data of road sections will be influenced by other road sections nearby, in
addition to the dependency relationship with historical data, the scientific estimation of
traffic data development trend can be realized by establishing its temporal and spatial
relationship model [13, 14]. The use of scientific methods to predict real-time traffic is
important for improving people’s comfort and relieving urban traffic congestion. Spatial-
temporal sequences are difficult to be described by linear processes, and the applicability
of traditional methods is limited when dealing with data having obvious nonlinear rela-
tionships. With the popularity of deep learning, spatial-temporal sequence models based
on deep learning have gained wide attention to further explore the spatial-temporal
relationships in urban traffic and provide new solutions for traffic prediction.

Based on the problems of unstructured data in traffic networks and computing time-
dependent sequence featuresmentioned above, a newgraphical spatial-temporal network
IGR-TCN is proposed in this work. The specific contributions are as follows.

(1) In this work, we adopt a new method for unstructured data processing to obtain
the best representation in space and thus preserve the local affinity of the graph by
considering the local relationships and global relative importance of the nodes. The
method considers both the connectivity and weight information of the graph, which
can perceive the potential relationships of the data more intuitively in space.

(2) In this work, we design a spatial-temporal model for traffic flow data prediction,
which overcomes the problems of RNN [15] not supporting data-parallel process-
ing and slow training speed. The multilayer residual structure is used instead of
the selected-pass structure, the network has a flexible perceptual field, and the
causal convolution can trackmore distant historical information for long-term traffic
prediction.

(3) In real datasets, IGR-TCN is compared with traditional recurrent neural networks,
graph convolution (GCN) [4], and graphical spatial-temporal networks, and the
experimental results show that the IGR-TCN model has performance advantages
of around 5%.

2 Related Work

2.1 Data Presented with Graph

From the perspective of spatial-temporal sequence data, the spatial-temporal sequence
prediction methods based on deep learning of traffic can be divided into two methods:
spatial-temporal prediction for grid data and spatial-temporal prediction for graph data.
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The grid spatial-temporal prediction algorithm is only applicable to deal with spatial-
temporal data in Euclidean space. For most of the unstructured data in real life, we use
graph data-oriented spatial-temporal prediction algorithms. In the graph data-oriented
spatial-temporal sequence prediction problem,we extract the traffic data as a graph struc-
ture for input and compute it by adding an adjacency matrix, which is considered the key
to capturing spatial correlation in traffic prediction. The adjacencymatrix of the temporal
graph convolutional network (TGCN) [5] consists of 0s and 1s, and it performs well in
long-term prediction, but the edge values and local peaks appear to be underfitting the
prediction results. Both the spatial-temporal graph convolutional network (STGCN) [6]
and the attention-based spatial-temporal graph convolutional network (ASTGCN) [7]
construct adjacency matrices based on distance, and the adjacency matrices constructed
in this way are static and do not take into account the similarity of traffic states between
long-distance nodes. Li et al. proposed the diffusion convolutional recurrent neural net-
work (DCRNN) [9], which uses directed graphs to represent pairs of traffic sensors
between spatial correlations and an encoder-decoder mechanism to compute temporal
correlations, the nodes of this graph are sensors, and the edge weights represent the
proximity between sensors measured by the road network distance, and the DCRNN
has a better improvement compared to the experimental baseline. The graph convo-
lutional neural network with a data-driven graph filter (GCNN-DDGF) [10] proposes
three patterns including distance, interaction, and correlation graphs to build adjacency
matrices, and then the three matrices are fused into a new matrix to perform subsequent
convolution operations.

2.2 Spatial-Temporal Data Forecasting

For the traffic flow prediction problem of graphs, we use the historical traffic state on
the graph to make predictions. For long-term traffic prediction, STGCN operates on
traffic data time series based on graph neural network and replaces RNN structure com-
pletelywith convolutional structure, which ismore accurate and faster to train prime than
traditional statistical and machine learning methods, but the extraction of temporal fea-
tures is cruder. ASTGCN models three temporal features of traffic flow separately, and
its temporal attention mechanism can effectively capture the dynamic spatial-temporal
correlation of traffic data and has a better performance compared to STGCN on real
highway traffic datasets. The hybrid spatial-temporal graph convolution network (H-
STGCN) [11] proposed by Dai et al. converts upcoming traffic volumes into equivalent
proceeding times using graph convolution to capture the spatial dependence and the
composite adjacency matrix to capture the intrinsic features of traffic approximation,
H-STGCN takes advantage of the significant advantages offered by future data to con-
sistently outperform STGCN. The TGCN model combines a GCN and a gating unit
(GRU) for traffic prediction, where the GCN computes spatial correlation while the
GRU obtains time-dependent information by computing the time-series variation of the
input signal.
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3 Data Design

3.1 Unstructured Graph Data

A new graph representation is used in the IGR-TCN model, considering both graph
weights and connectivity information, using the distance matrix as the edge weights
of the graph and the degree matrix as the point weights of the graph, considering the
connectivity structure of the graph, and keeping the localization of the graph in space.
In the construction of the graph adjacency matrix, both the local relationships between
nodes and the global relative importance of nodes are considered. The weights of the
nodes are used to measure the local nature of the nodes, and the connectivity is used to
measure the importance of the nodes in the overall structure. The optimized objective
equation is as follows.

L = Φ − ΦP + PT�

2
(1)

P is the weight matrix, which is the distance between two locations, and Φ is the
connectivity matrix, which is the degree diagonal matrix of the vertices. The global
impact of connectivity on the relationship through this optimization objective reflects
the local nature reflected by the edges between nodes. The generalized eigenvector
composition graph structure is solved by generalized Eigen decomposition as follows.

Ly = λΦy (2)

4 Model Design

The overall structure of the IGR-TCN model is shown in Fig. 1. Firstly, the adjacency
matrix A of the traffic road network is established according to the distance and con-
nectivity between cities, and then the traffic flow data are processed and involved in
the first layer of time convolution TC1, whose main role is to scale compression and
feature transformation of traffic flow data. The adjacency matrix A is combined with
the first layer of time convolution to calculate the spatial correlation of traffic flow. The
second temporal convolution layer calculates the temporal correlation of traffic flow, and
the temporal convolution consists of multilayer residual blocks (containing causal and
dilated convolution). The IGR-TCNmodel also uses BatchNorma2D to prevent gradient
disappearance and gradient explosion of the convolutional network, and finally, the fully
connected layer maps the data features to the sample space to obtain the predicted traffic
flow and calculates the model metrics.

4.1 Spatial Convolutional Layer

Spatial convolution calculates the spatial correlation of urban traffic flows and builds
the graph structure based on the distance and connectivity between locations. In graph
convolution, each node of the graph is affected by neighboring nodes and further nodes.
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Fig. 1. Structure of the IGR-TCN.

The new graph representation used maintains the localization of the vertices in the graph
to all their neighbors, considering both local properties and global relationships. The
Fourier transform makes possible convolution on the graph, whereas in the time domain
it is not possible to determine a convolution kernel to perform the convolution operation
on the graph due to its arbitrarily complex topology. If the transform is applied to the
frequency domain, the convolution operation is easily performed. The signal on the
graph is generally expressed as follows.

x = [x1, x2, . . . , xn]T ∈ Rn (3)

The n is the number of nodes with a signal value at each node and the value of the
i-th node is x(i) = xi. The graph Fourier transform uses our new combinatorial matrix
with its eigenvectors as the basis functions of the graph Fourier transform. The signal
on an arbitrary graph can be expressed as follows.

x = x
∧

(λ1)
−→u1 + x

∧

(λ2)
−→u2 + · · · + x

∧

(λn)
−→un (4)

TheU = (
−→u1 ,

−→u2 , . . . ,
−→un ) is the eigenvector of the combinedmatrix, then the graph

Fourier transform is shown as follows.

x
∧ = UTx (5)
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To improve the efficiency of the decomposition of the graph structure matrix in large
graphs, the computational procedure of the K-order Chebyshev approximate adjacency
matrix is used.

g(θ) · y ≈
∑K

i=1
θi · Ti(A) · y (6)

The y is the output of the first layer of temporal convolution and A is the graph
structure matrix. The calculation using the K-local convolution algorithm effectively
reduces the number of parameters and ensures that only values in the K range are
considered for the current node.

4.2 Temporal Convolutional Layer

To improve the accuracy of predicting long-term traffic flow, we design a new temporal
convolution layer to compute time-dependent features. Whose main effects are mainly
reflected in retaining historical information while using causal convolution to compute
long-term historical information; using dilation convolution to increase the perceptual
field of convolution, and improving the problem of the small perceptual field due to
changes in the convex function of the expansion factor, which can capture multi-scale
contextual. The use of dilation convolution increases the perceptual field problem due to
the variation of the convex function of the expansion factor and can capture multi-scale
contextual information without causing local information loss in deeper computation. It
does not need to process the data sequentially like RNN and uses a multi-layer residual
structure instead of a selected-pass structure to improve the training speed.

Based on the two principles that temporal convolutional networks produce the same
length as the output and that future information will not be leaked, the temporal convo-
lutional layers are implemented using 1D complete convolution and causal convolution,
respectively. Causal convolution is used to track longer historical information, and the
output at time t is only related to the previous layer at time t and earlier convolution,
i.e., if the input sequence at the current layer is [0, i], then the input sequence at the next
layer will become [0, i + 1].

Simple causal convolution can only recall historical information that presents lin-
earity in the depth of the network. To handle those sequence tasks that require longer
histories, dilation convolution is used to achieve an exponential increase in the percep-
tual field. Dilated convolution guarantees the expansion of the receptive field with the
loss of resolution. The dilation convolution equation is as follows.

yt =
∑K

i=1
fi · xt−i·d (7)

The d is the expansion coefficient, and t − i · d explains the past direction. Setting
different d will make the receptive field different, and the expansion convolution is the
regular convolution when d = 1. The range of the perceptual field can be increased
by increasing d and K. The expansion factor varies according to the convex function,
and we can change the expansion factor according to the convex function to solve the
problem that the information obtained by long-distance convolution is not related to the
deepening of the network layer, which ensures that the local information will not be lost.
This approach limits the range of the depth network perceptual field to a certain extent,
making the model more accurate in the process of depth feature calculation.
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5 Experiments

5.1 Dataset

We validated our model on two California highway datasets, PeMSD4 and PeMSD8
[7]. The datasets are based on raw data obtained by sampling at a frequency of 30
s/time aggregated into samples with 5-min intervals and contain characteristics of three
dimensions: traffic flow, average speed, average lane occupancy, and geographic location
information of the detectors that collect this information.

5.2 Settings

This experiment validates the traffic flow data for 300 locations of PeMSD4 and 97 given
locations of PeMSD8, respectively, dividing the training and testing sets, with 80% of
the data used for model training and 20% of the data used for testing. The original traffic
flow data were scaled to the range [−1, 1] using min-max normalization, and the output
values were rescaled to the original range of values in the evaluation phase. Considering
the training cost of the model, the convolution kernel size K of the graph convolution
layer is set to 3. For all experiments, five historical data are used in this work to predict
the future traffic flow after 15, 30, and 45 min.

This experiment uses twometrics to evaluate the performance of themodel, including
the mean square error (RMSE) and the mean absolute error (MAE).

RMSE =
√
1

n

∑n

i=1
(yi
∧ − yi)

2 (8)

MAE = 1

n

∑n

i=1

∣
∣yi
∧ − yi

∣
∣ (9)

The RMSE is the average of the squared differences between the predicted and true
values, followed by the square root, whichmeasures the average size of the errors and the
deviation between the observed and true values. The RMSE is very sensitive to values
that are far from the overall data and can be a good indicator of the accuracy of the
prediction results.

Besides, we set up three baselines to validate the model on the same dataset, which
includes the traditional recurrent neural network, graphical convolution, and graphical
spatial-temporal neural network. The structure of each model is as follows.

LSTM: long short-term memory network, a recurrent neural network for process-
ing sequential data, controls the transmission state of data through a selective pass
mechanism.
GCN:Graph Convolutional Network, a neural network architecture for processing graph
data, uses a filter with shared parameters to constitute a new feature representation by
weighted summation of pixel points in spatial regions.
STGCN: Spatial-temporal graph convolutional network, which does not use regular con-
volution and recursive units, consists of stacked spatial-temporal convolutional blocks
and output layers.
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ASTGCN: Attention-based spatial-temporal graph convolutional network, consisting of
three independent blocks of the same structure modeling each of the three temporal
characteristics of traffic flow (recent, daily, and weekly cycles).

5.3 Quantitative Analysis

The results of the two metrics of each model for different datasets are shown in Table 1
and Table 2, and the evaluation metrics are poor for datasets with more locations. The
worst performance of LSTM indicates that LSTM cannot handle complex spatial data.
The GCN evaluation metrics are improved compared to LSTM, which indicates that
considering only spatial characteristics can improve the prediction accuracy to some
extent. STGCN andASTGCNare graphical spatial-temporal neural networks, compared
with LSTM and GCN, which use GCN to calculate spatial correlation and recurrent
neural networks to calculate temporal correlation, and they have the disadvantage that
they cannot access deep multi-scale contextual features of the data. For all models, the
average prediction error of the model increases with the prediction time, and the IGR-
TCN model is the model with the lowest prediction error growth rate, which means that
the IGR-TCN model is more robust than benchmark models.

IGR-TCN not only considers the spatial information of the data but also the temporal
correlation of the data. The error reduction rate compared with ASTGCN is shown that
IGR-TCN can better capture the spatial-temporal characteristics and can well handle the
long-term traffic flow prediction problem with higher prediction accuracy.

Table 1. Results of evaluation metrics on PeMSD4 dataset.

Model RMSE MAE

15 min 30 min 45 min 15 min 30 min 45 min

LSTM 78.61 89.11 98.28 59.50 68.46 73.38

GCN 62.91 64.53 66.46 47.06 48.44 49.69

STGCN 52.57 54.92 56.85 38.93 40.16 41.64

ASTGCN 48.98 50.51 52.73 35.72 37.57 39.02

IGR-TCN 47.78 48.08 48.97 34.72 34.94 35.66

5.4 Qualitative Analysis

In this work, further qualitative analysis of the data from the PeMSD8 dataset is per-
formed. The LSTM prediction values are less effective than IGR-TCN as can be seen
more intuitively in the scatter plot in Fig. 2(b). LSTM is a modified recurrent neural
network with a gradient disappearance problem that prevents the network from learning
long-term dependencies, and although forgetting gates, input gates, and output gates are
added to reduce this problem, LSTM is still not a perfect solution. From Fig. 2(c) and
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Table 2. Results of evaluation metrics on PeMSD8 dataset.

Model RMSE MAE

15 min 30 min 45 min 15 min 30 min 45 min

LSTM 61.71 65.69 69.67 49.48 50.18 52.10

GCN 50.81 52.42 54.12 35.61 36.82 38.15

STGCN 44.80 45.20 46.37 31.85 32.24 33.44

ASTGCN 43.75 44.42 45.91 31.56 31.79 32.95

IGR-TCN 41.15 41.92 41.97 29.81 30.38 30.63

2(d), it can be seen that the IGR-TCN model is more suitable for the predicted values of
the traffic peaks than GCN, which is because the GCN does not consider the temporal
correlation of the data, resulting in poor prediction results. In Fig. 2(e), 2(f), 2(g), and
2(h), although the prediction effect of STGCNandASTGCN is not as good as IGR-TCN,
they have introduced graph convolution to suppress the edge under-fitting phenomenon
and significantly improve prediction for larger and smaller traffic values. In addition,
these two models fit the predicted values better when there are large changes in the
real data, which is due to the introduction of RNN to solve the local peak under-fitting
problem brought by GCN.

We also do two kinds of ablation experiments of IGR-TCN and compare them with
the IGR-TCN model, which removes different convolution layers, IGR-TCN-NS indi-
cates that the effect of the spatial convolution layer is not considered, and IGR-TCN-NT
indicates that the effect of temporal convolution layer is not considered. Our improved
graphical spatial-temporal model IGR-TCN with a temporal convolution layer estab-
lishes a wide range of perceptual fields through dilated convolution, overcomes the
long-term temporal dependence on historical data through a multilayer residual struc-
ture, and better captures the temporal correlation of traffic data, which can be verified
by the fitting results in Fig. 3(a), where the IGR-TCN-NS prediction results are poor,
suggesting that the addition of temporal convolution layer plays an important role in
model prediction. The IGR-TCN-NT model in Fig. 3(c) fits better than the IGR-TCN-
NS model in Fig. 3(a), and the predicted values in Fig. 3(d) are closer to the true values
than those in Fig. 3(b), indicating that the spatial convolution layer has a more obvious
effect on themodel performance improvement than the temporal convolution layer. From
the comparison between Fig. 3(c) and Fig. 2(c), we know that the IGR-TCN-NT model
obtains relatively perfect curve fitting results, which confirms that the spatial informa-
tion of graphs can be better preserved by incorporating graph connectivity information
into the data. The predicted values of IGR-TCN-NT in Fig. 3(d) are closer to the diag-
onal than those of GCN in Fig. 2(d), indicating that our improved graph representation
method considers both weight and graph connectivity information and has better pre-
diction results. The experimental results show that the IGR-TCN can effectively predict
spatial-temporal information.
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Fig. 2. Theprediction effect of eachmodel is shown. (a) (c) (e) (g) shows thevariationof individual
nodes with time, the horizontal coordinates indicate the time and the vertical coordinates indicate
the traffic flow values. (b) (d) (f) (h) are scattered plots of the prediction of each model, the
horizontal coordinates indicate the real values and the vertical coordinates indicate the predicted
traffic values.



A Spatial-Temporal Convolutional Model 111

Fig. 3. Results of IGR-TCN ablation experiments. (a) (b) shows the variation of individual nodes
with time, the horizontal coordinates indicate the time and the vertical coordinates indicate the
traffic flow values. (c) (d) shows the predicted scatter plot for eachmodel, the horizontal coordinate
indicates the true value and the vertical coordinate indicates the predicted traffic value.

6 Conclusions

Nowadays, serious traffic condition including frequent congestion and accidents
becomes a problem for all mankind. It was known to all long ago that road construction
blindly is not an efficient method to solve it. Therefore, the development of ITS in the
city is necessary. In this work, a new deep learning spatial-temporal model IGR-TCN is
proposed to predict future urban traffic flows using traffic data from real traffic networks,
relying on graph connectivity and weights to build graph structures that can more fully
perceive the potential relationships of data in the spatial convolution layer, while the
temporal convolution layer makes full use of the temporal correlation of traffic flows.
Comparison with LSTM, GCN, STGCN, and ASTGCN benchmark models reveals that
IGR-TCN has higher prediction accuracy, which verifies that the model has advantages
in capturing spatial-temporal features and temporal correlations. In future work, we will
further improve the traffic map representation to further enhance its role in the modeling
process under the condition of considering multiple factors.
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Abstract. Recently, blockchain was introduced into the cyber-physical
systems, which provides services of privacy and trust. However, relia-
bility and system performance issues exist when blockchain and cyber-
physical systems are integrated. In this paper, we design a blockchain-
enabled cyber-physical system, where a new blockchain consensus is used
to solve the problems of reliability and system performance. Firstly,
an autonomous consensus mechanism called Proof-of-Weighted-Planned-
Behavior is established based on the theory of planned behavior. Then,
the behavior of consensus participants gets further explained by intro-
ducing credit evaluation and vulnerable node analysis. Moreover, con-
sidering the Jain fairness index, a dynamic authorizer group mechanism
that coordinates reliability and decentralization is developed. By opti-
mizing the credit threshold of the authorization group, the security and
reliability of our designed mechanism are guaranteed. Finally, the exper-
imental simulation results prove that compared with the traditional con-
sensus, our proposed consensus improves the reliability and the system
performance of the blockchain-enabled cyber-physical systems.

Keywords: Blockchain · Cyber-physical systems ·
Proof-of-Weighted-Planned-Behavior · Consensus mechanism

1 Introduction

Cyber-physical systems (CPS) are essentially a distributed control system [1],
which consists of collaborative computing objects associated with the physical
world and its processes [2]. Recently, as adistributed ledger database, blockchian
[3] has been introduced into various scenarios, such as smart grid [4], energy
trading [5], smart industry [6], etc. In particular, the blockchain was introduced
into the research of CPS. The application fields of blockchain CPS include: smart
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grid [7], smart city [8], energy systems [6], etc. Blockchain and CPS integration
can increase its level of reliability without any trusted third party [8]. The most
valuable advantage of blockchain is to provide a platform of trust, where all
transaction records will remain unchanged in a decentralized manner [9].

Take microgrid energy trading [10] as an example, the integration of
blockchain with CPS has two major issues: On one hand, numerous malicious
transactions will occur, which damages the reliability of the system. On the other
hand, the degree of dispersion will not be guaranteed [11], and the performance
of the system will generally be low [12].

For these two issues, some researchers have proposed ways to overcome them.
Yang T et al. [13] based on blockchain technology, proposed a new high-confidence
data trusted collection model for trust issues. Moreover, Proof-of-trust (PoT) [11]
uses the credit value of nodes as the standard for social evaluation.However, both of
thesewill leadtocentralizationproblems[14].LaszkaAetal. [14]providedaninnova-
tive algorithms, which solved three challenges i.e.trust, privacy and centralization
[2]. However, they all suffer from low system performance issues [13]. A promising
protocol, practical byzantine fault tolerance (PBFT), provides a fast energy trans-
action process and supports scalability using Hyperledger [15]. However, reliability
canalsobean issue if thevalidator ispoorly chosen. In [5],where consensusdecisions
are performed by a small group of carefully selected validators. Meanwhile, trust is
an issue because producers or consumers can break committed energy transfers [4].
Proof-of-planned-behavior (PoPB) [16] consensus can solve the problems of relia-
bilityanddecentralization inmicrogrid energy trading,butPoPBdoesnot take into
accounttheweightfactor.Infact,theweightfactorisanimportantquantityintheory
ofplannedbehavior(TPB),whichcanaffectthebehaviorsofnodes inenergytrading
process.

Inordertosolvetheabovechallenges [14],wecontinueourwork in [16]anddesign
a new blockchain consensus mechanism based on TPB with weight, called Proof-
of-Weighted-Planned-Behaviour (PoWPB), for microgrid energy trading in CPS.
By selecting high reputation as the authorization group candidate, our proposed
PoWPBconsensuscangreatlyincreasethereliabilityofenergytrading,andimprove
the system performance. The contributions of this work are presented as follows:

– We design a new consensus based on TPB with weight, which is called PoWPB
consensus. The new consensus can improve the reliability and system perfor-
mance of the integration of blockchain and CPS.

– Weanalyze thevulnerabilityof the systemto increase the reliabilityandstability
of theauthorizationgroupwhenanodebecomeanauthorizationcandidatenode.
Moreover,wedeterminethenumberofauthorizedcandidatenodestoachievethe
best system performance through an optimization problem.

– Consideringthenodetradingchoicepreference,weconsidertheweightratiowhen
a node applies to become a member of a high-reputation authorization group.
Besides,werefertotheJainfairness indextoensurethesystemachieveanoptimal
balance between trustworthiness and dispersion.
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2 ArchitectureofBlockchain-EnabledCPS

The integration of blockchain and CPS is shown in Fig. 1, we specify an example of
microgrid energy trading. The system is divided into three layers: 1) A real space
layer, 2) A cyber space layer, 3) A blockchain layer.

Blockchain Platform

Real space

IoT Sensing 
Devices

IoT Sensing 
Devices

Physical
Informaction Smart Actuation 

Informaction

Distributed 
Network

Smart 
Contract

Energy     
Trasaction

Cyber Space

Data 
Storage

Data 
Access

Controller Actuation

Fig. 1.Blockchain-enabled CPS.

2.1 Real SpaceLayer

Therealspacelayeristhemicrogridenergydevice.Thedataobtainedfromitisstored
in Ethereum, and the actuation of the sensor is done through smart contracts. The
maincomponentsof the real space layer include thegrid,windturbines, energyvehi-
cles and residential users. We denote the set of N = {1, ..., N} residential users,
as shown in Fig. 1. The residential users also own small renewable generators and
energy storageunits.Theusermodel and themicrogrid energy tradingplatformare
described below.

1) Usermodel:As shown inFig. 1, the residential users and energy vehicles are used
asusermodel.Theusermodel consists of a loadmodel, apower supplymodel and
a battery storage model [14]. Furthermore, user i ∈ N can form a trading pair
with user j ∈ N to exchange energy.

2) Supply Model: Wind power, energy vehicles and residential users in Fig. 1 can
act as suppliers when they have an energy surplus. When the energy supplier in
the system has no remaining energy to supply, the grid can be used as the energy
supplier.

3) Batterymodel:All threeofwindturbines, energyvehiclesandresidentialusers in
Fig. 1 have a battery unit to charge the collected renewable energy or grid power,
and then discharge it to provide a load [17].
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2.2 Cyber SpaceLayer

In the cyber space layer, Internet-of-Things (IoT) sensing device sends the physical
system to the blockchain layer, after receiving the information of the energy trading
nodes, the IoT sensor device interacts with the distributed network, processes the
data, and finally interacts with the blockchain layer.

2.3 BlockchainLayer

The blockchain layer feeds back the smart actuation information of the IoT sensor
device. The blockchain platform focuses on the modeling of energy exchanges, and
payments between users [18]. Blockchain and CPS integration can provide energy
exchanges that require intelligent trading algorithms and information exchange
platforms [19]. The energy transaction between users is carried out on the distribu-
tion network, and the payment is made using the blockchain token [20]. Finally, the
final transaction is recorded on the blockchain smart contract.

3 PoWPB

The PoWPB considers the selection preference of nodes, and sets corresponding
weights to the three components of TPB. At the same time, when selecting a high-
creditauthorizationnode, thevulnerabilityanalysis isalsotakenintoconsideration,
which solves the problems of reliability and low system performance.

3.1 TPB

The TPB [21] believes that human behavior is the result of a well-thought-out plan.
Three variables determine the final behavioral intention (the inclination of an indi-
vidual to take a certain action): behavioral attitude, subjective normandperceived
behavioral control. A detailed explanation of the factors is as fol lows:

1) Behavioral attitude: A positive or negative evaluation of an individual’s perfor-
mance of aparticular behavior. e.g., an energynodeknows that the counterparty
it trades with has many previous good transaction records, and its behavioral
attitude tends to trade with it.

2) Subjective norm: Refers to the perception of social pressure that an individual
feels when he takes a certain behavior. e.g., a node sees better the evaluation, the
more willing to trade with it.

3) Perceivedbehavioral control:Thedegree towhichan individual expects to feel in
control ormasterywhentakingaparticularbehavior. e.g., energynodeswill look
at thebalance in their accountbefore trading. If thebalance is sufficient, theywill
want to trade more.
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3.2 Design ofPoWPB

We designed the PoWPB consensus protocol based on the TPB. PoWPB takes into
accounttheselectionpreferencesofnodes,settinghigh-credibilitynodeshasahigher
probabilityofbecomingacandidatenodeoftheauthorizationgroup.Combinedwith
the Jain fairness index to comprehensively measure the trust and decentralization
of the system, the system performance is finally optimized.

A linear combination model of individual behavioral is expressed as

Bi = αAi + βCi + γPi, (1)

where Bi represents the ultimate behavioral intention of the individual, α, β, γ are
the previous weight coefficients of Ai, Ci, Pi.

1) The aspiration Ai here is equivalent to the trading willingness of a single node in
the energy trading scenario. The incentive degree of nodes in individual trans-
action willingness comes from the subjective comparative feeling of the ratio of
reward and investment between oneself and the reference object. That is, the
nodes in the energy transaction will decide whether to trade with the matching
energyproductionnodeaccording to thevalueofAi determinedbythe result cal-
culatedbythe transactionwillingness formula.Assumingthat theaverage inten-
sity of energy transactions is ηi occurs during each block and assuming that the
average energy transaction volume is ei, then we have

Ai =
Ri

ρ
∑n

i=1ηiei
, (2)

where Ri = ρ
∑n

i=1ηiei

NAG
is the reward and ρ is the parameter related to Ri. Mean-

while, NAG represents the number of high credit authorization groups.
2) The credit value Ci is obtained by the following formula. The credit system is

comprehensively used to evaluate the trustworthiness and reliability of users in
the blockchain network [22]. In the microgrid energy trading scenario, partici-
pants play the role of blockchain nodes because they have sufficient computing
and storage resources [23]. The system evaluates the reputation of each partic-
ipant based on the historical evaluation feedback from the initiator. For conve-
nience, thecredit scoresof threeassessmentsaresetseparately,namely,apositive
assessment with a credit score of C+, a medium assessment with a credit score of
C0,andanegativeassessmentwithacreditscoreofC−.Theycanbesettopositive
for credit rewards, negative for credit penalties and zero formediumassessment.
Considering the complexity of CPS, we introduced a CPS impact factor τ . If the
current latest block is the kth, then the reputation of the participant i can be cal-
culated from the latest K block:

Ci = τ

k∑

t=k−K+1

Ct
i∑

j=1

Ct
ji, (3)

whereCt
ji represents is thecreditevaluationset forenergynode i in tth datablock,

Ct
i is the jth credit evaluation, τ is the impact factor of CPS. Equation (3) is the

definition of system reliability.
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3) With the development of modernized CPS for power grids, vulnerability assess-
ment has become an emerging hotspot in power system security research [24].
Therefore, we introduce vulnerable node analysis. Vulnerable nodes need to be
equippedwithmorepowerful computingpower tocounter intrusion.Thegreater
the computing power, the less difficult it is to mine or participate in consensus,
and the nodes are more inclined to participate in transactions.

For a complex network G = (V,E), where V and E represent the node set and the
edge set, respectively, the above vulnerability indicators are defined as follows. The
vulnerability of nodes can be assessed from two aspects of grid topology and oper-
ational status. In this paper, we introduce degree, betweenness and closeness cen-
trality to quantify the topology vulnerability. State vulnerability is defined as the
node load and electrical connection efficiency are used to quantify the vulnerability
of grid nodes to study the impact of operating states on the physical changes of the
powersystem.Thecomprehensivevulnerability index is thesumof topologyvulner-
ability and state vulnerability. At the same time, Eq. (4) is also a measure of system
vulnerability.

TS(i) = ω
T (i)

∑
j∈V T (j)

+ (1 − ω)
S(i)

∑
j∈V S(j)

, (4)

where T (i) and S(i) represent the structural vulnerability index and state vulner-
ability index, respectively, and ω is the weighting coefficient, which represents the
proportion of topology information and state information in evaluating node vul-
nerability. Therefore, the expression for computing power Pi is Pi = TS(i).

3.3 OptimalCredit Threshold andAuthorizedCandidateAlgorithm
Design

The values of Ai, Ci, Pi are guaranteed to be 0≤ Bi ≤1. From a statistical point of
view, the number of applicants (denoted as NAP ) given by

NAP =
N∑

i=1

Bi =
N∑

i=1

(α
Ri

ρ
∑n

i=1αiei
+ β

k∑

t=k−K+1

Ct
i∑

j=1

Ct
ji+

γ(ω
T (i)

∑
j∈V T (j)

+ (1 − ω)
S(i)

∑
j∈V S(j)

)).

(5)

Theorem1. Based on the consensus protocol modeled by TPB, the configurable
credit threshold ε for the candidacy of the authorizer can be determined from the nor-
mal probability distribution function.

P{Ci > ε} =
NCA

NAP
= P{Ci > ε} =

∫ +∞

ε

1√
2πσ

e− (x−μ)2

2σ2 , (6)

where
μ = K(η+C+ + η0C0 + η−C−), (7)
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σ2 = k2(σ+2
C+2 + σ02C02 + σ−2

C−2). (8)

The proof of Theorem 1 will be given in the appendix.

Theorem2. ConsideringJain’s fairnessmeasure, theoptimalnumberofcandidate
nodes and the credit threshold can be determined by the following optimization prob-
lem.

Algorithm1.Determine the optimal number of candidatesNCA andcredit thresh-
olds ε
Initialize: n=NAG , (Fjain)max=0
Input: {Ci|i = 1, 2, ..., NAP}
Output:NCA

′ , ε′

Sort nodes according to Ci credit score from high to low;
Use Eq. (10) to calculate the average credit value C ;
forNCA = NAG to NAP do

The value ε calculated from Eq. (6) ;
Solve C from Eq. (9);
SolveD from Eq. (11);
The valueFjain calculated by Eq. (12);
if (Fjain)max <Fjain then

(Fjain)max =Fjain ;
NCA

′ = NCA ;
ε′ = ε ;

end if
end for
return NCA

′ , ε′.

In the PoWPB consensus protocol, there are two conflicting considerations: on
the one hand, high-reputation participants are expected to act as verifiers to ensure
the security and credibility of the protocol. On the other hand, for decentralization
considerations, all users should have the same opportunity to become a validator.
Therefore, it is a difficult problem to comprehensively measure the degree of trust
and decentralization of the consensus algorithm. Define trust C:

C =
ε − C̄

C̄
, (9)

C̄ =
∑NAP

i=1 ci

NAP
, (10)

where C̄ represents the average evaluation reputation of the applicant. Define the
degree of decentralization D:

D =
NCA

NAP
. (11)
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It represents the degree of distribution of block validators implemented by the con-
sensusmechanism,whereNCA is ahigh-creditnodeoranauthorizer candidatenode
and NAP is the number of authorized candidate application nodes. In the PoWPB
protocol,there isNAG authorizeramongN nodesthatareorganizedandstable.Sub-
sequently, it is expected to achieve a good trade-offbetween the trust degree and the
degreeofdecentralizationoftheconsensus.UsingJain’sfairnesstheorycanbeequiv-
alently solved the following problem:

Fjain = max
NCA,ε

(
∑N

i=1
C
D )2

n
∑N

i=1(
C
D )2

s.t. NAG ≤ NCA ≤ NAP.

(12)

TheoptimalnumberofcandidatesNCA andcreditthresholdεcanbedetermined
byAlgorithm1.Sofar,PoWPBhasfoundtheoptimalnumberofvalidatorcandidates
NCA and the corresponding reputation threshold ε, and completed the selection of
the consensus algorithmverification committee. The time complexity of Algorithm
1 is O(n), the time complexity of our designed algorithm 1 is still relatively low.

4 NumericalTests

In this section, we briefly compare the proposed PoWPB with PoW and PoPB.
In order to verify the reliability of the consensus mechanism we designed, we ver-
ified the node credit evaluation mechanism to test the impact of long-term good-
will transactions on the node consensus credit value. The user’s microgrid network,
and it is assumed that each node has the same electricity equity. It can be seen from
Fig. 2, aftermultiple consensuses, thegrowth rate of the total consensus credit value
approacheszero,and itsvaluedoesnot increaseanymore,whichproves that thecon-
sensus mechanism PoWPB we designed can reasonably control the growth of node
credit value, and there will be no single energy node overrun high, which threatens
network security.

Fig. 2.Growth in total consensus credit.
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For the purpose of more intuitively to see the rise and fall of the consensus credit
value after a node conducts a good faith transaction and a malicious transaction,
two scenarios are set up: in scenario 1, a consensus participantwith good credit con-
tinuouslyvotesmaliciously, as shown inFig. 3(a); scenario2, thenodescontinuously
vote ingood faith,as showninFig. 3(b).Figure 3showsthat thenodecontractcredit
valueevaluationmechanismcaneffectively complete theevaluationof thenodecon-
tract credit value. In Fig. 3(a), when the node conducts malicious transactions, the
creditvalueof thenodecontractwilldroprapidly. InFig. 3(b),whenanodeconducts
honest transactions, its node contract credit value can grow slowly.

Then,we implementthreesetsof experiments.First, theaimof theexperiment is
to compare the fairness of thePoWPBconsensuswith thePoPBconsensus.Consid-
eringthedifferentselectionpreferencesofeachnode,inordertocompare,weobtained
four forms of PoPB algorithms by adjusting the final behavioral intention combi-
nation model of the node Bi = αAi + βCi + γPi the weight of each parameter,
respectively. (i) Without considering the weight of each factor (α, β, γ all are 1). (ii)
Without consider personalwishesAi (α = 0,β,γ bothare 1). (iii)Without consider
the reputation value Ci (β = 0, α, γ both are 1). (iv) Without consider the comput-
ingpowerPi(γ = 0,α,β bothare 1).TheyaredenotedasPoPB-1,PoPB-2,PoPB-3
and PoPB-4 respectively.

(a) Credit punishments. (b) Credit rewards.

Fig. 3.Changes in credit value in different scenarios.

In Fig. 4, we can find that when the number of nodes in the network is less than
50, the fairness comparison between PoWPB and the four PoPB algorithms is not
obvious,andwhenthenumberofnodesisgreaterthan50,thePoWPBalgorithmisin
theleadingposition,andwhenthenumberofnodes isgreaterthan100,thefairnessof
the fourPoPBalgorithmsdecreases,while thePoWPBalgorithmtends to be stable
and much larger than other algorithms. This is because when the number of nodes
reachesacertainscale,thepreferenceofnodesasthenumberincreasesbecomesmore
and more obvious the influence on the number increasing becomes more and more
obvious if the preference of nodes is not considered.
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Fig. 4.Fairness comparison of consensus algorithms.

WecomparedthePoWPBconsensuswiththePoWconsensusandPoPBconsen-
sus in terms of system performance. The system performance is related to the cred-
ibility C and decentralization D of the system. We define the system performance:
ϕC +(1−ϕ)D,whereϕ is theparameter.As shown inFig. 5(a) andFig. 5(b),wecan
clearlyseethatthesimulationresults showthatwhenthenumberofnodes inthenet-
work is the same, thispaperproposes thePoWPBmechanismhasacertain improve-
ment in system performance. When the number of nodes increases, the advantages
are more obvious.

(a) system performance comparision of
PoWPB and PoW.

(b) system performance comparision of
PoWPB and PoPB.

Fig. 5. System performance comparision.

In Fig. 5(a) and Fig. 5(b), the system performance of PoWPB with PoW and
PoPB algorithms are compared respectively. It is also found that when the num-
ber of nodes is small, the advantages of PoWPB are not obvious. However, when
the number of nodes increases, the system performance of PoWPB increases signif-
icantly. Finally, it decreases slightly and eventually stabilizes. This is because when
the number of nodes in the network increases, the transaction volume in the system
increases, and the reputation value accumulated by each node is more convincing
and representative.
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5 Conclusions

To solve the reliability issues and the low system performance of the integration of
CPS and blockchain, we have designed a PoWPB consensus protocol. PoWPB is
basedonTPBto select high-credit nodes as consensus authorizers througha special
authorizer groupmechanism.Wehave taken themicrogrid energy transaction inte-
grated with blockchain and CPS as an example. Overall, our experimental results
have demonstrated a strong effect that PoWPB can significantly improve the relia-
bility of energy trading and the system performance. In the future, we will explore
moreefficientconsensusmechanismtostudythereliabilityandsystemperformance
of CPS based on the blockchain.
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ence Foundation of China (Nos. LY22F030006, 22NDJC009Z).

A Appendix

A.1 Proof ofTheorem1

Considering three credit evaluations, assume ηi the hypothetical part η+
i is given

a positive credit evaluation, ηi the other part η0
i is given a moderate credit eval-

uation, and ηi the other part η−
i is given a negative credit evaluation. Further,

assume that the distribution of credit assessments is random, with {η+
i }N

i=1 ∼
N(η+

i , σ+2),{η0
i }N

i=1 ∼ N(η0
i , σ02),{η−

i }N
i=1 ∼ N(ηi−, σ−2). Then, the expecta-

tion of Ci reference ([3]) can be given by

C̄i = K(η+
i C+ + η+

i C0 + η+
i C−). (13)

The distribution of {C̄i}N
i=1 can be obtained by {C̄i}N

i=1 ∼ N(μ, σ2), where μ and
σ2 are defined byEq. (7) and Eq. (8), respectively.Using C̄i in Eq. (13) instead ofCi

in Eq. (6), the normal probability distribution function can be derived by Eq. (6).
Finally, the credit threshold ε can be solved by Eq. (6).
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Abstract. Human mobility data play an important role in addressing
various urban issues. However, when a new mobility paradigm emerges
and continuously evolves with time, it is usually hard to obtain a large-
scale and evolving mobility dataset due to various factors such as social
and privacy concerns. In this paper, we focus on modeling the evolving
mobility of metropolitan-scale electric taxis (ETs), which have different
mobility patterns with petroleum vehicles and continuously evolve with
the expansion of the ET fleet and the charging station network. To this
end, the E2M system is proposed to generate trajectories for large-scale
ET fleets by learning the mobility from only a small-scale ET fleet and
the corresponding charging station network. First, the ET mobility is
decomposed and modeled with transition, charging, and resting patterns.
Second, the E2M system generates trajectories with a fleet generation
algorithm. Extensive experiments are conducted on a real-world dataset,
which has ET trajectories during both the early stage and mature stage
in the taxi electrification process in Shenzhen, China, and the results
verify the effectiveness of E2M.

1 Introduction

Human mobility data (e.g., taxi trajectories) play an important role in addressing
various related issues, e.g., urban planning [1], disease control [2], and cellular
traffic prediction [3]. In the recent decade, we have witnessed various emerging
mobility paradigms in recent years, e.g., shared bicycles [4], and electric vehicles
[5], which exhibit novel mobility characteristics respectively. Especially, Electric
Taxi (ET) contributes to significant emission reduction for better air quality and
less energy consumption, which provides a higher incentive for city governments
to upgrade conventional gas taxis with ETs. Therefore, we focus on the ET
mobility modeling.

When a new mobility paradigm emerges and continuously evolves with time,
it is usually hard to obtain a large-scale and evolving mobility dataset due to var-
ious factors such as social and privacy concerns. More specifically, the inevitable
taxi electrification has been accomplished in a few cities, e.g., Shenzhen, China
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Wang et al. (Eds.): WASA 2022, LNCS 13471, pp. 126–138, 2022.
https://doi.org/10.1007/978-3-031-19208-1_11
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[6]. By contrast, taxi electrification has not started (or just started) in many
cities, where the scarcity of ET mobility data limits consequential applications.
Therefore, it is of great value to model the metropolitan-scale ET mobility, which
exhibits unique mobility patterns and evolves with the expansion of the ET fleet
and charging station network.

The research on traditional human mobility models has gone through four
stages: 1) Synthetic context-free models [7] generate mobile trajectories accord-
ing to some predefined regulations. 2) Synthetic context-aware models [8] take
obstacles or road topologies into consideration. 3) Data-driven context-free mod-
els [9,10] incorporate statistical features from observed data. 4) Data-driven
context-aware models [2,11] leverage both statistical features and contexts. The
traditional synthetic mobility models are unsuitable for the emerging mobility
pattern of ET which has a shorter mileage and the unique charging behavior.
The data-driven models have ability to capture more complex mobility pattern
by learning it from the sensor data. However, the data-driven models compro-
mise on modeling the emerging ET mobility for two reasons: 1) the scarcity of
ET sensor data hinders the mobility modeling. 2) current models [2,11] “replay”
the mobility from the datasets with static context, which is not applicable to
the continuously evolving context, i.e., the expanding ET fleet and charging sta-
tion network. When the direct sensor data for the emerging electric vehicles are
not accessible, the existing works usually leverage implicit data, e.g., popula-
tion density [5] and data of petroleum taxis and stations [12], to speculate the
mobility. However, this way is error-prone. Although Wang et al. [6] investigate
the long-term evolving patterns of ET networks by measurements, they have not
addressed how to model and predict such evolving patterns.

In this paper, we propose a generative mobility model, which can learn the
mobility patterns from a small-scale ET fleet and the corresponding charging
station network, and then generate trajectories for varied numbers of ETs and
varied distributions of charging stations. Such a generative model of evolving
mobility has three significant merits. First, it has better availability. The gener-
ative mobility model can provide mobility data in a publicly available manner
without privacy concerns. Second, it has better flexibility. The generative model
of evolving mobility can support what-if study, e.g., charging station siting and
charging recommendation, because it can generate trajectories with a varied
scale of ET fleets and varied distribution of charging stations. Third, it has better
compactness. A one-month anonymized ET trajectory dataset for a metropolitan
area occupies approximately 300 gigabytes. By contrast, the generative mobility
model can be stored as model parameters within 1 gigabyte.

It is challenging to model the evolving mobility patterns with the complex
dynamics: 1) charging network dynamics, i.e., new open or closed charging sta-
tions will affect other stations and the ET mobility; 2) ET network dynamics,
i.e., some key metrics (e.g., waiting time for charging, charging station utiliza-
tion rate) have a complex and non-linear relationship with the number of ETs;
3) contextual factor dynamics, i.e., multi-variant impact factors, such as time of
day and day of the week, affect the ET mobility pattern.

To this end, we present the Evolving ET Mobility (E2M) system to generate
ET trajectories at a metropolitan scale. The E2M system models the ET mobility
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by modeling the transition, charging, and resting patterns respectively. For a spe-
cific charging station distribution, the E2M systemgenerates trajectories for an ET
with a deterministic finite automaton algorithm, which integrates the three mod-
eled patterns. Considering the queuing procedure among ETs, we further propose
a fleet generation algorithm to generate trajectories in parallel for an ET fleet. In
summary, our contributions are listed as follows:

– We conduct a work to model the evolving mobility in metropolitan-scale ET
systems. It differs from the existing works that model general human mobility
or statistically replay the observed mobility.

– We propose a novel E2M system which can generate ET trajectories for varied
scale of ET fleet and varied CS distribution. It shows three significant merits:
better availability, flexibility, and compactness.

– Extensive experiments on a three-year metropolitan-scale ET trajectory
dataset in Shenzhen, China, demonstrate the advantages of E2M over the
baselines.

– We have released an open-source trajectory generation service1 for public use.
Specifically, it takes the number of ETs and the charging station distribution
as input and generates publicly available trajectories for potential research
and applications.

2 Overview

2.1 ET Contextualization

Definition 1 (Raw ET Trajectory). A raw ET trajectory collected from an
individual ET is essentially a sequence of tuples (t, l), which indicates an ET in
location l at the timestamp t.

Definition 2 (ET Event). Each event ei is represented by a tuple (c, t, l, d),
where the elements are category, timestamp, location, and duration of the event,
respectively. Four categories of events are considered, which are Pick-up, Drop-
off, Charging, and Rest events, i.e. c ∈ {PE,DE,CE,RE}. Note that d = 0 if
c ∈ {PE,DE}, because pick-up and drop-off events are instant events.

Definition 3 (Semantic ET Trajectory). We use a series of events E =
{e1, · · · , en} to semantically represent the trajectory of an ET.

Following [6], we use Fig. 1 to illustrate the transition, charging, and rest
patterns of ETs in the context comprising three dimensions: spatial, temporal,
and energy:

Transition Pattern. The ET seeks for the first passenger after fully charged
at t0, consuming time tpicking = t1 − t0, till that a pick-up event ei = (PE, t1,
Pick-up1, 0) happens. The ET will drop-off the passenger as required, where a

1 https://github.com/easysam/electric-taxi-mobility.

https://github.com/easysam/electric-taxi-mobility
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Fig. 1. The operation, charging, and rest patterns of ET.

drop-off event ei+1 = (DE, ti+1,Drop-off1, 0) happens. Given any pick-up loca-
tion li, the observed distribution among destinations li+1 of passengers reflects
the overall transition demand from li to li+1. Given any drop-off location lj ,
the observed distribution among next pick-up location lj+1 reflects the seeking
strategy of the taxi drivers at lj . For simplicity, cruising process after recharging
is considered the same with seeking next passenger after a drop-off event. There-
fore, the consumed time for transition contains tpicking, t1operation, and t2operation,
during which the state of charge (SOC) is reducing.

Charging Pattern. A driver will decide whether to recharge the ET after
dropping off the passengers, and if yes, which charging station he will choose to
charge. Then charging events happen in the charging stations chosen by the ET
drivers. The time ahead of charging contains tseeking, twaiting, and tcharging in the
example. The battery is fully charged after a charging event.

Rest Pattern. A driver will decide whether to rest after dropping off the passen-
gers. The ET rest events behave as continuous stay points in the raw trajectories.
The rest events usually happen in the early morning when the travel demand is
small. The SOC keeps constant during a rest.

2.2 Framework Overview

Figure 2 illustrates the framework of our E2M system, where the work process
comprises three cascaded stages.

Data Preprocessing. It converts the raw trajectory to ET events. More specif-
ically, we cluster the pick-up and drop-off events in Hotspot Detection; In Mobil-
ity Event Extraction, raw trajectories are transformed into semantic trajectories
comprising pick-up, drop-off, charging, and rest events; In Map Matching, we
project trajectory points from raw coordinates to points in the road network.

Mobility Modeling. Transition Pattern Modeling learns the transition mobil-
ity evolving pattern from mobility events of ETs and context data. Charging
Pattern Modeling learns the ET charging behavior patterns. Resting Pattern
Modeling leverages empirical probability distribution in several aspects to model
the ET rest pattern.
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Trajectory Generation. It generates semantic trajectories for a given number
of ETs and the distribution of chargers. As an application, the utilization rate
of charging stations can be calculated from the generated trajectories.
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Charging 
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Trajectories

Trajectory 
GenerationWhether2Charge

Stage I:
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Stage II:
Mobility Modeling

Stage III:
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Charging station 
distribution

Charging station 
utilization rate

Fig. 2. Framework of the E2M system.

3 Data Preprocessing

3.1 Mobility Event Extraction

Among the four kinds of ET events, pick-up events and drop-off events can be
obtained from the taxi transaction data, but charging events and rest events are
not directly available. Therefore, we extract charging and rest events from raw
ET trajectory.

Charging Event Extraction: The charging events have unique characteristics,
i.e., it happens spatially close to a charging station and temporally continues
between half an hour and 2 h [13]. Based on these features, we design a spatio-
temporal constraint based approach to extract charging events of ETs from their
trajectories. The sub-trajectories are extracted based on the fact that an ET will
stay within a specific range ri of the charging station ci for τ ∈ [0.5,+∞) hours.
To determine the range threshold ri of each charging station ci, we manually
label 100 charging events by plotting raw trajectories and locations of charging
stations on Google satellite map. Each charging event comprises the timestamps
of arriving at the CS, beginning charging, and leaving the CS. Then the range
threshold ri for a charging station ci is determined as the maximum distance
among the location of ci and the trajectory points within the labeled charging
events happened at ci.

Rest Event Extraction: Rest events have similar but simpler characteristics
than charging events. The rest events are extracted based on the fact that an
ET will stay for a long time at the same point to have a rest. Note that the
RE extraction will be conducted after the charging event extraction to avoid
detecting charging events as rest events.
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3.2 Hotspot Detection

To model the preference distribution of spatially close ETs, we detect the drop-off
hotspots by clustering the drop-off locations. The investigated region in Shenzhen
is divided into 400 × 800 grids. Each drop-off event is mapped to a grid. We use
MeanShift [14] to cluster the drop-off events. Because MeanShift is sensitive to
noises, we filter out clusters with few drop-off events.

4 Mobility Modeling

4.1 Transition Pattern Modeling

The transition pattern is described by the matrices of transition probability
between grids. There are two transition types for ETs: from pick-up grids to
drop-off grids (P2D), and the reverse (D2P). In both cases, the original grid
and destination grid are denoted by O-grid and D-grid, respectively. We use
the utility model [15] to learn the transition probability distribution between
grids based on context features extracted for each pair of grids to model the
transition patterns. Specifically, we extract a (2+4k)-dimension feature for each
grid pair: mean travel time, mean travel distance, distances to k-nearest CSs of
O-grid, charger numbers of k-nearest CSs of O-grid, distances to k-nearest CSs
of D-grid, charger numbers of k-nearest CSs of D-grid.

The utility function assigns a utility score for each OD pair. The utility
score represents the possibility of transition by ETs between the corresponding
O- and D- grids. Then, a softmax function is applied for utility scores with
the same O-grid to obtain a transition probability distribution from that O-
grid to all possible D-grids. Specifically, the utility function is implemented as a
multiplication of the ET willingness score and the observed transition number of
the petroleum taxis. The ET willingness score is predicted based on the (2+4k)-
dimension feature. The ET willingness score represents how ETs are willing to
conduct the transition considering the abundance of charging resources near the
O- and D- grids. The ET willingness score is predicted using the XGBRegressor
and the ground truth is defined by the fraction of the observed number of ET
transitions to that of taxi transitions.

4.2 Charging Pattern Modeling

Given that an ET just dropped the passenger(s), predicting where this ET will
go to charge is the core problem in the modeling of charging pattern. The key
idea is to decompose this problem into the following two problems: (1) Will this
ET subsequently go to any charging station? (2) If yes, which charging station
will this ET enter next? To answer these problems, we define two labels for each
drop-off event.

Definition 4 (WhetherToCharge Label). For an event ei with category ci =

DE, its WhetherToCharge label is defined as zi =

{
1 ci+1 = CE
0 ci+1 ∈ {PE,RE} .
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(a) Probability distribution of rest
event among time of day.

(b) The average duration of rest events
in each hour.

Fig. 3. Rest pattern of the ETs in 2014.

Definition 5 (WhereToCharge Label). For an event ei with Whether-
ToCharge label zi = 1, its WhereToCharge label is defined as yi, which represents
the index of the charging station where the charging event ei+1 happens.

With the labels zi and yi as the answers to the two problems, we build two
models learned from historical data to predict the two labels for each drop-off
event.

WhetherToCharge Prediction. The WhetherTocharge label prediction
problem can be modeled as

P (zi|FA
i ),∀i,where ei = DE (1)

Prediction of zi is a binary classification problem. A 7-d feature FA
i is built for

each drop-off event ei, which is composed by time of day, whether weekday or
not, traveled distance after last charging event, and four statistical values (min,
max, median, mean) of distances among li and all charging stations. We employ
the classical classification models, XGBoost and multi-layer perceptron, as the
prediction models.

WhereToCharge Prediction. To model the preferences for charging stations
with varied distances and charger numbers at varied times. We aggregate Where-
ToCharge labels of drop-off events that happened in the same drop-off hotspot
to a probability distribution Y . We use a utility function based model to predict
the distribution. For a CS, a 9-d feature is built by whether weekday or not,
time of day, distance to the CS, charger number, four statistical values (min,
max, median, mean) of distances to all CSs, and traveled distance after the last
charging.

A 4-layer fully connected network Gi is used to predict a score qi for each
charging station si. The numbers of neurons in each layer of Gi are 16, 32,
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Table 1. Proportion of rest times in the ET fleet.

Rest times 0 1 2 3 Others

Proportions 0.1084 0.6611 0.2003 0.0226 0.0045

16, and 1. Batch normalization and relu function are added in each of the first
three layers. A softmax function is applied on q = {qi|i = 1, · · · , N} to get the
predicted Ŷ . A KLDivLoss is used to measure the error, and SGD is used to
optimize the model. The learnable weights are shared among Gi. Therefore, the
utility function based model can adapt to any number of charging stations N , by
building a Gi for each charging station. This advantage addresses the problem
that numbers of charging stations are different between observed and unseen
periods.

4.3 Resting Pattern Modeling

The rest patterns are modeled by three statistics, which describe daily rest times,
begin time of rests, and rest duration, respectively. The proportions of daily rest
times of the ET fleet reflect the frequency of rest events. As shown in Table 1,
most ETs rest once per day. Figure 3a illustrates the probability distribution of
begin time of rest events. The peak located between 4 to 7 am are caused by
the scarce of passengers and the rest of drivers at night. Figure 3b illustrates the
average duration of the rest events that start at each hour of day, where four
peaks are present. They may be caused by the low travel demand.

5 Trajectory Generation

5.1 Deterministic Finite Automaton Algorithm

Charging

Occupied RestingEmpty
1. DE 2. PE 3. CE start 4. CE end 5. RE start 6. RE end

1
2

3 4
5
6

Fig. 4. The DFA of ET.

As shown in Fig. 4, ET has four states,
i.e., empty, occupied, charging, and rest-
ing. The charging state also comprises
queuing and charging processes. An arrow
connecting two states indicates that the
previous state can convert to the latter
state via an event. More specifically, we
generate state changes according to sev-
eral rules: (1) Conversions from occupied
to empty follow the pick-up to drop-off
transition probability matrices. (2) Conversions from empty to occupied fol-
low the drop-off to pick-up transition probability matrices. (3) Conversion from
empty to charging is predicted by WhetherToCharge and WhereToCharge pre-
diction models. (4) Conversion from empty to resting follows the resting patterns.
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Charging Time-Consuming. The battery’s remaining capacity can be esti-
mated according to the traveled distance after the last fully charging event [16].
Specifically, the remaining capacity of the battery in % are Ct2 = Ct1 − d · u,
where Ct1 is the max capacity of the battery (100%); d is the traveled distance
after last fully recharging; u is the mean capacity consumption given in % per
km. With Ct2 , we can estimate the time required to charge fully.

5.2 Fleet Generation Algorithm

Considering the queuing situation based on the first-come, first-served principle,
generating a charging event will rely on all ETs arriving at the charging station
earlier. Therefore, we record the time of the last arrival at any charging station
for each ET as a vector t = {t1, · · · , tn}. Then the algorithm selects the ET with
the earliest arrival time in t and generates the CE and following events until the
ET arrives at any one charging station.

Algorithm 1: Fleet Generation
input : ET number n; charger distribution DC ;

ET initial distribution DL; resting schedule R
output: Generated trajectories Φ = {Φi|i = 1, · · · , n}

1 for j ← 1, . . . , |DC | do
2 for k ← 1, . . . , DC

j do wj
k = 0 ;

3 for i ← 1, . . . , n do
4 Φi, ti, si, tci ← DFA(t0, DL

i ); // si, arrived CS; tci, charging time

5 tprevious ← 0;
6 while true do
7 i ← arg min(t); // The earliest arrived ET

8 if ti ≥ t0 + δ then return;
9 w ← max(w − (ti − tprevious), 0) ; // Updating w with passed time

10 k ← arg min(wsi) ; // The earliest available charger in CS si
11 q ← wsi

k ; // Queuing time-consuming

12 tprevious ← ti + q;
13 wsi

k ← wsi
k + tci ; // Updating wsi

k with charging time tci
14 Φi.append(CE, ti, li, q + tci );
15 ϕ, ti, si, tci ← DFA(ti + q, li)
16 Φi.extend(ϕ);

This algorithm, shown in Algorithm 1, takes ET number, ET initial location
distribution, charger distribution, and predefined resting schedule as its input. In
this algorithm, wj

k, initialized to 0, represents the time interval after which the
j-th charger in the k-th station will be available (line 1–2). The DFA algorithm
generates trajectories for an ET, starting from the end of a charging event and
ending at the beginning of the next charging event (the arrival at the CS).
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The single period generations among ETs are independent and run in parallel
(line 4 and 15). The while loop (line 7–16) selects the earliest ET arriving at
any charging station (line 7) and generates a CE (line 14) as well as following
events (line 15–16) for it. w is updated by subtracting the elapsed time since
last generation of a CE, ti − tpre (line 9–10). The fleet generation algorithm ends
when the time has exceeded the preset generation duration (line 8).

6 Evaluation

6.1 Dataset and Experimental Settings

We use the ET trajectories dataset collected from Shenzhen, China in two time
periods, named ET-2014 and ET-2017. The ET-2014, ranging from 3 July 2014
to 18 July 2014, comes from 664 ETs and 23 CSs, which is an early stage in ET
networking development. The ET-2017, ranging from 1 June 2017 to 30 June
2017, comes from 10687 ETs and 564 CSs. The E2M system takes ET-2014
as input and generates ET trajectories with contexts of ET-2014 and ET-2017
respectively.

All the experiments are run in a Linux server (CPU: Intel(R) E5-2620 v4 @
2.10GHz, Memory: 128 GB, GPU: NVIDIA Tesla P100). k in transition pattern
modeling is set to 3.

6.2 Transition Pattern Modeling Evaluation

Table 2. KL-divergences among transition probability distribution and different esti-
mation methods

Transition direction ET data in 2014 Taxi data in 2014 Prediction

Pick-up → Drop-off 20.83 0.2061 0.2032

Drop-off → Pick-up 11.97 0.2155 0.1083

Table 2 shows the results of transition prediction. Our E2M system gets the
smallest KL-divergence with the ground truth transition matrix, compared to
the ET and taxi fleet in the early stage i.e., July 2014. Transition probabilities
of ET fleet in 2014 have a large KL-divergence with the target, which is caused
by the expansion of ET fleet and charging network along time. Note that the
proposed method reduces KL-divergence by 49.74% in the D2P transition pre-
diction, compared to the taxi fleet in 2014, but there is only a 1.41% reduction in
the P2D transition prediction. The reason may be that the P2D transition prob-
ability is mainly determined by passengers, which is similar to the traditional
taxis. In contrast, the D2P transition probability of ET has more difference with
the conventional taxis due to the consideration of charging resources around the
destinations.
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Table 3. Results of WhetherToCharge
prediction

Methods Recall Precision Accuracy

XGBoost 0.7223 0.2809 0.7304

MLP 0.3800 0.6500 0.9019

Table 4. Results of WhereToCharge pre-
diction

Methods KLDiv

Real-time recommendation 0.4848

Even 0.0687

Observed data 0.0625

WhereToCharge 0.0036

6.3 Charging Behavior Prediction

WhetherToCharge Label Prediction. As shown in Table 3, XGBoost pre-
dicts more true results with higher recall score, and MLP predicts less true
results with higher precision score. Overall, we choose the MLP for its higher
accuracy.

WhereToCharge Label Prediction. We use three baselines: (1) Real-time
recommendation [13], which recommends a charging station for an ET; (2)
Observed data, the observed visit distribution among CSs by all ETs; (3) Even,
the uniform distribution among all charging stations. The observed data intu-
itively represents the preference of the whole ET fleet on CSs, but it does not
consider the factors of drop-off locations.

As shown in Table 4, the proposed WhereToCharge label prediction method
has the lowest KL-divergence. The real-time recommendation has a large KL-
divergence because it returns a distribution where only the probability of
returned charging station equals 1, and that of others equal 0, which is unsuitable
to describe the charging station preference for ET fleets.

Table 5. Ranking result of usage frequency of charging station in generated trajecto-
ries.

Method HR@20 NDCG@20 HR@30 NDCG@30 HR@40 NDCG@40

ET data in 2014 0.1000 0.0286 0.1667 0.0529 0.2250 0.0751

Taxi data in 2014 0.1500 0.0273 0.1667 0.0506 0.2750 0.0717

E2M 0.2000 0.2219 0.2667 0.2405 0.2750 0.2574
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6.4 Generation Evaluation

Fig. 5. Usage frequency distribution of
charging stations.

Charging event is a important mobil-
ity pattern for ET and valuable infor-
mation in electric vehicle expansion.
Therefore, we evaluate evaluate the
quality of generated trajectory by
comparing the charging event distri-
bution between the simulated mobil-
ity trajectory and the real mobility
trajectory.

Mobility Replay: We generate
semantic trajectories for the ET fleet
in 2014. We aggregate charging events
in all charging stations to a distribution and compare it to the ground truth dis-
tribution. As shown in Fig. 5, the predicted distribution is closest to the ground
truth with a KL divergence 0.0355. The result indicates that the E2M system can
effectively replay the ET mobility that has similar charging station utilization
rates with the observed utilization rates.

Evolving Mobility Simulation: We employ two metrics: Hit Ratio (HR) and
Normalized Discounted Cumulative Gain (NDCG) for quantitative evaluation.
The larger the metric values are, the better the simulation results are. As shown
in Table 5, our E2M system outperforms the other two baselines. The E2M sys-
tem predicts the charging demand of each charging station with higher HR and
NDCG result in all scale of k. The results verify that our E2M is able to model
the evolving mobility and simulate the charging event distribution under varied
contexts.

7 Conclusion

In this paper, we investigate an important problem of modeling the evolving
mobility in metropolitan-scale electric taxi systems. A generative model E2M is
proposed to model the ET mobility with varied scale of ET fleet and charging
network. The E2M models the evolving mobility by modeling the transition,
charging, and rest pattern. Then, it generates trajectories for large-scale ET fleet
and charging station network, using a fleet generation algorithm. We evaluate
E2M on a real-world dataset that contains trajectories of ET fleet in both early
and mature stages in the taxi electrification process in Shenzhen, China, and
the results verify the effectiveness of our E2M. This work is promising to benefit
related research, e.g., charging station siting and charging recommendation.
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Abstract. In recent years, the poor generalizability of deep neural net-
works in multi-model medical images has attracted widespread atten-
tion. Domain adaptation is an approach to alleviate the above problem,
which transfers the labeled source domain to the target domain. It can
reduce the data labeling workload in the target domain and significantly
improve the network’s generalizability. However, the differences between
foreground areas and background areas of medical images are relatively
minor, and it is difficult for existing methods to effectively extract domain
invariant features. Further optimization of the feature distribution align-
ment for each category is also lacking. Therefore, a Multi-task Class fea-
ture space Fusion Domain Adaptation Network (MCFDAN) is proposed
in this paper. Firstly, a reconstruction branch is added to the baseline
network to mitigate feature offset of the target domain during encoding.
Secondly, category constraints are added to the fusion of domain feature
spaces, improving the generalizability of the source classifier to the tar-
get domain. Finally, the network incorporates a recurrent cross-attention
module that highlights the feature expression of the lesion region. The
evaluation results demonstrate that the proposed network achieves a sig-
nificant performance improvement, which is important for the applica-
tion of smart healthcare systems.
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1 Introduction

Deep learning based on neural networks has been widely used in computer
vision tasks, such as image classification [7], image segmentation [3], and object
detection [16]. In addition, the convolutional neural network has been increas-
ingly used in smart healthcare systems to assist diagnosis, and has gradually
become an important tool to analyze the lesion area in medical images. However,
due to the differences in scanning methods and output frequencies of different
medical imaging instruments, multiple domains are formed, and each domain has
a specific semantic expression (such as image style, texture, and image quality),
that is domain shift. As shown in Fig. 1, multi-model thyroid ultrasound images
show domain shift features (such as texture features, artificial marker, etc.),
and also show domain invariant features (such as edge, calcification, etc.) with
consistent semantics. The existing deep neural networks are difficult to extract
the weak domain invariant features of thyroid nodule regions between different
domains. While supervised deep networks trained on the specific domain can
achieve good results, their performance is often poor in similar target domains
with consistent category space and inconsistent feature distribution. In order to
solve the problem of domain shift, one of the most commonly used methods by
researchers is domain adaptation [15]. By obtaining large-scale labeled data of
a domain as the source domain, it can assist in learning relevant but unlabeled
target domain data. This paper takes the multi-model thyroid ultrasound images
as the research object, and carries out the research with the idea of unsupervised
domain adaptation.

Fig. 1. Similarities and differences of visual features between ultrasonic images gener-
ated by different ultrasonic instruments.
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Unsupervised domain adaptation research has achieved good results on
benchmark natural datasets (e.g. mnist dataset [8], office-31 dataset [18]), which
provides ideas for cross-domain research of medical images. However, the multi-
model thyroid ultrasound image dataset used in this paper is different from the
traditional natural dataset (e.g. the feature expression of the foreground area of
the image is weak, and the size of the nodule tissue area is different). Such data
characteristics bring difficulties to the feature extraction of domain adaptation
networks. In addition, the adversarial domain adaptation methods inevitably
lead to the feature offset of the target domain, so that the classification perfor-
mance of the target domain in the testing phase is weakened to some extent.
Although after domain adaptation the source domain samples are close to the
target domain samples as a whole, there is still a distribution shift between the
source domain and the target domain of the same category. It leads to the fact
that the supervised source classifier shared by the two domains cannot accurately
classify the target domain samples.

To solve the above problems, we propose a Multi-task Class feature space
Fusion Domain Adaptation Network (MCFDAN). Firstly, the network combines
adversarial learning with image reconstruction, which constructs a multi-task
learning structure including adversarial learning, reconstruction, and classifi-
cation. It ensures that the target domain samples will not be shifted during
the fusion process. Secondly, to process ultrasound images containing nodules
of different scales, we design a multi-dimensional adversarial structure for fea-
ture extraction. This structure introduces a recurrent cross-attention module [6]
that can obtain global semantic information. Finally, we propose a Class fea-
ture Space Fusion (CSF) algorithm, which enables category alignment of source
domain features and target domain features.

To sum up, the main innovations and contributions of this paper are sum-
marized as follows:

– This paper proposes a Multi-task Class feature space Fusion Domain Adap-
tation Network, which enhances domain invariant feature extraction and mit-
igates feature offset of the target domain samples during encoding.

– This paper proposes a Class feature Space Fusion algorithm for classifier
adaptation, which realizes the same category alignment of the source domain
and the target domain.

– The MCFDAN achieves leading performance on the multi-model thyroid
ultrasound medical imaging dataset and improves the generalizability of the
model.

2 Related Work

2.1 Adversarial Domain Adaptation

Deep neural networks have strong advantages in image processing, so they are
widely used in domain adaptation research. In addition, the generative adver-
sarial strategy has become popular in the field of domain adaptation in recent
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years. The idea of these methods are derived from Generative Adversarial Net-
works (GAN) [4]. Initially, Yaroslav et al. [2] proposed the Domain Adversarial
Neural Network (DANN), which integrated the Gradient Reversal Layer (GRL)
into the standard convolutional neural network architecture. Maximum Classi-
fier Discrepancy for Unsupervised Domain Adaptation (MCD-DA) [19] fixed the
parameters of the feature extractor and the two classifiers respectively. The net-
work performed a two-stage optimization to enhance feature expression so that
the effects of the two classifiers are as the same as possible. The most recent
method Adversarial Domain Adaptation with Domain Mixup (DM-ADA) [23]
used soft scores to reasonably express images or features with unclear seman-
tics. The above methods realized the feature space alignment by confusing the
judgment of the domain discriminator on the sources of the input data, which
inevitably lead to the feature shift of the target domain. To some extent, the
classification performance of the target domain data in the testing phase is weak-
ened.

There have also been many attempts by researchers to achieve classifier adap-
tation. Long et al. [12] added a residual architecture to the source classifier
to alleviate the bias between the target sample and the source classifier, and
achieved the category adaptation between the source and target tasks; Zhang et
al. proposed the SymNet [26] to complete the learning of domain discrimination
and confusion by designing additional classifiers with shared neurons. Most clas-
sifier adaptation methods rely on the design of complex network architectures,
which bring high computational costs.

2.2 Medical Applications Based on Deep Learning

Artificial intelligence has made breakthroughs in medical-aided diagnosis. Kong
et al. [13] first introduced convolutional neural networks into the detection of thy-
roid ultrasound images. Sun et al. [22] applied a Support Vector Machine (SVM)
to classify features extracted by a CNN with an accuracy rate of 92.5%. Song
et al. [20] proposed a Feature-enhanced Dual-branch Network (FDNet), which
achieved competitive nodule detection performance. Yu et al. [25] proposed an
edge self-attention erasure method for weakly supervised semantic segmenta-
tion. The network can obtain good nodule segmentation results with only image
classification labels. Although the performance of the above methods has gradu-
ally reached the diagnostic result of professional doctors, most smart healthcare
systems have poor generalization to multi-model medical images.

To improve the generalization ability of the model, domain adaptation is
applied to medical aided diagnosis. In terms of medical image classification,
Carolina et al. [14] proposed an unsupervised domain adaptation method to
classify stem cell-derived cardiomyocytes. Ying et al. [24] designed a domain
adaptation network for the classification task of thyroid ultrasound images. The
network was used for domain adaptation between labeled and unlabeled thyroid
ultrasound images in different domains. Zhao et al. [27] proposed a Semantically
Consistent Generative Adversarial Network (SCGAN) for multi-modal medical
image recognition. According to the characteristics of ultrasound images, the
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feature extraction of the nodular region inside the image is a further research
direction.

Fig. 2. The structure of the Multi-task Class feature space Fusion Domain Adaptation
Network. In the sample classification task, the red circles indicate the source domain
distribution and the target domain distribution of the same category, and there is an
offset between them. The curve represents the classification decision boundary. In the
adversarial discrimination task, we have a simplified representation for the fusion of
multi-layer features, and D-Union denotes the union of D-down, D-mid, and D-up.
(Color figure online)

3 Method

In the MCFDAN, we can obtain sufficiently labeled source domain data Ds ={(
xi
s, y

i
s

)}ns

i=1
and unlabeled target domain data Dt =

{(
xi
t

)}nt

i=1
, they are used

as the training set, and the labeled target domain data Dt =
{(

xi
t, y

i
t

)}nt

i=1
is

used as the test set. The source domain and the target domain are represented
by the data distributions Ps and Pt respectively. To learn a shared domain space,
we fuse the source domain with the target domain by aligning the data feature
space.

The MCFDAN is mainly composed of four parts: feature extractor G, label
classifier C, domain discriminator D, and recurrent cross-attention module RCA.
The feature extractor G is responsible for extracting the features of the data and
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decoding the representation of the end layer feature embedding. The label clas-
sifier C is mainly responsible for the classification of data features. The domain
discriminator D is also a classifier in essence, but the purpose of classification is
to distinguish whether the feature comes from the target domain or the source
domain. The recurrent cross-attention module (RCA) [6] is also an important
part to enhance the correlation between pixels of different scale feature maps.
Therefore, the overall optimization objective of the model is:

Ltotal(Ds,Dt) = Lcsf (Ds) + λ1 · Ladv(Ds,Dt) + λ2 · Lrec(Dt) (1)

Model label classification task Lcsf , domain confrontation discrimination task
Ladv and target data reconstruction task Lrec are jointly optimized. λ1and λ2

are the weights of adversarial learning and reconstruction learning. Next, we
introduce the multi-task domain adaptation framework and class feature space
fusion respectively.

3.1 Multi-task Domain Adaptation Framework

As shown in Fig. 2, the multi-task domain adaptation framework includes sample
classification, image reconstruction, and adversarial discrimination. The feature
extractor G is the encoding branch. Specifically, the forward propagation includes
four feature maps with different proportions, and the last output feature is adja-
cent to the classifier. The overall training process is carried out based on the
marked source domain data samples, which is a supervised classification task.

The target domain image reconstruction is added as an auxiliary task to
the adversarial domain adaptation method. The decoding branch is connected
after the feature extractor G. We take the target domain feature map with
strong semantic information as the input, and upsample it by linear interpolation
to obtain high-resolution features. These different scale features are fused with
the corresponding size features on the encoding branch. The mean square error
(MSE) is used as reconstruction loss Lrec to reduce the differences between
the reconstructed image and the original input target image. The optimization
objective and loss are as follows:

min
G

Lrec (2)

Lrec(Dt) = ‖xt − fr(xt)‖22 (3)

xt represents the input data of the original target domain, and fr(xt) represents
the reconstructed data. In the process of domain feature space alignment, the
Lrec loss is reduced by reducing the Euclidean distance between xt and fr(xt),
which mitigates feature offset of the target domain samples during the encoding
process.

The shared feature extractor G and the decoding branch are connected to
construct a feature pyramid structure [9]. It has multi-layer semantic informa-
tion, which can fully express pathological tissue regions of different sizes. The
feature maps of three scales are fused in correspondence and passed to three
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domain discriminators D-down, D-mid, and D-up respectively. It is worth noting
that the model introduces the RCA module [6] into each adversarial structure,
which can extract the global semantic information of pathological tissue and
promote domain invariant feature extraction. The function fk (x) represents the
discrimination of domains:

fk (x) = Dk (frca (Gk (x))) (k = down,mid, up) (4)

frca denotes the recurrent cross-attention attention calculation process. The min-
imum and maximum games are performed on the multi-scale features to achieve
the confusion of source and target domain features. Three independent discrim-
ination losses are defined on the domain and the target domain: Ldown

adv , Lmid
adv ,

and Lup
adv. The optimization objective and loss are as follows:

min
Gdown

max
Ddown

Ldown
adv , min

Gmid

max
Dmid

Lmid
adv ,min

Gup

max
Dup

Lup
adv (5)

Ladv(Ds,Dt) = Ldown
adv + Lmid

adv + Lup
adv

=E(xs,ys)∼Ps(xt)∼Pt
[−log([f(xi

s), f(xj
t )])]

= −
ns∑

i=1

nt∑

j=1

[dis, d
j
t ]log([fdown(xi

s), fdown(xj
t )])

−
ns∑

i=1

nt∑

j=1

[dis, d
j
t ]log([fmid(xi

s), fmid(x
j
t )])

−
ns∑

i=1

nt∑

j=1

[dis, d
j
t ]log([fup(xi

s), fup(x
j
t )])

(6)

Among them,
[
fk

(
xi
s

)
, fk(x

j
t )

]
is the cascade of domain prediction, [ds, dt] is

the cascade of domain labels, ns and nt are the number of samples in the source
domain and the target domain respectively. The above training process make
the distribution of features in the source and target domains converge, which is
an adversarial discrimination task.

In summary, we construct a multi-task domain adaptation network, includ-
ing sample classification, image reconstruction, and adversarial discrimination.
The network not only obtains multi-dimensional task-dependent deep domain
invariant features, but also mitigates feature offset of the target domain sam-
ples.

3.2 Class Feature Space Fusion

In the above multi-task domain adaptation framework, the network optimized by
adversarial discrimination and image reconstruction has fused the source domain
feature space and target domain feature space as a whole. The output source
domain features are passed into the classifier for judgment. The classifier C
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Initially uses cross-entropy loss Lcls to optimize, and the optimization objective
and loss are as follows:

min
G,C

Lcls (7)

Lcls(Ds) = −E(xs,ys)∼Ps
log(C(G(xi

s)))

= − 1
ns

ns∑

i=1

yi
slog(C(G(xi

s)))
(8)

In the above equation, G
(
xi
s

)
represents the feature extracted by the model, yi

s

is the true class label, and E(xs,ys)∼Ps
represents the expectation of conforming

to the source domain class feature spatial distribution Ps. As the sample size
increases, the arithmetic mean of the sample will approach the expectation of the
source domain feature space, and the loss is minimized to train the classification
model.

However, As shown in Fig. 2, the marginal distribution of the same class
is still different between the source samples and target domain samples, which
directly leads to the poor adaptation of the supervised source classifier to the
target samples. In the sample classification task, the class feature space fusion
algorithm is introduced to fuse the category space of the source domain and the
target domain after the feature extractor. Specifically, for each category i, μsi

and μti are used to represent the average feature vectors of the source and target
domains, respectively. The average inter-domain difference Δμi = μti − μsi is
the source domain feature migration direction, which can mitigate the semantic
offset of the two domains as a whole.

The average inter-domain difference is not sufficient to determine the direc-
tion of source domain sample feature migration, and we introduce standard devi-
ation for the target samples of each category to expand the intra-class semantic
enhancement (e.g., the brightness of calcified points):

σj
t =

√∑
(G(xj

t ) − μj
t )

N
(9)

G(xj
t ) and μj

t are the depth space feature vector and mean vector of the
migrated target samples respectively. In summary, we can obtain the joint dis-
tribution N = (Δμi, σ

i
t) of i categories. The source domain features G(xi

s)
of each category can be subjected to various semantic transformations along
the random sampling direction of N = (αΔμi, ασi

t). The enhanced features
G′(xi

s) ∼ N(G(xi
s) + αΔμi, ασi

t) that fit the target domain category feature
space distribution are obtained by the above transformations, where α is the
parameter that controls the enhancement intensity. Here α takes the value of
t0/t, where t0 and t are the number of current iteration round and the maxi-
mum iteration round respectively. As the number of training rounds increased,
the intensity of the standard deviation enhancement gradually increased.

The original cross-entropy classification loss Lcls is updated by the aug-
mented source features and the corresponding supervised labels. The method
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further achieves conditional distribution alignment on the basis of ensuring uni-
form edge distribution. The optimization objective and loss are as follows:

min
G,C

Lcsf (10)

Lcsf (Ds) = −E(xs,ys)∼Ps
log(C(G′(xi

s)))

= − 1
ns

ns∑

i=1

yi
slog(C(G′(xi

s)))
(11)

4 Experimental Results and Analysis

4.1 Dataset

Medical Thyroid Ultrasound Dataset. This study has been approved by
the Medical Ethics Committee of Tianjin Medical University Cancer Institute
and Hospital. Written consent had been obtained from each patient after full
explanation of the purpose and nature of all procedures used. The thyroid ultra-
sound image data in this paper is collected from Tianjin Medical University
Cancer Institute and Hospital. These images come from patients of all ages, and
each image contains at least one nodule. The dataset is divided into four different
visual style domains: represented by F, T, U, and P respectively according to the
type and setting of the ultrasound instrument. All images have credible benign
or malignant labels annotated by professional radiologists. The distribution of
the thyroid ultrasound dataset is shown in Table 1.

Table 1. Constitution of the medical thyroid ultrasound dataset

– Benign Malignant Domain samples

P 1995 2000 3995

T 585 585 1170

U 764 764 1528

F 101 55 156

Class samples 3445 3404 6849

4.2 Experiment Setup and Evaluation Value

For a fair comparison, we use ResNet50 pre-trained on ImageNet [17] as the
backbone network. In this paper, experiments are conducted based on Intel Core
i7-7700k processor and single NVIDIA TITAN RTX graphics card. The deep
learning framework is PyTorch 1.1 and the development language version is
python 3.7. In the process of training the domain adaptation network, to achieve
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fast convergence of the model, we use the stochastic gradient descent (SGD)
algorithm as an optimization strategy. The learning rate is set to 0.001 and the
momentum is set to 0.9, and the batch size is set to 32. During the test process,
the batch size is set to 4, and the weight λ1 and weight λ2 are both set to 1.
All images are preprocessed. The image size of the medical thyroid ultrasound
dataset is adjusted to 224 × 224 pixels. The number of model training iterations
is set to 50000, and the model is simultaneously fitted to the training dataset.

In order to objectively evaluate the performance of the smart healthcare
model proposed in this paper, the evaluation value is the image classification
accuracy of the model in the target domain. The calculation is as follows:

Acc(Dt) = Ext∈Dt
(yi

t = C(G′(xi
t))) (12)

In the above equation, yi
t represents the real class label of image xt in the target

domain. The test accuracy of the target domain data is the only evaluation value
to measure the performance of the model.

4.3 Experiment Results

To show the performance of MCFDAN for adaptive tasks in the medical field, we
compare it with various mainstream unsupervised adaptive methods. In order
to verify the effect of the unsupervised adaptive method, we performed domain
adaptation based on 9 directions on four domains: P → T , P → U , P → F ,
T → P , T → U , T → F , U → P , U → T , U → F . Here the F dataset is not set
as the source domain, because the number of ultrasound images in the F dataset
is small. The model without constraints may lead to overfitting of the training
data.

Table 2. Classification accuracy (%) of target domain on the medical thyroid ultra-
sound dataset. The best performance is indicated in bold.

Method P → T P → U P → F T → P T → U T → F U → P U → T U → F Average

ResNet

(Source

Only) [5]

65.128 78.469 69.231 67.159 70.924 49.359 75.995 67.521 83.333 69.680

DAN [10] 79.658 88.481 83.333 70.638 72.971 71.153 81.076 71.282 84.615 78.134

RevGrad

[1]

81.197 87.434 86.538 68.185 72.055 73.076 80.401 70.427 82.692 78.001

D-CORAL

[21]

80.598 88.219 82.692 69.862 71.157 73.076 78.798 70.512 85.256 77.797

DANN [2] 87.436 85.668 88.462 79.975 79.188 85.897 84.406 75.812 87.179 83.780

CDAN [11] 88.547 87.500 90.385 82.854 83.966 86.538 85.707 74.017 90.380 85.544

MRAN [28] 85.982 91.557 87.179 80.976 81.086 81.410 86.983 75.726 84.615 83.946

MSDAN

[24]

91.667 94.241 94.231 89.237 88.154 89.744 87.409 84.274 91.667 90.069

Our

method(w/o

CSF)

90.342 93.848 95.513 89.186 88.220 91.667 91.589 84.103 90.385 90.539

Our

method(w

CSF)

90.865 94.568 96.154 91.940 88.257 93.590 93.442 83.564 95.513 91.988
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Table 3. Effectiveness of Domain Adaptation (DA), Recurrent Cross-Attention Mod-
ule (RCA), and Class feature Space Fusion (CSF) algorithm on the medical thyroid
ultrasound dataset. The best performance is indicated in bold.

Variants DA RCA CSF P → T (%) �(%)

ResNet50 – – – 65.128 –

Baseline
√

– – 87.436 +22.308

Baseline + RCA
√ √

– 89.573 +24.445

Baseline + CSF
√

–
√

90.231 +25.103

MCFDAN
√ √ √

90.865 +25.737

Table 2 shows the comparison of the experimental results between our method
and other mainstream methods on the thyroid ultrasound dataset. The result
reveals several interesting observations: (1) The ResNet (source only) method
in the table represents feature extractors and classifiers without domain adap-
tation. The proposed method achieves the most advanced performance in all
domain adaptation directions. In general, the average accuracy of all transfer
tasks increases from 69.680% to 90.539%. (2) The CSF improves the average
classification accuracy by approximately 1.4%, which is a significant enhance-
ment to the overall adaptability of the model. The above results show that the
MCFDAN has achieved excellent performance in multi-model thyroid ultrasound
data, which is meaningful for improving the generalization of smart healthcare
systems.

Table 3 shows the classification results of the ablation study. The DANN
method is set as the baseline network for ablation studies. The experimental
results show that domain adaptation has better results in terms of sample clas-
sification compared with ResNet50. Besides, after adding the RCA module and
the CSF algorithm, our experimental results show strong competitiveness in aver-
age accuracy. In summary, each module introduced in this article has a positive
impact on the domain adaptation process.

Fig. 3. t-SNE Visualization of sample distribution of Philips→Toshiba task.
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Fig. 4. Visualization of RCA module optimization. The first row in the figure represents
the input images, the second row and the third row represent the visualization effect
before and after adding the RCA module, respectively.

Visualization experiments are conducted to verify model validity. Figure 3
shows the t-SNE visualization of the sample distribution on the thyroid ultra-
sound image dataset. “0” and “1” in the figure are the labels of the two
domains respectively. In the left figure, there are statistical distribution differ-
ences between the domains before adaptation. In the right figure, the MCFDAN
proposed in this paper can effectively reduce the distribution offset between the
image embedded features in the source domain and the target domain, and real-
ize the alignment of the same class images between domains. Figure 4 shows the
RCA activation effect. After adding this module, the activation area is effec-
tively extended to the global area of the nodular tissue, and the effect of feature
extraction is more obvious.

5 Conclusion

Smart healthcare systems have greatly improved diagnosis efficiency and accu-
racy. However, the current deep networks have poor generalization for medi-
cal multi-models data. To solve the problem of model performance degradation
caused by domain offset, this paper constructs a Multi-task Class Feature Space
Fusion Domain Adaptation Network. On the one hand, the multi-task domain
adaptation framework mitigate feature offset of the target domain and effectively
enhances the domain invariant feature extraction. On the other hand, the class
feature space fusion algorithm improves the generalizability of the source domain
classifier. The experimental results show that the MCFDAN has achieved excel-
lent performance on the multi-model medical thyroid ultrasound dataset, which
improves the generalization of smart healthcare systems.
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Abstract. Low-Earth-Orbit (LEO) satellite networks can transmit data globally,
but their time-varying nature makes data transmission delayed and inefficient. An
important feature of ICN (Information-Centric Network) is in-network caching,
which is helpful to increase transmission efficiency. To reduce the time-varying
effect on data transmission and to improve transmission efficiency among satel-
lites, this paper introduces ICN intoLEOsatellite networks andproposes aCaching
Strategy based on Spreading Influence (CSSI) for satellite networks. Our strategy
portrays satellite nodes and popular contents in terms of spreading influence, and
caches popular contents with dynamic probability in satellite nodes with high
global spreading influence in the period to obtain a better caching effect. Com-
pared with LCE, LCD, Prob, and Betw strategies, the CSSI effectively improves
the cache hit ratio and reduces the average content request delay.

Keywords: Information-centric satellite networks · Spreading influence · Cache
nodes · Popularity

1 Introduction

With the advancement of technology and the advent of globalization, people’s demand
for fast and stable global communication is gradually obvious. For traditional terrestrial
networks, the communication effect is easily affected by geographical location, some
inaccessible areas have poor communication effects or even no communication at all due
to the inability to deploy terrestrial base stations. Unlike terrestrial networks, satellite
networks cover a wide area and don’t rely toomuch on the construction of terrestrial base
stations, they have great advantages in global communication, disaster response, relia-
bility, etc., these advantages cause the country and the industry to increase investment
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in the research and development of satellite communication technologies [1]. Among
them, LEO satellites have attracted extensive attention because of their advantages of
seamless global coverage, short transmission delay, and low launch cost.

However, LEO satellites in different orbits have short contact time and low data
transmission efficiency. ICN identifies contents with uniform and consistent naming
rules and can retrieve data based on any location in the network by naming it and the
data is shared across the network, this model has better mobile applicability [2]. One of
the most important features of ICN is its ability to provide transparent and ubiquitous
caching across the network, which greatly reduces the distance and time for users to
obtain data. Using the in-network caching technology of ICN in satellite networks can
effectively increase transmission performance.

The traditional ICNcaching strategies don’t apply to satellite networkswithmobility,
when satellite nodes move at a high speed, it is often accompanied by the on-off of inter-
satellite links and the change of transmission paths, traditional caching strategies will
be slow to match or even fail to get a match for cached data, which greatly reduces the
effectiveness of the caching strategy [3]. Based on this, this paper proposes a caching
strategy applicable to satellite networks with the following contributions.

• By using the concept of complex networks, the k-shell method together with informa-
tion entropy is used to represent the spreading influence of satellite nodes. The k-shell
method can efficiently and accurately identify satellite nodeswith high spreading influ-
ence in the network, while information entropy can classify the spreading influence
at a finer granularity from the perspective of neighboring nodes.

• The characteristic of satellite networks’ time slots duration and the spreading influence
within a single time slot are synthesized to obtain the global spreading influence of
satellite nodes, and a caching algorithm based on the global spreading influence and
content popularity is designed to cache popular contents with dynamic probability
in satellite nodes with high global spreading influence, and the effectiveness of this
strategy is demonstrated by using ndnSIM as the experimental environment.

2 Related Work

The current caching strategies in ICN can be divided into collaborative caching strate-
gies and non-collaborative caching strategies [4]. Non-collaborative caching strategies
mean that the caching decision is made without considering the overall distribution of
the network and the nodes make caching decisions independently. The LCE [5] (Leave
Copy Everywhere) is a non-collaborative caching strategy, the return data is cached
indistinguishably in each passing node. Collaborative caching is further divided into
explicit collaborative caching and implicit collaborative caching. Explicit collabora-
tive caching sets up a global controller that processes global information for caching
decisions, which can effectively use caching resources and improve caching efficiency,
with the disadvantage that it requires too much computing power. Implicit collabora-
tive caching makes caching decisions based on some additional information (such as
the importance of nodes, content popularity, caching probability, etc.), where LCD [6]
(Leave Copy Down), MCD [6] (Move Copy Down), Prob [6] (Copy with Probability),
ProbCache [6] are all implicit collaborative caching strategies.
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In addition to the above strategies, researchers have achieved many results in other
aspects of implicit collaborative caching strategies. Chai et al. [7] calculated the between-
ness centrality of each node in the network topology and cached the data in the nodes
with large betweenness centrality, which improved the cache hit ratio and reduced the
transmission delay compared to the above strategies. Cai et al. [8] calculated the degree
centrality, closeness centrality, and betweenness centrality of each node in the network
topology, and used them as indicators to comprehensively evaluate the importance of
each node with the cache space availability rate to select nodes for content caching,
which effectively improved the cache hit ratio. Li et al. [9] used content centrality as an
indicator to cache popular contents with a higher probability in topologically centered
nodes, which greatly reduced cache redundancy and improved cache utilization. Man
et al. [10] noticed the problem of correlation between cached contents, by considering
the correlation between cached content and other contents in the cache nodes, the data
is cached in the nodes with a higher correlation with it, which effectively improved
the cache hit ratio. The effectiveness of the above caching strategies has been proven
in static networks, however, satellite networks are time-varying and periodic, and the
transmission paths of interest packets and data packets change with the topology.

To improve the applicability of ICN caching strategies in satellite networks, the first
problem to be solved is the time-varying problem. Zhu et al. [11] dealt with satellite
networks in a virtual topology approach, evaluated satellite nodes’ importance in terms
of node betweenness, node closeness, and node distance within each static time slot, and
obtained the integrated importance of satellite nodes over the entire operation period by
using the time slot length as a weight. Xu et al. [12] established a three-layer satellite
network model to calculate the popularity of each content, and the caching probability is
proportional to the popularity, this strategy is compared with the traditional IP strategy,
no-cache strategy, and LCE strategy, and it achieved a better result in terms of average
content access delay. Salvatore et al. [13] demonstrated the effectiveness of content
popularity in caching by caching contents of common interest to different users on
satellites. The above strategies prove the feasibility of on-board ICN caching, but when
considering the ability of satellite nodes to spread data, only the spreading effect of
satellite nodes themselves is considered and the difficulty of placing cache due to the
difference in spreading effect of satellite nodes in different time slots is not considered.

In this paper, the satellite networks’ period is sliced in seconds to obtain a topological
set, and a series of steady-state topological time slots are obtained bymerging time slices
with the same topology. For the problem that the current strategies only consider the
spreading influence of satellite nodes themselves, this paper proposes to use the spreading
influence of neighboring nodes to participate in evaluating the comprehensive spreading
influence. For the problem that the spreading influence of satellite nodes varies greatly in
different time slots, this paper proposes to analyze the global spreading influence of the
satellite nodes by combining the time slot length, which is helpful to find the applicable
cache nodes to place the popular contents.

3 The Time-Varying Model of Satellite Networks

As the medium of data exchange between satellites, only stable inter-satellite links can
ensure efficient transmission [14], however, the inter-satellite links of satellite networks
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have large on-off variability in the period, and the topology of satellite networks will
constantly change with the inter-satellite links, therefore, this paper needs to obtain a
stable and limited number of topologies according to the periodic change characteristics
of satellite networks.

As predictable time-varying networks, satellite networks can be viewed as different
topological snapshots connected throughout their period. The location of satellite nodes
and inter-satellite links change with time, but the total number of satellite nodes doesn’t
change. In this paper, the period T of satellite networks is sliced in seconds to obtain N
time slices, and the resulting ensemble of time slices is denoted by S = (S1, S2,…, Sn),
as shown in Fig. 1.

Fig. 1. Time slices model of satellite networks.

In this paper, the topologywithin each time slice of the satellite networks is expressed
as an undirected connectivity graph, and the connectivity of satellite nodes is expressed
in the form of an adjacencymatrix as G= (V, E), where V denotes the number of satellite
nodes in satellite networks and E denotes the inter-satellite links. In the adjacencymatrix,
a 0 indicates that there is no inter-satellite link between satellite nodes, a 1 indicates that
there is an inter-satellite link between satellite nodes, and in particular, a 0 between the
nodes themselves. As shown in Fig. 2.

Fig. 2. Adjacency matrix graphs of satellite networks time slices.

In the time slice set S, the number of satellite nodes and inter-satellite links in every
time slice Si doesn’t change anymore. During the period of satellite networks, the inter-
satellite links are not on and off all the time, and the inter-satellite links don’t change in
some fixed slots, so there are many time slices with the same topology in the time slice
set S. The topologically identical time slices are merged to obtain a series of steady-
state time slots, and in this paper, the merged time slots are denoted by Snew = (G, T),
where G denotes the topology of time slots after merging corresponding to the form of
adjacency matrix, denoted by G = (G1, G2,…, Gn), T denotes the duration of each time
slot, denoted by T = (t1, t2,…, tn), Gi denotes the topology of adjacency matrix form
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under the corresponding period ti, and ti denotes the duration of the corresponding stable
topology i. The merging process is shown in Fig. 3.

Fig. 3. Time slices merging process for the same topology of satellite networks.

Bymerging time slices of the same topology, the number of time slices can be greatly
reduced. In the obtained set of time slots, the duration of some time slots is much larger
than others, and satellite nodes can transmit more data within these time slots, so the
importance of these time slots is considered relatively high in this paper. In the whole
period T of satellite networks, the time slots with longer duration tend to be of higher
research value, therefore, the weight of the duration of each time slot for the whole
period is used as the weight to obtain the relative importance set W of each time slot,
and the formula is as follows.

W = [w1, w2, · · · ,wn] = [
t1

/
T , t2

/
T , · · · , tn

/
T

]
(1)

4 The CSSI Cache Model

The spreading influence of each satellite node is variational at different times, for the
period, a satellite node with great spreading influence at a certain time slot doesn’t
necessarily have great influence in the period, so finding the nodes with great spreading
influence in the whole period to deploy cache and improve data transmission efficiency
while saving network resources is one of the purposes in this paper.

4.1 Cache Strategy Based on Spreading Influence

Cache Nodes Selection Strategy Based on Sect. 3, the time-varying satellite networks
are transformed into a set of stable topological networks. With the help of complex
network theory, some nodes are more important than others, and these nodes also play a
greater role in information transmission [15]. Quickly and accurately identify the most
influential spreading sources in the satellite networks, which plays an important role in
effectively using limited resources and controlling the information spreading.

The k-shell method can effectively identify the most influential nodes in complex
networks with a low time complexity, which is more suitable for satellite nodes with
limited computing power, its core idea is to recursively remove all nodes in the network
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whose degree value is less than or equal to k, at the end of recursion, all removed nodes
form the kth kernel, thus dividing the network into a hierarchy from the core to the edge.
The process of the k-shell method is as follows, the network topology is represented by
an undirected connected graph G = (V, E). Firstly, the nodes with a moderate value of 1
are stripped, and the edge E connected to them is also removed, if there are still nodes
with degree 1, repeat the preceding operations until no nodes with degree 1, then the
nodes with degree 2 are removed, and the same process as above, finally the set of nodes
with degree ks is obtained until all the nodes in the network are removed and the set of
nodes with degree 1 to ks is obtained.

However, the k-shell method can only get node sets of different importance levels.
Nodes in the same level can’t be further divided, so it is impossible to better judge which
nodes exert greater influence in data transmission. The importance of nodes is not only
related to their attributes but also can be represented by the attributes of their neighbors.
When the neighboring nodes of a node are more important, the node is more helpful for
data transmission. In this paper, node information entropy is introduced to participate in
calculating node spreading influence. Node information entropy takes into account the
spreading effect of neighboring nodes. The greater the information entropy of a node,
the greater its influence on the node. For the steady-state satellite networks topology
graph G = (V, E), the following equation is available.

The importance of the node Ii is expressed as the weight of this node degree value k
to the sum of all satellite nodes’ degree values.

Ii = ki
∑N

j=1 kj
(2)

where ki denotes the degree value of satellite node i and N is the number of nodes in the
satellite network topology graph G.

The information entropy of satellite nodes refers to the neighboring nodes’ spreading
effect in this paper, and the greater the information entropy of a node, the greater the
influence.

ei = −
∑

j∈δ(i)

Ij× ln Ij (3)

where δ(i) is the neighborhood node set of satellite node i.
The node spreading influence in the satellite network topology graph G = (V, E).

p = αks + βe (4)

where ks denotes the ks value of each satellite node, e denotes the information entropy
value of the node, both of them are normalized, and α and β denote the weights of the
two indicators, both of them are taken as 0.5 in this paper.

The global spreading influence of satellite nodes is represented by the time slot
weight w and the spreading influence p within the corresponding time slot.

P = w1p1 + w2p2 + · · · + wnpn (5)
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where wi is the weight of corresponding time slot i in the satellite networks’ period.
So far, our strategy has obtained the global spreading influence ranking of satellite

nodes, when a certain percentage of satellite nodes with high influence ranking were
selected for the experiment, it was found that simply changing the number of satellite
cache nodes didn’t change the caching effect significantly over the period. Without
degrading the caching effect while saving network resources as much as possible, the
top 10% of satellite nodes in terms of global spreading influence are selected as caching
nodes to verify the caching effect of this scheme in satellite networks.

Contents Caching Probability Strategy
Popular contents have more requests and will get wider spreading in the network. In this
paper, the number of requests for each content in each user node is used to represent
the content spreading influence, and the caching probability of content i is dynamically
calculated from the users’ perspective. Themore requests for content, the greater content
spreading influence and the greater caching probability in the cache nodes. When a data
request node generates an interest packet, the corresponding name tag and the number
of requests are recorded. The caching probability of content i in cache nodes for each
data request node is as follows.

Li = ci
∑M

j=1 cj
(6)

where ci denotes the number of requests for content i in each data request node and M
denotes the number of contents in each data request node.

4.2 The CSSI Routing and Forwarding Strategy

In our strategy, each data request node maintains a modified PIT [16] (Pending Interest
Table) table. The table records the data tags, forwarding ports, number of generations, and
cache probability. When the data request node requests data, it first checks its PIT, if the
entry already exists, it updates the number of requests, while calculating and updating the
cache probability based on Eq. 6; if the entry doesn’t exist, it creates the corresponding
entry, updates the number of requests and the cache probability, then generates an interest
packet with the name tag, cache probability, and the cache node number. In the PIT of
other satellite nodes, the data tags and forwarding ports are recorded, when a node has
already received an interest packet, the new incoming port is added to the entry and the
interest packet is discarded, otherwise, a new entry is created.

Interest Packets Processing: When the data request node forwards an interest packet
according to the FIB [16] (Forwarding InformationBase), the forwarding port is recorded
in the entry. When the interest packet arrives at the next satellite node, the satellite node
will query the interest packet for number matching, if the match is successful, it will
check whether its CS [16] (Content Store) contains the corresponding data packet, and if
the packet exists in the CS, it will modify the cache probability according to the interest
packet and return the packet directly to the incoming port, if the packet doesn’t exist
in the CS, the satellite node will query whether the interest packet has been received in
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PIT, if yes it will record the incoming port under the corresponding entry, if no it will
create the PIT entry. The number matching failure will directly query the PIT. For ICN,
an interest packet can only retrieve one data packet, thus achieving traffic balance. The
satellite node then forwards the interest packet to the next satellite node based on the
FIB so that it gradually approaches the data production node or the satellite node that
has the content.

Data Packets Processing: When the data production node receives an interest packet,
it generates the data packet with the corresponding cache probability and cache satellite
node number, if it hits the cache nodes, the cache probability in the data packet will
be modified according to the interest packet. When the data packet is delivered to the
next satellite node, according to our strategy, if the satellite node performs the data
caching function, it first queries its CS, and if there is no data packet, it caches it with
the corresponding probability, then queries its PIT entry, if there is a record, it deletes
the entry based on all incoming ports outgoing packets in the entry, and if the satellite
node only performs the forwarding function, it directly queries its PIT for forwarding
until it returns the packet to the data request node.

5 Simulation Experiments

5.1 Parameter Settings

The experiments in this paper were conducted on the network simulation platforms NS-
3 [17] and ndnSIM [17]. This paper uses the Iridium system [18] as the experimental
object, the Iridium systemwith 66 satellite nodes distributed in six polar planes to achieve
seamless coverage of the Earth, which is one of the operational satellite constellations.
The Iridium systemmoves around the Earth periodically with a duration of 100 min, and
considering the inter-satellite links establishment time, only time slots with a duration of
8 s or more are selected for the simulation experiments [19]. Both the Betw strategy and
the strategy proposed in this paper set 7 satellite nodes as cache nodes, this experiment
assumes that all satellite nodes have the same cache capacity, the users’ request process
follows thePoissondistribution, and the users’ request pattern obeys theZipf distribution,
and the replacement strategy of all nodes is LRU strategy, the specific parameters are
set as follows during the experiment.

Table 1. Experimental parameter settings

Parameter Value

Number of users 22

Number of producers 1

Default cache capacity 30

(continued)
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Table 1. (continued)

Parameter Value

Zipf parameter α 0.7–1.3

Default parameter α 1.0

Request rate/(req·s−1) 50–350

Default request rate/(req·s−1) 200

Number of content 500–3500

Default number of content 1000

5.2 Evaluation Indicators

To evaluate the performance of the CSSI strategy, the cache hit ratio and the average
content request delay are used as evaluation metrics.

(1) Cache Hit Ratio.
The cache hit ratio (CHR) is the ratio of the data requests number that are hit

by cache nodes to the total number of requests in selected time slots.

CHR = c
/
F (7)

where c denotes the number of requests that are hit by cache nodes in the selected
time slots, and F denotes the number of all requests in the selected time slots.

(2) Average Content Request Delay.
The average content request delay (ACRD) is the average delay between the

time a data request node sends a data request and the time it receives the data.

ACRD =
∑F

i=1 di
F

(8)

where di denotes the time to get the data packet for each data request and F denotes
the number of all content requests sent by data request nodes.

5.3 Experimental Results

This section evaluates the CSSI against LCE, LCD, Prob (0.3), Prob (0.5), Prob (0.7),
and Betw in terms of the cache hit ratio and average content request delay.

In Fig. 4, all caching strategies show a significant improvement in the cache hit ratio
and a decrease in average content request delay as the Zipf parameter increases, the
CSSI consistently has a higher cache hit ratio than the other strategies, with the LCD
strategy performing the worst and several other strategies similarly. The average content
request delay gradually decreases with increasing the Zipf parameter, and when the Zipf
parameter is 1.3, the CSSI has a delay of 816 ms and the worst Betw strategy is 1212.9
ms.
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Fig. 4. Impaction of Zipf parameter on cache hit ratio and average content request delay.

As the Zipf parameter becomes larger, users’ requests for data become concentrated,
and the differences between data start to manifest, the more concentrated requested
data already cached by satellite nodes can satisfy most data requests. The Betw strategy
caches on satellite nodes that occupies the shortest paths, its cache hit effect is better
than other strategies, while the satellite network is time-varying, the transmission paths
are constantly changing, so it has the worst delay effect. The LCD strategy has the worst
cache-hitting effect because the user nodes keep moving throughout the period and the
cached contents will keep swinging.

As shown in Fig. 5, with the increase of content request frequency, the cache hit ratio
of all caching strategies tends to decrease and the average content request delay tends
to increase, the cache hit ratio and average content request delay of CSSI are better than
other caching strategies.

Fig. 5. Impaction of request frequency on cache hit ratio and average content request delay.

When the frequency of content requests increases, the number of requests sent by user
nodes increases, the popular contents cached in the cache nodes becomes increasingly
insufficient to meet the demand, and the cache hit ratio gradually decreases so that the
data required by users need to be available at more distant cache nodes or even the data
production node, the average content request delay is high. For the cache hit ratio, the
changes of Betw and LCD strategies are similar to the reasons for the Zipf parameter.
Prob (0.3) caches the content with low probability on all satellite cache nodes but makes
the content distribution more uniform compared to Prob (0.5), Prob (0.7), LCE, etc.
In terms of average content request delay, the cache nodes selected by the CSSI can
return popular contents to more satellite nodes, so the data requests are better satisfied
throughout the period and the average content request delay is lower.
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As shown in Fig. 6, as the number of content increases, the cache hit ratio decreases,
and the average content request delay increases, the decreasing trend is most obvious
when the number of content reaches 1000, after which the decreasing trend gradually
decreases, and the CSSI has the best performance. When the number of content reaches
1500, the growth rate of average content request delay gradually decreases.

Fig. 6. Impaction of number of Content on cache hit ratio and average content request delay.

The CSSI strategy performs well when the number of content is small, but when
the number of content increases, the above-mentioned problem will occur, causing the
deterioration of the cache hit ratio and content request delay. The Betw strategy uses
the transmission path as a reference to find cache nodes, and the time-varying nature of
the satellite network causes changes in the transmission path and increases the average
content request delay, while the Prob (0.3) strategy outperforms other caching strategies
in this respect. The CSSI strategy doesn’t involve changes in the packets’ delivery paths
and returns popular contents to more satellite nodes, users’ requests are more easily
satisfied, and thus the CSSI achieves a better cache result.

6 Summary

ICN makes it easier for data request users to obtain data through in-network caching.
To reduce the time-varying effect on data transmission and to improve transmission
efficiency among satellites, this paper introduces ICN into the satellite networks and
proposes a caching strategy for information-centric satellite networks based on spreading
influence. Our strategy decomposes the satellite networks’ period into steady topological
time slots to solve the satellite mobility problem, calculates the spreading influence of
satellite nodes within a single time slot with the k-shell method and information entropy,
calculates the global spreading influence with the help of time slot length, and obtains
a better cache performance by caching popular contents with dynamic probability in
the satellite nodes with high global spreading influence. Simulation experiments show
that the proposed caching strategy has a better cache hit ratio and lower average content
request delay than LCE, LCD, Prob, and Betw strategies.
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Abstract. Distracted driving is the act of driving while engaged in other
activities, such as using a cell phone, texting, eating, or reading, which
takes the driver’ attention away from the road. Nowadays, the distracted
driving detection models based on deep learning can extract critical infor-
mation from video data to characterize the driving behavior process. But
the distraction driving method based solely on appearance features can-
not essentially eliminate the noise impact of the complex environment on
the model, and the distracted driving recognition method based solely
on skeletal information is unable to recognize the joint action of the
human body and the objects. Therefore, the development of an accu-
rate distracted driving detection model has become challenging. In this
paper, we propose a distracted driving recognition model MFD-former
based on the fusion of posture and appearance. First, a feature extraction
module is proposed to extract skeleton data(i.e., posture) and appear-
ance features(i.e., descriptors), which are merged by a graph neural net-
work. Then, the two kinds of information are input into the MFD-former
encoder module, and the self-attention mechanism quickly extracts the
sparse data. Finally, the classification results of distracted driving are
obtained by extracting the classification labels through the MLP Head.
The MFD-former model outperforms existing models. It achieved 95.1%
accuracy on the State Farm dataset and 90.24% accuracy on the self-built
Train Drivers dataset.
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1 Introduction

Distracted driving is a phenomenon in which the driver’s attention is directed to
activities unrelated to normal driving (calling, smoking, etc.), which leads to a
decline in driving ability. Distractions can multiply driving safety risks and even
lead to traffic accidents. In recent years, using computer vision technology to
monitor driver behavior and dynamically identify distracted driving has become
a research hotspot [9].

The distracted driving recognition method, based on the object detection
network VGG and so on [6], roughly divides the human body into different cate-
gories of targets, such as head, hand, shoulder, etc., and judges human behavior
by its relative position, validated on public datasets such as Kaggle [4] for dis-
tracted driving. However, in a specific application environment, it will be affected
by conditions such as background and lighting. For example, when a person’s
clothing color is similar to the background color, it may not be recognized cor-
rectly.

Due to the method relying solely on image features, it is still unable to
accurately describe the spatiotemporal features of human behavior. Distracted
driving recognition methods based on skeletal information, such as ST-GCN [14]
and NAS-GCN [10], can separate human gesture recognition from the influence
of light, and background, and have strong robustness. However, the appearance
features cannot be integrated since the skeleton data is obtained. For example,
when the driver uses the same hand to make a phone call or adjust his glasses,
the movement of joint points is almost the same, so the two kinds of actions
cannot be distinguished correctly.

In order to solve the above problems, this paper proposes Multi-information
Fusion Driver Activity Recognition network based on Transformer [13](MFD-
former). First, the MFD-former uses OpenPose [3] to extract the coordinate
information of the posture and then uses the Visual Descriptors Extraction mod-
ule to extract the appearance features of the joint points, that is, the descriptors
of the joint points. Then, the graph neural network is introduced to fuse the two
types of information, input the fused information into the MFD-former Encoder,
and use the self-attention mechanism to quickly extract the sparse data. Finally,
the classification labels are extracted by Multilayer Perceptron Head(MLP Head)
to obtain the classification results of distracted driving.

We compare MFD-former with other state-of-the-art baselines to highlight
the advantages of the proposed approach. Moreover, we study the model at dif-
ferent scales to investigate the impact of the number of parameters and attention
heads. To sum up, our contributions are as follows:

1. An attention-based MFD-former model is proposed, demonstrating that self-
attentional architectures can outperform existing convolutional and graph
convolutional distracted driving recognition models.

2. The graph neural network is used to fuse posture and descriptors, fully mining
the driving behavior under the joint description of appearance features and
skeletal data.
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3. A visual descriptors extraction module is proposed to extract the descriptors
in the images.

2 Related Work

2.1 Graph Neural Network

The graph contains rich information, and many studies have begun to use deep
neural network models to learn the feature representation of nodes in the net-
work. Extending deep neural network models to non-Euclidean data, that is,
graph convolutional neural networks(GCN), has become an emerging research
hotspot [1]. HetGNN [15] obtains different types of neighbor nodes of each node
by adopting random walk and restart sampling strategy, and then use different
neural network modules to aggregate different characteristics of nodes, the same
type of neighbor nodes, and different types of neighbor information, respectively.
Finally, the representation of the node is formed. With the ability of these meth-
ods to represent graph data, graph heterogeneous graph neural models are also
gradually applied to different types of information aggregation. This paper fuses
the skeleton data and appearance features by graph neural networks.

2.2 Driver Behavior Recognition

Existing deep learning methods for driver distraction recognition mainly focus
on two data patterns: Appearance features and Skeleton data.

Appearance features: As Koesdwiady proposed an end-to-end deep learn-
ing solution for distracted driving image recognition. The framework utilizes a
pre-trained convolutional neural network VGG-19 [6] for feature extraction, and
adds two fully connected layers to fine-tune VGG-19. Moslemi proposed to uti-
lize 3D convolutional neural network and optical flow method [8] to improve
driver distraction detection tasks to obtain helpful information from temporal
information.

Skeleton data: This type of method uses the coordinates of the human skele-
ton to determine actions and processes the skeleton coordinates to obtain fea-
ture values that can be used to perform action recognition. There are two main
methods for extracting skeleton data: (1) Using a camera (such as Controller-
Pose [2]), (2) using various tools to extract key points from RGB images (such as
OpenPose [3]). Maosen Li proposed an action recognition network ST-GCN [14],
which uses motion structure graph convolution and temporal convolution as basic
building blocks to learn the spatiotemporal characteristics of actions.

3 Proposed Method

In this section, we will introduce the architecture of the MFD-former(Fig. 1).
We define V = {It ∈ RH×W×3}Tt=1 as the input, H and W are the height
and width of the video, T is the frame number of the input video, and It is
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the video frame. First, the OpenPose extracts the skeleton data in the picture,
and the Visual Descriptors Extraction module extracts descriptors. Two kinds
of information are fused by graph neural network, that is, a Patch in Fig. 1
obtained in a frame of video. And a trainable vector Class[token] is added to
the input sequence. This vector forces the self-attention in the MFD-former
Encoder module to aggregate the information into a compact high-dimensional
representation to separate different driver behavior categories. Then we need to
input T +1 Patches into the MFD-former Encoder module, use the self-attention
mechanism to extract the sparse data quickly, and finally use the MLP Head to
extract the classification labels.

Fig. 1. Schematic of our MFD-former. The MFD-former consists of two network mod-
els: the Patches Extraction module(gray part) and MFD-former Encoder(blue part).
The Patches Extraction module extracts the Patch on each frame of video, that is,
the fusion information of the posture and appearance. T + 1 Patches are input into
the MFD-former Encoder module, and sparse data are extracted quickly by the self-
attention mechanism, to obtain classification results through MLP Head. T is the frame
number of the input video. (Color figure online)

3.1 Patch Extraction Module

The purpose of the module is to extract the Patch of each frame of the video,
which is mainly composed of the Features Extraction module and the Graph
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Neural Network. Features Extraction module consists of the Position Extraction
and Visual Descriptors Extraction module.

Position Extraction Module. In this article, the Position Extraction module
is based on OpenPose [3]. The obtained posture pi := (xi, yi) of the driver
represents the abscissa and ordinate of the i-th joint point. Distracted driving
has nothing to do with the lower body, considering the specific driving scenario.
To avoid and reduce the impact of lower limb movements on distracting behavior
recognition, we will only consider the driver’s upper limb nodes(1. Left ear 2.
Left eye 3. Nose 4. Right eye 5. Right ear 6. Left wrist 7. Left elbow 8. Left
shoulder 9. Neck 10. Right shoulder 11. Right elbow 12. Right wrist).

Visual Descriptors Extraction Module. We propose the Visual Descriptors
Extraction module to extract descriptors for each joint. It mainly includes two
parts: encoder blocker and decoder blocker. However, we get the descriptor of
the whole image here, which is not all we need. We compare the pi obtained by
Position Extraction to find the descriptor di we need.

Graph Neural Network. The pi and di obtained by the Features Extrac-
tion module are two different types of information, so we use the GNN to
fusion(Eq. 1). In this paper, gi is used to represent the fusion result of the pos-
ture feature of the i-th joint point and the descriptor, and (0)gi represents the
initial feature after fusion. Moreover, we use Multilayer Perceptron (MLP) to
embed joint point information into a high-dimensional vector; The formula is as
Eq. 1.

(0)gi = di + MLPenc(pi) (1)

3.2 MFD-former Encoder

Patch Embedded. What we get through the Graph Neural Network is a two-
dimensional matrix. Before entering the MFD-former Encoder, we need to add
[class]token and Position Embedding(Eq. 2).

z0 = [gclass; g1i E; g1i E; · · ·; gTi E] + Epos, E ∈ R256×D, Epos ∈ R(T+1)×D (2)

We insert gclass for classification into the T tokens we just got, which is a
trainable parameter. Epos is the position code added to the original feature,
which is related to the frame number in the video.

MFD-former Encoder Architecture. MFD-former is to stack the MFD-
forme Encoder Block L times repeatedly. The MFD-forme Encoder Block con-
sists of an alternation of Multi-Head Self-Attention (MSA) and MLP blocks.

z′
l = MSA(LN(zl−1)) + zl−1, l = 1 ... L (3)
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Equation 3 is the MSA part, including multi-head self-attention, skip connec-
tion (Add) and layer normalization (Norm), which can repeat L times.

zl = MLP (LN(z′
l)) + z′

l, l = 1 ... L (4)

Equation 4 is the MLP Block part, including feedforward network (FFN),
skip connection (Add) and layer normalization (Norm), and can also repeat L
times.

C = LN(z0L) (5)

Equation 5 is layer normalization. An MLP Head is used as the classification
head lastly, where is the output logit vector of the model, i.e. the classification
labels. The other tokens are the only inputs to the module, but the supervision
signal only comes from the [CLS] token.

4 Experiments

4.1 Datasets Settings

State Farm Dataset. The State Farm insurance company released a dataset
available that classifies images into 10 categories [4]. Although the source dataset
is still images, we reconstructed the time-series relationship from the CSV files
in the original dataset. We obtained 20094 ten-frame sequences and 20094 ten-
frame sequences, and appropriate labels were applied to each sequence.

Train Drivers Dataset. We built a specific dataset for train driver driving
situations, divided into eight categories, which include two categories of normal
driving videos and six categories of distracted driving videos. As shown in Fig. 2.
We cut each video into about 3 s, and obtained a total of 9362 instances. To
ensure the diversity of our data, we select participants with different heights,
weights, and driving styles, wearing different uniforms, as shown in (1) and (2)
in Fig. 2, and record videos with different brightness during the day and night,
as shown in (1) and (7) in Fig. 2.

4.2 Implementation Details

We used the State Farm dataset and the self-built Train Drivers dataset in the
following experiments. Moreover, we divide each action video into T frames,
and input different versions of MFD-former on the experimental results. The
hyperparameter analysis of the three versions of MFD-former is summarized in
Table 1.

In experiments, we used the Adam Optimization Algorithm [5] for all train-
ing, β1 = 0.9, β2 = 0.999, a batch size of 1 and apply a high weight decay of
0.1. T = 10 when using the State Farm dataset, T = 40 when using the Train
Drivers dataset. The ratio of training to test for both datasets is 6 : 4.
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Fig. 2. The Train Drivers dataset contains eight classes, including Category 2 Normal
Driving and Category 6 Distracted Driving. (2) in the diagram is normal driving, the
thumb and little finger of one hand stand up, indicating that the train enters the
sideline. The dataset was recorded by multiple drivers in various environments. The
video resolution is 1280× 720 13Hz.

Table 1. Details of MFD-former model variants. Layers are the stacking times of the
encoder block; Hidden size is the length of the token vector; MLP size is the number of
nodes in the first fully connected layer of the MLP block in the Encoder block; Heads
are Multi-head Attention the number of heads in.

Model Layers Hidden size D MLP size Heads Params

Base 12 768 3092 12 86M
Large 24 1024 4096 16 307M
Huge 32 1280 5120 16 632M

4.3 Comparison Results

Results on State Farm Dataset. We chose four posture-based(Pos) models
and three appearance-based(App) models, and all seven models have timing
information. The experimental results are shown in Table 2. The baseline in the
experiment is the traditional skeleton recognition ST-GCN model [14]. Posture-
Based model data preprocessing uses OpenPose to extract skeleton data. It can
be seen that the accuracy of our model has been greatly improved compared
to the baseline. The results of ST-GCN are not ideal because it only relies on
posture and ignores the importance of appearance features. These results validate
the validity and rationality of our consideration of appearance features. Through
the experimental results, we can see that the Ours-Huge model is better than
the Ours-Large and Ours-Base model.

Results on Train Drivers Dataset. Table 3 shows the results of different
methods on the Train Drivers dataset, selecting ST-GCN as the baseline. Our
proposed method significantly outperforms baseline because ST-GCN which only
relies on posture has certain limitations, and our method uses appearance fea-
tures. We also have some improvements to the C3D method which only relies
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Table 2. Comparisons with state-of-the-art driver distraction recognition methods on
the State Farm dataset. “Pos” and “App” denote posture and appearance, respectively.

Model Modality Accuracy[%]

BaseLine Pos 77.4
2S-AGCN [12] Pos 88.5
NAS-GCN [10] Pos 89.5
ST-TR [11] Pos 92.5
C3D, Sports 1M pre-training [7] App 73.3
I3D-RGB, ImageNet + Kinetics pre-training [8] App 91.8
I3D-two stream, ImageNet + Kinetics pre-training [8] App 94.4
Ours-Base App + Pos 92.5
Ours-Large App + Pos 94.3
Ours-Huge App + Pos 95.1

on appearance, so it is clear that our method is generally effective. The results
of the three models proposed in this paper on the Train Drivers dataset are still
the Ours-Huge method with the highest accuracy.

Table 3. Comparisons with state-of-the-art driver distraction recognition methods on
the Train Drivers dataset. “Pos” and “App” denote posture and appearance, respec-
tively.

Model Modality Accuracy[%]

Baseline Pos 75.21
NAS-GCN [10] Pos 88.73
C3D, Sports 1M pre-training [7] App 85.51
Ours-Base App + Pos 88.52
Ours-Large App + Pos 89.42
Ours-Huge App + Pos 90.24

5 Conclusion

In this paper, we propose an MFD-former model to complete the classification of
drivers’ driving behavior to solve the problem of driver distraction detection. We
explore the application of Transformer to driving behavior recognition research.
We have verified the feasibility of our model on public datasets and our proposed
Train Drivers dataset through multiple sets of experiments, and the accuracy is
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not lower than the current advanced time-series methods. In future work, we
will continue to study the problem of driving behavior recognition, and try to
improve the driving recognition speed under the high recognition accuracy.
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Abstract. Autonomous vehicles sense the surrounding environment
through various sensors and make behavior decisions based on real-time
perception information to change their vehicle’s motion state. Most exist-
ing studies on behavior use single data, high computational complexity,
and single optimization criteria only, which lacks practicality. This work
proposes an autonomous vehicle motion behavior decision method. It
first extracts the corresponding features according to correlation among
adjacent vehicles and predicts driving behavior and trajectory of adjacent
vehicles. Then, it abstracts driving states of autonomous vehicles, intro-
duces their state transition process based on a definite state machine, and
gives a behavior decision method. Finally, a multi-objective optimization
algorithm is used to optimize. Extensive simulation results show that this
method can effectively improve the safety, efficiency, and practicability
of autonomous vehicle motion behavior decision.

Keywords: Autonomous vehicle · Trajectory prediction · Motion
behavior decision · Evolutionary algorithm

1 Introduction

With the development of artificial intelligence, autonomous vehicle technology
is developing rapidly. Autonomous vehicles sense their surroundings through
communication [1] and various sensors and guide their motion behavior through
decision methods.

Deep-learning-based methods are widely used in existing studies on behavior
decision of autonomous vehicles. It is highly dependent on data sets, and the
original data used can hardly represent the environment around the vehicle.
And the existing studies have a single optimization standard, mainly considering
safety, efficiency, and other goals, without too much consideration of practicality.
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In this work, we firstly predict behavior and trajectory of adjacent vehicles
based on the vehicle’s attributes and the correlation among adjacent vehicles.
Then we propose an autonomous vehicle motion behavior decision method based
on a definite state machine and optimize it through a multi-objective optimiza-
tion algorithm. The key contributions of our work are as follows:

1) We abstract influencing factors around the adjacent vehicle of an autonomous
vehicle, extract higher-dimensional feature information, and predict behavior
and trajectory of adjacent vehicles.

2) We introduce state transition process based on definite state machine and
propose a method for behavior decision of autonomous vehicles.

3) We use a multi-objective optimization algorithm to optimize the motion
behavior decision method.

Our work can improve the safety, efficiency, and practicability of autonomous
vehicles’ motion behavior decisions, making it possible for autonomous vehicles
to be applied in complex scene.

2 Trajectory and Behavior Prediction Method

2.1 Surrounding Vehicle Collection Extraction

Firstly, we fill and filter the adjacent vehicle dataset. Then, we extract and
process the original features, including relative features and drive behaviors.
The lanes in the dataset are generally two-way two-lane, but only vehicles in
nearby lanes have a direct impact on the target vehicle. So in the process of
feature extraction, only vehicles in adjacent lanes are considered.

After extracting vehicle features, in order to reduce the interference of some
features with large numerical distribution on the model and accelerate the con-
vergence speed, Z-score standardization is carried out for it.

Then, according to the LK-DBSCAN (Limit-K-DBSCAN) algorithm, we
extract the set of vehicles that affect the vehicles selected for the study from
the data. LK-DBSCAN algorithm firstly divides the whole data set according to
the sampling time point to obtain Datat, and extracts the sampling set Set(t)
corresponding to each time point. On this basis, traverse all vehicles i in Set(t),
calculate the distance Uki from other vehicles k and put it into set Uk. After the
complete distance set Ui is calculated, the vehicle set ArgMint

i that satisfies the
constraint Min(ε, β, Ui) is solved. Min(ε, β, Ui) is described as follows:

Min(ε, β, Ui) = {k, ..., l |Uki ≤ ε ∧ k ∈ Topmin−β(Ui)} (1)

where ε is the “visua” perception distance of autonomous, β is the upper limit
of the number of adjacent vehicle that affect autonomous.
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2.2 Behavior and Trajectory Prediction of Adjacent Vehicles

First, we use the predicted vehicle’s current surrounding environment informa-
tion and its historical behavior as model input, and extract the information
through LSTM. Then, the SoftMax function is used to calculate the probabil-
ity values of the three behaviors of keeping straight, changing lanes left, and
changing lanes right.

As the problem is a multi-classification problem, we select the cross-entropy
function as loss function. And the loss in a single batch is described as follows:

L = − 1
m

m∑

i=1

3∑

k=1

y(i,k) log hθ,k(I(i)) (2)

where m represents the quantity of samples in each batch, y(i,k) represents the
truth label of the k-th behavior of sample i, hθ,k(I(i)) represents the probability
of the k-th behavior predicted by the model.

We batch the input by time and train the model to get the weight. Then, we
design an encoder and decoder composed of LSTM cells. We take the prediction
of the adjacent vehicle’s behavior as the influencing factor for trajectory predic-
tion. The encoder reuses the characteristics of the relationship between vehicles
and the historical trajectory of the vehicle. The output of the encoder and the
result of behavior prediction are combined as the input of the decoder, and then
the adjacent vehicle trajectory information is output.

3 Autonomous Vehicle Behavior Decision Model

3.1 Formal Specification

Definition 1: The stop state w which includes the autonomous vehicle initial-
ization state and the state where the speed is 0 for a long time. It is defined as
follows:

ŝ = w
s.t. ŝ = initialized ∨ St = 0(t = 1, 2, ..., k), (3)

where ŝ represents the current state of autonomous vehicle.

Definition 2: The following state f is:

ŝ = f

s.t.

{∃ Sa, |S − Sa| ≤ α ∧ ‖P − Pa‖2 ≥ β
γ ≤ S ≤ δ

(4)

where Sa and Pa respectively represent the speed and position of the car ahead,
α and β respectively represent the threshold of relative velocity and relative
distance.
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Definition 3: If there is no vehicle in front of the driving lane, this state can
be defined as a free state r due to the reduction of influencing factors.

Definition 4: The overtaking state of o is defined as follow:

ŝ = o

s.t.

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Sa(t) < S(t) ≤ δ
C = true

0 ≤ A(t) ≤ Â
Pa(k).y − P (k).y = 0

t = 1, 2, ..., k

(5)

Definition 5: The lane change state b is defined as follow:

ŝ = b

s.t.

⎧
⎨

⎩

γ ≤ S(t) ≤ δ

0 ≤ A(t).x ≤ Â
t = 1, 2, ..., k

(6)

3.2 Autonomous Driving Behavior Decision

According to five driving states, we give the constraints of state transition:

1) If the current state of autonomous vehicle is w, it can make the following
transition: {

w → r Va = ∅
w → f otherwise (7)

where v̂i and V̂a respectively represent the autonomous vehicle and the set of
vehicles ahead.

2) If the current state of autonomous vehicle is f, it can make the following
transition:

⎧
⎪⎪⎨

⎪⎪⎩

f → o d > μβ ∧ Sa < St ∧ ŝr �= o

f → r V̂a = ∅
f → b li ∈ L̂o ∧ ∥∥t̂(t) − t̂r(t)

∥∥ ≥ β, t = 1, ..., k
f → f otherwise

(8)

where L̂c, L̂o and l̂i respectively represent the set of carriageways, the set
of overtaking lanes, and the lane where test autonomous vehicle drive, μ is
the safety distance coefficient and β is the safe distance, and t̂ represents the
trajectory of the vehicle.



A Behavior Decision Method for Autonomous Vehicles in an Urban Scene 179

3) If the current state of autonomous vehicle is r, it can make the following
transition:

⎧
⎪⎪⎨

⎪⎪⎩

r → b li ∈ L̂o ∧ ∥∥t̂(t) − t̂r(t)
∥∥ ≥ β, t = 1, ..., k

r → f Va �= ∅
r → w d ≤ β ∧ r̂
r → r otherwise

(9)

where r̂ represents whether the traffic light is red.
4) If the current state of autonomous vehicle is o, it can make the following

transition: ⎧
⎨

⎩

o → f li ∈ L̂c ∧ V̂a �= ∅
o → r li ∈ L̂c ∧ V̂a = ∅
o → o otherwise

(10)

5) If the current state of autonomous vehicle is b, it can make the following
transition: ⎧

⎨

⎩

b → f li ∈ L̂c ∧ V̂a �= ∅
b → r li ∈ L̂c ∧ V̂a = ∅
b → b otherwise

(11)

Based on the state transition, we then propose a Definite Machine of
Autonomous Vehicles (DMAV) for driving behavior decision. First, according
to the current state ŝ, we get the state set ŝn that it can be converted to. Then
put the states in ŝn that satisfy the constraint Ĉŝ→ŝn

into ŝp. Jump to different
states ŝt in ŝp according to random seeds, and set different lateral acceleration
and longitudinal acceleration.

The calculation equation of acceleration consists of the following three parts:

1) Influence coefficient of expected velocity Wt:

Wt = (logSt
(St − S + 1))2 (12)

2) Influence coefficient of safety distance Ws:

Ws = −eDs−(Pa−P ) (13)

where Ds is the safety distance.

3) Influence coefficient of relative speed with front vehicle WV el:

Wv =
Sa − S

Max(Sa, S) + 1
(14)

To sum up, the calculation equation of acceleration can be represented as:

F (St, S, Sa, Pa) = a ∗ (Wt + Ws + Wv) (15)

where a represents the maximum acceleration of the autonomous vehicle.
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3.3 Multi-objective Evolutionary Algorithm for DMAV

1) Objective Function: In an autonomous vehicle behavior decision model, we
need to consider both the efficiency, security, and practicability of a decision.
The optimal solution is a good trade-off between them. To this end, the
following three maximization objective functions are respectively given:

Ê = S̃(T ) or Ê = T̃(s), (16)

where Ê represents the efficiency of autonomous vehicle behavior decision,

S̃(T ) represents the distance traveled in time t, and T̃ (s) represents the time
required for a distance of s.

Ŝ = {∣∣P t
i − P t

a

∣∣ |t ∈ (0, 1, ..., T ) ∧ if no P t
a, P t

a = ∞}, (17)

where Ŝ represents the security of autonomous vehicle behavior decision,

|P t
i − P t

ahead| represents the distance between autonomous vehicle i and the
vehicle in front at time t, when there is no preceding vehicle, this parameter
has no meaning, so set it to infinity.

Û = {vt − vt−1 |t = (0, 1, 2, ..., k)}, (18)

where Û represents practicability of autonomous vehicle behavior decision,

and {vt −vt−1 |t = (0, 1, 2, ..., k)} represents the fluctuation of acceleration in
a continuous period of time.

2) Constraint Conditions: According to the above three objective functions, we
can divide constraints into static constraints and dynamic constraints.
a) Static constraints: It mainly includes the physical constraints K of the

autonomous vehicle and Road environmental constraints G.

ks : 〈K,G〉, (19)

b) Dynamic constraint: Since autonomous vehicles make behavior decisions
in a dynamic environment, there are some constraints that change with
the state of it. The most representative one is the safety distance. There
is a dynamic constraint on the safety distance D̂t

i :

kd : D̂t
i = D̃ + vt ∗ Δt +

1
2

∗
∣∣∣Ã

∣∣∣ ∗
⎡

⎢⎢⎢
vt∣∣∣Ã

∣∣∣

⎤

⎥⎥⎥

2

(20)

where D̃ is the minimum distance between the front and rear of the vehicle
when the speed is 0.
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3) Optimal solution: Under the above constraint conditions, the autonomous
vehicle behavior decision model is formulated as:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ArgMax(Ê
∣∣∣Êi = S̃(t)) or ArgMin(Êi = T̃(s))

ArgMax(Ŝi)
ArgMin(Ûi)
s.t. ks ∧ kd

(21)

The autonomous vehicle behavior decision method only based on security
and efficiency does not consider the weight of each influencing factor and the
impact on practicability. Therefore, by adding the weight vector, we rewrite the
calculation equation of acceleration Ḟ as:

Ḟ = a ∗ (w1 ∗ Wt + w2 ∗ Ws + w3 ∗ Wv). (22)

Then we optimize the solution of [w1, w2, w3]. Firstly, the weight coefficient
V 1 is added with random respectively, and the simulation experiment is carried
out to calculate D̂ and the distance from the car ahead D∗. If D∗ is greater
than or equal to D̂ at any time, it is considered that the behavior decision
method strictly meets the safety requirements under this weight coefficient, put
[w1, w2, w3] into V t. Then, V r is traversed. V 1 and V 2 are weighted and com-
bined, and V t is updated after experiment and calculation. Finally, in order to
approximate the optimal solution space, sort V t according to practicality, and
update the top 60% of practicality to V r, and then continue the iteration.
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Fig. 1. Trajectory prediction results.

4 Experiments and Evaluation

4.1 Experiment Results

We first compare LSTM to DecisionTree (DT), Light GBM (LGBM), Logistic
Regression(LR), and Deep Neural Network (DNN) on two different input data:
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1) Raw data 2) Relevant feature data extracted by modeling the association
relationship of adjacent vehicles.

Figure 1(a)-(c) respectively show the accuracy, kappa consistency coefficient,
and HAM distance of each method on two different input data. In the model
with relevant feature data, the performance reflected by the three indicators of
the five-vehicle behavior prediction methods has been improved. And the vehi-
cle behavior prediction method based on LSTM improved significantly, mainly
because the under-fitting problem is solved by adding more extracted features.

Figure 1(d) shows the comparison between LSTM and LGBM and DNN after
adding the relevant feature data as input. The F1-Score and Recall of DNN are
lower than those of the other two algorithms, and the Limit-Recall of LSTM is
higher than LGBM while the other two indicators are flat, which indicates that
the LSTM has a better performance in processing time-series data.

Then, we compare B-LSTM to the traditional LSTM-based vehicle trajec-
tory prediction method(LSTM). Figure 1(e) shows the MSE of the LSTM and
B-LSTM methods in vehicle driving direction and its vertical direction. And
X indicates the direction of vehicle travel and Y indicates the vertical direc-
tion of vehicle travel. Compared with LSTM, B-LSTM is more stable in the
MSE, especially in the X direction, which indicates B-LSTM can more accu-
rately predict the vehicle trajectory, and the prediction of vehicle behavior can
significantly reduce the error of the model in the X direction. Figure 1(f) shows
the MAE(Mean Absolute Error) of LSTM and B-LSTM. B-LSTM is lower than
LSTM in more time, it can be seen that B-LSTM the prediction effect of B-
LSTM is better. Figure 1(g) shows the R2 coefficient of determination of LSTM
and B-LSTM. At time T0-T4, compared with LSTM, the mean value of B-LSTM
is closer to 1 and the fluctuation is smaller in both X direction and Y direction,
which indicates that the fitting effect of B-LSTM is better and more stable.

Figure 1(h) and Fig. 1(i) show the offset curves of the two methods in the X
direction and Y direction of a single sample, respectively. The curve fitted by
B-LSTM is closer to the real vehicle trajectory, especially B − LSTMx, which
verifies adding the prediction of vehicle behavior can effectively reduce the fitting
error of the model.
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4.2 Simulation Results of Behavior Decision Model

We use SUMO for the behavior decision experiments. In order to better simulate
the interference of adjacent vehicles to autonomous vehicles, CACC [2] algorithm
is adopted to control adjacent vehicles. We compare the safety, efficiency, and
practicability of DMAV, TPAVDM, and IDM under the following state through
a simulation experiment.

Figure 2(a) shows the acceleration of autonomous vehicles with time under
the condition of fixed safety distance. Compared with TPAVDM, the acceleration
of DMAV is relatively stable in the start-up stage. And compared with the other
two methods, the acceleration of DMAV can be stabilized to zero faster, so
DMAV has better practicability.

Figure 2(b) shows the acceleration of autonomous vehicles with time under
the condition of fixed safety distance. Compared with TPAVDM and IDM,
DMAV has larger acceleration fluctuation and poor convergence, so it performs
poorly in practicability.

Figure 2(c) shows the distance between the autonomous vehicle and the pre-
ceding vehicle and the dynamic safety distance before and after the optimiza-
tion of DMAV. After optimization, the distance curve first increases and then
decreases until it fluctuates with the dynamic safety distance. The main reason is
that to improve practicability, DMAV makes concessions in efficiency after opti-
mization, but with the increase of simulation time, the distance curve after opti-
mization is gradually close to that before optimization. After a multi-objective
optimization algorithm, DMAV has higher security than before optimization
when ensuring the same efficiency.

Figure 2(d) and Fig. 2(e) show the acceleration of autonomous vehicles before
and after optimization of DMAV under the following state and braking state.
Compared with before optimization, the acceleration fluctuation of the opti-
mized DMAV algorithm is smaller and shows a downward trend. Therefore, the
optimized DMAV has higher practicability.

5 Conclusion

Different from previous studies, this paper introduces a multi-objective
optimization-based behavior decision method for autonomous vehicles. It simpli-
fies driving states of autonomous vehicles, gives the behavior decision method,
and optimizes it from the aspects of safety, efficiency, and practicality. Our future
work should proceed in the following aspects:

1) The introduction of an autonomous vehicle network can help autonomous
vehicles better perceive the surrounding environment. [3–5] are instructive.

2) Building vehicle groups [6] may further reduce the computational complexity.
3) Privacy protection [7] is very important and can effectively improve safety.
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Abstract. Estimating the traffic incident duration is of great impor-
tance to traffic control, traffic navigation, and transportation safety.
However, the complex road network topology and dynamic traffic condi-
tions make it challenging. In this paper, we propose a context-aware
spatio-temporal graph convolution framework, named TimeBird, to
estimate the duration time of traffic incidents. Specifically, we build the
dynamic weighted adjacency matrix and traffic incident risk similarity
matrix to learn the hidden spatial context correlations based on graph
convolution network. Then we employ the historical traffic speed of road
segments to learn the temporal dependency. Lastly, we design a context-
aware attention mechanism to adaptively learn the heterogeneous traffic
features for incident duration prediction. Extensive experiments on two
large-scale real-world datasets from DiDi ride-hailing platform demon-
strate the effectiveness of TimeBird.

Keywords: Traffic incident duration · Spatio-temporal features ·
Graph convolution network

1 Introduction

Traffic incidents are common in our daily transportation owing to various fac-
tors, such as bad weather and aggressive driving behaviors. If traffic incident
occurs, it will have a severe impact on road conditions of multiple adjacent road
links. Therefore, if the duration of traffic accident can be predicted timely and
accurately, Traffic Management Systems (TMS) can take effective measures to
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reduce losses, and ride-hailing platforms (e.g., DiDi, Uber) can present the bub-
ble trip reminder or give alternate routes for users to eliminate the side-effect of
traffic incident.

Traffic incident duration is defined as the time gap from its occurrence to its
ending in traffic scenarios. As shown in Fig. 1, it consists of three components,
discovery time (between occurrence and reporting), response time (between
reporting and starting of clearance) and clearance time (between the starting
of clearance and the ending). In recent years, there are several studies [1–3] on
estimating the duration of traffic incidents. However, they still have some chal-
lenges in capturing the heterogeneous spatio-temporal correlations, such as local
similarity and global tendency in road network topology, external factors, like
rush hours, holidays and weekdays etc.

Fig. 1. The time of traffic incident duration.

To address above challenges, we propose a context-aware spatio-temporal
graph convolution network for traffic incident duration prediction, called Time-
Bird. Our contributions are summarized as follows:

• A spatio-temporal framework is proposed to capture the traffic patterns and
road network topological dependency. Specifically, we build dynamic weighted
adjacency matrix in road network and risk similarity matrix to learn the
spatial representations of each road segment.

• We design a context-aware attention mechanism to adaptively learn the het-
erogeneous traffic features for incident duration prediction.

• Extensive experiments are conducted on two large-scale real-world traffic
datasets in Beijing and Shanghai, collected by DiDi ride-hailing platform,
which demonstrate the effectiveness of proposed model.

2 Related Work

2.1 Spatio-temporal Forecasting

In recent years, deep neural networks and graph neural networks have achieved a
significant performance in spatio-temporal forecasting, such as traffic flow fore-
casting, estimated time of arrival and risk prediction, etc. Specially, DCRNN [4]
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proposed diffusion convolutional recurrent neural network to capture the spatio-
temporal dependencies for traffic forecasting. DeepSTTE [5] integrated the CNN
and TCN to estimate the short-term travel time. Multi-graph [6] and SCEG [7]
utilized the spatio-temporal features to predict the bike flow and bike-sharing
demand. [8–11] designed spatio-temporal learning framework to estimate the cus-
tomized travel time and traffic accident risk respectively, based on heterogeneous
traffic features. However in scenario of predicting traffic incident duration, we
also need to consider the risk level of road segments except as the spatiotemporal
relationship.

2.2 Traffic Incident Duration

The existing methods on incident duration prediction are mainly divided into
two categories. One is data-driven approaches [1,2,12], they mostly regarded
the incident duration prediction as a regression task based on traffic sensor
data. [2] classified the congested level and sequentially predicted the duration
of each level. [12] proposed a gradient boosting decision trees (GBDTs) model
to predict the incident clearance time. Another is deep learning methods [3,
13,14]. Specifically, [13] designed an attention-based framework to learn traffic
patterns for traffic incident impact forecasting separately. However, in urban
road network, road segments have local similarity and global periodicity in traffic
behaviors. Therefore, we propose a context-aware fusion model to capture the
dynamic dependencies of road network for traffic incident duration prediction.

3 Problem Definition

Definition 1. Road Network. We treat the road network as a directed graph
G = (V,E,A, F,X). Specifically, V is set of nodes (road segments) and E is
the set of edges (connectivity between road links) in the graph. A ∈ R

N×N is
adjacency matrix, where N is the number of nodes. F ∈ R

N×M indicates the
feature matrix of each road segment in road network, where M is the feature
dimensions of each road segment. It mainly includes length, width, direction,
road class (e.g., high-speed), number of lanes and speed limit. We denote the
traffic matrix as X ∈ R

N×D, where D is the time dimension. For example, the
element xt

i of X indicates the observed traffic speed of i-th link at time step t.

Traffic Incident Duration: Given an incident occurrence time to, the loca-
tion where the accident occurred (i.e., the road link), and the current traffic
speed xto

i of the road link, our aim is to predict the duration of the traffic acci-
dent with combining the heterogeneous spatio-temporal features and contextual
information.

The variable parameters are summarized in Table 1.
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4 Model Architecture

To capture the traffic fluctuation and estimate the duration time of traffic acci-
dent, we propose the spatio-temporal framework, named TimeBird, to learn the
heterogeneous hidden features about traffic accidents. The overall architecture
of TimeBird is shown in Fig. 2. It mainly includes three subcomponents, i.e.,
spatial correlations, temporal dependency and contextual information. Specifi-
cally, we explore graph convolution networks to capture the hidden topology in
spatial correlations, then utilize GRU to learn the temporal dependency from the
historical traffic speed, and lastly employ embedding method to transform the
external attributes (e.g., week, holiday) into low dimensional vector. To adap-
tively model the heterogeneous features, we utilize the attention mechanism to
calculate the attention weights for predicting the traffic accident duration.

Table 1. The description of notations

Variables Description

Rt
i Indicates the sums of traffic accidents occurred in road link i at time interval t

Â Normalized adjacency matrix

Si
r The road properties distributions of road link i in road network r

Ht The hidden state at time interval t

Ha The hidden features with attention weights

Fig. 2. The architecture of TimeBird. We explore the spatio-temporal learning com-
ponents and attention mechanism for traffic incident duration prediction.
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4.1 Spatial Correlations

The post-effect of a traffic accident is strongly affected by the hidden road net-
work topology and road characteristics. To adaptively model the spatial corre-
lations, we build the dynamic adjacency matrix and risk similarity matrix, then
employ GCN to learn the representation of each road segment.

Specially, the great success of graph convolution have demonstrated in cap-
turing graph data. According to the [15], the hidden layer of GCN encodes both
graph structure and features of nodes, which can be formulated as follows:

H l+1 = σ(ÂH(l)θ(l))

Â = ˜D− 1
2 ˜A ˜D− 1

2

˜A = A + I

(1)

where σ(·) is an activation function. θ(l) means the trainable weight matrix. H(l)

means the hidden matrix of l-th layer, and H(0) = X, which means the feature
matrix. ˜A denotes the adjacency matrix with self-loops. I is the identity matrix,
˜D is the degree matrix, which is calculated as ˜Dii =

∑

j
˜Aij .

To capture the spatial correlations of road links from different aspects, we
build two similarity matrices, including dynamic adjacency matrix and risk sim-
ilarity matrix. Specifically, we extract the road segments and traffic accident risk
between any two road links and utilize the Jensen-Shannon divergence [10,16] to
calculate the similarity weights A∗ = {Aroad, Arisk}. Taking the road similarity
as an example, the method is as follows:

Aroad(i, j) =

{

1 if road link i and road link j are adjacent
e−JS(Si

r||Sj
r) otherwise

(2)

JS(Si
r, S

j
r) =

1
2

∑

1≤d≤D

(

Si
r(d) log

2Si
r(d)

Si
r(d) + Sj

r(d)
+ Sj

r(d) log
2Sj

r(d)
Si
r(d) + Sj

r(d)

)

where Si
r, S

j
r ∈ R

D mean the road properties distribution of road link i and j
in road network topology r. Si

r(d) denotes the d-th dimension of Si
r. Similarly,

we utilize traffic accident risk Rt
i to calculate the risk similarity Arisk(i, j) in

different time intervals.
Then we utilize a two-layer graph convolution to produce the hidden features

of road segment, with considering dynamic spatial correlations and traffic risk.
The forward of graph convolution can be presented as follows:

Hs = f(X,A∗) =
∑

∗∈{road,risk}
σ(A∗σ(A∗XW

(0)
∗ )W (1)

∗ ) (3)

where σ(·) means the activation function, such as ReLU , W
(·)
∗ is the learnable

weight matrix. Hs denotes the output of the multi-graph convolutions for cap-
turing the spatial correlations.
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4.2 External Attributes

The occurrence of traffic accidents is strongly correlated with external factors,
such as weather, working days, morning and evening rush hours, etc.

For example, as shown in Fig. 3, we plot the hourly ration fluctuation of traffic
accidents occurrence during one day in weeks. The x axis is the hour of one day,
y axis denotes the ratio of traffic accident occurrence in each day. Specifically,
there are high incidence in morning and evening rush hour. In addition, the
working days and weekends have different pattern of traffic fluctuation.

Fig. 3. The fluctuation of traffic accident occurred in one week.

In this work, we incorporate the heterogeneous features of external attributes
for predicting traffic incident duration. Owing to these features are categorical
value, they cannot be directly fed into neural networks. Therefore, we utilize the
embedding method [8] to transform them into low-dimensional vectors as Hc.
In our experiment, we embed the day in one week into R

7, morning or evening
rush hour into R

3, weather condition into R
6, and the holiday into R

2.

4.3 Temporal Correlations

The occurrence of traffic accidents has short-term similarity during one day
and long-term periodicity in weeks. In Fig. 3, we can observe that there is an
adjacent trend and week periodicity during one day and weeks. In addition, the
traffic condition of road segment is a crucial factor for estimating traffic accident
duration. Therefore, we utilize time series model GRU to capture the temporal
correlations for forecasting with integrating the traffic speed of road segment.

Specifically, we extract the traffic speed data from the recent T time intervals
and the same time interval in the historical p weeks to produce the sequential
features Xf = (Xp,Xt−T+1, ...,Xt), f = p + T as the input to capture the
temporal correlations:

Ht = GRU
(

[Hs||Xf ||Hc],Ht−1

)

(4)



TimeBird: Context-Aware Graph Convolution Network 191

where || is vector concatenation operation at specific dimension. Ht means the
hidden state at time interval t with considering the spatio-temporal correlations
and contextual information.

4.4 Context-Aware Attention Mechanism

In traffic scenarios, different road conditions at various time periods have dif-
ferent effects on accident duration prediction. Inspired by [10], we utilize an
attention mechanism to adaptively model the dynamic spatio-temporal features.
The hidden feature with attention weights Ha is calculated as follows:

Ha =
s

∑

t=1

αt · Ht (5)

where t is the time interval, s is the length of time window. αt is an attention
weight at t-th time step, Ht is the hidden feature of the output in GRU, and the
sum of attention weight is

∑s
t=1 αt = 1.

Specifically, the attention weight αt is calculated as:

αt = softmax
(

ReLU(Wt · Ht + bt)
)

(6)

where Wt and bt are learnable parameters.

4.5 Model Training

Owing to the traffic accidents are affected by various factors, so we fuse the
spatio-temporal features and external features to learn the correlations and
accurately predict the duration time of accident. We feed it into the FC (Fully-
Connected Layer) to dynamically capture the relation of hidden features.

ŷ = FC
(

Wa · Ha + ba

)

(7)

where Ha denotes the heterogeneous features with attention weights, Wa is the
learnable weight matrix, ba is the bias item.

In model training phase, we utilize mean-squared error (MSE) as the loss
function to learn the model parameters, which is calculated as follows:

Loss(y, ŷ) =
1
N

N
∑

i=1

(yi − ŷi)2 (8)

where y is the ground truth of traffic accident duration, ŷ denotes the prediction
of proposed model, i is the i-th training sample, N is the total number of training
data.

5 Experiments

In this section, we evaluate the performance of TimeBird on two large-scale real
traffic datasets from DiDi ride-hailing platform. We present the details as follows:
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5.1 Implementation

The time period of traffic datasets is from Nov 1th to Nov 28th, 2021. It mainly
includes the traffic event data, road network topology, road characteristics, traffic
conditions and external informations. The sample of traffic event records the
time, location, accident type, and duration of the accident. As for the road
characteristics (e.g., length, width), owing to the various data range, we employ
Z-score to normalize it in data preprocessing. The details of Parameters and
Evaluation Metrics are as follows:

Parameters: In experiment, we divide the dataset into training, validation and
test set with a ratio of 6:2:2. To learn the temporal correlation, we set the time
interval as 2min. The hidden size of GRU is 128. During the model training
phase, we utilize the Adam optimizer and set the learning rate as lr = 0.001.
We implement the TimeBird based on PyTorch, and train the model on 64-bit
server with NVIDIA GTX 2080Ti.

Evaluation Metrics: To validate the performance of TimeBird on traffic inci-
dent duration, we adopt three criterions, MAPE(Mean Absolute Percentage
Error), MAE (Mean Absolute Error), and RMSE (Rooted Mean Square Error).

5.2 Comparison with Baseline Methods

To evaluate the effectiveness of TimeBird, we compare it with the following
baselines:

SVR [17]: SVR (Support vector regression) is widely utilized in time-series
analysis and statistical learning.

RF [2]: Random Forest is a method to predict the post-impact after the
traffic accidents using the crowdsourcing data.

ASTGCN [18]: An attention-based spatio-temporal graph convolution net-
work is designed for traffic flow forecasting. Because of the different forecasting
tasks, we convert multi-step into single-step prediction in experiments.

HastGCN [13]: It proposes a hierarchical attention-based spatio-temporal
model for predicting the impact of traffic incidents from traffic sensor data.

Table 2. The comparisons for traffic accident duration prediction.

Methods Beijing Shanghai
MAPE(%) MAE(min) RMSE(min) MAPE(%) MAE(min) RMSE(min)

SVR 63.26 49.25 57.16 71.32 56.83 77.38

RF 58.42 43.58 49.63 67.02 52.31 58.06

ASTGCN 45.17 33.69 43.26 55.81 48.79 59.24

HastGCN 40.06 34.72 41.86 47.35 38.28 43.65

TimeBird 37.52 29.31 34.28 42.93 36.33 41.82
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We conduct the experiments on large-scale traffic dataset in Beijing and
Shanghai. The experimental results are shown in Table 2. We observe that the
MAPE of conventional methods (SVR, RF) is nearly 15% higher than deep learn-
ing models (variants of GCN). This is because the duration of traffic accident is
not only affected by the road conditions at the accident’s occurrence time, but
also by the hidden topology of its road segment. Due to the proposed model of
TimeBird simultaneously considers the spatio-temporal dependencies and risk
similarity, so it is nearly average 3% lower than HastGCN.

Fig. 4. Ablation study on different fea-
tures.

Fig. 5. Ablation study on attention
mechanism

Effect of Feature Fusion. To demonstrate the efficacy of spatio-temporal fea-
tures, we separately conduct the experiment with different features, like road
network topology and feature fusion (combining road network topology and
traffic speed). And the result is shown in Fig. 4. We observe that the MAPE
of feature fusion is lower than road network in compared methods. Therefore, it
can achieve a better performance for incident duration prediction.

Effect of Attention Mechanism. To validate the performance of attention
mechanism, we conduct the experiments with/without attention mechanism,
respectively. The result is shown in Fig. 5. We observe that the deep learning
methods with attention achieves a lower value of MAPE than without it.

6 Conclusion

In this paper, an end-to-end context-aware spatio-temporal framework is pro-
posed to predict the duration of traffic accident. It effectively models the spatio-
temporal correlations with considering the urban road network topology and
risk of traffic accident. We have conducted extensive experiments on real-world
heterogeneous traffic dataset in two cities, and the results demonstrate the effec-
tiveness of proposed model. However, traffic incident duration is affected by
various factors, like the level of traffic congestion and its propagation behaviors.
In the future work, we will take it into account to improve the accuracy.
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Abstract. In this paper, we investigate the channel resource alloca-
tion problem in device-to-device (D2D) based VANETs. According to
the vehicle density, we first mark the urban transportation scenario into
intensive and sparse areas, in which we categorize the communication
links as “altruistic” and “ego” links respectively in the consequence of
marking results and vehicle attributes. Secondly, the altruistic links are
further grouped in terms of an improved spectral clustering algorithm
proposed hereby. Moreover, channel resources are dedicated to ego links
and different clusters of altruistic links in order to alleviate communi-
cation interference and achieve better performance. We formulate an
optimization problem of power control for channel resource allocation to
maximize the total channel throughput. Fortunately, after reshaping the
original problem into a D.C (difference of two convex functions) prob-
lem, which can be solved by interior point method, the optimal power
allocation method is yielded. Intensive simulations are carried out across
various configurations, and the results prove that our scheme has superior
performance.

Keywords: VANETs · Scenario marking · Vehicle clustering ·
Resource allocation

1 Introduction

Vehicular ad hoc network (VANET), as one of the key technologies for realizing
intelligent transport systems, is gradually becoming a hot topic of research. Sup-
ported by the 3rd Generation Partnership Project (3GPP) and widely deployed
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cellular networks, VANETs are able to provide a promising solution to user
messaging aided by device-to-device (D2D) communications [1]. Nonetheless,
ensuring the diverse quality of service (QoS) in a complex and changing vehicle
network is still a challenging problem [2]. To solve such problems, efficiently allo-
cating shared spectrum resources becomes of paramount importance in VANETs.

Most of the current research is based on allowing D2D users to share the
spectrum resources of cellular users, and reinforcement learning is involved as a
powerful tool for this purpose. In [3], Ye et al. considered each V2V link as an
agent and used reinforcement learning methods to make optimal decisions about
the spectrum and transmission power. He et al. combined graph convolutional
neural networks (GNN) with reinforcement learning to develop a distributed
GNN-based reinforcement learning scheme [4].

In addition to the above-mentioned reinforcement learning schemes, in
[5], Zhang et al. applied graph theory to the resource allocation problem in
VANETs and proposed resource sharing schemes for both interference-aware and
interference-classification graphs. In [6], Hu et al. used the social attributes of
vehicle users to develop a socially aware clustering resource allocation algorithm
to optimize the transmission power of all links.

In this paper, we firstly go deep in the modeling issue in V2V communications
within the scope of urban scenario. More interference exists in places with higher
vehicle density, depending on the density of vehicles, we mark the urban scenario
as dense and sparse areas and cluster the V2V links in the dense ones. We endow
the “altruistic-awareness” and “ego-awareness” to vehicles and links in dense and
sparse areas. In this way we can ensure that the interference suffered by links
located in sparse areas during resource allocation is always at a low level, thus
ensuring fairness in resource allocation. Later, we allocate spectrum resources
and control power usage according to the marking results and link attributes.
The contributions of this paper are summarized as follows:

• In accordance with different levels of interference in various scenarios, we pro-
pose a density peak-based scenario marking scheme to differentiate users. This
will ensure fairness in resource allocation and avoid users in low interference
scenarios from being assigned to resources with higher interference.

• We model the resource allocation problem as an optimization problem to max-
imize channel throughput and develop a link clustering method that can effec-
tively reduce interference. To improve the resource efficiency of the VANET,
we divide the channel resource competitors into two parts, i.e., clusters of V2V
links and individual V2V links, and allocate channels to them individually.

• For the pragmatic implementation of our algorithm and alleviation of network
overheads, we develop a distributed power control scheme that allocates power
to the links within each channel individually. Through recasting the prime
problem into a new form with identical optimality, the optimal allocation
solution can be acquired through interior point method.
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2 System Model

As shown in Fig. 1, we consider a vehicle network with M cellular users (CUE)
and K pairs of device-to-device (D2D) users, where all devices are equipped with
one single antenna. Each cellular user communicates with the Base Station (BS)
to form a V2I link which is used to support a variety of bandwidth-intensive
applications. Each pair of D2D users establishes a V2V link to enable safety
information to be shared between neighboring vehicles.

Fig. 1. An example of vehicle communications

Define the set of V2I links as M = {1, 2, . . . ,m}, and the set of V2V links
as K = {1, 2, . . . , k}. We assume that each V2I link has been pre-assigned an
orthogonal spectrum band, i.e., the mth V2I link occupies the mth channel. The
set of channels can therefore also be denoted by M . To improve the spectrum
efficiency of the vehicular network, we allow all V2V links to share spectrum
with V2I links, i.e., one or multiple V2V links can share the channels of V2I
users.

The signal to interference noise ratio (SINR) for the mth V2I link can be
written as

rc
m =

P c
mgm,B

∑K
k=1 ρm

k P d
k g̃k,m + σ2

(1)

where P c
m and P d

k denote the transmission power of the mth V2I link and the
kth V2I link respectively, gm,B is the channel gain of the mth V2I link on the
mth channel, g̃k,m is the interference gain of the kth V2I link to the mth V2I
link. σ2 is the additive white gaussian noise. ρm

k is a binary variable, If the kth

V2I link uses the channel of the mth V2I link, then ρm
k = 1, otherwise ρm

k = 0.
The signal to interference noise ratio (SINR) for the kth V2V link can be

written as

rd
k =

P d
k gk

∑K
k �=k′ ρm

k′ρm
k P d

k′ g̃k′,k +
∑M

m=1 ρm
k P c

mg̃m,k + σ2
(2)
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where gk denotes the channel gain of the kth V2V link, and g̃k′,k denotes the
interference gain of the k′th V2V link to the k′th V2V link. g̃m,k denotes the
interference gain of the mth V2I link to the kth V2V link. Similarly, ρm

k′ and ρm
k

are binary variables. ρm
k′ρm

k = 1 means that the k′th V2V link shares the same
channel with the kth V2V link, and the kth V2V link shares the same channel
with the mth V2I link.

Hence the throughput of the mth V2I link is

Rc
m = log(1 + rc

m) (3)

The throughput of the kth V2V link is

Rd
k = log(1 + rd

k) (4)

In general, V2V links mainly bear vitally important information, such as
safety related data, while V2I links support entertainment services of less impor-
tance [7]. To ensure quality-of-service (QoS) in V2X networks, the transmission
of V2V links should be given a higher priority. Therefore, our goal is to maximize
the total throughput of V2V links while ensuring that the V2I links meet the
desirable rates. The channel resource allocation problem can be formulated as
the following optimization problem:

max
ρ

R =
∑

k∈K

log2(1 + rd
k) (5)

subject to
rc
m ≥ r0 (6)

0 ≤ P d
k ≤ Pmax, ∀k ∈ K (7)

ρm
k ∈ {0, 1}, ∀k ∈ K,m ∈ M (8)

∑

m∈M

ρm
k = 1 (9)

where (6) indicates the minimum SINR to be satisfied for each V2I link and (7)
indicates the range of transmission power allowed for each V2V user. (8) and
(9) show that the channel occupied by each V2I link can be shared by multiple
V2V pairs, but only one channel can be occupied by each V2V pair.

Problem (5) is an MINLP problem, and it is difficult to obtain a global
optimal solution in a complex and variable V2X network. Therefore, we split
it into two subproblems, channel allocation and power control, to solve them
individually.

3 Channel Resource Allocation Mechanism

This section discusses the clustering and channel allocation scheme for V2V
links. The scheme consists of three main components:
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3.1 Scenario Marking Based on the Density of Vehicles

To filter out V2V links for clustering, the map was marked into “dense areas”
and “sparse areas” based on the number and the density of vehicles. Assume
that the set of all vehicles in the network is V = {v1, v2, . . . , vi}. Inspired by the
density peaks clustering algorithm (DPCA) [8], for each vehicle vi we introduce
the local density ρi and the relative distance δi:

ρi =
∑

j �=i

χ(dij − dc) (10)

where dij is the distance between vi and vj , and dc is the truncated distance. χ

is a logical judgment function, which has the expression χ(x) =

{
1, x ≤ 0
0, x > 0

.

δi =

⎧
⎨

⎩

max
j

(dij), if ρi is the maximum

min
j:ρj>ρi

(dij), otherwise
(11)

According to these two functions, we set the criteria for vehicles in dense or
sparse areas. The exact steps are shown in Algorithm 2.

In order to ensure the fairness of resource allocation, we give “altruistic aware-
ness” to vehicles in dense areas and “ego awareness” to vehicles in sparse areas. At
the same time, we consider the V2V links of vehicles with “altruistic awareness”
as “altruistic links” and the other V2V links as “ego links”. By differentiating the
links, we can ensure that the “ego links” are always subject to a lower level of
interference in the resource allocation process.

3.2 V2V Links Clustering

Interference amongst V2V links could be more intensive due to the higher density
of vehicles, and vice versa. For fairness in resource allocation, we first cluster the
V2V links that have a “altruistic awareness” and ensure that interference within
each cluster is minimal.

Inspired by graph theory, we consider each V2V link with “altruistic aware-
ness” as a vertex in the graph, with an edge connected them when the vertices
interfere with each other. Assume that there is interference between vertex v
and vertex u, the weight of the edge between them is

ωu,v = α
1

Iu,v
+ β

1
Iv,u

(12)

where Iu,v is the interference from the transmitter u to the receiver v and Iv,u is
the interference from the transmitter v to the receiver u. α, β are normalization
constants.

Based on the calculated weights, we can construct the adjacency matrix W
and the degree matrix D for the whole graph. Then we use the spectral clustering
algorithm to group the nodes into clusters.
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Algorithm 1. Scenario marking
Input: Vehicles collection D; Truncation ratio t; k
Output: Collection of vehicles in sparse area Ψ ;

Collection of vehicles in dense areas Φ
1: Calculate and Rank distances between vehicles;
2: Use t to find the truncation distance dc

3: for i : D do
4: Calculate ρi

5: Normalized to ρi

6: end for
7: for i : D do
8: Calculate δi
9: Normalized to δi

10: if δi/ρi > k then
11: Add i to the set Ψ ;
12: else
13: Add i to the set Φ;
14: end if
15: end for

3.3 Channel Allocation

In this sequel, we divide the competitors of channel resources into two categories:
V2V “ego links” and clusters consisting of V2V “altruistic links”. The whole
process of allocating channel resources is divided into two steps:

(1) First, we calculate the interference gain between V2V link clusters and V2I
links in the channel. We subsequently solve this weighted bipartite graph
matching problem using the Hungarian algorithm.

(2) For each “ego link”, we calculate the interference value of each channel to it
and select the channel with the least interference. In this process, we allow
two or more ego links to select the same channel.

4 Distributed Power Control Scheme

To reduce network overhead, this paper adopts a distributed power control
scheme to allocate power to multiple links sharing the same channel to ensure
that the channel throughput is at an optimal level.

4.1 Power Control Based on the Interior Point Method

Assume that the set of V2V links in the channel is Km = {1, 2, . . . ,Km}. For
each channel optimization problem can be rewritten as:

max
Pd

km

Rm =
∑

k∈Km

log2(1 + rd
km

) (13)
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subject to
rc
m ≥ r0 (14)

0 ≤ P d
km

≤ Pmax, ∀km ∈ Km (15)

It is obvious that the objective function is neither convex nor linear, which makes
this problem extremely difficult to solve. We first rewrite the problem in the form
of the difference between two convex functions:

Rm(P ) = fm(P ) − lm(P ) (16)

where fm(P ) =
∑Km

km=1 log2(
∑Km

n=1 P d
ngn,km

+ P c
mgm,km

+ σ2) and lm(P ) =
∑Km

km=1 log2(
∑Km

n∈Km,n �=km
P d

ngn,km
+P c

mgm,km
+σ2). Problem (13) is equivalent

to
Rm(P, P ′) = fm(P ) − (lm(P ′) + 〈�lm(P ′), P − P ′〉) (17)

subject to (14), (15)
To solve (17), we can use the interior point method to approximate the

optimal solution by iteration. We introduce the barrier function:

φ(P ) = −
Km∑

km=1

log(P d
km

) −
Km∑

km=1

log(Pmax − P d
km

)

−log(P c
mgm,B/r0 − σ2 −

Km∑

km=1

P d
km

gkm,m)

(18)

At this point, the entire optimization problem can be rewritten as:

min − tRm(P, P ′) + φ(p) (19)

subject to
rc
m ≥ r0 (20)

0 ≤ P d
km

≤ Pmax, ∀km ∈ Km (21)

Next, we solve the problem (19) using Newton’s iterative method to finally
obtain the optimal power allocation for each link in the channel. The detailed
process is given in Algorithm2.

4.2 Complexity Analysis

The interior point method is divided into internal and external iterations. The
external iteration modifies the dual gap, while the internal iteration finds the
appropriate step size using Newton’s method. Calculating the step length first
requires solving the gradient as well as the Hessian matrix, so the complexity of
solving the step length is O(N4). Assume that the number of internal iterations,
is C1, and the number of external iterations is C2. The outermost iteration of
Algorithm2 is C3. Then the overall complexity of Algorithm2 is O(C1C2C3N

4),
where the specific value of C1, C2, C3 is controlled by the solving tolerance ε.
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Algorithm 2. Power Control
Input: initial power P 0, number of iterations i, tolerance ε > 0
Output: optimum power P i, channel throughput Ri

m

1: for i = 1, 2, . . . do
2: Using the interior point method to solve Problem (19) and obtain P i

3: Bring P i into (13) to calculate the channel throughput Ri
m

4: end for Until | Ri
m − Ri−1

m |< ε

Fig. 2. The real road network in a certain area of Hefei, China

5 Experiment

To evaluate the performance of the developed resource allocation scheme, the
following simulations are carried out. As shown in Fig. 2, a rectangular area of
1800m×600m is captured from the real road network as an urban road scenario,
where the base station is located in the center of the area. The specific simulation
parameters are shown in Table 1.
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Fig. 3. Effect of the number of clusters on the average intra-cluster interference

Figure 3 compares the average intra-cluster interference of the clustering
scheme in this paper (SMVC) with the MAX N -cut [9] scheme. It can be seen
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Table 1. Simulation parameters

Parameters Value

Number of V2I links 6
Number of V2V links 25
Base station height 25m
Base station antenna gain 8 dBi
Vehicle height 1.5 m
Vehicle antenna gain 3 dBi
Noise power −114 dBm
SINR threshold for V2I 5 dB
V2I path loss model 128.1+37.6*log10(d), d in km
V2V path loss model LOS in WINNER+B1
Shadowing distribution Log-normal
Fast fading Rayleigh fading
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Fig. 4. (a) shows the effect of V2I link power on the total throughput of all channels in
different cases, and (b) shows the effect of the number of V2V links in a single channel
on the throughput.

that the average intra-cluster interference of our scheme is significantly lower
than that of the other scheme. In addition, it can be seen that the higher the
number of clusters, the lower the average intra-cluster interference.

From Fig. 4(a), it can be seen that the higher power of the V2I link, the
lower total channel throughput. Besides, we show the performance of the total
channel throughput with different maximum power of V2V links. It can be seen
that our scheme is significantly better than the random power allocation scheme.
Figure 4(b) shows the effect of the number of V2V links within a single channel
on the throughput. We can see that as the number of links increases, the channel
throughput shows an increasing trend.
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6 Conclusion

This paper investigates the problem of resource allocation based on Scenario
marking and vehicle clustering, where each V2I link shares a channel with mul-
tiple V2V links. Vehicles are given different attributes depending on the area
in which they are located, and we classify V2V links into “altruistic links” and
“ego links” according to their attributes. Considering the fairness of resource
allocation, we first cluster and allocate channels to “altruistic links” to reduce
intra-cluster interference. The “ego links” can choose to join channels that inter-
fere with their own. Finally, we resort to the interior point method to solve the
optimization problem of distributed power allocation, while achieving a better
result.
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Abstract. Dense areas of pedestrians in complex crowded scenes tend to disrupt
the proper path of the agents. The agents usually avoid gathering areas to find a
reasonable pedestrian-sparse path, slow down the speed to walk, and wait for the
gathering pedestrians to disperse. The accurate trajectory prediction in gathering
areas is a challenging problem. This work introduces a new feature that affects tra-
jectories to address this problem. The area gathering feature that allows agents to
plan future paths based on the gathering level of pedestrians. The gathering areas
as well as indicate the degree of gathering in the areas by means of a dynamic
pedestrian filtering method to generate a trajectory heat map. Besides, the convo-
lutional neural network is used to extract the corresponding area gathering feature.
Furthermore, a new approach is proposed for inter-agent interactions that makes
full excavation of deep interaction information and takes into account a more
comprehensive interaction behavior. This work predicts trajectories by incorpo-
rating multiple factors such as area-dense features, social interactions, scene con-
text, and individual intent. The prediction accuracy is significantly enhanced and
outperforms state-of-the-art methods.

Keywords: Trajectory prediction · Gathering areas · Trajectory heat map ·
Social interactions

1 Introduction

Trajectory prediction predicts the path for a while in the future by studying the motion
behavior of the agent. For pedestrians, the uncertainty of personal intentions, the com-
plexity of social relationships among pedestrians, and the variability of pedestrians’
surrounding environment. This makes the prediction task challenging.

In trajectory prediction, some researches [1, 2] use a social interaction pool to model
the interaction between pedestrians, considering the influence of other pedestrians on the
target pedestrian from the local andglobal aspects of the scene, respectively.However, the
proposed social interactionmodel often identifies incorrect interaction agents. Sadeghian
et al. [3] encoded the interactions between agents by a more reliable feature extraction
strategy from a bird’s eye view to learn the scene context. And the proposed attention
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mechanism to combine scene context [4, 5] and social interaction to generate accurate
interpretable social and physical feasible paths. However, the social attentionmechanism
is unable to memorize the social interactions of long-time pedestrians. Sun et al. [6]
has built more interpretable social interaction graphs based on the relationships between
pedestrians. And the deep social interaction features are extracted by graph convolutional
neural network. However, the building of social interaction graphs consumes a large
amount of time and resources. Besides, some work [7, 8] has used the novel thought
of dividing the prediction into target points and way lines, improving the accuracy of
prediction significantly.

Fig. 1. GA-GAN uses the trajectory heat map to highlight gathering areas, and combines the
agent interaction algorithm to predict a reasonable trajectory.

This work proposes the GA-GANmethod to solve the above problems. As in Fig. 1,
GA-GAN considers the influence of the pedestrian gathering area on the agent’s future
path. Using the method of trajectory heat map to highlight gathering areas, thereby
there are more attention for them in the procession of model prediction. And making
full excavation of deep interaction information, GA-GAN simulates complex social
interactions by pedestrians considering each agent’s distance and intention. GA-GAN
makes the prediction of each agent’s pathmore reasonable and accurate by combining the
information of scene context, pedestrian gathering areas, and social interactions between
agents. The main contributions of this work are as follows:

• This work innovatively proposes trajectory prediction based on the fusion of gathering
area features with other features and achieve excellent results.

• This work proposes a method that generates a trajectory heat map to represent the
gathering areas and proposes the dynamic pedestrian filtering method (DPFM) fuzzy
motion pedestrian to solve the problem of gathering area uncertainty.

• This work proposes a comprehensive and interactive approach to social interaction.
• The GA-GAN is the state-of-the-art model on the ETH/UCY dataset.

2 Related Work

2.1 Gathering Area

The study of gathering areas is generally applied in the fields of urban traffic, trajectory
hotspot area discovery, and area gathering density analysis.Most of the researchmethods
of gathering areas involve several traditionalmethods (K-means and someof its improved
methods) [9] have detected scene hotspots by a two-stage clustering approach, in which
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spatial clustering of trajectory points with spatial and temporal attributes [10–12] was
applied using spatial clustering based on temporal density. Choi et al. [13] have generated
a heat map based on the relational features gathered by agents in areas, and predicts the
relational features of the future target location in the heatmap form. In this paper, theGA-
GAN generates a trajectory heat map with time dependence to represent the gathering
level of an area of pedestrians at a certain period. Then combine other features to make
the model predict a more accurate and reasonable path.

2.2 Generative Modeling

Goodfellow et al. [14] have proposed a new type of generative model, generative multi-
functional networks, which is trained as a very small game between the generative and
discriminative models. In Gupta et al. [2], the S-GAN has been proposed to combine
GANwith trajectory prediction for the first time and proposed a social interaction model
with multivariate losses to encourage GAN generative networks to extend their normal
distribution and cover the space of possible paths. However, since S-GAN does not fully
utilize the deep interaction information of pedestrians in the social interaction model.
Many approaches have improved it by using attention mechanisms [15], adding feasibil-
ity constraints, and learning more accurate sample distribution to synthesize pedestrian
interaction models and explore the influencing factors of pedestrian trajectories. In this
paper, the GA-GAN makes full use of social interaction information and incorporates
an attention mechanism to enhance scene interaction.

Fig. 2. Structure figure of GA-GAN, which consists of a feature extraction module, a trajectory
generation module and a trajectory discrimination module.

3 Method

3.1 Problem Definition

Trajectory prediction is the process of learning the first obs time walker trajectories to
predict the future path of the next pred time steps. This work defines the model input
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as
{
X i
t

}
i ∈ N , t ∈ [1, obs], i.e., the trajectory coordinates of the i-th person in the

current scene at the observed t-th time step, where X i
t = (

xit, y
i
t

)
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∧i
t

}
i ∈ N , t ∈ [

1, pred
]
, In addition, we define the true trajectory coordinates of the

latter pred time step as
{
Y
i
t

}
i ∈ N , t ∈ [

1, pred
]
.

3.2 GA-GAN

The proposed model is based on the GAN consisting of a generator and a discriminator.
as shown in Fig. 2. The generator consists of a feature extraction module and a trajectory
generation module, which are continuously trained to learn the path distribution of the
agent and generate reasonable future trajectory samples for the agent. The discriminator
consists of an LSTM-based encoder, which distinguishes whether the generated agent
trajectory is feasible or not.

Fig. 3. The (a) represents the heat map of the trajectory generated without the DPFM. The (b)
represents the heat map of the trajectory generated with the DPFM.

Feature Extraction

Area Gathering Feature. We use the deep learning [16, 17] method to obtain the influ-
ence of the gathering area on the agent. Firstly, the trajectory coordinatesXt of pedestrians
in space need to be pre-processed, which can prevent the problem that the generated spa-
tial heat map is inconsistent with the original scene coordinate distribution due to the
inconsistent coordinate scaling of different scenes.

Next, we represent the spatially gathered areas by transforming the trajectory coor-
dinates of pedestrians into a trajectory heat map St , as in Eq. 1. The St is of fixed size,
with width W and height H respectively. GauKe is a method we propose to generate a
Gaussian kernel centered at the k-th pedestrian trajectory coordinate X k

t at time step ts,
with r as the scope of influence of the agent k. The nped is all the pedestrians in the scene
at the current time steps.

St =
∑k∈[

1,nped
]

k=1 GauKe
(
X k
t , r

)

nped
(1)
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This work proposes DPFM to solve the uncertainty of the gathering area of walking
people at the current time by blurring the moving pedestrians. The DPFM reduces the
impact of pedestrianswith a speed greater than v on the scene to highlight the areaswhere
people are gathered,making themodel easier to extract the features of the gathering areas.
Here v is a threshold value. If the moving speed vmov is above v, the r ofGauKe function
is reduced by 2–1/Sigmoid(vmov-v) times. The effect is shown in Fig. 3. Besides, we take
the trajectory heat map connection of the first ts time steps to prevent the gathering areas
from changing. At last, as Eq. 2 using convolutional neural network to down-sample the
trajectory heat map to extract the area gathering features.

At = CNN
(
St−ts:t; Wcnn

)
(2)

Individual Behavioral Feature. The GA-GAN uses a long short-term memory (LSTM)
network as an encoder to capture the temporal dependencies of the observed agent
trajectory coordinates. The previous t-step trajectory coordinate of agent i X i

t is then
input to the LSTMen to obtain the behavioral features Bi

t , as in Eq. 3.

Bi
t = LSTM

(
X i:t, hient−1; Wen

)
(3)

Environmental Feature. The GA-GAN uses VGG-16 to process each frame of the video
I to extract the environmental features Et , and uses a self-attention mechanism to
emphasize areas with high impact, as in Eq. 4.

Et = ATTEN
(
VGG − 16

(
It, ht; Wvgg−16

))
(4)

Fig. 4. The internal structure diagram of SIM about agent i

Social Interaction Feature. The social interaction of the agent is related to the spatial
relationship between the agents in the scene and the intention of the agents. The social
interaction module (SIM) of GA-GAN obtains the social interaction representation of
agent i based on the location relationship Lrel between agent i and other agents and the
personal intention of agent i to get the social interaction representation of agent i, as
shown in Eq. 5. In SIM, the influence of other agents on agent i in terms of position
and behavior is inferred from the relative position of agent i with other agents and their
behavior, as shown in Fig. 4. Then the pedestrian with the greatest influence among the
influence of other agents over agent i based on the behavior of agent i is selected as the
interaction object of agent i.

Sit = SIM
(
Lirelt, B

i
t; WSIM

)
(5)
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Trajectory Generation
The trajectory generation fuses the above features and white noise vector z sampled
from a multivariate normal distribution to obtain a multi-source feature that can describe
and constrain agents. The multi-source features are fed into the multilayer perceptron to
obtain a semantic vector, which adequately represents themulti-source information. And
then the vector is input into the LSTM-based decoder, which generates reasonable paths
that conform to the realistic trajectory pattern and are robust by learning the relationship
between the multi-source features of agent i in the temporal dimension, as shown in
Eq. 6.

Ŷ i
t+1 = Generation

([
Bi
t, At, Et, S

i
t , z

i
t

]
, hgentit ; Wgen

)
(6)

Trajectory Discrimination
The trajectory discrimination consists of an LSTM-based encoder and a MLP. The
encoder estimates the time-dependent future state of the trajectory of pedestrian i by
learning the distribution of the trajectory of the input pedestrian i. The MLP discrimi-
nates the trajectory of pedestrian i based on the temporal dependencies of the trajectory
of pedestrian i estimated by the encoder. Discriminator final outputCi, as shown in Eq. 7.
If Ci is closer to 1 then the input trajectory is more like the real trajectory, else is closer
to 0 then the input trajectory is more like the faked trajectory.

Ci = Discriminator
(
Y i, hidis;Wdis

)
(7)

4 Experiment

4.1 Dataset and Implementation Details

In this work, we use ETH/UCY dataset to test the interaction and capture function to
the aggregation area of the model, and then evaluate the accuracy and rationality of the
model. ETH/UCY dataset has a large number of rich interaction scenarios for everyone,
such as gathering, following, pooling, and collision. We sample coordinate points in
meters for pedestrians every 0.4s, and use Average Displacement Error (ADE) and Final
Displacement Error (FDE) as evaluation metrics.

Thiswork implementGA-GAN in PyTorch, and perform all experimentswithNvidia
3090 GPUs. The defaultH andW of trajectory heat map St are 144 and 180 respectively,
and t on St is 3. In addition, the r in GauKe is 40, the v in DPFM is 0.5. We use the
Adam optimizer with default parameters and initial learning rate 1 × 10−3.

4.2 Quantitative Analysis

We compare GA-GAN against several similar and SOTA baselines (S-LSTM, S-GAN,
SoPhie, Y-net) which have introduced in the chap 1.

In the UCY/ETH dataset, the results of comparing GA-GAN with baselines are
shown in Table 1. The effect of GA-GAN is significant in UNIV, ZARA1, and ZARA2
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Table 1. Results of GA-GAN with baselines under the ETH/UCY dataset with a prediction time
of 3.2s or 8 time steps.

Model S-LSTM S-GAN SoPhie Y-net Ours

Metric ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE

ETH 1.09 2.35 0.81 1.52 0.70 1.43 0.28 0.33 0.23 0.34

HOTEL 0.79 1.76 0.72 1.61 0.76 1.67 0.10 0.14 0.17 0.25

UNIV 0.67 1.40 0.60 1.26 0.54 1.24 0.24 0.41 0.14 0.23

ZARA1 0.47 1.00 0.34 0.69 0.30 0.63 0.17 0.27 0.14 0.22

ZARA2 0.56 1.17 0.42 0.84 0.38 0.78 0.13 0.22 0.13 0.18

AVG 0.72 1.54 0.58 1.18 0.54 1.15 0.18 0.27 0.16 0.24

scenes with pedestrian gathering and complex interactions, which all outperform other
models. Especially in UNIV, ADE, and FDE are significantly decreased compared with
baselines. As UNIV has the most and densest pedestrians in all scenes, which helps
GA-GAN focus more on the interactions between agents and the gathering areas, thus
enabling GA-GAN to extract more important interaction features and gathering features.
In addition, the environmental feature of the interaction between self-attention pedes-
trians and the environment extracted by GA-GAN play a guiding role in predicting the
trajectory. The combination of these features can generate a more reasonable trajectory
in the prediction process.

4.3 Qualitative Analysis

In this section, we investigate the ability of GA-GAN tomodel pedestrian interaction and
perceive gathered areas. First two subsections investigate the impact of region gathering
features extracted by GA-GAN on future trajectories. Last subsection investigates the
impact of GA-GAN’s improved pedestrian interaction method on future trajectories. We
select ZARA with high pedestrian gathering and strong interactive behavior.

Fig. 5. Comparative graph of qualitative analysis results

Gathering Versus No-Gathering
In this subsection, we investigate the impact of the presence or absence of gathering
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modules on trajectory prediction, to understand the importance of aggregation modules
on GA-GAN prediction. In this scenario, pedestrians pushing baby strollers choose
to bypass the gathering crowd when they encounter the gathering pedestrians in front
of them. The prediction results are shown in Fig. 5 (a). It is clear that the GA-GAN
identifies and perceives the gathering area in advance by the DPFM, and combines
the constraints of the surrounding environment with the behavior implication of the
surrounding agents, so as to focuses its prediction more on the pedestrians gathered
in front. Therefore, GA-GAN adjusts the motion trajectory to avoid collision with the
forward gathering pedestrians before the agent passes the gathering area. However,
the GA-GAN with no gathering module (wo-GA-GAN) does not notice the forward
gathering area. Therefor the gathering module of GA-GAN has a powerful function
of perceiving the gathering area in advance. And then combine with multiple feature
information tomake the correspondingbehavior of avoidingor approaching the gathering
area.

Gathering Module
In this subsection, we choose S-GAN and SoPhie, which are based on GAN but do not
include the gathering module, to compare with GA-GAN. In this scenario, the labeled
agents change their walking direction to avoid pedestrians gathered in front of them
when they encounter them. The prediction results are shown in Fig. 5 (b). Thanks to
the inclusion of dynamic crowd gathering area feature extraction and DPFM, the GA-
GAN pre-perceives the gathering area and makes avoidance behavior. However, the
S-GAN, which only considers interactions related to distance and individual behavior,
does not performwellwith SoPhie,which fails to balance physical constraintswith social
interactions. Therefore, the trajectories predicted by the gathering module in complex
and pedestrian-aggregated scenes are significantly enhanced in terms of both accuracy
and plausibility.

Social Interaction Module
In this subsection, we compare SGAN and SoPhie with interaction modules against GA-
GAN. In this scenario, a step of pedestrian walks slowly waiting for another pedestrian,
and converges with him. The effect is shown in Fig. 5 (c). As GA-GAN uses a social
interaction module with mutual influence between agents’ behaviors, it can accurately
measure the influence of the agent and other agents in location and behavior on this
agent, and then determine the corresponding interaction behavior and the interacting
pedestrians. The SoPhie measures the importance of distance and interaction by the self-
attention mechanism. In this scene, the SoPhie tends to interact with the rear pedestrians
but the tendency is tiny. The S-GAN selects the pedestrian in the global interaction who
has the most influence on the target pedestrian in terms of distance and behavior, but not
the rear converging pedestrians. Therefore, GA-GAN has greater interaction capability
and easier to observe the interaction between pedestrians.

5 Conclusion

This paper proposes a trajectory heat map representation of the gathering areas to solve
the problem of failing to model complex relationships in crowded scenes. Besides, we
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propose a more interactive method for pedestrians to consider each other’s intentions.
This solves the problem of inconsistent interaction goals caused by both agents not
considering each other. Experiments show that theGA-GAN is a state-of-the-art method.

Acknowledgement. National Natural Science Foundation of China under Grant No. 62106117,
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Abstract. Wireless sensing is increasingly used in the field of medical rehabil-
itation because of its advantages of low cost, non-contact and wide coverage. In
the rehabilitation of patients, the recovery after upper limb injury is greatly sig-
nificant. Nonstandard rehabilitation motions will cause secondary injury to the
body. Therefore, how to achieve standardized rehabilitation motions at a low cost
in the home environment has become an urgent problem to be solved. In order to
settle it, a rehabilitation motion recognition method Wi-KF based onWi-Fi signal
is designed. First, we propose a data segmentation and counting Peak method,
which can accurately segment a continuous motion into multiple single motions
and lays a foundation for a feature extraction algorithm. The motion segmented
by the Peak method is converted into a Doppler feature image. Then Bag of Con-
volutional Feature (BoCF) algorithm is used to extract features and overcomes
the difference in image size. Finally, the extracted features are input into Extreme
Learning Machine (ELM) algorithm for classification. The Wi-KF method has
been extensively and fully verified in two real environments. The experimental
results show that the average motion recognition rate of the Wi-KF method is
about 94.9%. Hence the method has strong robustness. In sum, the method pro-
posed in the paper provides a low-cost solution for standardizing the rehabilitation
motions of patients.

Keywords: Wi-Fi · Motion recognition · Channel state information · Extreme
learning machine

1 Introduction

Upper limb injury will directly affect the quality of life of patients. According to the
medical report [1], upper limb injury involves health, including psychology, quality of
life and work. Therefore, it is essential to restore upper limb function. The traditional
upper limb rehabilitation training usually needs to go to the hospital with the help of
professional medical equipment and rehabilitation doctors to achieve the purpose of
rehabilitation training [2], or let the patient self-rehabilitation training at home, but the
cost is high. With the development of science and technology, recognition of rehabilita-
tion trainingmotions based onwearable devices [3] andmachine vision [4] has emerged.
Wearable devices based on rehabilitation training motion recognition require patients to
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wear multiple devices simultaneously to achieve a better recognition effect. However,
it will affect the patient’s experience and the high deployment and maintenance cost
of sensors. Rehabilitation training motion recognition based on machine vision mainly
uses optical cameras to obtain high-precision recognition results. But it is easily affected
by the light intensity and is more sensitive to deployment in the bedroom. Therefore,
better technology is needed to solve these problems.

With the development of wireless communication and passive sensing technology,
human perception technology based on Wi-Fi signal has become a research hot spot
because of its low cost, no dead corners and no contact. Previous scholars used Receive
Signal Strength (RSS) to perceive human activities. However, RSS belongs to Media
Access Control (MAC) layer, so it is easy to be affected by noise and is not easy to
remove. On the contrary, Channel State Information (CSI) has significant advantages.
It is a channel feature extracted from the Physical (PHY) Layer and a more detailed
description of the channel. It can capture themulti-path changes of the signal propagation
path and has strong noise resistance. Therefore, theCSI can clearly describe the impact of
various human behaviors on signal propagation. Recently, the CSI has been widely used
in motion detection [5], fall detection [6], gesture recognition [7], breath and heartbeat
detection [8]. Literature [9] uses the combination of amplitude and phase in CSI to
identify daily human activities and achieves an accuracy of 96.7%.

In order to solve these problems, we propose a rehabilitation motion recognition
method Wi-KF. Our main contributions are summarized as follows.

• We use the ubiquitous commercial Wi-Fi facilities to design a rehabilitation train-
ing motion recognition system. This system can help patients with autonomous
rehabilitation training at a low cost and without carrying equipment.

• To solve the spectrum diagram size difference problem, we propose introducing the
BOFmodule intoCNN-ELM to form a newBoCF-ELMmodel. Themodel can extract
any size of feature images and obtain high-precision classification results.

• Weanalyze and evaluate the systemperformance of data sets in two environments. The
experimental results show that the average recognition rate of rehabilitation motion
is 94.9% in two natural environments. Proves the system has strong robustness and
practicability.

2 Relates Work

2.1 Non-Wi-Fi Based Motion Recognition

Presently, non-Wi-Fi rehabilitationmotion recognitionmainly includeswearable devices
and machine vision. Wearable devices analyze and recognize motion data obtained by
sensors. For example, literature [3] uses humanbody sensors to get patients’motion infor-
mation, extracts the motions’ characteristics through kernel principal component anal-
ysis, and then trains and classifies them with a deep recursive neural network. Although
the recognition rate of wearable sensors is high, it will cause some interference to human
activities. The computer vision-based approach performs motion recognition by analyz-
ing video streams of human movement. For example, literature [4] obtains patients’
activity data through machine vision. It uses the attention mechanism to build a gated
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recurrent unit network integrating three-layer temporal features to realize the classifica-
tion of human rehabilitation motions. Rehabilitation training motion recognition based
on machine vision will expose patients’ privacy, and the complexity of video processing
is high.

2.2 Wi-Fi Based Motion Recognition

Motion recognition based on Wi-Fi obtains the classification result by processing and
analyzing the CSI data in theWi-Fi signal. Literature [10] proposesWi-Motion, aWi-Fi-
based human activity recognition method, constructs a classifier through the amplitude
and phase information of CSI and combines the classifier’s output through a combination
strategy based on posterior probability. Literature [11] extracts features fromfine-grained
Wi-Fi channel state information and feeds themback to the deep learningmodel to realize
action recognition at different positions. Literature [12] proposes a Wi-Fi CSI based
human activity recognition approach using a deep recurrent neural network (HARNN).
This method uses a weighted moving average to smooth the original CSI data. Then
uses the moving variance of CSI to detect the beginning and end of activities, clusters
the effective subcarriers according to the sensitivity of subcarriers, and uses SVM to
classify activities.

3 Related Theories

3.1 Channel State Information

Wi-Fi perception is to realize the perception of human behaviour, object and environ-
ment in the propagation space by analyzing the wireless signal propagation channel
characteristics. The propagation characteristic of this wireless signal is CSI. In other
words, CSI is the compensation of various channel effects at the receiving end, such
as signal reflection, refraction, diffraction and multi-path attenuation, that is, Channel
Impulse Response (CIR). After Fast Fourier Transform (FFT) processing, the Channel
Frequency Response (CFR) can be obtained. CFR can provide amplitude and phase
information of subcarrier level through Multiple Input Multiple Output (MIMO) and
Orthogonal Frequency Division Multiplexing (OFDM)technology. It can be seen from
the literature [7] that CFR can be expressed as:

H (f , t) =
(

M∑
i=1

αi(f , t)e
−j2π f τi(f ,t)

)
e−j(2π t�f +θN+θM ) (1)

where αi(f , t) is the amplitude, τi(f , t) is the phase information, and M is the number
of subcarriers.

3.2 Doppler Frequency Shifts

Doppler Frequency Shifts(DFS) are caused by the relative position change of the target,
receiver and transmitter. In the non-contact sensing environment, the transmitter and
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receiver are statically deployed, and the actions of the human body change the path of
Wi-Fi signal transmission. When the human body acts between the transmitting end and
the receiving end, the peaks and troughs of the reflected electromagnetic wave signal
reach the receiver at a faster speed. Still, when there is no action, it is relatively stable.
Generally speaking, the DFS can be obtained by the time-frequency analysis for CSI.

H (τ ) ≈ h(τ )e
−j2π

(
�
t f +�

f t
)

+
∑
n∈D

aiB
(
fDn(t)

)
(2)

where B
(
fDn(t)

)
is the window function of intercepting the CSI action signal segment,

h(τ )e
−j2π

(
�
t f +�

f t
)
is the phase offset due to the lack of synchronization between Wi-Fi

network cards, resulting in the unknown phase offset in the original CSI. 2π
(

�
t f +�

f t
)

is the phase offset, carrier frequency and time offset.

4 Systems Design

4.1 System Overview

The Wi-KF method mainly includes data acquisition, processing, feature extraction and
classification. The specific process is shown in Fig. 1:

feature extraction and  classification

,i iw b( )h x

Output results

data processing
Con Pool

Fig. 1. Wi-KF flow chart.

The data processing flow in Fig. 1 is: select the antenna and then use Butterworth
low-pass filter and Symlet 8 (Sym8) wavelet to process the abnormal data of the original
data. Then the processed data are segmented and counted, and the single-segmented
motion is transformed into a spectrum. Secondly, use BoCF to extract spectral features.
Finally, elm trains and classifies the extracted features.
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4.2 Data Acquisition and Processing

The six selected rehabilitation movements are shown in Fig. 2, namely “posterior flex-
ion”, “anterior flexion”, “external rotation”, “internal rotation”, “internal retraction” and
“superior extension” are the six common movements used to assess the method.

External rotation Internal rotation Adduction Upward extensioForward flexionAfter flexion

Fig. 2. Six rehabilitation motions.

Traditional CSI motion recognition selects the channel characteristics of single
antenna as the acquisition source of perceptual data [13].This method will lose more
motion feature data. We use the method of variance in reference [14] to select the
antenna, because variance helps to feedback the impact of motion change on CSI, it can
better respond to dynamic response. Therefore, we choose the antenna with the largest
amplitude and the smallest variance of CSI and the antenna with the smallest amplitude
and the largest variance.

Due to the substantial environmental noisewhen collecting data, denoising is needed.
We select Butterworth low-pass filter [15] and Sym8 wavelet [16] to process the noise
of the collected original CSI data. The data processing process is shown in Fig. 3:

Fig. 3. Processing process of combinedfilteringmethod. (a)Original data. (b)Butterworth filtered
subcarrier. (c) Wavelet filtered subcarrier.

As can be seen from Fig. 3 (a), the original subcarrier data has a lot of noise, which
may reduce the accuracy of motion recognition. Figure 3 (b) is the result of the Butter-
worth filter filtering out the high-frequency noise interference in the original data. From
the figure, it can be seen that the noise in the original data is basically removed. Figure 3
(c) the image after Sym8 filtering based on Butterworth low-pass filter. At this time, the
data becomes smoother than before and retains the characteristics of the signal to the
greatest extent.

Wi-KF method needs to segment and count continuous actions. Many experiments
show that the CSI data flow is stable when the user does not perform any action. In
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contrast, when the user acts, the fluctuation range of CSI data flow is greater than the
steady-state amplitude change. Therefore, according to the above rules, we propose a
peak algorithm. A pause of 1 to 2 s is required between each action. Its idea is: to scan
from the left side of the data flow. If the data starts to move slowly from the static
environment to the dynamic environment and then to the stable environment, action is
counted at this time. By analogy, count the number of continuous actions. The starting
point of the action is where the amplitude of each action continues to rise. The endpoint
of the action is the starting point when the amplitude continues to drop to a steady state.
Use this law to find each motion’s starting point and ending point. The results of Peak
algorithm data segmentation are shown in Fig. 4 (a):

(a) (b)

Fig. 4. Data processing.(a) Data segmentation. (b) Spectrum diagram of each motion.

It can be seen from the segmentation results. The algorithm can segment the start and
the end of the motion. In the figure, the triangle represents the beginning of the motion,
and the diamond represents the end. H [i] means the amplitude value of the motion start
point, and H [j] represents the amplitude value of the motion endpoint. H [p] represents
the amplitude value of the motion trough.

We convert the CSI data into a spectrum diagram for time-frequency analysis to
further extract the motion information. We take the single-segmented action as the input
of a short-time Fourier transform (STFT) to extract the Doppler shift feature. Finally,
the spectrum diagram of each motion is shown in Fig. 4 (b):

It can be seen from the spectrum diagrams of the above six motions that the spectrum
diagrams of eachmotion are different, indicating that differentmotions have other effects
on the propagation different of the Wi-Fi signal.

4.3 BoCF Feature Extraction

We propose a new model BoCF-ELM, which combines CNN-ELM and Bag Of Feature
(BOF). Themodel solves the problem of sample size differences in images. The structure
of BoCF-ELM is shown in Fig. 5:

In our model, the spectrum diagram of CSI is fed to the convolution layer as input.
Then, convolution between the previous layer and a series of learnable kernel filters is
performed. Local features are obtained from the input spectrum diagram. Then add the
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Con1 Con2 Con3

Pool1
Pool2

Pool3

Histogram vector

Cluster center ELM

Output
Input

feature extraction classification

Fig. 5. BoCF-ELM structure diagram.

offset to the output of the convolution. The input and kernel filter of the previous layer
can be expressed as:

zlj =
M l−1∑
l=1

(
Hl
i ⊗ kl−1

i,j

)
+ blj (3)

whereHl
i represents the input of the l nd layer and z

l
j represents the output of the current

layer. kl−1
i,j is defined as a weighted kernel filter from the i th neuron in layer l − 1 to the

j th neuron in layer l. ⊗ is convolution operation, and the size of our convolution kernel
is set to 5 × 5 and blj represent the bias of the j th neuron in layer l. M l−1 indicates
the number of kernel filters in layer l − 1. Then, we use the ReLU = max(0x) activation
function on the output of the convolution layer to solve the disappearance or explosion
gradient problem.

After the average pooling layer operation, obtain the output of layer l:

ylj = ave_ pool
(
Hl
j

)
(4)

The purpose of averaging pooling is to detect more useful features when down
sampling the input element map. We set the pooling kernel size 2 × 2 to and reconstruct
the output of the last pooling layer as the input of the next layer, Hl+1

j = ylj , which is
a matrix. The processes of other convolution and average pool layers are the same as
those of each layer above, and the parameter settings are the same.

We transfer the features extracted from the last average pooling layer to the BOF
quantization part. After extracting the features of the j th spectrum diagram, the set
xji = (i = 1 · · · Mj) of Mj feature vectors is obtained. We can obtain a histogram
vector with a fixed dimension by quantifying the feature vector into our predetermined
clustering centre. The size of the histogram is independent of the dimension of the input
image. Therefore, the model can extract image features of any size.

To make the output of the BOF module bounded, we adopt the L1 normalization
method. Therefore, the output B of the n th neuron in the cluster centre is defined as:

[φ(x)]n = exp(−||(x − vn)||2/σn)
Nn∑
m=1

exp(−||(x − vm)||2/σm)

(5)

In formula (5), x is the feature vector extracted by CNN.Vn represents the n th neuron
in the cluster center. The neuron in each cluster center has a parameter σ . It is used to
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adjust the degree of quantification. σn is the number of neurons in the cluster center. The
number of neurons in the cluster center in the model is allowed to take different values.

The encoded histogram vector is defined as:

sj = 1

N

Nj∑
i=1

φ
(
xji

)
(6)

xji represents the ith feature vector of the jth image. N jrepresents all feature vectors of
the jth image. The obtained histogram vector sj can be transmitted to ELM classifier for
classification xji represents the ith feature vector of the jth imageN jrepresents all feature
vectors of the jth image. The obtained histogram vector sj can be transmitted to ELM
classifier for classification.

4.4 ELM Classification Algorithm

After the full connection layer, ELM is used to classify the one-dimensional vector of
feature graph transformation. ELM was first proposed by Huang et al. [17], and it is
a new fast-learning algorithm. It does not need to adjust the parameters in the training
process but only needs to set the number of neurons in the hidden layer. Compared with
the traditional classification algorithm, this has the advantages of fast learning speed,
strong generalization ability and fewer adjustment parameters.

The general steps of the ELM algorithm can be described as follows:

Step 1: Input given training sample {(xi, ti)}Ni=1 ⊂ R
n × R

m, hidden layer output.
Function G(a, b, x), number of hidden layer nodes L.
Step 2: Random generation of the hidden layer node parameter (ai, bi), i = 1, · · · ,L .
Step 3: Compute the hidden layer matrix (ensuring full rank in column H) and the
network optimal weights β:β=H †T .
Step 4: Output ELM value f (x) : f (x) = h(x)β̂ = h(x)H†T.

5 Set-Up of the Experimental and Analysis of the Experimental

5.1 Experimental Setup

In order to verify the feasibility of Wi-KF method in the actual scene. We adopt the IWL
5300 NIC scheme based on the IEEE 802.10n protocol. The specific configuration is two
laptops equipped with IWL 5300 NIC and CSI Tool, one laptop as the transmitter (Tx)
and the other as the receiver (Rx). Tx has one antenna, and Rx has three antennas. The
antenna contacts at the transmitting and receiving end are connected with an external
antenna of 1.5 m. The experiment selects two real scenes, as shown in Fig. 6: Hall and
office.

We selected 20 experimenters aged 23–70 to collect CSI data. All motions are com-
pleted in the designated area. The distance between transceivers is 2 m, which is very
short because a high signal-to-noise ratio can be obtained. Each motion was collected
20 times from each volunteer, and 7200 samples were collected for all scenes. These
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(a) (b) (c)

Fig. 6. Experimental equipment and environment. (a) Experimental equipment (b) An empty hall.
(c) Simple meeting room.

samples are used to establish the data set of our motions. The training and test samples
are in the ratio of 4:1. To make the experimental results more concise, we abbreviate
after flexion, forward flexion, external rotation, internal rotation, addition and upward
extension as AF, FF, ER, IR, AD and UE respectively.

5.2 Experimental Analysis

5.2.1 Influence of Equipment Location and Environment

In the experimental scenario, verify our method’s performance in the new environment
and the impact of device location.We have designed three equipment positions, as shown
in Fig. 7 (a). The specific design of the experiment is standby distance: the position of
the experimenter and the position of the transmitting end are fixed, and only the position
of the receiving end is changed. Experiments were conducted in lobby, office, and new
meeting room environments, and the results are shown in Fig. 7 (b). To find the best
equipment distance, we have carried out experiments in Line of Sight (LOS) and Non-
Line of Sight (NLOS) environments, respectively, and the comparison results are shown
in Fig. 7 (c):

(a) (b) (c)

Fig. 7. Impact of equipment location and environment. (a) Equipment location. (b) Impact of
equipment location. (c) Influence of device distance.

As can be seen from the experimental results in Fig. 7 (b), when the experimenter and
the equipment are in a straight line, the recognition rate is the highest. On the contrary,
position 1 has the lowest accuracy because the distance between devices is closer and
the distance between devices and people is farther, so the recognition rate decreases. It
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can also be seen that the overall recognition accuracy of the hall is higher than that of the
office environment due to the influence of the multi-path effect. The accuracy of the new
environment is the lowest because Wi-Fi signals are greatly affected by environmental
changes, Resulting in low accuracy. As can be seen from Fig. 7 (c), when the distance
between the transmitting end and the receiving end is about 2 m, whether it is LOS or
NLOS, its recognition rate is the highest because the signal propagation distance is short
and the signal attenuation is small. The accuracy decreases when the equipment distance
is 5 m or more because the signal propagation distance is long and the signal attenuation
increases.

5.2.2 The Impact of User Diversity

To verify the impact of different experimenters making the same motion, the same
experimenter doing differentmotions and users of different agesmaking the samemotion
on the recognition rate. We selected four experimental personnel, two men and two
women, to experiment in an open hall environment. Four experimenters were asked to
perform flexion rehabilitation. The experimental results are shown in Fig. 8 (a). Then
ask one of the experimenters to do all the actions we proposed. The experimental results
are shown in Fig. 8 (b). We asked five people of different ages to do up and out in the
above environment to verify the impact of users of different ages on the Wi-KF method.
The results are shown in Fig. 8 (c):

(a) (b)                      (c)

Fig. 8. User diversity analysis. (a) Different experimenters do the same motion. (b) The same
experimenter do different motions. (c) Experimenters of different ages do the same motion.

As shown inFig. 8 (a), themotion recognition rate of the four experimenters remained
above 91%. The results show that the change of experimental personnel will not cause
significant fluctuation in the experimental results. The highest recognition accuracy of
experimenter 1 is 96.1% because he practised forward bending for a long time and
performed standard movements. In addition, the fourth experimenter did not receive
relevant training and was not good at forwarding bending, which affected the accuracy
of motion recognition. As shown in Fig. 8 (b), The recognition rate of each action has
reached more than 90%, indicating that different motions of the same person have little
impact on the experimental results. As shown in Fig. 8 (c), the user recognition rate of
the five age groups is the same, and the accuracy rate is more than 92.9%. From the
experimental results, we can see that our method is suitable for all users.
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5.2.3 Comparison of Algorithms

To verify the performance of our feature extraction algorithm, we compare them with.
Histogram of Oriented Gradient (HOG), Scale Invariant Feature Transform (SIFT), and
Graph Convolutional Network (GCN) features extraction algorithms. The results are
shown in Fig. 9 (a). In order to verify the advantages of our hybrid model classification
algorithm. We will compare it with CNN’s Softmax, combined SVM and Long and
Short-term Memory (LSTM) classification algorithm. The experiment was carried out
in the real environment we deployed. The final comparison result is shown in Fig. 9 (b)
because the number of hidden nodes in our ELM classification algorithm is an important
parameter. To explore the optimal number of nodes, we selected different numbers of
hidden layer neurons for comparative experiments in the laboratory environment. As
shown in Fig. 9 (c).

(a) (b) (c)

Fig. 9. Comparison of algorithms. (a) Comparison of feature extraction algorithms. (b) Compar-
ison of classification algorithms. (c) Comparison of neuron number.

From the experimental results in Fig. 9 (a), the accuracy of the traditional image
feature extraction algorithm is lower than that of the neural network feature extraction
algorithm. This is because a neural network can automatically extract appropriate fea-
tures according to the application scenario. As can be seen from the experimental results
in Fig. 9 (b), when the True Positives Rate (TPR) of the classification algorithm of the
BoCF-ELM model reaches 0.8, the False Positives Rate (FPR) is only 0.06, which per-
forms best. When the TPR of CNN-LSTM is 0.8, the FPR is 0.085, slightly lower than
that of BoCF-ELM. When the TPR of CNN-SVM is 0.8, the FPR is 0.10, followed by
the performance. When the TPR of the CNN method is 0.8, the FPR is 0.155, and the
version is the worst. Based on the above, the BoCF-ELM model has the best classifi-
cation performance. This is because the elm classifier only needs to set the number of
hidden layer nodes of the network. As seen from Fig. 9 (c), as the number of hidden
nodes increases, the recognition accuracy gradually becomes stable. Since more hidden
nodes will lead to longer training time, we set the number of hidden layer neurons to
400.

5.2.4 Comparison of Different Models

To verify the performance of our model, we used Wi-KF to compare with the existing
Wi-Motion [10], WiAct [11], and HuAc [12] motion recognition models. Experiments
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are conducted in our deployed conference room environment.Under the same conditions,
we used various existing and proposed methods to recognize rehabilitation actions. The
accuracy of the final comparison is shown in Table 1.

Table 1. Comparative results of different methods

Method AF FF ER IR AD UE

Wi-Motion 89.7 91.5 89.2 89.5 88.4 90.9

WiAct 87.6 89.1 88.6 89.6 86.9 89.9

HuAc 87.5 87.1 86.7 88.3 85.4 88.1

Wi-KF 90.4 94.6 92.1 92.7 91.5 95.6

According to Table 1, among the four recognition methods, the recognition accuracy
of Wi-KF is higher than that of the other three methods. The recognition accuracy of
WiAct and Wi-Motion is below 90%. Wi-KF has excellent performance. Based on the
above, Wi-KF applies to the rehabilitation action recognition of people in most family
environments and can provide a more accurate recognition rate and excellent robustness.

6 Results

This paper presents a rehabilitationmotion recognitionmethod based on CSI. Firstly, the
antenna is selected by the variance method, and a combined filtering algorithm removes
the noise in the original data. For the segmentation and frequency counting of continuous
motions, we propose the Peak algorithm. Then the single-segmented signal is converted
into a spectrum diagram. Finally, BoCF is used to extract the features of the spectrum
diagram, and then the features are input into ELM for classification. The effects of
different factors on the accuracy of motion recognition are analyzed in the experiment.
The performance of Wi-KF in two environments is evaluated. The experimental results
show that the average accuracy of this method is 94.9%. Therefore, Wi-KF can become
a rehabilitation exercise training program. In addition, we will improve the recognition
accuracy in future work and consider further research on multi-person recognition.
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Abstract. With the increasing number of insider threat incidents,
insider threat has become one of the most serious network security prob-
lems. Currently, the large volume of user data generated by various net-
work systems and devices is difficult to analyze, and it is very difficult to
detect abnormal user behavior among them. Meanwhile, existing insider
threat detection methods cannot fully learn the important features of
user data, resulting in a high false alarm rate and low accuracy. To
solve these problems, we propose a novel insider threat method based on
variational auto-encoder (VAE) and back propagation neural network
(BPNN) in the paper. Initially, we use the generative model VAE to
construct the normal user behavior model, and obtain the effective fea-
ture representation of user behavior. Then, we use the BPNN algorithm
to detect abnormal user behavior from a large number of user activity
logs. Finally, we conduct experiments to verify the detection performance
of the proposed method. Experimental results indicate that the proposed
detection method can achieve high accuracy and precision.

Keywords: Insider threat detection · BPNN · VAE · Abnormal
behavior

1 Introduction

Since Edward Snowden stole and exposed approximately 1.7 million secret doc-
uments from the National Security Agency (NSA) [1], the issue of cybersecurity
has been paid more and more attention. Organizations make great efforts to
address network security problems by using external protection tools, such as
intrusion detection system (IDS), firewall, and antivirus software. However, these
external defenses of systems cannot protect against the insider threat. Insider
threat refers to “the authorized internal user who initiates malicious operations
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to cause adverse effects on organization’s information systems” [2]. By exploiting
granted permissions and system vulnerabilities, a malicious insider (MI) or mas-
querader can bypass external security defenses to conduct intellectual property
theft or information technology sabotage [3].

Meanwhile, frequent internal threat incidents can cause more severe damage
to organizations than external threat. The Cost of Insider Threats Report from
IBM Security [4] described that the global average cost of an insider threat was
11.45 million dollars. The frequency of insider incidents has tripled since 2016
from one to 3.2 per organization, and 204 organizations experienced a total of
4,716 insider incidents over the past 12 months. Currently, insider threat is one
of the most serious threats to breaching cybersecurity defenses. Therefore, it is
crucial to develop an effective technology to detect malicious insiders.

However, many challenges need to be addressed for insider threat detection.
Firstly, in the era of big data, the explosion of user information hinders the detec-
tion of insider threat. Because it is difficult to perform data mining and anal-
ysis on large-scale and high-dimensional information. Secondly, insider attacks
exhibit varying behavioral characteristics in different scenarios. At the same
time, insiders can take steps to disguise anomalous behavior from being identi-
fied. In such cases, the difficulty of detecting insider threat is further increased.
Hence, there is a deficiency of techniques to effectively distinguish abnormal user
characteristics from massive normal user data.

Existing insider threat detection methods cannot fully learn the important
features of user behavior, resulting in a high false alarm rate and false negative
rate. Machine learning-based methods are difficult to deal with large-scale and
high-dimensional user behavioral data, which reduces the accuracy of detection.
Deep learning-based methods have high detection accuracy, but the computa-
tional overhead is great. Therefore, it is essential and urgent to design a novel
method to detect insider threat effectively and accurately.

1.1 Contributions

The main contributions of this paper are summarized as follows:

• Many existing detection methods cannot efficiently capture important fea-
tures of user behaviors, causing more false alarms. Thus, we use VAE to
obtain the refined normal user behavioral representation after reducing the
dimensionality of the input data.

• The large-scale and high-dimensional user behavioral data in the complex
network results in low detection efficiency and poor detection performance.
Thus, we use BPNN to process a large amount of behavioral data, and detect
whether a user behavior record is abnormal.

• We implement the detection method based on VAE and BPNN, and then
conduct the performance evaluations. The experimental results demonstrate
that our approach can attain high precision.
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1.2 Organization

The reminder of this paper is organized as follows. In Sect. 2, we review litera-
tures related to insider threat detection. Then, we introduce our insider threat
detection method based on VAE and BPNN in Sect. 3. Experiment details are
described in Sect. 4. Section 5 summarizes the paper.

2 Related Work

Due to the detriment of insider threat, many security researchers have conducted
in-depth research on insider threat in recent years. Generally speaking, the exist-
ing insider threat detection methods can be summarized into three categories:
statistic-based detection method [5], machine learning-based detection method
[6], and deep learning-based detection method [7].

In the early years, statistical methods were commonly used for insider threat
detection. Raveendran et al. [8] described an insider detection method based on
user profiles. The user profile is created by using the event co-occurrence matrix
(ECM) and its covariance matrix. Taylor et al. [9] adopted the linguistic inquiry
and word count (LIWC) technique to analyze the language in emails to detect
abnormal insider behavior. The minimum descriptive length (MDL) technique
was used to detect malicious activities in social networks, businesses and various
cybercrime domains [10]. Seo et al. [11] proposed a quantitative insider threat
analysis method based on the analytic hierarchy process (AHP). This method
evaluated the highly probable characteristics of relevant insider threat scenarios.
On the one hand, statistic-based methods can be a simple way to detect insider
threat. On the other hand, the judge rules of these methods depend on subjective
factors, and their detection accuracy needs to be improved.

Machine learning techniques can improve the performance of detection algo-
rithms through self-learning. They can make up for the shortcomings of tra-
ditional statistics-based methods. Qiu et al. [12] combined sequence alignment
(SA) with continuous hidden Markov model (HMM) to predict masquerader
attacks. Ye et al. [13] provided a double-layer HMM framework to model user
behavior, and the model was accurate in distinguishing malicious users from
other users. Wall et al. [14] proposed an effective insider threat detection method
based on the Bayesian network. They enhanced the efficiency of the network by
providing algorithms that reduced the processing time from exponential to lin-
ear. To perform low-cost detection and adapt to user behavior changes, Chen et
al. [15] applied the support vector machine (SVM) to masquerader attack detec-
tion. Le et al. [16] proposed a user-centered insider threat detection system.
They used a machine learning technique to analyze malicious insider behavior
on multiple data granularity levels. Although machine learning-based methods
can detect insider threat precisely, their insufficient generalization ability may
cause some problems. However, they cannot apply to circumstances with massive
high-dimensional data.
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Deep learning methods can further improve the detection accuracy and gen-
eralization ability in the task. Liu et al. [17] proposed an insider threat detec-
tion method based on deep auto-encoder (DAE), and viewed the reconstruction
error of the deep autoencoder as an anomaly score to identify insider threat. Hu
et al. [18] proposed a user authentication method based on the convolutional
neural network (CNN), analyzing mouse biological behavior characteristics to
detect anomalies. Literature [19] proposed an insider threat detection method
based on the recurrent neural network (RNN), which was used to model user
activities from sequential data. Meng et al. [20] proposed an attribute classi-
fication detection method based on long-short-term memory (LSTM) network.
This method integrated event aggregators, feature extractors, attribute classi-
fiers, and anomaly calculators into an end-to-end detection framework to achieve
a high detection rate. Jiang et al. [21] proposed a consistent insider detection
model based on graph convolutional network (GNN). This model characterized
the attributes of entities and structural information between entities as a graph,
and then discovered malicious behavior based on the features of the graph. Deep
learning-based methods can process massive high-dimensional data with high
detection accuracy, but their computational overhead is great.

The above insider threat methods both achieve very good results, but there
is still a lot of room for improvement. Existing insider threat detection methods
cannot efficiently capture the latent distribution of user behavioral data, which
causes an increase of false positives and false negatives. Some of them cannot
apply to circumstances with massive high-dimensional data. Hence, we need to
adopt a technique with stronger ability to capture the difference of characteristics
between normal and malicious user behavior. To deal with large-scale and high-
dimensional user behavior data, it is necessary to use deep learning techniques
to improve the efficiency of insider threat detection.

3 Our Approach

In this section, we describe the system structure and provide a detailed descrip-
tion of the VAE-BPNN insider threat detection method.

3.1 System Structure

Nowadays, the large volume of redundant user behavioral data affects the effi-
ciency and accuracy of the detection method. Meanwhile, existing insider threat
detection methods cannot efficiently capture important features of user behav-
iors, resulting in a very high false alarm rate and false negative rate. To solve the
above issues, we propose an insider threat detection method based on VAE and
BPNN. The architecture diagram of the proposed method is shown in Fig. 1.
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Fig. 1. The architecture diagram of the VAE-BPNN method.

Since the insiders’ behavioral data in companys or other organizations are
collected by different devices and network systems, the data is chaotic without a
unified structure. Therefore, data processing is required first. In short, we should
clean the original data and fill in its missing values. And the needed features for
the research should be normalized, which is necessary for detection. In this way,
we have completed the process of data processing.

Next, the insider threat detection stage is the core part of the VAE-BPNN
architecture. In this stage, we combine VAE and BPNN to implement insider
threat detection, which are also the core part of the architecture. In the begin-
ning, we utilize the generation capability of VAE to accurately capture user
behavior characteristics, thus obtaining a compressed vector. Using the com-
pressed vector as input, we train the BPNN classification model later. Ultimately,
we can get the detection result - whether the user’s behavior data is malicious
or normal. The implementation details of the insider threat detection method
are described in the next subsection.

3.2 Insider Threat Detection Method Based on VAE and BPNN

In this part, we use VAE to obtain the low-dimensional representation of user
behavior, and then use BPNN to detect abnormal user behavior.

VAE Pre-training. VAE [22] is a self-supervised neural network that learns
how to encode the input into lower dimensions, then decode and reconstruct the
data again to be as close to the input as possible. The VAE architecture diagram
is shown in Fig. 2.

Fig. 2. Structure of VAE.
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Here, we explain the basic training process of the VAE network, about how
to construct the normal user behavior model and obtain the compressed feature
representation.

Assume that the input data is x, and the output data is x̂. First, we use
the probabilistic encoder q(z|x) to encode the input data into a low-dimensional
representation z. To accurately simulate the latent distribution of user behavior,
we assume that z follow the Gaussian distribution with mean value σ and stan-
dard deviation μ. Then, we use the probabilistic decoder p(x|z) to reconstruct
the encoded representation into output data.

The difference between the input and output value of VAE is called the recon-
struction loss, which consists of mean squared error (MSE) and KL-divergence.
The reconstruction loss of VAE is computed as follows:

L(x) = −DKL(q(z|x) ‖ p(z)) + Ez∼q(z|x)[(log p(x|z))] (1)

where, q(z|x) is the encoder from the data layer to the hidden layer, p(x|z) is the
decoder from the hidden layer to the data layer. The loss function of VAE aims
to reduce the KL divergence, making q(z|x) closer to the prior distribution p(z).
The second term of Eq. 1 is the reconstruction error, making the reconstructed
p(x|z) close to the input distribution p(x) as possible. By implementing the
reconstruction process, VAE can learn the most important features from the
original input data.

In the VAE pre-training process, we input the normal user data into VAE,
and learn the important characteristics of normal users through training. Due
to the learned distribution of user features, VAE can reconstruct normal user
data. And when taking the abnormal behavioral data as input, the VAE cannot
reconstruct the same data as the original input. That’s because the VAE does
not learn the features and distributions of abnormal users.

BPNN Detection. BPNN [23] is a supervised learning algorithm. We can
view the BPNN algorithm as a nonlinear mapping from input to output. BPNN
adjusts parameters by back propagation to obtain the closest result to the
expected output. Figure 3 shows the topology of the BPNN.

Fig. 3. Structure of BPNN.
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The process for BPNN detection has three steps:

(1) Forward propagation: we use the representation from VAE as the input
of BPNN. The input signal is propagated from the input layer, via the
hidden layer, to the output layer. The output result is calculated by forward
propagation. If the output of BPNN does not match the actual value, we
go to the next step.

(2) Back propagation: we use the loss function for back propagation to adjust
the weights between neurons in the different layers. By repeating step (2),
the prediction output is as consistent as possible with the actual value.

(3) Detection: we can use the trained BPNN model to detect insider threats on
the test dataset, and get the detection results finally.

Algorithm 1. VAE-BPNN Algorithm
Input: X-train dataset, Y -test dataset, M -dimension, n-number of epoch.
Output: detection result S.

1: Initialize the size of M and n.
2: V AE ←− V AE(X,M)
3: V AE ←− V AE(Y,M)
4: for i=1 to n do
5: BPNN ←− BPNNi(X)
6: end for
7: S ←− BPNNi(Y )
8: return result ←− S

In the BPNN detection process, we train the BPNN model through the input
user data, and then back-propagate the error, by continuously adjusting the
weights between neurons to minimize the error value. Finally, we can use the
trained BPNN model to detect whether the input user behavior is abnormal.

In a summary, we provide the pseudocode of the VAE-BPNN detection
method, which is described in Algorithm 1. Where X refers to the train dataset,
Y refers to the test dataset, M refers to the data dimension before VAE pre-
training, n represents the training period, and S represents the detection result
on the test dataset.

4 Experiments

4.1 Experimental Dataset

In this study, we choose the CERT-IT dataset (r4.2 version) [24] as our exper-
imental dataset. This dataset is a well-known synthetic insider threat dataset,
its data is generated by Insider Threat Center at Carnegie Mellon University’s
Software Engineering Institute (SEI).
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The CERT dataset consists of multiple files that provide logs of both back-
ground and malicious behavior of users in the organization. The file Logon.csv,
Http.csv, Email.csv, File.csv, and Device.csv contain user activity information
such as login/logout, website access, email, and internet browsing history, copy
files to removable disk, etc.

Additionally, Psychometric.csv records scores about employee psychometric
tests. And LDAP is a file that contains information about the organization’s
users and their roles. Because the experiment did not address the effects of factors
such as employee psychometric scores and role information, psychometric.csv and
LDAP were not used.

For different user behavior categories, we extract needed features from the
dataset to create three feature sets. The eleven user behavior characteristics used
in the experiment are shown in Table 1.

Furthermore, the dataset describes several scenarios where insider threats
occur, as shown in Table 2. We conduct experiments for scenarios S1, S2 and S3
respectively. Besides the threat scenarios, the CERT dataset also provides a set
of data for each threat scenario, including information such as the activity date
and ID of each malicious person.

Table 1. User behavior characteristics used in the experiment.

File Characteristic Specific user behavior

Logon.csv logon Number of logins

logon out of work Number of logins after work hours

logon PC Number of computers accessed

logon PC out of work Number of computers accessed after work hours

Device.csv device Number of device connections

device out of work Number of device connections after work hours

File.csv file Number of file operations

Email.csv attachments Number of email attachments

email size Average message size

email to Number of recipients

Http.csv http Number of visits to a website

Table 2. CERT insider threat scenarios’ description.

Scenarios Description

S1 A user who has unusual behaviors uses a removable drive and uploads
data to wikileaks.org, and leaves the company shortly thereafter

S2 A user first looks for the company’s competitors on the Internet, and
then sells the company’s secrets to competitors to gain benefits

S3 The system administrator is disgruntled, and then retaliate against the
company by sending out the confidential information by e-mail
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4.2 Experimental Environment

In the experiment, we use a single node host, which is equipped with an Intel
I7-8700 CPU, 16 GB memory, and Ubuntu 18 operating system. Moreover, in
terms of software, we use PyCharm Community 2017.3, Python 3.6, and Keras
2.2.4 to set up the software environment.

4.3 Experimental Results

In this part, the verification experiments are divided into two points: precision
evaluation and effectiveness evaluation. And we choose three comparison meth-
ods, including random forest (RF), principal component analysis and k-nearest
neighbor (PCA+KNN), auto-encoder and support vector machine (AE+SVM).

Effectiveness Evaluation. First, we conduct an experiment to evaluate the
effectiveness of the VAE-BPNN method. And we detect insider threat in three
described scenarios of the CERT dataset using the proposed method, RF
method, PCA+KNN method, and AE+SVM method.

We choose the receiver operating characteristic (ROC) curve and the area
under ROC curve (AUC) as the evaluation indicators. Figure 4 shows the ROC
curves of the proposed method and other three comparison methods in Scenarios
S1, S2, and S3.

(a) RF

(c) AE+SVM

(b) PCA+KNN

(d) VAE+BPNN

Fig. 4. The ROC curves of RF, PCA+KNN, AE+SVM, and VAE+BPNN.
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In Fig. 4(d), the AUC values of the VAE-BPNN method are the highest,
respectively 0.911, 0.912, and 0.912 in Scenarios S1, S2, and S3. The results show
that the proposed method has higher precision while ensuring fewer false positive
examples. That is because VAE learns the Gaussian distribution of normal user
behavior, and fully retains the effective information of the data. Also, BPNN
has better classification capability for detection anomalies. Also, we can observe
that the ROC curves in (a) and (c) are very similar, and their AUC values is
very close to the proposed method. They have similar detection performance.

With the same 1-specificity value (especially in the range of 0.1 to 0.4), the
ROC curve in (b) has a lower recall rate than other three methods, indicat-
ing that it is less likely to detect anomalous users. That may be since PCA
discards some important information during dimensionality reduction and the
KNN algorithm is not suitable for detecting rare abnormal behavioral data.

For the three insider threat scenarios, we found little difference in the curves
and AUC values of each method, which means that the different scenarios do
not have much impact on the detection capability.

Precision Evaluation. Moreover, we conduct an experiment to evaluate the
actual detection precision of our approach. And we choose Precision, Accuracy,
Recall Rate, F1-Score as the evaluation metrics. The experimental results are
shown in Fig. 5.

Fig. 5. Effectiveness comparison of different methods.

As shown in Fig. 5, the VAE-BPNN method is superior to the other three
methods in Accuracy, Precision, TPR, and F1-Score. This is because VAE effi-
ciently extracts the necessary user features and BPNN accurately detects anoma-
lous behaviors. And, we can observe the performance of the AE+SVM method is
very close to the proposed method. Since AE and VAE have similar structures,
but VAE better learn the gap between normal and abnormal behavioral data.



An Effective Insider Threat Detection Apporoach Based on BPNN 241

RF algorithm has relatively good accuracy, but its precision and TPR
are lower, as there are still some false negatives and false alarms. And the
PCA+KNN method has the lowest detection accuracy and precision. That is
because PCA can reduce the dimensionality of the input data, but miss some
important features of malicious insiders. Therefore, the PCA+KNN detection
method’s performance is not good.

In summary, the overall detection performance of the VAE-BPNN approach
is better than above comparison methods, and it is an effective method for insider
threat detection.

5 Conclusion

In the paper, we proposed a novel insider threat detection method based on VAE
and BPNN. To reduce the high false alarm rate, we used VAE to remove redun-
dant user information, and then extract the compressed representation of user
behavioral data. Through training VAE continuously, we learn the important
characteristics of normal users, so that the encoded representation of abnormal
behavior was significantly different from normal behavior. For the problem of
poor generalization and detection performance, we used BPNN to fully learn
user features before detecting, and finally discriminate whether user behavior
was abnormal. According to the experimental results, the proposed VAE-BPNN
detection method can achieve high accuracy and precision, which provides a
solution for mitigating the insider threat issue.

For future work, we can fit the proposed method to real insider threat
datasets to further verify its feasibility and performance. In addition, we can
conduct more comparative experiments with a variety of emerging deep learning
methods, and compare their performance with the proposed method within this
paper.

Acknowledgements. This work was supported by the National Natural Science
Foundation of China (No. 61962015) and the Guangxi Key Laboratory of Cryptogra-
phy and Information Security Research Project (NO. GCIS202127), and the Innovation
Project of GUET Graduate Education(No. 2022YCXS075).

References

1. Verble, J.: The NSA and Edward Snowden: surveillance in the 21st century. ACM
SIGCAS Comput. Soc. 44(3), 14–20 (2014)

2. Kim, A., Oh, J., Ryu, J., Lee, J., Kwon, K., Lee, K.: SoK: a systematic review
of insider threat detection. J. Wirel. Mob. Netw. Ubiquit. Comput. Dependable
Appl. 10(4), 46–67 (2019)

3. Homoliak, I., Toffalini, F., Guarnizo, J., Elovici, Y., Ochoa, M.: Insight into insiders
and it: a survey of insider threat taxonomies, analysis, modeling, and countermea-
sures. ACM Comput. Surv. (CSUR) 52(2), 1–40 (2019)

4. Cost of Insider Threats Report. https://www.ibm.com/security/digital-assets/
services/cost-of-insider-threats/. Accessed 19 May 2022

https://www.ibm.com/security/digital-assets/services/cost-of-insider-threats/
https://www.ibm.com/security/digital-assets/services/cost-of-insider-threats/


242 X. Tao et al.

5. Alsowail, R.A., Al-Shehari, T.: Empirical detection techniques of insider threat
incidents. IEEE Access 8, 78385–78402 (2020)

6. Liu, L., De Vel, O., Han, Q.L., Zhang, J., Xiang, Y.: Detecting and preventing
cyber insider threats: a survey. IEEE Commun. Surv. Tutor. 20(2), 1397–1417
(2018)

7. Yuan, S., Wu, X.: Deep learning for insider threat detection: review, challenges
and opportunities. Comput. Secur. 104, 102221 (2021)

8. Raveendran, R., Dhanya, K.A.: Covariance matrix method based technique for
masquerade detection, pp. 1–5 (2014)

9. Taylor, P.J., et al.: Detecting insider threats through language change. Law Hum.
Behav. 37(4), 267 (2013)

10. Eberle, W., Graves, J., Holder, L.: Insider threat detection using a graph-based
approach. J. Appl. Secur. Res. 6(1), 32–81 (2010)

11. Seo, S., Kim, D.: Study on inside threats based on analytic hierarchy process.
Symmetry 12(8), 1255 (2020)

12. Qiu, W., Khong, A.W.H., Tay, W.P.: Hidden Markov model for masquerade detec-
tion based on sequence alignment. In: 2018 IEEE 16th International Conference on
Dependable, Autonomic and Secure Computing, 16th International Conference on
Pervasive Intelligence and Computing, 4th International Conference on Big Data
Intelligence and Computing and Cyber Science and Technology Congress, pp. 278–
285. IEEE Computer Society (2018)

13. Ye, X., Han, M.M.: An improved feature extraction algorithm for insider threat
using hidden Markov model on user behavior detection. Inf. Comput. Secur. (2020)

14. Wall, A., Agrafiotis, I.: A Bayesian approach to insider threat detection. J. Wirel.
Mob. Netw. Ubiquit. Comput. Dependable Appl. 12(2) (2021)

15. Chen, L., Aritsugi, M.: An SVM-based masquerade detection method with online
update using co-occurrence matrix. In: Büschkes, R., Laskov, P. (eds.) DIMVA
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Abstract. Vehicular ad-hoc networks (VANETs) is emerging as the
most essential technology for securing traffic safety as well as enhanc-
ing traffic conditions. The confidentiality of messages transmitted in
VANETs is of utmost priority, which has attracted extensive schol-
arly research. However, the security of the existing studied encryption
schemes remains to be upgraded with a massy time overhead. Hence, we
propose a lightweight encryption scheme for secure message transmission
in VANETs with a private blockchain. Firstly, the encryption scheme we
designed, called VMT, ensures the confidentiality and forward security
of messages, while the system is sound and amnesic so that we are not
entirely dependent on external servers. Meanwhile, the private blockchain
with high privacy-preserving and flexible read/write access assures that
merely permitted users to access the message. Furthermore, our scheme
achieves excellent lightweight, thus suitable for VANETs with huge mes-
sages. Security analysis indicates that our scheme has firmly secured the
transmission of messages in VANETs. Performance evaluation demon-
strates that our scheme is lightweight and efficient, with encryption and
decryption times of 7.00 ms and 7.67 ms, respectively.
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1 Introduction

With the accelerated advancement in the Internet of Vehicles (IoV) [1–3] and
Intelligent Transportation Systems (ITS) [4,5], VANETs [6,7] are deemed as
the most potential technology for ensuring traffic safety and enhancing driving
performance in the future [8], while provoking numerous studies [9,10,28–30].
In VANETs, Road Side Unit (RSU), which is deployed on the roadside or inter-
sections according to its scope of telecommunication, communicates via IEEE
802.11 protocol [11] with the vehicle equipped wireless communication devices,
i.e., On Board Unit (OBU) collaboratively at high speed and in real-time. The
wireless communication of VANETs aims at supporting sophisticated driving
assistance functions and tracking traffic situations timely to avoid traffic conges-
tion [12] while achieving traffic safety. The prerequisite for VANETs to tackle
driving sensations and traffic congestions is to assure a trustworthy and secure
message dissemination service, whereas the confidentiality of messages are com-
monly neglected, leading to a considerable security vulnerability [13].

Security has gradually become the focus of scholarly research [25–27], several
scholars noticed the security risks [23,24] of message propagation and conducted
related researches in VANETs [14–19]. Cai [14] designed a ring sign-encryption
scheme to reach user privacy protection and message confidentiality [20], but
depends on third parties heavily. [15–17] employed Ciphertext Policy Attribute-
Based Encryption (CP-ABE) for message encryption to assure message confi-
dentiality and access control capability, however, their system overhead is bur-
densome. Due to the massive volume of messages in VANETs, we demand a
lightweight system to maintain the system function properly during traffic con-
gestion. To reach this, [18] proposed an arithmetically simple protocol to achieve
lightweight yet lacking access control, leading to the illegal application of mes-
sages. [19] selected full homomorphic encryption to upgrade message security
and performs data aggregation to fulfill the lightweight requirement while set-
ting secondary decryption for access control, nonetheless, it has not considered
forward security. So far, there is still no lightweight message transmission scheme
that can guarantee forward security in VANETs.

To address the foregoing challenges, we propose a lightweight encryption
scheme for secure message transmission in VANETs with a private blockchain.
We devise VMT, including two servers that are not entirely trusted cooperate
in encryption and decryption operation ensuring secure message transmission in
VANETs. The VMT scheme maintains the confidentiality and integrity of mes-
sages and features strong soundness. Meanwhile, two servers forget immediately
after completed the encryption and decryption actions, assuring the amnesia of
the scheme. In addition, forward security is provided by the VMT scheme, which
enables the previous messages with security even if the key is compromised. Fur-
ther, due to the advantages of blockchain technology utilized in vehicular net-
works [21], private blockchain [22] is deployed in our scheme due to its superior
security and rapid transaction. The OBU/RSU establishes its read/write privi-
leges to ensure access control. Crucially, our scheme is lightweight to accommo-
date the massive messages transfer characteristics of VANETs.
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Our main contributions are elaborated as follows:

1. We design a lightweight encryption scheme, called VMT, and employ it in
VANETs, ensuring strong soundness, amnesia, messages confidentiality and
forward security character.

2. Our scheme enables secure transmission of messages in VANETs without com-
plete trust in the encryption server due to the innovative amnesia property
as well as the VMT scheme.

3. Private blockchain is used to exert access control, with better transaction
efficiency, lower-budget to deploy, more privacy-conscious with robust data
security as well as with more flexible read/write permissions.

4. Security analysis and experimental evaluation indicate that our scheme is
secure and lightweight. The encryption and decryption operations of one mes-
sage take only 7.00 ms and 7.67 ms, less than existing systems.

The paper is organized as follows: The Sect. 2 is the threat models and design
goals. We introduce our proposed scheme specified in Sect. 3. Security analysis
is given in Sect. 4, and performance evaluation is plotted in Sect. 5. Then, we
finish the literature review in Sect. 6. Finally, we conclude our paper in Sect. 7.

2 Threat Models and Design Goals

The acronyms utilized in our paper are shown in Table 1.

2.1 Threat Models

Non-confidentiality of Messages. The lack of confidentiality and integrity of
messages transmitted in VANETs leads to privacy breaches.

Completely Trust on Third Parties. Fully trusting third parties can result
in security deficiencies and the risk of manipulation like known-plaintext attack.

Arbitrary Access. Casually access to transport messages risks message abuse
and flooding attacks.

Time-consuming Encryption. The overly burdensome encryption protects
the confidentiality of messages whereas it causes the system to collapse during
high traffic volumes.
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Table 1. Glossary

Acronym Description Acronym Description

(pk, sk) Public-secret key pair ctb Ciphertext

ϑ Non-interactive zero-knowledge proof l, l∗ Label

ω Record F Flag

rn Random number pw∗
b Password

Q,Q Prime order M, mb Message

2.2 Design Goals

Security of Message Transmission. Our scheme demands to assure the con-
fidentiality of OBU, OBU/RSU communication messages as well as security.

Distrustful Reliance on External. The messages are encrypted and trans-
mitted without full trust in external servers.

Access Control. Only entities with permission are allowed to access the
encrypted information.

Lightweight Encryption. The overhead of message encryption is required to
be low enough to ensure proper operation during traffic congestion.

Forward Security. Prior encrypted messages are remaining security despite
the loss of the key.

3 Our Proposed Encryption Scheme in VANETs

3.1 Overall

The communication model is shown in Fig. 1, consisting of five entities. Road
Side Units (RSUs) are placed on roadsides or at crossroads based on communi-
cation coverage to monitor and broadcast current traffic conditions in real-time.
Vehicles/On-Board Units (OBUs) on the vehicles convey road condition
messages to others or RSUs. Encryption-Decryption Server (EDS) sup-
plies services for encryption and decryption of messages in VANETs. Crypto-
graphic Auxiliary Server (CAS) is the server assisting with EDS encryption
and decryption. In this case, a superior level of security can be realized by
encrypting messages through the joint collaboration of two servers (EDS, CAS).
Private Blockchain (PBC) is owned by a single entity, which setting access
and read/write permissions freely.
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Fig. 1. System model.

In our architecture, when OBU-1 col-
lides with OBU-2, it will cause traffic jam
around. In this case, the relevant OBU
should promptly communicate the message
to the RSU within the communication range
in order to broadcast the message and notify
the vehicles that are about to enter this
roadway to take detour measures. However,
in this process, the broadcast of this vehi-
cle accident and blockage information may
lead to privacy leakage risk since the adoption of a third-party server is also
not entirely trustworthy. Arbitrary OBU access and the high-traffic nature of
VANETs can lead to abuse risks and system breakdown. To address these chal-
lenges, we design a lightweight encryption scheme with forward security, access
control through a private blockchain, and two servers to assist with encryption
to reduce the risk of untrustworthy third parties.

Furthermore, we then denote message delivered between the RSU and the
OBU assemble M = Q, which Q is a group of prime order q satisfies writ-
ten multiplicatively and then set ϑ(Gen, Pok, Vf) as a Non-Interactive Zero-
Knowledge (NIZK) proof. Further, we set two hash functions HEDS and HCAS

as HEDS ,HCAS : {0, 1}∗ → Q. Finally, we set the OBU/RSU password assemble
PW ← {0, 1}∗. We elaborate our scheme detailly as follows.

3.2 Setup and Key Extraction

Each OBU/RSU randomly acquires its password pw∗
b and pseudo-ID UE

ID, where
E represents its entity type as OBU/RSU, which is used for subsequent encryp-
tion and decryption. Simultaneously, the blockchain configures initially for no
read/write access by anyone except the owner. The two mutually collaborating
servers used for encryption extract their key pairs at this step as well.

V MT.Setup and KeyExt: After input the security parameter λ, the algorithm
sets the public parameter p. Then, through calling ϑ.Gen, it gets the parameter
a and also obtains Q ← Q. After that, according to Algorithm 1, it can easily
get the (pkEDS , skEDS) and (pkCAS , skCAS).

Algorithm 1. V MT. Setup and KeyExt

Input: Security parameter λ
Output: (a, ϑ), (pkEDS , skEDS) and (pkCAS , skCAS)

1: Procedure V MT. Setup and KeyExt

2: Set public parameter p ←
Setup(1λ)

3: Set a ← ϑ.Gen(1λ) and Q ← Q

4: Return (a, ϑ)

5: Set pkEDS ←⊥ and skEDS ← Zq �
where ⊥ means empty

6: Return (pkEDS , skEDS)
7: Set x ← Zq and pkCAS ← Qx

8: Set skCAS ← x
9: Return (pkCAS , skCAS)
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3.3 Encryption

As shown in Fig. 1, OBU1 and OBU2 collide, causing traffic congestion on main
road. OBU1 and/or OBU2 reports the incident by communicating with the
nearest RSU1 within its telecommunication coverage, with aiming that RSU1

promptly broadcasts to the vehicle behind reminding it to re-route as soon as
possible. For convenience, in the following description we refer to the reported
message as M , the entity sending the message as OBUS , and that receiving the
message as RSUR. Notably, our scheme is suitable for communication between
arbitrary two sides in VANETs.
Step 1. OBUS generates M which is sent to EDS with pseudo-ID UE

ID and pw∗
b

to request encryption service.
Step 2. EDS and CAS jointly encrypt the message M to produce the ω.

Algorithm 2. V MT. EDS − Encryption((l∗, ω),⊥)
Input: EDS secret key skEDS , CAS secret key skCAS , password pw∗

b , and message M

Output: ((l∗, ω), ⊥)

1: Procedure V MT. EDS − Encryption

2: Set label l = (lEDS , lCAS)

3: Generate EDS and CAS random number

rnEDS , rnCAS

4: if l =⊥ then � where ⊥ means empty

5: rnEDS ← {0, 1}λ

6: else

7: Denote l as (rnEDS , rnCAS)

8: end if

9: Set HEDS,m0 ← HEDS(pw∗
0 , rnEDS , 0)

10: Set HEDS,m1 ← HEDS(pw∗
1 , rnEDS , 1)

11: Set Ciphertext Ctb = (H1(U
E
ID), H2(pw∗

b )) ·
mb

12: Compute ω = (Ct0HEDS,m0 ,

Ct1HEDS,m1M)

13: Compute label l∗ = (rnEDS , rnCAS)

14: Return ((l∗, ω), ⊥)

V MT.EDS−Encryption((l∗, ω),⊥): The EDS inputs secret key skEDS , skCAS ,
password pw∗

b and message M . This protocol is as follows. We initially set
the label l = (lEDS , lCAS) and then generate random numbers rnEDS and
rnCAS of EDS and CAS, respectively. Further, if l =⊥, it will rnEDS ←
{0, 1}λ, others will denote l as (rnEDS , rnCAS). After that, we set HCAS,m0

and HCAS,m1 through this algorithm, and the two parties create the cipher-
text Ctb = (H1(UE

ID),H2(pw∗
b )) · mb, where b ∈ {0, 1}. Finally, we compute

ω = (Ct0HEDS,m0 , Ct1HEDS,m1M), the label l∗ = (rnEDS , rnCAS) and output
them, as Algorithm 2.

V MT. CAS − Encryption(⊥, (rnCAS , Ct, μ)): The input is same as Algo-
rithm 2 and we also set the label l = (lEDS , lCAS), random numbers rnEDS

and rnCAS . Moreover, if l = ⊥, it will rnEDS ← {0, 1}λ, else name l as
(rnEDS , rnCAS). Then, we set HCAS,m0 and HCAS,m1 according to this algo-
rithm and set ciphertext Ct = (Ct0, Ct1) ← (Hx

CAS,m0
,Hx

CAS,m1
). Then, if

∃x s.t. (Ct0, Ct1, pkCAS) = (Hx
CAS,m0

,Hx
CAS,m1

, Qx), we denote δ = x. Finally,
we process μ ← ϑ.PoK(a, δ) with outputting (⊥, (rnCAS , Ct, μ)). Details are
shown in Algorithm 3.

Step 3. The EDS transmits the encrypted message ω to OBUS and deletes M .
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Step 4. OBUS uploads the password pw∗
b to the private blockchain as well as

grants read access to RSUR.
Step 5. OBUS transmits ω to RSUR via IEEE 802.11 protocol.

3.4 Decryption

After RSUR receives the encrypted message ω transmitted by OBUS , it will
decrypt ω to obtain the message M . The detailed decryption procedure is shown
below.

Algorithm 3. V MT. CAS − Encryption(⊥, (rnCAS , Ct, μ))
Input: EDS secret key skEDS , CAS secret key skCAS , password pw∗

b , and message
M
Output: (⊥, (rnCAS , Ct, μ))

1: Procedure V MT. CAS −Encryption

2: Set label l = (lEDS , lCAS)
3: Generate EDS and CAS random

number rnEDS , rnCAS

4: if l =⊥ then � where ⊥ means
empty

5: rnCAS ← {0, 1}λ

6: else
7: Denote l as (rnEDS , rnCAS)
8: end if

9: Set HCAS,m0 ← HCAS(rnCAS , 0)
10: Set HCAS,m1 ← HCAS(rnCAS , 1)
11: Set Ciphertext Ct = (Ct0, Ct1) ←

(Hx
CAS,m0 , Hx

CAS,m1)
12: if exist x, satisfies (Ct0, Ct1, pkCAS)

= (Hx
CAS,m0 , Hx

CAS,m1 , Qx)
13: Set δ = x
14: end if
15: Set μ ← ϑ.PoK(a, δ)
16: Return (⊥, (rnCAS , Ct, μ))

Step 1. RSUR accesses OBUS ’s private blockchain to obtain the password pw∗
b

for decryption.
Step 2. RSUR delivers the password pw∗

b and encrypts message ω to EDS to
request decryption service.
Step 3. EDS and CAS validate the password pw∗

b , then jointly decrypt it if it is
correct, with the following algorithm.

V MT. EDS−Decryption((skEDS , pw∗
b , ω),⊥): After a user logs in with his/her

password pw∗
b , the EDS will search its record ω and label l as input and also EDS

inputs its secret key skEDS . Firstly, we recall the record ω = (Ct0HEDS ,m0,
Ct1HEDS,m1M) and label l = (rnEDS , rnCAS). Moreover, we set HCAS,m0 ,
HCAS,m1 , HEDS,m0 , HEDS,m1 , respectively. After that, it will denote two
ciphertexts Ct0 and Ct1. Further, if the flag F = TRUE and if ∃x s.t.
(Ct0, Ct1, pkCAS) = (Hx

CAS,m0
,Hx

CAS,m1
, Qx), we set δ = x and assign M ←

(ω1Ct1HEDS,m1). Else, it will let M =⊥ and finally with ((skEDS , pw∗
b , ω),⊥)

as return. We elaborate them in Algorithm 4.
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Algorithm 4. V MT. EDS − Decryption((skEDS , pw∗
b , ω),⊥)

Input: EDS secret key skEDS , label l, record ω, password pw∗
b , and flag F

Output: ((skEDS , pw∗
b , ω), ⊥)

1: Procedure V MT. EDS − Decryption

2: Recall ω = (Ct0HEDS,m0 ,

Ct1HEDS,m1M)

3: Recall l = (rnEDS , rnCAS)

4: Set HCAS,m0 ← HCAS(rnCAS , 0)

5: Set HCAS,m1 ← HCAS(rnCAS , 1)

6: Set HEDS,m0 ← HEDS(pw∗
0 , rnEDS , 0)

7: Set HEDS,m1 ← HEDS(pw∗
1 , rnEDS , 1)

8: Set Ciphertext Ct0 ← ω0HEDS,m0 and

Ct1 ← ω1HEDS,m1

9: if F = TRUE then

10: if exist x satisfies then (Ct0, Ct1,

pkCAS) = (Hx
CAS,m0

, Hx
CAS,m1

, Qx)

11: Set δ = x and M ←
(ω1Ct1HEDS,m1 )

12: end if

13: else

14: M = ⊥ � where ⊥ means empty

15: end if

16: Return ((skEDS , pw∗
b , ω), ⊥)

Algorithm 5. V MT. CAS − Decryption(⊥, (skCAS))
Input: label l, record ω, and flag F

Output: (⊥, (skCAS))

1: Procedure V MT. CAS − Decryption

2: Recall Ciphertext Ct0 ← ω0

3: Recall l = (rnEDS , rnCAS)

4: Set HCAS,m0 ← HCAS(rnCAS , 0)

5: Set HCAS,m1 ← HCAS(rnCAS , 1)

6: if Ct0 = Hx
CAS,m0

then

7: F = TRUE and Ct1 = Hx
CAS,m1

8: if exist x satisfies then (Ct0, Ct1,

pkCAS) = (Hx
CAS,m0

, Hx
CAS,m1

, Qx)

9: Set δ = x and obtain skCAS

10: end if

11: else

12: Set F = FALSE and M = ⊥ � where

⊥ means empty

13: end if

14: Return (⊥, (skCAS))

V MT. CAS − Decryption(⊥, (skCAS)): The input in this step is label l,
record ω and flag F . To begin, it recalls ciphertext Ct0 ← ω and l =
(rnEDS , rnCAS). After that, we denote HCAS,m0 and HCAS,m1 . Then, if
∃x s.t. (Ct0, Ct1, pkCAS) = (Hx

CAS,m0
,Hx

CAS,m1
, Qx), we set δ = x and obtain

skCAS . Else, it will set F = TRUE and M =⊥. Lastly, this algorithm will return
(⊥, (skCAS)) and details expounded in Algorithm 5.

Step 4. EDS delivers the decrypted message M to RSUR, and then deletes it.
Step 5. OBUS closes the read access of RSUR to its private blockchain.

4 Security Analysis

4.1 Correctness of VMT

Our VMT scheme is correct since each authentically generated record is
decrypted successfully with the correct password input. The correctness of VMT
also concludes soundness and forward security, which will show later. We then
have the CorrV MT (1λ) as: Prob[CorrV MT (1λ) = 1] ≤ |Prob[SounV MT

Sλ (1λ) =
1] + |Prob[ForwV MT,m0

Sλ (1λ) = 1] − Prob[ForwV MT,m1
Sλ (1λ) = 1]||.



252 S. Xu et al.

4.2 Soundness of VMT

The proposed VMT scheme satisfies soundness, ensuring that after an honest
EDS and a CAS produced a record and encrypted message, they can be regained
through using correct passwords in the decryption protocol. In addition, sound-
ness also satisfies that if adversaries execute the decryption protocol by incorrect
passwords, the VMT scheme will output the flag F = ERROR.

Definition 1 (Soundness). VMT scheme satisfies soundness whenever each
Probabilistic Polynomial Times(PPT) attacker Sλ = (Sλ

1 , Sλ
2 , Sλ

3 ), it has one
negligible function NeglSoun(λ) where Prob[SounV MT

Sλ (1λ) = 1] ≤ NeglSoun(λ).

4.3 Message Confidentiality

Message confidentiality requires that PPT attacker Sλ has no ability to figure
out whether one record ω∗ has encrypted message m∗

0 or m∗
1, even if they were

chosen by Sλ.

(1) Query phase: We formalize message confidentiality ConfV MT,mb

Sλ (1λ) includ-
ing two attackers Sλ = (Sλ

1 , Sλ
2 ) as the EDS and one honest challenger to

be CAS. Then attacker Sλ
1 will access the VMT encryption, decryption, and

key update oracles respectively. Finally, Sλ
1 will output the secret key of

EDS sk∗
EDS , one password distribution ξ as well as messages m0, m1 and a

state st.
(2) Challenge phase: Challenger C selects one password pw∗ randomly and then

writes m∗
b in the record ω∗ by using sk∗

EDS and pw∗. In this phase, there is
no communication transcript given to Sλ.

(3) Guess phase: Sλ
2 owns ω∗ and Sλ

2 has to guess whether m∗
0 or m∗

1 has been
encrypted by one guess b

′
.

Definition 2 (Message Confidentiality). Our VMT scheme satisfies mes-
sage confidentiality, if all PPT adversaries Sλ = (Sλ

1 , Sλ
2 ), it has one

negligible function NeglConf (λ) where |Prob[ConfV MT,m0
Sλ (1λ) = 1] −

Prob[ConfV MT,m1
Sλ (1λ) = 1]| ≤ 2

∑N
i=1 pi + NeglConf (λ).

4.4 Amnesia of VMT

Amnesia attribute ensures hiding passwords and encrypting messages against
baleful CAS, which does not guarantee the anonymity of the incomplete end user.
Thus, we formalize the amnesia of VMT as AmneV MT,mb

Sλ (Sλ), which consists
of three PPT attackers Sλ = (Sλ

1 , Sλ
2 , Sλ

3 ) as hostile CAS and one challenger C
to be an honest EDS.

(1) Query phase: Firstly, Sλ
1 interacts with the challenger C of the protocols for

encryption and decryption. Then, the CAS outputs the protocols given to
Sλ. Sλ

1 will output (pw∗
0 , m∗

0, pw∗
1 , m∗

1) together with giving the state st
to Sλ

2 .
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(2) Challenge phase: With owning the challenge password pw∗
b and message m∗

b ,
the challenger C, being one CAS, will use the encryption protocol through
pw∗

b and m∗
b together with the attacker Sλ

2 as a CAS. Finally, C outputs and
sends the record T ∗ to Sλ

3 , then Sλ
2 outputs and sends a state st to Sλ

3 .
(3) Guess phase: Sλ

3 still has the ability to interact with C but the decryption
oracle will not give the output to Sλ with inputting pw∗

0 and pw∗
1 . Thus, Sλ

cannot win the challenge and finally, having obtained the chosen (pw∗
b ,m∗

b)
in the challenge phase, adversary Sλ

3 outputs the guess b
′
.

Definition 3 (Amnesia). If all PPT attackers Sλ = (Sλ
1 , Sλ

2 , Sλ
3 ) existing,

scheme satisfies the negligible function NeglAmne(λ) where |Prob[AmneV MT,m0
Sλ

(1λ) = 1] − Prob[AmneV MT,m1
Sλ (1λ) = 1]| ≤ NeglAmne(λ).

4.5 Access Control

Due to the feature of heavy flows in VANETs, we demand access control for mes-
sages between OBUs. Meanwhile, access control prevents the risk of malicious
user abused the messages, which are encrypted through VMT for secure trans-
mission, allowing the only user with the correct password to access the messages
by decrypting them via EDS. The private blockchain is owned by the entity that
encrypts the message, while the transactions are incredibly speedy with solid
trust. We also utilize the private blockchain to store the correct passwords with
timely updates, while read/write access is only available to permit entities to
enforce message access control.

4.6 Forward Security

Definition 4 (Forward Security). We have to avoid the leakage of mes-
sages in VANETs scenarios even if the attackers have mastered the secret
keys. Our proposed scheme is forward secure whenever any two PPT adver-
saries Sλ = (Sλ

1 , Sλ
2 ), they satisfy one negligible function NeglForw(λ) where

|Prob[ForwV MT,m0
Sλ (1λ) = 1] − Prob[ForwV MT,m1

Sλ (1λ) = 1]| ≤ NeglForw(λ).

5 Performance Evaluation

To evaluate the peculiarity of lightweight of our VMT scheme of VANETs, we
tested the time overhead through digital simulation experiments utilizing data
that is extremely proximate to practical applications. Meanwhile, we compared
our VMT scheme with existing schemes [15,19] in order to highlight our superi-
ority. The experiments based on the C++ language and simulated on Windows
10 with Intel(R) Core(TM) i7-10875H CPU @ 2.60 GHz, 16 GB RAM. The
experimental results on behalf of 40 trials on average are demonstrated as fol-
lows.

Figure 2 depicts the impact of the number and message size in VMT on the
time overhead of encryption and decryption operations. As shown in Fig. 2(a),
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the time overhead goes up somewhat marginally and maintains relatively steady
along with the growing size of message. Figure 2(b) demonstrates the effect of
message size. We notice that time for encryption and decryption operations rise
slightly as the message size expands, with the overall time maintaining stability.
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Fig. 2. Compare the impact of message number and size.

Figure 3 illustrates the time overhead of VMT with a different number of
processor cores and compares it with [15,19]. From Fig. 3(a), the time overhead
for encryption and decryption decreases significantly when the number of server

Table 2. Security comparison with current schemes in properties.

Schemes Soundness Message

confidential

Amnesia Access

control

Forward

security

Lightweight Security

mechanism

Horng [15] × √ × √ √ × CP-ABE

Xia [16] × √ × √ × × CP-ABE

Liu [17] × √ × √ × × CP-ABE,

PRE

Li [18] × √ × × × √
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√ √ √ √ √ √
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Fig. 3. Comparison of processors number and comparison with other schemes.
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processors increases. Higher core processors can be deployed at frequent traffic
congestions to enhance processing speed. In Fig. 3(b), we compare the time over-
head with existing systems using a 1-core processor as a premise. It is apparent
that our scheme fulfills the lightweight and outperforms existing schemes [15,19]
markedly.

6 Related Work

VANETs is emerging as a critical technology for enhancing traffic conditions
and driving safety, which requires frequent communication between OBU and
RSU. The issue of communication security in VANETs networks has attracted
widespread attention as well as catalyze numerous studies. As shown in Table 2,
we conduct a security comparison with existing schemes [15–18] with an analysis
of their strengths and weaknesses, respectively. To solve the challenge of data
confidentiality in VANETs, [15] introduced an identity-based scheme on revo-
cable CP-ABE, where encryption and decryption operations were outsourced
to the cloud for reducing the burden on OBU. As well, the scheme guaranteed
user privacy and access control, however it performed poorly in terms of amnesia
and system lightweight. The protocol proposed in [18] applied hash functions and
exclusive-OR operations with system lightweight capabilities, however, it did not
promise forward security and access control of messages. [16] employed CP-ABE
for protecting message confidentiality while [17] combined CP-ABE with Proxy
Re-Encryption (PRE) for an enhancement in time overhead. Whereas, none of
them ensure the forward security of the messages with the lightweight of the
system. Moreover, none of the existing schemes exhibit strong soundness and
amnesia. Massive amounts of messages are propagated in VANETs networks,
especially during traffic congestion, hence lightweight is essential. Our designed
lightweight VMT scheme provides strong soundness, amnesia, access control,
and forward security properties while ensuring message confidentiality, superior
to existing schemes.

7 Conclusion

In this paper, we propose a lightweight encryption scheme, VMT, for securing
the transmission of high-volume messages in VANETs. Our scheme guarantees
the correctness and strong soundness for the reliability of encryption services,
while VMT amnesia ensures that the encryption is not dependent on third-party
servers. Simultaneously, VMT enables message confidentiality and forward secu-
rity, securing transmission of messages and previous messages in VANETs even
if keys are compromised. In addition, multiple private blockchains owned by
OBU/RSU entities adopt to fulfill message access control. Crucially, our scheme
is lightweight, dramatically contributing to the system’s stability under traffic
congestion. Security analysis and comprehensive experimental evaluation show
that VMT secures message transmission in VANETs with lower-budget over-
head, excels to existing systems. Nevertheless, our scheme is unable to resist
quantum computing attacks, which will be an urgent priority for future work.
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Abstract. Crowdsensing systems collect multidimensional and hetero-
geneous data using sensing devices of individuals (called workers). How-
ever, there are often conflicts between data from multiple sources. Truth
discovery try to resolve the conflicts by evaluating the trustworthiness of
each source to find the ground truth. However, recent works have shown
that truth discovery is vulnerable to data poisoning attacks. By submit-
ting carefully crafted malicious data, attackers can launch multi-round
iterations of hiding and attacking to deceive trustworthiness from truth
discovery. This can result in long-term, insidious, and damaging data poi-
soning attacks. To this end, it is necessary to study how to improve the
robustness of truth discovery. In this paper, we study high robust truth
discovery methods against multi-round data poisoning attacks in crowd-
sensing systems, and attempt to detect potentially malicious workers.
First, we implement one of the most widely used truth discovery frame-
works, and verify its vulnerability to multi-round data poisoning attacks.
Second, we propose HRTDMD, a high robust truth discovery method
with malicious worker detection. Finally, we conduct experiments on real
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1 Introduction

Crowdsourcing is widely favored as an inexpensive and efficient way to collect
data for data mining, scientific research, etc. [1,2]. Crowdsensing is a form of
crowdsourcing in the IoT, where data collection is accomplished by distribut-
ing sensing tasks to ordinary users with sensing devices [3]. However, the data
collected by this way is not completely reliable. The data submitted by workers
is often noisy and the information may conflict with each other, due to factors
such as the quality of the workers’ sensing equipment and the dynamic movement
of the equipment. How to find the most reliable truth among these conflicting
information is an important challenge for crowdsensing [4,5].

One of the most popular ways to solving this problem is to perform truth
discovery [6,7]. Truth discovery evaluates the trustworthiness of each source and
determines the level of participation in data aggregation by trustworthiness.
Various research works have given different frameworks for truth discovery. In
this paper, we implemented one of the most widely used frameworks [6,7], we
call it TruthFinder.

Data poisoning attacks against crowdsensing refers to attackers arrange a
group of malicious workers to participate in sensing tasks, and submit some
carefully designed malicious data, which can disrupt the effectiveness of data
analysis [8]. By analyzing the trustworthness of data sources or task partici-
pants, it is possible to defend against various types of attacks to a certain extent
[22–24], including data poisoning attacks. However, we focus on truth discovery.
The current data poisoning attack methods against crowdsensing systems have
reached a very sophisticated level, where attackers lurk in the platform for a long
time to gain trust and gain a higher trustworthness for themselves, thus having
the ability to launch more violent attacks [9,10]. Truth discovery algorithm does
not take into account the presence of malicious workers. It is necessary to opti-
mize and improve the TruthFinder framework to make it more robust to defend
against data poisoning attacks.

In this paper, we focus on multi-round data poisoning attacks scenario and
investigate how to improve the robustness of truth discovery. We validate the
vulnerability of TruthFinder under multi-round data poisoning attacks, and we
propose a high robust truth discovery with malicious worker detection (HRT-
DMD). The contributions of this paper are as follows.

1) We validate the vulnerability of the traditional TruthFinder, whice use three
attack methods of multi-round data poisoning attack.

2) We make optimizations from two defense perspectives, malicious worker
detection and improved TruthFinder. We propose a High Robust Truth Dis-
covery with Malicious worker Detection (HRTDMD).

3) We normalize the criteria for the success of data poisoning attacks, and con-
duct experiments on real dataset, which fully demonstrate the effectiveness
of our methods.

The rest of this paper is organized as follows. Section 2 discusses the related
work. Section 3 shows three types of multi-round data poisoning attack meth-
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ods and verifies the vulnerability of TruthFinder framework. Section 4 analyzes
the way to defend against data poisoning attacks, and proposes HRTDMD.
Section 5 illustrates the experimental results on real dataset. Section 6 concludes
this paper.

2 Related Work

Recently, a lot of works focus on the problem of truth discovery. The method
proposed by [11] focus on truth discovery in long-tail data. Truth discovery
method in [19] removes bias from the data before processing. A truth discovery
method to protect workers’ privacy is proposed by [16]. Multi-truth discovery is
studied in [20]. Some works studied the robustness of truth discovery, but they all
focus on unintentional data quality issues, not data poisoning attacks. Different
optimization methods around high robust truth discovery in classification tasks
and numerical tasks are studied in [12–15,17]. Truth discovery by bootstrapping
is introduced by [18], and truth confidence intervals can be discovered.

We focus on single truth discovery for numerical tasks. Truth discovery finds
the truth from conflicting information by evaluating the trustworthiness of the
data source. Our work is based on one of the most widely used frameworks
TruthFinder [6,7]. The framework does not require additional prior knowledge,
and iteratively computes and updates the possible truth and workers’ trustwor-
thiness. The current optimization for robustness of truth discovery is mainly in
the following two ways.

– The first method of defense is to filter the data prior to data aggregation.
Noise and malicious data can disrupt the normal operation of truth discovery.
The method proposed by [17] is to perform source evaluation and source
filtering prior to data aggregation. However, this work does not describe in
detail the selection method of the evaluation threshold. The effectiveness of
this defense method is directly dependent on the selection of the threshold.

– The second method of defense is how to discover the truth more accurately
from the conflicting information. Bootstrapping method was used in [18] to
sample the received data. Then perform truth discovery on each subset of the
sample to obtain the truth set, and use the average of the truth set as the final
truth. This method performs sampling for truth discovery, which introduces
a significant time overhead, besides, this work focuses on confidence intervals
for the truth, while our research work focuses on single truth.

Our work integrates source filtering and high robust truth discovery to defend
against data poisoning attacks. We focus on the defense of multi-round data
poisoning attack scenarios. There has been a significant amount of work done
on single data poisoning attack, while more work is needed on multi-round data
poisoning attack. Finally, we focus on numerical sensing tasks, which are more
challenging compared to classification tasks.
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3 Multi-round Data Poisoning Attacks Against
TruthFinder

3.1 Multi-round Data Poisoning Attacks

In this paper, we consider a multi-round data poisoning attack scenario,
where malicious workers continuously accept sensing tasks and submit carefully
designed data over a period of time. In a multi-round attack scenario, we assume
that a sensing task lasts for a period of time, and each worker receiving the task
needs to submit data at each time step. The workers’ weights (i.e., trustworthi-
ness) are initialized at the initial moment of each task, and continuously adjust
the weights according to the workers’ performance in the task. The final weights
obtained by the workers at the previous moment become the initial weights at
current moment until the end of the task. We used the following three popular
data poisoning attack methods to attack the defense framework.

Hide-AttackPois: In a task, the attacker adopts a method of alternate exe-
cution of hiding and attacking. Hiding means controlling the malicious workers
to submit normal data to trick TruthFinder to assign a higher weight to them.
When the weights are increased to a certain level, which means a higher probabil-
ity of success, the attack action is selected and the malicious data is submitted
to disturb the output. Please note that, under this method, even if malicious
workers submit normal data, this data is still toxic. Malicious workers use it to
disturb the weight assignment of TruthFinder. We mark x : y after the method,
where x indicates the number of hiding and y indicates the number of attacking.
For example, 2 : 1 means that in the whole process of attacking, the malicious
workers alternately execute 2 hiding and 1 attacking.

FullKnowledgePois: We assume that the attacker has access to the weights
assigned to the workers inside TruthFinder, and determines whether an attack
should be launched based on the weights of the malicious workers. When the
weight of the malicious worker is lower than the average value of the weights of
the normal workers, the hidding action is taken, otherwise, the attacking action
is launched.

DeepPois: This method was first proposed in [10], where the authors used deep
reinforcement learning to model the data poisoning process, which is trained so
that the model can automatically make decisions (attacking or hiding).

3.2 Vulnerability of TruthFinder

In this paper, we use TruthFinder, one of the most widely used truth discov-
ery frameworks [6,7]. We assume that in a multi-round data collection task,
TruthFinder will take the worker weights �W (t−1) at t − 1 moments as the initial
weights at t moments, and iteratively update workers’ weights �W f and aggre-
gated values �X∗ until convergence or the preset maximum number of iterations
η is reached. Table 1 lists the key notation used in this paper.
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Table 1. Summary of key notation.

Notation Definition

N Number of workers

M Number of task attributes

�X Set of worker’s observations

�X∗ Set of aggregated value during the iteration

�Xf Set of truth after truth discovery

�Xg Set of ground truth

xn,m Observation of worker n for attribute m

x∗
m Aggregated value for attribute m during the iteration

xf
m Aggregated value for attribute m after truth discovery

xg
m Ground truth for attribute m

�W Set of worker’s weights

w
(t)
n Weight of worker n at time t

wf
n Weight of worker n during the iteration

TruthFinder computes the truth �Xf and woker’s weights �W by a two-step
iterative formula as follows.

• Updated aggregated value x∗
m by weighted average.

x∗
m =

∑
i≤N wi ∗ xi,m
∑

i≤N wi
(1)

• The aggregated values �X∗ computed in the first step are used to fur-
ther update the weights of workers �W f . d(xi,m, x∗

m) denotes the distance
(Euclidean distance, etc.) between the observation xi,m provided by worker i
and the aggregated value x∗

m on the attribute m. The weights of the workers
need to be normalized to ensure that

∑N
n=1 wn = 1.

wi =

√
√
√
√

∑M
m=1

∑
n≤N d(xn,m, x∗

m)
∑M

m=1 d(xi,m, x∗
m)

(2)

After the iteration stops, TruthFinder gives the final truth �Xf (i.e., the truth
closest to the ground truth) and the workers’ final weights �W . We analyzed
TruthFinder algorithm. TruthFinder does not take into account the long-term
performance of workers, and workers’ weights oscillate up and down in a wide
range. A malicious worker, even if performed extremely poorly in the previous
aggregation, can still trick TruthFinder into assigning a higher weight by sub-
mitting normal data in current aggregation. It is clearly unreasonable.

To validate the vulnerability of TruthFinder, we conducted an experiment
using 7 months of real data, includeing a total of 214 tasks. The duration of
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(a) DeepPois (b) Hide-AttackPois (c) FullKnowledgePois

Fig. 1. Weights of different attack method on TruthFinder (Color figure online)

each task was 24 h, and workers who accepted the task were required to submit
observations at each hour. To avoid the coincidence of workers’ weight changes
in a single task, we averaged the changes in workers’ weights over 214 tasks. The
effect is shown in Fig. 1. The red line indicates the weight of malicious workers,
and green lines indicates the weight of normal workers. As can be seen, all three
attack methods can cheat a high weight in TruthFinder, which means they will
have a large impact on the aggregation process of TruthFinder.

4 High Robust Truth Discovery with Malicious Worker
Detection

4.1 High Robust Truth Discovery

TruthFinder uses a weighted average to calculate the truth, which is susceptible
to extreme values. For practical reasons, the number of malicious workers planted
in the mission by the attacker is limited, most of the workers involved in the task
should be normal workers. Therefore, we used the weighted median to calculate
the truth, which better reflects the real distribution of the data.

We optimized the way we inherit the weights of TruthFinder. We impose
penalties on underperforming workers by weighting them lower. However, there
is no need to reward workers for good performance (since it is the workers’
responsibility to submit quality data). As the weights of poorly performing work-
ers are reduced, the weights of other workers are appropriately increased when
normalizing the weights. But the increase is within a small range and we do
not perform any additional operations to increase a workers’ weight. The work-
ers’ weight needs long-term good performance to maintain. The weight will be
reduced once the worker has bad behavior, which can effectively mitigate the
attacker’s reliance on short-term disguise to deceive the trust of TruthFinder.
Based on this idea, we propose a high robust truth discovery algorithm (HRTD).
The specific calculations are shown below.

– Update the aggregated value x∗
m by weighted median.

x∗
m = Median(w1 ∗ x1,m, w2 ∗ x2,m, ...wi ∗ xi,m) (3)
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Algorithm 1: High robust truth discovery algorithm

Input : �X = {x1,1, ..., xN,M}, �W (t−1) = {w1, ..., wN}, N, M, η
Output: �W (t), �Xf

1 k←0;
2 while Not converage or k<η do
3 k←k + 1;

4 Update aggregate value �X∗ based on Eqn. (3);

5 Update workers′ weight �W f based on Eqn. (4);

6 Normalized workers′ weight �W f based on Eqn. (5);

7 end
8 for m ← 1 to M do

9 MADm = Median(abs(x∗
m − �Xm));

10 end

11 �Deviation =
∑M

m=1 abs(x∗
m− �Xm)−MADm

M
;

12 �Rate = abs(
∑M

m=1(x
∗
m− �Xm)

M∗x∗
m

);

13 for n ← 1 to N do
14 if Deviationn>0 or Raten>0.05 then

15 wf
n = Min(wf

n, w
(t−1)
n );

16 end

17 end

18 Normalized workers′ weight �W f based on Eqn. (5);

19 �W (t) = �W f ;

20 return �W (t), �Xf ;

– Use the aggregated values �X∗ computed in the first step to update the weights
of the workers �W f .

wi =

√
√
√
√

M∑

m=1

|M | ∗ ∑N
n=1(x∗

m − xn,m)
(x∗

m − xi,m)
(4)

– Normalize the workers’ weights obtained in the second step.

wi =
wi

∑N
n=1 wn

(5)

The purpose of the above calculations is to find the truth �Xf , but the workers’
weights obtained here fluctuate a lot compared to the weights at the previous
moment. We want to reduce this fluctuation as much as possible. We refer to
the method of median absolute deviation (MAD), MAD is a robust measure
of sample deviation for univariate numerical data. We take the MAD between
the workers’ observations �X and the truth �Xf as the bound. Deviations less
than this bound are normal workers, while deviations greater than this bound
are possible to be malicious and require further judgment. We further calculate
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the relative error between the workers’ observation �X and the truth �Xf . If this
error exceeds the threshold (We set the threshold to 0.05), which means that the
workers’ observation deviates far from the truth, the worker may be malicious. If
the observation of a worker n satisfies both of the above conditions, this worker
n needs to be penalized. The weight of this worker n is chosen as the smallest of
w

(t−1)
n and wf

n. If the worker does not satisfy the above condition, the workers’
weight is wf

n. Finally, we normalize the weights of the workers. The specific
computations process can be seen in Algorithm 1.

(a) DeepPois (b) Hide-AttackPois (c) FullKnowledgePois

Fig. 2. Weights of different attack method on HRTD

To verify the effectiveness of our improvements, we use the three attack
methods mentioned above to attack the high robust truth discovery (HRTD).
The effect is shown in Fig. 2. As we can see, the weights of malicious workers are
limited to a very low range under all three attack methods. This means that the
role that malicious workers can play in data aggregation is very limited, proving
that our optimization is effective. We further analyze the experimental results,
the weights of malicious workers are effectively reduced, but still maintain about
0.01. Those weights will still have an impact. Therefore, we consider setting up
a malicious detection in the platform to remove malicious workers in a timely
manner.

4.2 Malicious Worker Detection

We adds a malicious worker detection step on HRTD to to remove malicious
workers in a timely manner and get HRTDMD. The basic idea of malicious
worker detection is shown by Fig. 3. The weights of workers in the same task are
temporally correlated. When an attacker controls malicious workers, malicious
workers tends to take the same action at the same moment (the overhead of
training each malicious worker individually is significant), submitting the same
malicious data or malicious data with appropriate noise added. Therefore, mali-
cious workers tend to have similar weight trajectories. We use a clustering algo-
rithm to detect malicious workers by inputting the weight trajectories of workers
from the initial moment to the current moment into the model. We will detect at
each hour and remove malicious workers once they are detected, and the weights
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of the remaining normal workers need to be initialized. It is necessary to initial-
ize the weights of normal workers because the behavior of malicious workers can
disturb the weights of normal workers.

Fig. 3. Malicious worker detection with AP.

We use adaptive affinity propagation clustering (AP) [21]. AP algorithm is a
deterministic clustering algorithm, and the clustering results are generally very
stable. The algorithm does not need to define the number of clusters in advance,
it keeps searching for suitable clustering centers during the iterative process.
The clustering center can well represent the weight trajectory of the cluster.
We select the weights of the last three time steps of each clustering center, and
determine whether the mean value of the weights is less than θ ∗ Mean( �W ). If
so, the cluster is considered as malicious. In our experiments, we set θ = 0.6.

5 Experimental Study

5.1 Experimental Setup

The experiments are run on a machine with Intel Xeon Gold 5118 CPU,
GeForce RTX 2080 Ti graphics card and 32 GB of RAM. The real dataset
used in the experiment consists of air quality data generated by 40 nor-
mal workers located in Krakow, Poland1. We used a total of 7 months
of real data, containing a total of 214 tasks, each containing 24 rounds
of data collection. Each data collection includes six attributes of air
{temperature, humidity, pressure, pm1, pm25, pm10}. The important configu-
ration informations in this experiment are as follows.

Task: Our experimental task is a 24-hour cycle and each worker submits obser-
vations every hour. After collecting the data, the truth discovery process is per-
formed and the truth are published. In the same task, the weights of workers
at t moments are passed to t + 1 moments. TruthFinder iterates η = 20 times
at most in each hour, and if convergence is not reached within 20 times, the
aggregated value of the 20th iteration is used as the truth. The weights of the
workers are reset every 24 h.

1 https://airly.eu/.

https://airly.eu/.
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Baseline: We call the approach in this paper HRTDMD, and compare it with
the following three Baselines.

– TruthFinder [6]: The traditional TruthFinder, which uses a two-step iterative
formula to compute truth and workers’ weights.

– Cut-tail TruthFinder (CutTF): Cut-tail data is used for truth discovery and
workers’ weights estimation. Cut-tail data means removing the extreme values
at both ends of the initial data and keeping the middle part. We use the
weighted average of the remaining data as the truth, the weights are calculated
based on Eq. (2). In this paper we used 20% of the data removed from each
end.

– Bootstrapping TruthFinder (BootTF) [18]: The dataset is repeatedly sampled
to obtain multiple samples, and for each sample, the TruthFinder is used to
find the truth. Finally, the mean of the estimated truth of multiple samples
is used as the final truth. The weight of each worker is calculated based on
the final truth. In this paper, we repeated the sampling 10 times.

Evaluation criteria: In order to have a uniform criterion to evaluate the effec-
tiveness of the defense, we quantify uniformly whether the attack is successful
or not. We take the median of the normal worker observations as the ground
truth �Xg. It is reasonable. Even if individual workers among normal workers
submit data with noise for some reason, most of the workers’ data are normal.
We use the median to mitigate the interference of extreme values. We calculated
the difference between the ground truth �Xg and the truth �Xf after launching
the data poisoning attack based on Eq. (6). The attack is considered successful
when the difference is greater than 0.05, otherwise it is considered a failure.

diff( �Xg
t , �Xf

t ) =
[
2(xf

t,1 − xg
t,1)

|xf
t,1| + |xg

t,1|
, ...,

2(xf
t,M − xg

t,M )

|xf
t,M | + |xg

t,M |

]

(6)

5.2 Robustness of HRTDMD

We used three attack methods, DeepPois, Hide-AttackPois, and FullKnowledge-
Pois, to attack the HRTDMD framework. We set the percentage of malicious
workers to be about 7%, the number of normal workers is 40 and the number
of malicious workers is 3. We used 214 different tasks for experiments, and since
the moment when the platform detects malicious workers is not fixed, we cannot
directly show the weight of 214 tasks on average as in the above paper. There-
fore, we show the effect of 3 tasks so that we can clearly show the effect of our
defense.

The effect is shown in Fig. 4. It can be seen that the weight of malicious
workers are reduced to 0 under all three attack methods, which means they
cannot play a role in the subsequent tasks, which also proves that our detection
mechanism is effective. It can be seen that some of the normal workers are also
detected as malicious workers by HRTDMD, these workers submit low-quality
data due to equipment failure or some other reasons, it is reasonable to remove
them.
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(a) DeepPois (b) Hide-AttackPois (c) FullKnowledgePois

Fig. 4. Weights of different attack method on HRTDMD

We also conducted a comparison experiment to verify the high robustness
of HRTDMD compared to the three Baselines. We use three attack methods to
attack four defense methods. We set the percentage of malicious workers to be
about 2.4%–7%, the number of normal workers is 40 and the number of malicious
workers is 1, 2, 3. We counted the number of successful attacks for these 214
tasks.

(a) HRTDMD (b) TruthFinder (c) CutTF (d) BootTF

Fig. 5. Number of success on different defensive framework

As shown in Fig. 5, HRTDMD has the lowest number of successful attacks,
which means that we have the best defense effect. CutTF has the highest number
of successful attacks, which means the worst defense. This result is predictable,
the direct tail-cutting operation on the data makes the remaining data center
deviate in a certain direction. The truth found on this basis will also deviate
farther from the ground truth. This also proves that it is necessary for us to per-
form truth discovery. The defense effect of BootTF is not significantly improved
compared to TruthFinder. We analyzed that since only 10 repetitions of sam-
pling were performed in the experiment, we could not sample each data evenly.
However repeating the sampling 10 times brings a significant time overhead,
which means that the truth discovery needs to be repeated 10 times. When in a
larger data collection task, the overhead imposed by it would be very large.

6 Conclusions

In this paper, we focus on a truth discovery against multi-round data poisoning
attacks in crowdsensing systems. We validate the vulnerability of TruthFinder
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to data poisoning attacks. Then, we propose high robust truth discovery with
malicious worker detection (HRTDMD) and validate its effectiveness on a
real dataset. We also consider CutTF to demonstrate the necessity of per-
forming truth discovery, and analyze the effect brought by Bootstrapping on
TruthFinder. In the future, we will continue to study data poisoning attacks
and defenses.
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Abstract. Detecting vulnerabilities is essential to maintaining software
security. At present, vulnerability detection based on deep learning has
achieved remarkable results. The type of vulnerability could tell the vul-
nerability principles and help the programmer quickly pinpoint the pre-
cise location of vulnerabilities. Moreover, the type of vulnerability is very
valuable for remediating it. Therefore, it is essential to identify vulnera-
bility types. This paper proposes a new vulnerability type identification
framework based on deep learning. The framework is based on syntax
and semantics, and the detection granularity is fine to the slice level. To
include comprehensive vulnerability types, we use four slicing methods
to represent the program. In addition, we model four kinds of code slice
features based on BERT. For evaluation, we used 64 three-level CWE-
IDs vulnerability types in National Vulnerability Database (NVD) and
Software Assurance Reference Dataset (SARD) for vulnerability type
identification. The experimental results show that it has significant per-
formance in vulnerability type identification.

Keywords: Vulnerability detection · Type identification ·
Bidirectional self-attention mechanism

1 Introduction

As pressure on enterprises to swiftly identify software vulnerabilities has
increased, security analysts have adopted automated vulnerability detection
methods. Once a vulnerability is detected, the type of vulnerability is very valu-
able for remediating it. Unfortunately, modern software systems are extremely
complicated. For example, a typical product level software has million level codes,
and contains a security vulnerability for every 1000 lines of code [1]. Detecting
and identifying the type of vulnerability in such a great amount of codes is
extremely hard.
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Existing efforts show the effectiveness of combining program analysis with
deep learning techniques to address the vulnerability detection challenges [2].
The deep learning-based methods relieve human experts from the arduous task of
defining vulnerability characteristics. Compared to traditional machine learning
techniques, deep learning can automatically learn more complex and abstract
high-level features or representations to capture code semantics [3].

However, most of the current deep learning-based vulnerability detection
work is binary classification [4], which means that they can only output whether a
code segment is vulnerable. The type of vulnerability could tell the vulnerability
principles and help the programmer quickly pinpoint the precise location of
vulnerabilities [5]. Therefore, it is of great significance to design deep learning
vulnerability detection to classify the vulnerabilities types accurately.

There are two challenges when identifying the types of vulnerabilities using
deep learning-based vulnerability detection methods. First, it is difficult to
obtain meaningful representations of programs related to vulnerability types.
Existing methods learned Natural Language Processing (NLP) models on code’s
raw text. However, the underlying structure of the language (i.e., tree structures)
and its semantic, which is valuable for identifying the vulnerability type, is hard
to extract from raw text data. Second, to accurately identify vulnerability types,
the deep learning model needs to precisely understand the semantic information
of the code.

To solve these two problems, we propose a novel vulnerability type identifi-
cation framework. For the first time, we leverage four kinds of syntax features to
represent the code in vulnerability type identification, and model them using the
bidirectional self-attention mechanism to encode code structure and semantics
for detecting vulnerability types. We summarize three contributions of our work
as follows:

1) A vulnerability type detection method based on four kinds of syn-
tax features. We take code slicing as granularity, and this paper adopts four
kinds of slices methods: API function, arithmetic expression, pointer usage,
and array usage. Compared with the code fragment of only one kind of slice
(API function) [6], four kinds of slices can more comprehensively contain the
specific types of vulnerabilities.

2) Bidirectional self-attention mechanism. We use the bidirectional multi-
head self-attention mechanism to represent code slice for the first time. It
can enhance the semantics of the code from the context information around
the token and understand the semantics of the token in different semantic
scenarios, which is helpful to detect the types of vulnerabilities.

3) Vulnerability type identification. We propose a vulnerability type iden-
tification prototype, which detects the types of vulnerabilities in NVD and
SARD. The evaluation shows that our method can accurately detect the vul-
nerability types.

Paper Organization. Section 2 describes the related work. Section 3 discusses
the framework of the vulnerability type identification method. Section 4 dis-
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cusses the design of this method. Section 5 introduces our experimental results.
Section 6 concludes the paper and prospects for future work.
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Fig. 1. Overview of framework.

2 Related Work

A recent broad development in vulnerability detection is the integration of deep
learning techniques [1]. Guanjun Lin et al. proposed a cross-project scenario
approach [7], which detects vulnerabilities on target projects by learning trans-
ferable representations from vulnerability data of historical software projects. On
this basis, they also proposed the first cross-domain software [8]. They use the
Metric Transfer Learning Framework algorithm to learn transformation matrices
that map high-level representations to cross-domain representations. SySeVR [9]
represents programs as vectors and preserves the syntactic and semantic infor-
mation of the code that reflects vulnerability characteristics. Deqing Zou et al.
proposed the milestone method Vuldeepecker [5], which uses a program repre-
sentation called “code gadget” to detect buffer errors and resource management
errors (unfortunately, “code gadget” can only be performed using commercial
tools extraction). However, none of the above methods can detect the type of
vulnerability. As far as we know, at present, there are few studies on vulnerabil-
ity type identification based on deep learning. µVuldeepeeker is a deep learning
vulnerability identification [6], which the code sequence forms a context to cap-
ture the global semantics related to possible vulnerabilities. It only uses one code
slice (API function) and takes BLSTM as a deep learning algorithm. However,
taking sensitive API functions as the point of interest, the slices obtained by
this method may miss some features of vulnerability types, making the program
characterization unable to cover all vulnerability types. At the same time, to
more accurately identify the types of vulnerabilities, we need to better under-
stand the program semantics when modeling the program representation. To
sum up, the information of vulnerability types is helpful to locate vulnerabilities
accurately, so vulnerability type identification needs further research.
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3 Framework

3.1 Basic Idea

API/library function call(FC), arithmetic expression(AE), usage of the pointer
(PU), and usage of the array (AU) are the critical information to judge the type
of vulnerability. In addition, through observation, we found that this function
slicing method based only on API calls cannot cover all vulnerability types.
Taking the dataset of this paper as an example, it contains 126 types of CWE-ID
vulnerability. The API/library function call slice can cover 106 types of CWE-ID
vulnerability. Only when we use four kinds of slicing methods can slicing cover
all function vulnerability types, as shown in Table 1.

Table 1. Number of CWE-IDs covered by code slices

Code slice type FC FC ∪ AE ∪ PU FC ∪ AU ∪ PU FC ∪ AE ∪ AU ALL

Cover CWE-ID 106 116 123 125 126

Therefore, we use four kinds of statement-level slices to represent this infor-
mation in the code, rather than simply feeding the whole code to the model.
Then we should model the syntax structure and semantic using these four kinds
of slices.

Because the vulnerability type information is closely related to the semantic
information of code fragments, the semantics of the same token in diverse code
contexts are different, which is affected by its control dependency and data
dependency. To accurately understand the semantics of the code, we propose a
code self-attention mechanism to calculate the relationship between each token
and other tokens in the code to enhance the semantics of the token.

3.2 Framework Overview

We slice the source code program, generate its Abstract Syntax Trees(AST),
Control Flow Graph(CFG), Program Dependency Graph (PDG), and generate
slices by matching four syntax types, and we take this fragment as input. In this
paper, this model converts each token into a one-dimensional vector by querying
the word vector. The embedding method is WordPiece [10]. We calculate the
multi-head attention layer to obtain the high-level features of code fragments. We
use a Softmax layer to represent high-level features as a probability distribution
and finally get a classification result. Finally, we use NVD and SARD datasets to
detect specific types of vulnerabilities under this framework, as shown in Fig. 1.
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4 Design

4.1 Program Slicing

From our observation, it is more accurate to detect the specific types of vulner-
abilities at the code slice level than at the function level. Therefore, we choose a
fine-grained code slice as the detection unit. To contain more key syntax infor-
mation, we use four syntax types for slicing.

METHOD,CVE_2004_1151_PAT
CHED_sys32_ni_syscall)

strncpy,strncpy(lastcomm,me-
>comm,sizeof(lastcomm))

<operator>.minus,-
ENOSYS
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Fig. 2. Four kinds of syntax features in AST.

Step1: Generate AST. We use Joern to generate the AST [11] of the functions
in the code fragment. The AST is a tree-structured representation of code nodes
and types, the syntax features of the four types are shown in Fig. 2.

Step2: Choose the interest point. Selecting the syntax and semantic features
of code is very important for code slicing. In Fig. 2, the nodes marked with color
are the interest points. The start line of code slice is a statement that contains
the interest point.

Step3: Generate the PDG. The CFG analyzes all the paths the program
takes during its execution. The vertex of PDG the same as in CFG. The edges
of PDG can represent a data or control dependency between a pair of nodes,
which induce the code semantic.

Step4: Code Slicing. We extracted statements which can be reached the
interest point via PDG. Figure 3 shows examples of four kinds of slices. The
slice are inter-procedural via function calls. We consider forward and backward
slices. From the start line, we perform the inter-procedural backward slice based
on control-dependency and data-dependency. Because statements affected by the
interest point via control dependency will not be vulnerable in almost cases, we
perform the inter-procedural forward slice based on only data-dependency. A
code slice can be extracted from a interest point. For example, in Fig. 3(a), the
interest point of API/Library Function slicing is memcpy, and the starting line
of slicing is key line 9 (red mark).

Step5: Label Code Slices. Our dataset is manually audited for vulnerability
locations based on vulnerability descriptions by professional software security
researchers. We label code snippet by determining if the code slice contains the
vulnerability location and CWE-ID. 0 means no vulnerability, i is the specific
vulnerability type.
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Fig. 3. Four kinds of code slices (Color figure online)

4.2 Encoding

Tokenization. After slicing the code, we get sliced fragments in four kinds of
code slicing syntax. Then, we vectorize the code snippets as the input for the
model. According to the heuristic, the function and variable names in the token
are the key information of the vulnerability type, and they are the advanced
features of the vulnerability type that the deep neural network needs to extract.

In deep learning based vulnerability type identification, we use the uniform
name style to symbolize function and variable names. For example, function
names are represented as Function0, Function1, ..., FunctionN , variable names
are represented as V ariable0, V ariable1, ..., V ariableN . At the same time, we
also remove non-ASCII characters.
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Vectorization. We use the WordPiece tool to get the tag vocabulary by word
segmentation with the source code. Compared with Word2Vec tool, this embed-
ding method can divide words into finer word segments.

4.3 Feature Extraction

Compared with RNNs, BERT-Based model can perform concurrent execution,
extract the relational features of words in sentences, and extract relational fea-
tures at multiple levels, thereby more comprehensively reflecting sentence seman-
tics [12]. The reason we use BERT-Based is as follows. 1)Pre-training model.
The BERT model is one of the most effective pre-training models, which per-
forms well in text classification tasks. Through fine-tuning, the model trained
in our dataset can be used by other datasets which include new vulnerability
types [12]. 2) Bidirectional self-attention. Vulnerability type identification
requires an accurate understanding of the semantics of the code. BERT con-
tains multiple transformer modules, transformed into a multi-layer bidirectional
transformer, using bidirectional self-attention. The multi-layer bidirectional self-
attention mechanism will be explained in detail.

Fig. 4. Examples of semantic understanding in different contexts



278 C. Zhu et al.

The semantics of the same token is different in diverse sentences, and this sit-
uation can be a key feature of vulnerability types [13]. For example, as shown in
the Fig. 4, non vulnerability code fragment and CWE-119 code fragment [14]. We
observed that in line 6, the operation of the parameter len of the memcpy func-
tion determines the vulnerability or not and the vulnerability type. In Fig. 4(a),
in the judgment statement in line 5, len1 ≥ BUF SIZE can avoid buffer over-
flow, so this statement is a code line without loopholes; however, the memcpy
function in Fig. 4(b), and in the judgment statement, len2 ≥ 2 ∗ BUF SIZE
may overflow the buffer, resulting in an error. Therefore, whether the operation
of the same token (i.e. memcpy) is correct is related to the len parameter (below
memcpy) and its judgment statement (above memcpy).

This paper introduces a bidirectional multi-head self-attention mechanism to
address this situation. As shown in Fig. 5. The bidirectional multi-head attention
mechanism can better understand the semantics of each tag of the code sequence
in different semantic scenarios and combine with the left and right context infor-
mation. At the same time, the multi-head bidirectional self-attention mechanism
can solve the limitation of long-distance interdependence of RNNs.

Fig. 5. Bidirectional self-attention mechanism.

4.4 Classification

This Softmax layer represents high-level features. Use the softmax function to
convert the slice vector to a probability distribution. Then the model contin-
uously updates the parameters to minimize the categorical cross-entropy loss
function.

5 Experiments and Results

We raised the following three Research Questions (RQs) and answered them
through our experiments.

RQ1: Does four kinds of code slicing effective in vulnerability type identifi-
cation?

RQ2: Is the bidirectional self-attention model based on four code slice types
efficient in vulnerability type identification?
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RQ3: Does the bidirectional self-attention model based on four types of code
slices effective in vulnerability detection?

The operating system of the server is Ubuntu Linux 18.04, with NVIDIA
GeForce RTX 2080Ti GPU and Intel(R) Xeon(R) Silver 4214 CPU @ 2.20GHz.

5.1 Evaluation Metrics

We use the vulnerability type evaluation index in the vulnerability type identify
task: M FPR, M FNR, M F1, W FPR, W FNR, and W F1. The M ∗ is the
vulnerability type indicator. The W ∗ metric is the weight of each vulnerability
type.

5.2 Dataset and Experimental Setup

For NVD and SARD, we used 15,591 C/C++ programs. Vulnerable programs
account for about 95% of the total. The vulnerability sources are SARD and
NVD. We have generated 420,627 code slices by four kinds of slice types, includ-
ing 56,395 slices with vulnerable statements and 364,232 slices without vulner-
abilities.

Our experiment uses random sampling to divide the data set. Experimental
data set: validation set: test set = 8:1:1. Vocabulary construction: Segment the
words of the code snippet, and collect the vocabulary to form the vocabulary
corpus. Data set segmentation: process sliced data, delete spaces, clauses, line
breaks, etc., and combine their labels with sliced data. During data embedding,
to embed longer code sequences, the maximum length of the vector is set to
1000. The learning rate and batch size in the training process are set to 2e−5

and 6, respectively; epochs are 5. We choose categorical cross-entropy as loss
function.

5.3 Label

Since CWE-IDs are hierarchical, we use the third-level of the CWE-ID tree as
the vulnerability type, so the CWE is aggregated to the third-level CWE-ID as
the label. For example, CWE-666 is a sub-type of CWE-415, and CWE-415 is at
the third-level of the CWE-ID tree, so CWE-415 is also used as the vulnerability
type for the CWE-666 vulnerability. We summarized 126 CWE-IDs into 64 third-
level CWE-IDs. We labeled code slices: 0 means no vulnerability, i is the specific
vulnerability type(1 ≤ i ≤ 64).

5.4 Experimental Results

Experiments for Answering RQ1. Table 2 summarizes the experimental
results. We used only FC slices and four kinds of code slices for the program rep-
resentation, and compared their representation effects. Through our observation,
when we use four kinds of slices(i.e., ALL slices) to represent vulnerability type
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information, the evaluation index based on BERT and RNNs (BGRU, BLSTM)
modeling has been improved, as shown in the Fig. 6(a).

Where M FPR decreased by 0.06% and W FPR decreased by 1.35% on.
Specifically, M FNR decreased by 9.14% and W FNR decreased by 4.76% on
average, the situation of false negatives has been significantly improved. F1 score
was improved, M F1 and W F1 respectively increased by 4.63% and 9.14% on
average.

Table 2. Effects of different models in vulnerability identification.

Slice type Model M FPR M FNR M F1 W FPR W FNR W F1

FC RNNs-BLSTM 0.11% 25.11% 83.30% 1.91% 11.00% 81.11%

RNNs-BGRU 0.10% 24.71% 83.10% 1.89% 10.60% 81.49%

BERT-Based 0.05% 18.41% 87.46% 1.56% 9.37% 89.60%

ALL RNNs-BLSTM 0.04% 17.67% 86.50% 0.53% 7.39% 90.51%

RNNs-BGRU 0.04% 16.48% 87.10% 0.47% 7.17% 89.60%

BERT-Based 0.01% 5.53% 94.16% 0.31% 2.16% 97.50%

Insight 1: The four kinds of code slice representation used in this paper can
enrich the information of vulnerability types. This code slicing method can
obtain enough vulnerability-type information.

Experiments for answering RQ2. When we use bidirectional self-attention
mechanism to model four kinds of code slices, compared with RNNs, BERT-
Based’s M FPR was 0.03% lower, W FPR decreased 0.19%, M FNR decreased
12.11%, W FNR decreased by 5.12%, M F1 increased by 7.36%, and W F1
increased by 6.45% on average. As shown in Table 2 and Fig. 6(b). In particular,
W F1 is 97.50%, indicating that our method significantly affects vulnerability
type detection based on category weight.

Insight 2: BERT-Based performs well in vulnerability type identification, and
the detection effect of the bidirectional self-attention mechanism model is better
than RNNs. It shows that the bidirectional self-attention mechanism can accu-
rately capture the semantic information of the code slice, to characterize the key
information of the vulnerability type.

Fig. 6. Comparison BERT-Based with other methods.
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Experiments for Answering RQ3. We compare our most effective model
Bert-based with the open-source static analysis tools Flawfinder and RATS, and
we also compare it with an effective deep learning detector VulDeePecker [15]
and SySeVR [9]. Table 3 summarizes the experimental results. We observe that
the results of BERT-Based are significantly improved. Compared with SySeVR,
Acc and FPR are almost the same as SySeVR. Pre is 0.4% higher, F1 is 0.7%
higher, and FNR is 1.2% lower. Note that the results of other models are from
[9].

Table 3. Effects of different models in vulnerability detection.

Method Acc Pre F1 FPR FNR

Flawfinder 69.8% 22.8% 25.7% 21.6% 70.4%

RATS 67.2% 12.8% 13.7% 21.5% 85.3%

VulDeePecker [15] 92.2% 78.0% 66.6% 2.5% 41.8 %

SySeVR [9] 98.0% 90.8% 92.6% 1.4% 5.6%

BERT-Based 98.1% 91.2% 93.3% 1.5% 4.4%

Insight 3: The results show that the effect of BERT-Based in vulnerability
detection is better than the SySeVR model, which shows that the representation
based on bidirectional self-attention mechanism can better capture information
to detect vulnerabilities accurately.

6 Conclusion

When detecting vulnerability type identification, we use the slicing method of
four AST syntax types, which can contain comprehensive vulnerability types.
The comparison between experiments and other studies further proves that this
slicing method can provide complete key code fragment information and enrich
the knowledge of vulnerability types. In addition, in the slice-level code, the
bidirectional multi-head self-attention mechanism is used to detect the type of
vulnerability for the first time. The model framework can consider the context
information at the sentence level and the left and right knowledge of tokens at
the toke level to help detect specific types of vulnerabilities. In future research
work, we will continue to study the detection of specific vulnerability types. In
addition, vulnerability types can help locate vulnerabilities, worthy of further
research.
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Abstract. Due to high fairness and allocation efficiency, the task assign-
ment problem of mobile applications via auctions has become a promis-
ing approach to motivate bidders to provide their mobile device resources
effectively. However, most of existing works focus on the auction mech-
anism under the plaintexts, and ignore the problems caused by infor-
mation leakage. In this paper, we study the problem of the privacy-
preserving auction for task assignment in outsourced cloud environments
without leaking any private information to anyone. Specifically, we use
Yao’s garbled circuits and homomorphic encryption system as underlying
tools. Along with several elaborately designed secure arithmetic subrou-
tines, we propose a privacy-preserving and truthful auction framework
for task assignment in outsourced cloud environments. Theoretically, we
analyze the complexity of our scheme in detail and prove the security in
the presence of semi-honest adversaries. Finally, we evaluate the perfor-
mance and feasibility of our scheme through a large number of simulation
experiments.

Keywords: Privacy-preserving · Auction · Task assignment · Yao’s
garbled circuits

1 Introduction

With the development of mobile applications, a single mobile device can no
longer meet the resource requirements of mobile application tasks. On the one
hand, due to expensive mobile devices, enterprises that need devices are reluc-
tant to buy large amounts of devices to support the development or operation of
mobile applications. On the other hand, it is unrealistic for manufacturers with
idle mobile devices to share their device resources or perform tasks for others. In
recent years, due to high fairness and allocation efficiency, cloud auctions for task
assignment have become a promising approach to motivate bidders to provide
their mobile device resources effectively. However, most of existing works [1–
4] focus on the truthfulness, personal rationality and computational efficiency
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of auctions, but ignore the security problems caused by information leakage in
outsourced cloud environments. For example, bidders may eavesdrop on other
bidders’ bid information to modify their actual bids, which will win the auction
with a higher probability; the cloud auctioneer may know the bidder’s iden-
tity and bid information, which will tamper with the pricing strategy to obtain
additional profits. The above problems will break the truthfulness and fairness
of the auction. Therefore, sensitive data should be encrypted before upload-
ing to the cloud auctioneer, who requires to perform the auction process on
the encrypted data and output the same auction results as the original auction
mechanism without leaking any intermediate results to anyone. In addition, it
is also necessary to ensure the high efficiency of the system when dealing with
large amounts of users in real-life applications. The above requirements make
the privacy-preserving auction for task assignment a challenging task.

We focus on the problem of a privacy-preserving auction framework for task
assignment in outsourced cloud environments. In this paper, we select the recent
work [1] as the underlying auction mechanism. There are two reasons for our
choice. First, this work designs an optimal winning bids determination algorithm
and employs a one-to-many matching manner. However, the other works [2,3]
limit the auction mechanism in a one-to-one matching manner, which omits the
fact that the resource-rich devices can support the resource requirements of mul-
tiple buyers in a practical system. Second, this scheme has proven the properties
of truthfulness, individual rationality, and system efficiency. Some works like [4]
do not provide complete proof for these properties and have high system over-
head. Recently, there exist lots of privacy-preserving solutions to tackle various
cloud auction problems [5–13], which are introduced in Related Work. Neverthe-
less, none of the above works can directly deal with our problem. Specifically,
since our auction process involves a lot of nonlinear arithmetic operations, which
is hard to guarantee security throughout the whole auction process. For example,
Jiang et al. [7] propose a secure auction scheme for task assignment, but this
scheme do not consider the privacy of the number of resources required, which
is critical data during the auction process. Wang et al. [11] propose a secure and
truthful double auction scheme for heterogeneous spectrum allocation, but this
scheme discloses the number of candidates, which leaks the privacy of data access
patterns. In addition to security, ensuring the system efficiency of our privacy-
preserving auction is still a challenging task. These recent works [5,8,9,12] design
a serious of secure auction schemes to provide a strong security guarantee for
bidders. However, these schemes involve large amounts of public-key encryption
operations, which leads to huge computation and communication costs.

In this paper, we propose a Privacy-preserving and Truthful Auction scheme
for Task Assignment (PTATA) based on a novel composite method of combining
Paillier homomorphic cryptosystem [16] with Yao’s garbled circuits [17], which
fully protects the privacy information for each participant in the presence of
semi-honest adversaries. Our contributions are as follows:

1. Based on Paillier homomorphic cryptosystem and Yao’s garbled circuits, we
propose a privacy-preserving and truthful auction scheme for task assignment
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in outsourced cloud environments without leaking any actual intermediate
results to anyone.

2. We design two secure arithmetic subroutines over the encrypted data, which
can be the critical building blocks in other applications.

3. We prove that our scheme can guarantee a strong security under the semi-
honest model and analyze the system complexity. Based on extensive exper-
iments, we evaluate the performance and feasibility of our scheme.

The rest of our paper is organized as follows. In Sect. 2, we present problem
formulation and primitives. Our scheme PTATA is presented in Sect. 3. In Sect. 4,
we present our simulation experiments. Related works are discussed in Sect. 5.
Finally, the conclusion is made in Sect. 6.

2 Problem Formulation and Primitives

2.1 System Framework

Fig. 1. System framework

As shown in Fig. 1, we construct the system framework of our problem under
the semi-honest model [14]. Specifically, Buyers (or task demanders) submit the
encrypted resource requirements and identity information to the Cloud Auction-
eer (C1), who performs the auction process over the encrypted data. Sellers (or
bidders) have idle mobile devices and bid for each task. They encrypt these bids
and the number of resources provided before uploading to the cloud auctioneer.
The Cloud Agent (C2) provides cryptographic services and helps the cloud auc-
tioneer to execute the secure auction protocol. Note that the cloud auctioneer
and cloud agent are competitive companies, that are highly improbable to con-
spire with each other, such as Amazon and Google [15]. Such a system framework
is widely used in various related domains [5–9].
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The main goals of our privacy-preserving auction scheme are as follows:

– Correctness: The results of the privacy-preserving auction scheme are con-
sistent with the original auction mechanism.

– Security: Except for the auction results, all participants will not learn any-
thing about the actual information during the auction process.

– Efficiency: In practical applications, it is important to ensure system effi-
ciency when dealing with large users.

2.2 Auction Mechanism

In this paper, we consider a truthful auction for task assignment, where n sellers
want to compete for homogeneous tasks of m buyers. Let tj(1 ≤ j ≤ m) denote
the set of buyers, each of whom has one task that requires the same amount of
resources required r. Let di(1 ≤ i ≤ n) denote the set of sellers, each of whom
provides a certain number of resources Ri and bids bi,j for each task. Then, each
buyer tj submits r to the auctioneer while each seller di submits (Bi, Ri), where
Bi ∈ B is the set of bids by di. Note that each seller can meet the resource
requirements of multiple buyers.

We review a truthful auction mechanism for task assignment [1]. The follow-
ing is a brief description of this scheme.

Step1: Winning Bids Determination. For each seller di, the auctioneer first
calculates the number of tasks that di can accept, which is constrained as follows:

Ki = min{�Ri

r
�,m}, (1 ≤ i ≤ n). (1)

After obtaining K = {Ki}ni=1, the auctioneer selects the least cost in B,
i.e., bi1,j1 = min{bi,j |bi,j ∈ B}, which is a winning bid. We set li1,j1 = 1 and
W = W ∪ {di1 , tj1 , bi1,j1}. Then, the auctioneer removes this winning task tj1
and all the bids in B for tj1 , and updates Ki1 = Ki1 − 1. When Ki1 is 0, the
seller di1 and its bids should be removed. After that, the auctioneer continues the
above process until all the tasks are allocated. Finally, based on all the winning
bids, the auctioneer calculates the minimum overall cost, as follows:

CB =
m∑

k=1

bik,jk , (1 ≤ k ≤ m). (2)

Step2: The Payments of Winning Bids. The auctioneer initially restores
all data to original values. For each winning bid bik,jk ∈ W (1 ≤ k ≤ m), the
auctioneer first removes this winning bid bik,jk from B, and re-executes Step1 to
output the minimum overall cost CBn{bik,jk

} without the presence of bik,jk . The
payment of bik,jk is denoted by pik,jk , calculated as follows:

pik,jk = CBn{bik,jk
} − (CB − bik,jk). (3)
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2.3 Cryptographic Tools

Paillier Cryptosystem. To protect the sensitive information of buyers and
sellers, we adopt Paillier homomorphic encryption scheme [16] to encrypt the
sensitive data before uploading to the cloud auctioneer. A pair of key (public key
pk and privacy key sk) of this system is generated by the cloud agent. Buyers and
sellers encrypt data by Epk(·), and the agent uses Dsk(·) decrypt the ciphertext.
Paillier cryptosystem has the following excellent properties: 1) Homomorphic
addition: Dsk(Epk(m1) ∗Epk(m2)) = m1 +m2 and Dsk(Epk(m1)m2) = m1 ∗m2,
where m1, m2 ∈ Z

∗
n, n is a product of two large primes. 2) Indistinguishability:

the same plaintext m is encrypted by pk multiple times, the obtained ciphertexts
are different, i.e., Epk(m)1 �= Epk(m)2 and Dsk(m)1 = Dsk(m)2.

Yao’s Garbled Circuits. Yao’s garbled circuits (a.k.a Yao’s protocol) [17] is
a general solution for secure two-party computation. The main idea is that two
parties C1 and C2, who respectively hold their own private inputs m1 and m2,
calculate an arbitrary function f(m1,m2) without leaking their inputs. The main
method of Yao’s protocol is that C1 (circuit generator) transforms the function
f into an encrypted boolean circuit (garbled circuit) and generates the inner
circuit labels (garbled values) of own input m1, denoted as m̃1, and then sends
this garbled circuit and garbled values to the C2 (circuit evaluator). To secretly
obtain the garbled values of C2’s input value m2, C1 and C2 cooperate to execute
1-out-of-2 oblivious transfer (OT) protocol [18]. Finally, with inputting garbled
values m̃1 and m̃2, C1 and C2 execute the garbled circuit f(m̃1, m̃2), and output
the result.

We briefly introduce the following garbled circuits, which have been con-
structed in [19]. Note that all the inputs and outputs are inner circuit labels,
and the cloud servers do not learn any information from these labels.

– XOR/AND: The two circuits take as input an array {ã1, ã2,...,ãn}, where
ãi is a l-bit binary, and return a l-bit value z̃ = ã1 ⊕ / ∧ ã2 ⊕ /∧, ...,⊕/ ∧ ãn.

– ADD/SUB: The ADD/SUB circuit outputs an unsigned value of the addi-
tion/subtraction of two numbers ã1 and ã2, i.e., z̃ = |ã1 + / − ã2|.

– CMP: To secretly compare the values of two numbers, we use CMP circuit
input two l-bit binary numbers ã1 and ã2 to return a one-bit compared result
z̃. If a ≤ b, then z = 1; otherwise, z = 0.

– MUX: The MUX circuit is a multiplexer that has three inputs ã1, ã2, and
an extra bit σ̃. If σ = 0, the MUX circuit outputs a1; otherwise, outputs a2.
In this paper, we usually use this circuit to remove the invalid bids by setting
1l. That is, we input b̃i,j , 1̃l, and an extra bit σ̃, i.e., if σ = 1, we set the bid
bi,j = 1l.

3 Our Protocol

3.1 Overview

The overview of PTATA is proposed in Algorithm 1. Specifically, the cloud
agent C2 generates a key pair (pk, sk) of Paillier cryptosystem, and publishes pk.
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Sellers and buyers submit the encrypted data (E(B), E(R), E(r)) to the cloud
auctioneer C1. After that, C1 secretly shares these encrypted data with C2 via
the property of homomorphic addition, denoted as (〈B〉, 〈R〉, 〈r〉), in which the
secret-shared value 〈r〉 is 〈r〉C1 = s mod 2l and 〈r〉C2 = (r + s) mod 2l, s ∈ Z2l

is a random number generated by C1. To run the auction process in a oblivious
way, C1 constructs the garbled circuits of the original auction mechanism and
generates the inner circuit labels of all the inputs. Finally, C1 and C2 cooper-
ate to execute garbled circuits to output the actual auction results. The main
algorithm of auction circuit construction will be presented later.

Algorithm 1. The overview of PTATA
Input: Sellers: the amount of resources provided R and the set of bids B.

Buyers: the amount of resources required r.
Output: C1 and C2: the actual auction results.

Phase 1: Encrypted Private Data
1: C2: generates a key pair (pk, sk) of Paillier cryptosystem.
2: Each Seller di: encrypts its bids Bi and available resources Ri by pk, i.e., E(Bi)

and E(Ri), and sends them to C1.
3: Buyers: encrypt resources required r by pk, and send E(r) to C1.

Phase 2: Computing Garbled Circuits
4: C1 and C2: generates the secret-shared values of all received data.
5: C1: converts the original auction mechanism into garbled circuits, generates the

inner circuit labels of its inputs, and then sends garbled circuits and garbled values
to C2.

6: C1 and C2: compute the garbled values of C2’s inputs via OT protocol, run gar-
bled circuits of secure winning bids determination (Sect. 3.2) and secure payments
computation (Sect. 3.3), and output the actual results.

3.2 Secure Winning Bids Determination

After receiving the encrypted data, C1 and C2 execute secure winning bids deter-
mination protocol to secretly obtain all the winning bids and the overall cost.
Specifically, as shown in Algorithm 2, C1 first calculates the amount of tasks that
each seller di can accept with C2, i.e., Ki = min{�Ri

r �,m}(1 ≤ i ≤ n), in which
�Ri

r � can be computed via secure division computation protocol (SDC) [20] based
on the property of Paillier homomorphic addition. The inputs of SDC are E(Ri)
and E(r), and the output is the secret-shared value 〈Rri〉. Based on OT proto-
col, C1 and C2 obtain the garbled values (〈B̃〉, 〈R̃〉, 〈R̃r〉). To secretly calculate
acceptable task amount Ki, C1 and C2 invoke the following TwoSMIN circuit.
As shown in Fig. 2, we combine two SUB circuits and a MIN circuit to realize
the desired functionality.

TwoSMIN Circuit. Since the secret-shared values has been transformed into
garbled values, the complete values can be obtained by the SUB circuit, e.g.,
ã = SUB(ã + s, s̃), s is a random number, and the MIN circuit is used to output
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the minimum value between two numbers. e.g., if a ≥ b, then MIN(ã, b̃) outputs
z̃ = b̃; otherwise, outputs z̃ = ã. Note that, the MIN circuit has been proposed
in [19], where σ1 is a one-bit comparison result. Based on the MIN circuit, we
construct the CMIN circuit to output this comparison result σ̃1, which can be
used to determine the index of minimum value.

Based on TwoSMIN circuit, C1 and C2 can compute the acceptable task
amount K̃i = TwoSMIN(R̃ri, m̃) of each seller bi. Next, the main process is to
secretly determine the minimum bid and its index from B. To realize the above
functionality, we build an efficient FILMIN circuit, as shown in Fig. 3. Compared
with the recent work [7], the computational overhead is reduced by 50%.

Fig. 2. The structure of TwoSMIN, MIN, and CMIN circuits

FILMIN Circuit. As shown in Fig. 3, we combine CMIN and FILTER cir-
cuits to get the minimum value and its index from an array, e.g., if an array

Fig. 3. The structure of the FILMIN circuit
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{a1, a2, a3, a4} is {4, 3, 3, 9}, then FILMIN(ã1, ã2, ã3, ã4) outputs the minimum
value 3 and its index {0, 0, 1, 0}. The CMIN circuit that we constructed in Fig. 2
outputs the minimum value z̃ and the comparison result σ̃1, and the FILTER cir-
cuit [21] is used to filter binary numbers, e.g., FILTER(1110) outputs {0,0,1,0}.

FILMIN circuit is executed by C1 and C2 to get the winning bid b̃ik,jk and
its index set L̃k. After that, C1 and C2 need to secretly update the acceptable
task amount Ki and remove the invalid bids in B, which are used to determine
the next winning bid. The above operations are presented in detail as follows.

1 Based on index set L̃k, the indexes (x̃i, ỹj) of the winning seller dik and the
winning task tjk can be secretly calculated via XOR circuit (line 9–10), in
which only yjk = 1 and xik = 1, and others are 0.

2 After obtaining the seller dik ’s index set x̃i, C1 and C2 use SUB circuit to
update the acceptable task amount K̃i, i.e., Ki = Ki − xi. To secretly deter-
mine which Ki is 0, they evaluate the EQ circuit to output a one-bit value
ẽi. That is, if Ki is 0, then ei = 1; otherwise, ei = 0.

3 Since all the bids of the seller di, whose Ki is 0, are invalid, and all the bids
for the task tjk are invalid, C1 and C2 according to ẽi and ỹj can determine
the invalid bids, denoted as the flag set σ̃i,j . That is, if the bid bi,j is invalid,
then σi,j = 1; otherwise, σi,j = 0. Next, MUX circuit is used to remove all
the invalid bids, denoted as 1̃l, i.e., if σi,j = 1, then bi,j = 1l; otherwise,
bi,j = bi,j .

Algorithm 2. Secure Winning Bids Determination
Input: C1: Encrypted E(B), E(R), and E(r).

C2: A key pair (pk, sk).

Output: C1 and C2: ˜W = {b̃ik,jk}mk=1,
˜L = {˜Lk}mk=1, and the overall cost ˜CB .

C1 and C2:

1: 〈Rri〉 = SDC(E(Ri), E(r)), (∀i ∈ [1, n]).
2: Convert (E(B), E(R)) into secret-shared values (〈B〉, 〈R〉).
3: Generate the garbled values ( ˜B, ˜R, ˜Rr) via OT protocol and SUB circuit.

4: ˜Ki = TwoSMIN(˜Rri, m̃), (∀i ∈ [1, n]).

5: Initialize ˜W = ∅, ˜L = ∅, and ˜CB = 0.
6: for k = 1 to m do
7: FILMIN(˜b1,1, ˜b1,2, ..., b̃n,m), get the least value b̃ik,jk and its index ˜Lk.

8: Set b̃ik,jk as one of the winning bids.

9: Task tjk ’s index: ỹj = XOR(˜l1,j , ..., ˜ln,j), (∀j ∈ [1, m]), where ˜li,j ∈ ˜Lk.

10: Seller dik ’s index: x̃i = XOR(˜li,1, ..., ˜li,m), (∀i ∈ [1, n]).

11: Update the acceptable task amount ˜Ki = SUB(˜Ki, x̃i).

12: ẽi = EQ(˜Ki, 0), if Ki is 0 that the seller di should be remove, set ei = 1.

13: Find the invalid bid indexes in ˜B via ỹj and ẽi, denoted as σ̃i,j .

14: Remove all the invalid bids ˜bi,j = MUX((˜bi,j ,
˜1l), σ̃i,j).

15: ˜L = ˜L ∪ ˜Lk and ˜W = ˜W ∪ {b̃ik,jk}.
16: end

17: Calculate the overall cost ˜CB = ADD(b̃i1,j1 , b̃i2,j2 , ..., ˜bim,jm ).

18: return ˜W = {b̃ik,jk}mk=1,
˜L = {˜Lk}mk=1, and

˜CB .
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After that, C1 and C2 put this winning bid value b̃ik,jk and its index set L̃k

into the set W̃ and L̃, respectively. They continue the above process until all the
tasks are allocated. Finally, they use a ADD circuit to calculate the overall cost
C̃B = ADD(b̃i1,j1 , b̃i2,j2 , ..., b̃im,jm), and then output W̃ , L̃, and C̃B .

3.3 Secure Payments Computation

Based on the winning bids determined in the above subsection, C1 and C2 need
to secretly calculate the payment for each winning bid. Specifically, as shown
in Algorithm 3, they initially restore (B̃, R̃, K̃) to the initial garbled values. For
each winning bid b̃ik,jk in W̃ , they first use MUX circuit to remove b̃ik,jk from
B̃ and then re-execute Algorithm 2 to get the another overall cost C̃Bn{bik,jk

}.
Based on Eq. (2), two SUB circuits are used to obtain the payment p̃ik,jk . After
that, C1 and C2 continue the above process until all the payments are calculated.
Finally, they reveal all the winning sellers and buyers (dik , tjk) and the payments
pk. The payments for other bids that do not win are 0.

Algorithm 3. Secure Payments Computation

Input: C1 and C2: ˜W = {b̃ik,jk}m
k=1, ˜L = {˜Lk}m

k=1, and ˜CB .
Output: C1 and C2: The actual auction results (dik , tjk , pik,jk).

C1 and C2:

1: Restore ( ˜B, ˜R, ˜K) to the initial values.

2: while ∀b̃ik,jk ∈ ˜W do

3: Remove the winning bid ˜bi,j = MUX(( ˜bi,j , 1
l), ˜li,j), where ˜li,j ∈ ˜Lk.

4: Execute Alg. 2(line 5-18) to output ˜CBn{bik,jk
} without b̃ik,jk .

5: \\ Calculate pik,jk = CBn{bik,jk
} − (CB − bik,jk ).

6: p̃ik,jk = SUB(˜CBn{bik,jk
}, SUB( ˜CB , b̃ik,jk)).

7: end
8: Reveal the results of winners (dik , tjk) and the payments pik,jk .
9: The payments for other bids that do not win are 0.

3.4 Security and Efficiency Analysis

Security Analysis. Based on composition theory [15], we prove the cryptogra-
phy security of PTATA under the semi-honest model [14].

Theorem 1. As long as Paillier cryptosystem and various circuits are secure
under the semi-honest model, PTATA is secure under the semi-honest model.

Proof. On the one hand, Since C2 is responsible for generating the key pair
(pk, sk) of Paillier cryptosystem, C1 cannot decrypt the encrypted data. Before
obtaining the secret-shared values, C1 uses homomorphic addition to randomize
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these encrypted data, which sent to C2. Since Paillier cryptosystem has been
proved to be semantically secure, C1 and C2 cannot learn anything from these
encrypted data and secret-shared values. On the other hand, various circuits
including XOR, EQ, MIN, SUB, CMP, MUX and TwoSMIN, and FILMIN, are
both applied in Yao’s garbled circuits, and all intermediate values are inner
circuit labels. Since Yao’s garbled circuits have been proved to be secure under
the semi-honest model [22], PTATA is secure under the semi-honest model.

Efficiency Analysis. The main cost is garbled circuits for execution. Fortu-
nately, the XOR gate has almost no overhead with “free XOR” technique [23],
and the efficiency of our system depends on the amount of non-XOR gates. In
Algorithm 2, the main process is to determine the winning bids and remove the
invalid bids, and the efficiency of this process is O(nm2l), where l is the bit
length of each bid. In Algorithm 3, the main process is to calculate the overall
cost without the winning bid, and the efficiency of this process is O(nm3l).

4 Experiments

(a) Numbers of Tasks m (b) Numbers of Bidders n (c) Bit length of l

Fig. 4. Computation cost induced by PTATA.

(a) Numbers of Tasks m (b) Numbers of Bidders n (c) Bit length of l

Fig. 5. Communication cost induced by PTATA.

We implement our scheme in FastGC [21], which is a Java-based framework. The
cloud servers C1 and C2 are both simulated on an Intel i5-11600H CPU, 3.90GHz,
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and 16GB RAM computer. The security level of inner circuit labels for garbled
circuits is 80-bit and the security modulus of Paillier cryptosystem is 1024-bit. In
our experiments, we mainly evaluate the computation and communication costs
for different bidder numbers n, task numbers m, and bit lengths l. The default
settings of n, m, and l are 30, 10, and 10, respectively.

As shown in Fig. 4 and Fig. 5, we compare the computation and commu-
nication costs of our protocol with the recent work [7]. We can see that the
increasing trends of the costs for different n, m, and l are consistent with our
analysis O(nm3l). Note that, our protocol is more efficient than this recent work.
Specifically, in Figs. 4(a) and 5(a), when n = 30 and m changes from 5 to 25, the
costs of our protocol increase from (5.7s, 6.1 MB) to (369.5s, 526.1 MB), but the
costs of the recent work increase from about (80s, 20MB) to (990s, 900MB). In
Figs. 4(b) and 5(b), when m = 10 and n = 200, our protocol (195.8 s, 263.6 MB)
only costs about 9.1% computation overhead and 16.3% communication over-
head of the recent work, respectively. In summary, the experiment results show
that the costs of our protocol are acceptable in practical applications.

5 Related Work

Recently, there are various works to deal with privacy-preserving cloud auction,
Specifically, Chen et al. [5] first design a privacy-preserving cloud auction for
Virtual Machines (VMs) allocation based on a data-oblivious way, which protects
the privacy of bidders. However, this scheme does not consider available resources
privacy. Then, Cheng et al. [6] propose an efficient and secure double cloud
auction scheme, which can protect the privacy of all users. Nevertheless, the
challenges of this solution (such as secure compare-and-swap and secure sorting)
are different from our problem. Besides, the recent work [7] proposes a secure
auction scheme for heterogeneous task assignment, but this scheme does not
consider the number of task required privacy.

Another related research topic is privacy-preserving auction for spectrum
allocation. Chen et al. [8,9] propose two privacy-preserving double auction
schemes for homogenous spectrum allocation based on a series of secure arith-
metic public-key operations. To improve the system efficiency, the work [10]
designs a secure spectrum auction scheme via public-key encryption system, but
this scheme does not consider bidders’ location information privacy. To protect
location information, Wang et al. [11,12] propose a series of privacy-preserving
and truthful auction schemes for double spectrum auction. Unfortunately, these
schemes disclose the access patterns privacy. Recently, Cheng et al. [13] pro-
pose a lightweight framework, which ensures high efficiency while providing a
strong security guarantee. However, this solution involves large amounts of pre-
computed multiplication triplets between two cloud servers, which is unrealistic.

6 Conclusion

In this paper, we have proposed PTATA, a privacy-preserving and truthful auc-
tion scheme for task assignment in outsourced cloud environments. Moreover,
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we have proved that PTATA protocol is secure under the semi-honest model
and have analyzed the system efficiency. Based on extensive experiments, our
solution is acceptable in real-life applications.

Acknowledgement. This work was partially supported by Natural Science Founda-
tion of China (Grant No. 61602400) and Jiangsu Provincial Department of Education
(Grant NO. 16KJB520043).
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Abstract. A smart grid can dynamically adjust the amount of electric-
ity supply by smart meters’ personalized needs, reducing energy waste
and protecting the environment. However, because the uploaded data
could reveal users’ sensitive information, and internal adversaries could
poison the power statistics, privacy preservation and security supervision
in smart grid systems need to be concerned. To solve these, we propose a
traceable ring signature scheme based on SM2 with strong security and
anonymity, in addition to utilizing this scheme to build a four-layer smart
grid model, separating the duty of statistics and regulations. Specifically,
the scheme integrates the advantages of a key-insulated linkable ring sig-
nature (LRS) for Monero and an SM2-based ring signature: a key deriva-
tion mechanism to make the key more secure and a simple SM2-based
ring structure. A trapdoor has been introduced in the “key image” of
the signature, which is often used in LRS for linkability, but in our sig-
nature, it’s used for traceability. This allows authorized participants to
open signatures and reveal the identity of the real signer when exceptions
occur. Besides the security and privacy analyses, we also implement the
proposed scheme and give some experiments to evaluate the time and
space performance. The results show that our new scheme with space of
kilobyte level size and time of linear or constant cost can be effectively
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adapted to the functional requirement of our smart grid model. In addi-
tion, the signature can be ported to wireless mobile devices for privacy
protection and security management.

Keywords: Smart grid · Privacy protection · Traceable ring
signature · Chinese commercial cryptography

1 Introduction

A smart grid is a large-scale infrastructure combining information technology,
power transmission, automatic control technology and other technologies. It is
considered the next-generation power supply network, which transmits electricity
reliably and efficiently from generators to the consumer side [21]. The composi-
tion of a smart grid generally includes a control center, substations, smart meters
and the transmission network between them. Through this network, electricity is
supplied on demand at fluctuating prices, reducing energy waste and protecting
the environment [8]. Consumers can turn on household appliances or electrical
equipment when electricity is cheap and turn off some non-essential appliances
during peak periods to reduce demand [7].

The most significant difference between a smart grid and a traditional grid
is that it can realize two-way information services. Users can know the real-
time power supply status, price fluctuations and other information from smart
meters and make personalized electricity plans according to the information.
Meanwhile, the control center of the smart grid can collect electricity consump-
tion data through its centralized network and adjust power supply and price
dynamically based on the statistical results. Smart grids have been recognized
by many countries in the world as a measure that can effectively reduce energy
waste and the global greenhouse effect. The European Union, the United States
and other governments actively promote the smart grid development model [1].
They have made meaningful progress in organizational structure, incentive poli-
cies, standard systems, and critical technology research and development.

However, there are still some problems in the practical application of smart
grids. First of all, there is the privacy issue. Users’ electricity plans may reflect
sensitive information such as living habits, family population and capacity of
factories, which may lead to some users’ reluctance to use smart meters and
affect the popularity of smart gird [15]. The second is the exception handling
issue. As an extensive infrastructure network, the smart grid must be able to take
measures to detect and handle exceptions while avoiding privacy issues caused by
power abuse. For example, when receiving an exception, the centralized nodes
of a smart grid need to locate specific data and trace the uploader’s identity,
but malicious internal employees of the power company could trace the private
information of legitimate users through abuse of traceability.

We can protect users’ privacy from two aspects of smart grids to solve these
problems. One is data encryption, which encrypts power data and uploads it
as ciphertext. Data encryption techniques, such as homomorphic encryption,
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can be used to calculate statistics while protecting the data content of a single
user. The other is Anonymous identity. Since data upload is periodic in smart
grids, the change rule of the same user’s power data in a period may reveal
habits. Authentication can be obfuscated to disrupt the relevance between each
round of upload data while satisfying system functional requirements such as
traceability.

1.1 Contributions

This paper proposes a new approach to the two main challenges of smart grid:
privacy protection and traceability. The contributions of this paper include:

• We propose a four-layer smart grid model based on the classical three-layer
model [8].

• To implement the model, we propose a traceable and privacy-preserving sig-
nature scheme for smart gird, called stealth address traceable ring signature
(SA-TRS). We utilize stealth address linkable ring signature(SA-LRS) [12] to
anonymize users’ identity, where a new ephemeral address is hidden in a set
of ring members. We also make the signatures traceable by introducing a pair
of trapdoor keys in the key image.

• Under the ECDLP assumption, we construct the scheme based on a Chinese
commercial cryptographic algorithm SM2 [3] and give proof of security and
privacy.

• We perform Functional and performance experiments. The results shows that
our SA-TRS could satisfy the system’s functional requirements and protect
security and privacy at a small cost of time and space.

The rest of the paper is organized as follows. Related work is reviewed in
Sect. 2, and the definition of the formal model and requirements are given in
Sect. 3. Some preliminaries are introduced in Sect. 4. Our SM2-based traceable
SA-LRS construction and its proof of correctness are proposed in Sect. 5. The
proof of security and privacy are given in Sect. 6, followed by the performance
evaluation of our scheme in Sect. 7. Finally, Sect. 8 lists extensible applications
and Sect. 9 concludes the paper.

2 Related Work

There has been much research on the privacy protection of smart grids, mainly
focusing on encrypted data aggregation. Nonetheless, it is also common to pro-
tect identity/address through anonymity, and research has been proposed that
replacing the real identity with a fake one in smart grid [17]. However, existing
researches usually transfer identity in a straightforward way, like concatenating
some random nonce following the real identity [8] which is not the real anonymity
or introduces complex computation that affects the load balancing and compu-
tational efficiency. For example, generate credentials by non-interactive zero-
knowledge(NIZK) [20]. Besides, existing research fails to keep the duties of data
collection and traceable supervision separate [19].
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Similarly, Monero, a cryptocurrency focuses on private transactions [6],
adopts stealth address proposed in CryptoNote [2] to protect the real
address(i.e.public keys involved in transaction). Liu et al. [13] pointed out that
the insulation between master identity and derived identity as well as derived
identities themselves be required; otherwise, there will be a risk of being broken.
Moreover, the ring signature was first proposed by Rivest, Shamir and Tauman
in 2001 [16]. It is a type of signature that provides very strong anonymity, where
the signer can generate signatures on behalf of a group of potential signers [14].
Researchers have applied it to the trusted authentication and privacy protection
of smart grids [18]. Liu et al. [12] proposed a lattice-based linkable ring signature
scheme that supports stealth address(SA-LRS) which satisfies key insulation and
proves its security and privacy under the random oracle model.

3 Formal Model and Requirements

3.1 Formal Model

To achieve stronger privacy protection under traceability, we draw inspiration
from the separation-of-duties (SoD) for access control, which separates the duty
of aggregation and traceability into different departments. Specifically, we mod-
ify the traditional three-layer model of smart grids to a four-layer model. Figure 1
shows the architecture of our smart grid model, which we improved from Chim et
al.’s [8] architecture, which is a centralized network composed of three functional
facilities, including smart meters, substations and a control center, in addition to
the power and communication lines between them. Power lines transmit electric-
ity from the power station to the local substations, which process and distribute
it to terminals (corresponding to the red lines in Fig. 1). Communication lines
transmit meter data to local substations and send the aggregated data packages
to the control center (corresponding to the blue line in Fig. 1). We introduce a
supervision module for monitoring and tracking so that any abnormal statistical
result can be traced back to the single uploader (corresponding to the green line
in Fig. 1). The four facilities involved in our model have defined as follows:



300 Da Teng et al.

Fig. 1. Our Four-layer Architecture of Smart Gird

Smart Meter. An intelligent device with finite computing power helps users
make electricity plans and uploads signed data to the substation. For simplicity,
this paper uses smart meters as the same component as users, with no distinction.

Substation. A department that collects data uploaded by the electricity meters
under its jurisdiction packages it up and uploads it to the control center after ver-
ification. As the intermediary between smart meters and the control center, one
substation is connected with many meters, and multiple substations correspond
to one control center.

Control Center. A department that collects real-time total electricity plans
uploaded by substations and adjusts the generation. It is also responsible for
some additional statistics and administration.

Monitoring Center. That is the innovative part of our model, which is the
main difference between our model and others. A department that detects excep-
tional data and traces it back to the smart meter that sent it. The monitoring
center knows the trapdoor secret key of the signing algorithm so that the actual
signer can be easily found. Otherwise, that would be very difficult.

Note that, as an independent module, we regard the monitoring center as a
trusted third party, which in practice should be a law enforcement agency inde-
pendent of the power company because it holds the secret key (i.e. the trapdoor)
to open the data envelope. That is designed to prevent privacy disclosure caused
by collusion.

We propose a particular signature scheme to construct this model to achieve
responsibility traceability and identity anonymity. The signature scheme needs
to satisfy:

• Unforgeability: Any PPT adversary cannot generate a valid signature without
knowing the secret key.
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• Anonymity: The advantage of any PPT adversary in distinguishing the real
signer is negligible.

• Traceability: An authorized participant can open the envelope without inter-
action.

3.2 Formal Signature

We improve the SA-LRS proposed by Liu et al. [12] into a traceable ring signa-
ture, the formal definition of our scheme is almost the same as [12], except for
the function of Trace(·). The formal definition of our traceable ring signature
with stealth address(SA-TRS) includes the following algorithms:

• Setup(1λ) → PP . This is a probabilistic algorithm. On inputting the secu-
rity parameter λ, the algorithm outputs the system public parameters PP .

• MasterKeyGen(PP ) → (mski, mpki). This is a probabilistic algo-
rithm. On inputting the system parameters PP , the algorithm outputs a
pair of master keys (master secret key, master public key). i is the index of
the signer, which is kept secret.

• DerivedPublicKeyGen(mpki) → dpkij
. This is a probabilistic algo-

rithm. On inputting a master public key mpki, the algorithm outputs a
derived public key dpkij . j is the index of signer i’s derived keys, which is
also kept secret.

• DerivedPublicKeyCheck(dpk′
ij

, (mpki, mski)) → 0/1. This is a
deterministic algorithm. On inputting a derived key dpk′

ij
and a pair of mas-

ter keys (mpki,mski), the algorithm checks whether it was a valid derived
key generated from this master key pair.

• Sign(m, R, dpkij
, (mpki, mski)) → σ. This is a probabilistic algorithm.

On inputting message m, a ring of valid derived public keys R =
{dpki1 , ..., dpkit} (t is the size of ring), the signer’s derived public key
dpkij ∈ R and corresponding master key pair (mpki,mski), the algorithm
outputs a signature σ.

• V erify(m′, R, σ) → 0/1. This is a deterministic algorithm. On inputting
a message m′, a ring of valid derived public keys R and a signature σ, the
algorithm verifies whether it’s a valid signature for message m′ generated
from the ring.

• Trace(σ, sktrapdoor) → mpki . This is a deterministic algorithm. On
inputting a signature σ and the secret trap key, the algorithm traces the
real signer and outputs its master public key mpki if it’s valid. Otherwise,
output ⊥.

In a linkable ring signature, a key image I is usually used to link the signa-
tures generated by the same address (public key), but in our scheme, the key
image is used for a different purpose. In the data tracing phase of our model,
the monitoring center knows the trapdoor’s secret key. It can decrypt the key
image by calling the Trace function to obtain the signer’s identity information.
For anyone who does not know the trapdoor, it is difficult to relate different
signatures of the same signer, and for anyone who knows the trapdoor, any sig-
nature is traceable. In the preparation phase, each signer generates its master
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key pair, which represents the real identity of the signer. In the data uploading
phase, our model adopts SA-TRS to sign the message, and each signature uses a
newly generated derived public key. Through the key derivation mechanism: One
is that the adversary can not ensure who the real signer is since he/she can only
get a set of pseudo addresses. Second is that, different from LRS; the adversary
can not link different signatures of the same signer together so that the extra
information would not be disclosed from the changing pattern of power data.

3.3 Security and Privacy Requirements

In this part, we define the security and privacy model of SA-TRS. Liu et al.
have defined the strong unforgeability and anonymity for SA-LRS [12], which
are also applicable to SA-TRS. We review the definition of strong unforgeability
and anonymity as follows: Strong Unforgeability [12] For any probabilistic
polynomial time (PPT) adversary A, the advantage of A to win the following
game is negligible:

• Setup phase
Run Setup(1λ) → PP and send PP to A. Run MasterKeyGen(PP ) →
(mski,mpki) and send mpki to A. A initializes a set LDpk, which is used to
store derived keys that have been queried and validated.

• Query phase
(1) OAdd:

On receiving a pair of (dpk′
ij

,mpki) from A, run DerivedPublicKey-
Check(dpk′

ij
, (mpki,mski)) → 0/1. If the output is 1, add the key pair to

LDpk.
(2) OSign: On receiving (M,R, dpkij ∈ R ∩ LDpk), OSign runs Sign(·) and

returns σ to A.
• Output phase A outputs a tuple of message, ring and signature:

(M∗, R∗, σ∗).

A wins this game when:

(1) V erify(M∗, R∗, σ∗) = 1.
(2) R∗ ∈ LDpk.
(3) The tuple (M∗, R∗, σ∗) has not been queried.

Anonymity [12]

• Setup phase. Same as above.
• Query phase. Same as above.
• Challenge phase. On receiving tuple (M∗, R∗, (dpk0, dpk1 ∈ R∗ ∩ LDpk))

from A. Randomly choose a bit b ∈ {0, 1}. Run Sign(M∗, R∗, dpkb) and
return σ. Note that dpk0 and dpk1 have never been signed before, 0 and 1 are
just the indexes of some derived public keys.

• Query phase. Same as above, except that dpk0 and dpk1 can not be queried.
• Guess phase. A guesses a bit b′.

A succeed if the advantage in guessing b correctly is not negligible. The
advantage can be represented as |Pr[b′ = b] − 1

2 |.
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4 Preliminaries

Before we propose our signature scheme, we first review some underlying tools
and schemes. The security of SA-TRS is based on the hardness of the ellip-
tic curve discrete logarithm problem, whose definition is reviewed in this part.
Our ring signature scheme is based on SM2 and its variant signature schemes.
SM2 is a public key cryptographic algorithm based on elliptic curves, which has
become the Chinese commercial cryptographic standard and is mainly used to
take the place of the RSA algorithm in the Chinese commercial cryptographic
system. Another basis for SA-TRS is the key isolation proposed in [12], which
enhances the key security of the scheme. Moreover, We review the forking lemma
commonly used in signature security proofs.

4.1 EC-DLP

Let E(Fq) be an elliptic curve defined over a finite field Fq. E : y2 = x3 +ax+ b,
a, b ∈ Fq. Point G ∈ E(Fq) of order n, point P ∈ Cyclic group generated based
on basis G. The Elliptic-curve Discrete-logarithm problem consists of finding an
integer k ∈ [0, n − 1] such that

P = kG (1)

The security of SA-TRS depends on the hardness of EC-DLP.

Algorithm 1. SM2 digital signature algorithm

1: procedure Setup(λ):
2: define Hv: a cipher hashing func-

tion with a message digest length of v
bits;

3: define ZA : an identity hash value;
4: G: the generator of elliptic curve;
5: return param;
6: end procedure
7: procedure Key Generation:
8: randomly choose s ∈ [1, n − 2],

compute P = sG;
9: return (s, P );

10: end procedure
11: procedure Sign(M , s):
12: set M̄ = ZA‖M ;
13: compute e = Hv(M̄);
14: randomly choose k ∈ [1, n − 1];
15: compute point (xi, yi) = kG;
16: compute r = e + xi(mod n), back

to line 15 if r = 0 or r + k = n;
17: compute z = (1 + s)−1 · (k − r ·

s)(mod n), back to line 15 if z = 0;

18: return signature σ = (r, z);
19: end procedure
20: procedure Verify(P , M ′,(r′, z′)):
21: Check if r′ ∈ [1, n−1] holds, if not,

return 0;
22: Check if z′ ∈ [1, n−1] holds, if not,

return 0;
23: Set M̄ ′ = ZA‖M ′;
24: Compute e′ = Hv(M̄

′);
25: Compute t = r′ + z′(mod n). If

t = 0, return 0;
26: Compute point (x′

1, y
′
1) = z′G +

tP ;
27: Compute R = e′ + x′

1(mod n);
28: if R = r′ then
29: return 1;
30: else
31: return 0;
32: end if
33: end procedure
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4.2 Chinese Commercial Cryptographic SM2 [3,5]

SM2 contains a digital signature scheme, as Algorithm 1 shows.
SM2 also contains a public key encryption scheme [3], which is treated as a

black box in our scheme. Its formal definition is as follows:

User’s key-pair private key dB ∈ [1, n − 2] is chosen uniformly, public key
PB = dBG, G is the basis of elliptic curve.

Encrypt. The algorithm EncPB
(M, r) → C encrypts the plaintext M with the

public key PB, r is a random parameter.

Decrypt. The algorithm DecdB
(C) → M decrypts the ciphertext C with the

private key dB and gets the plaintext.

4.3 SM2-based Ring Signature

Han et al. constructed a ring by c instead of z in step 6 of algorithm SM2.Sign(·)
in [10]. The algorithm defines c as Algorithm 2 shows.

Algorithm 2. Han’s SM2-based ring signature algorithm (the definition part
of ring)
1: set zj = (1 + sj)

−1 · (kj − cj · sj)(mod n);
2: for i = j + 1, . . . , t, 1, . . . , j − 1 do
3: set zi = (ri + ci)Pi + riG;
4: set ci+1 = H(Pi, M, zi);
5: end for
6: return σ = (c1, r1, . . . , rt);

According to the generic construction of standard ring signature types gen-
eralized by Abe et al., this is a ring signature of type-T, which constructs a
C-ring by hash function during the signing. It would be reconstructed during
verification. Besides, Fan et al. [9] proposed another linkable scheme. The ring
structure of our scheme refers to these two schemes and makes it traceable.

4.4 Liu’s Key Isolation Scheme with KEM [12]

Liu et al. noticed the risks of key disclosure from stealth addresses in Monero,
because of the un-insulation between derived keys, between derived keys and
master keys. They proposed a lattice-based linkable ring signature scheme that
combines key derivation and insulation by utilizing the randomness introduced
by the Key Encapsulation Mechanism(KEM). The formal definition of KEM
algorithms:

• SetUp(1μ) → PPkem.
• KeyGen(PPkem) → (pkkem, skkem).
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• Encaps(pkkem) → (c, κ).
• Decaps(c, pkkem, skkem) → κ.

Our SA-TRS uses this isolation approach to protect the master keys. For
security purposes, the KEM algorithm of SM9 [4] (another Chinese commercial
cryptographic algorithm) is employed, which is treated as a black box in our
scheme.

4.5 Forking Lemma for Ring Signature

Javier and German [11] generalized the forking lemma to the ring signatures’
scenario. The lemma is generally used in security proof of ring signatures.

Generic Ring Signature Schemes. Consider a security parameter k, a hash
function hash(·) which outputs k-bit long elements, and a ring A1, ..., An of n
members. A ring signature tuple Σring : (m,R1, ..., Rn, h1, ..., hn, σ), where m is
the message to be signed, R1, ..., Rn are the parameters that provide randomness
with Ri �= Rj for all i �= j, hi is the value of hash(m,Ri) for 1 ≤ i ≤ n and σ is
the signature that fully determined by above parameters.

The following lemma is the version considering chosen-message attacks
defined in a generic ring signature.

Forking Lemma. For a probabilistic polynomial time Turing machine adversary
A. Define Q and W as the number of queries that A can ask to the random oracle
and to some real signers, respectively. Within time T , if A can produce a valid
signature (m,R1, ..., Rn, h1, ..., hn, σ) with some non-negligible probability, then
two valid signatures (m,R1, ..., Rn, h1, ..., hn, σ) and (m,R1, ..., Rn, h′

1, ..., h
′
n, σ)

can be produced, such that hj �= h′
j for some j ∈ 1, .., n and hi = h′

i for all
i = 1, .., n with i �= j.

5 SM2-based SA-TRS Scheme

This section presents the construction of our improved SA-TRS scheme and
proves its correctness.

5.1 Construction

We propose an SM2-based traceable ring signature scheme with stealth
addresses, satisfying user privacy and traceability in our smart grid model. We
combines the key isolation derivation [12] with the ring structure based on SM2
[9,10]. For standardization of the tools being called in the scheme, different
Chinese commercial cryptographic algorithms are used as auxiliary algorithms,
including the SM9 key encapsulation mechanism, the SM2 public key encryption
algorithm and the SM3 cryptographic hash algorithm. All the SM2 and other
Chinese commercial cryptographic algorithms involved have been indexed in the
ISO/IEC standards list.
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– Setup(1λ) → PP The algorithm sets the system public parameters PP =
{q, a, b,G, p}, including the size q of finite field Fq, the parameters a and b of
the elliptic curve E(Fq), the basis G of E(Fq) and its order p. The algorithm
also includes:
(1) Let KemSM9 denote the SM9 key-encapsulation mechanism scheme

under the hardness of EC-DLP. Run KemSM9.SetUp(1μ) → PPkem to
initialize system parameters.

(2) Let PKESM2 be the SM2 public key encryption algorithm. Run
PKESM2.KeyGen(PPpke) → (pktrapdoor, sktrapdoor).

(3) There are several hash functions contains in this scheme, which be viewed
as random oracles. They are H1(·) : Kkem → Zp, a cryptographic hash
Hv(·) with a message digest length of v bits and HSM3(·).

– MasterKeyGen(PP ) → (mski, mpki) The algorithm does:
(1) Select a random number si ∈ Zp. Compute Pi = siG.
(2) Run KemSM9.KeyGen(PPkem) → (pkkemi

, skkemi
) and get a pair of

KEM keys.
(3) Output mpki = (Pi, pkkemi

), mski = (si, skkemi
).

– DerivedPublicKeyGen(mpki) → dpkij
The algorithm does:

(1) Run KemSM9.Encaps(pkkemi
) → (cij , κij ) to encapsulate a KEM public

key and get the ciphertext cij and the secret key κij .
(2) Set s∗

ij
← H1(κij ). Compute P ∗

ij
= s∗

ij
G and P̂ij = P ∗

ij
+ Pi.

(3) Output dpkij = (cij , P̂ij ).
– DerivedPublicKeyCheck(dpk·j , (mpki, mski)) → 0/1 The

algorithm does:
(1) If c·j /∈ Ckem or P̂·j doesn’t satisfies the elliptic curve equation, stop and

output 0.
(2) Run KemSM9.Decaps(c·j , pkkemi

, skkemi
) → κ′

ij
to decapsulate and get

secret key κ′
ij

.
(3) Recover s∗′

ij
← H1(κ′

ij
) and P ∗′

ij
= s∗′

ij
G.

(4) If P̂ij = Pi + P ∗′
ij

holds, output 1; otherwise, output 0.
– Sign(m, R, dpkij

, (mpki, mski)) → σ Let i be the index of the signer,
R = {dpk1· , . . . , dpkt·} be a ring of valid derived public keys. The algorithm
includes two phases: I: Generate the key image
(1) Run KemSM9.Decaps(cij , pkkemi

, skkemi
) → κij to decapsulate and get

the secret key κij .
(2) Run H1(κij ) → s∗

ij
, ŝij = s∗

ij
+ si.

(3) Run PKESM2.Encpktrapdoor
(mpki‖dpkij‖s∗

ij
) → I. I is the ciphertext of

PKESM2.
Phase II: Generate the signature
(1) Choose a random kij ∈ Zp. Set Ci+1 = HSM3(m,R, kijG, I)
(2) Set m̄ = zA‖m and e = Hv(m̄).
(3) For l = i + 1, . . . , t, 1, . . . , i − 1

(a) Randomly choose kl· ∈ Zp.
Compute kl·G the corresponding elliptic curve point (xl, yl).

(b) Set rl = e + xl(mod p) and convert it to an integer.
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(c) Set zl = (rl + Cl · I)P̂l· + rlG.
(d) Set Cl+1 = HashSM3(m,R, zl, I). Mark Ct+1 as C1.

(4) Set ri = (1 + ŝij )
−1(kij − Ci · ŝij · I)(mod p).

(5) Output σ = (C1, r1, . . . , rt, I).
– V erify(m′, R, σ) → 0/1 The algorithm does:

(1) If C ′
1 /∈ Z∗

q holds, stop and output 0.
(2) For l = 1, . . . , t

If r′
i /∈ Z∗

q , stop and output 0.
(3) For l = 1, . . . , t

(a) Deconstruct R and get the l-th derived public key Pl· .
(b) Set z′

l = (r′
l + C ′

l · I ′) · P̂l· + r′
lG.

(c) Set C ′
l+1 = HSM3(m′, R, z′

l, I).
(4) If C ′

t+1 = C1, output 1; otherwise, output 0.
– Trace(σ, sktrapdoor) → mpki The algorithm does:

(1) Run PKESM2.Decsktrapdoor
(I) → Text. Text = (mpki‖dpkij‖s∗

ij
). Split

Text into mpki = (Pi, pkkemi
), dpkij = (cij , P̂ij ) and s∗

ij
.

(2) Compute P ∗
ij

= s∗
ij

G.
(3) If P ∗

ij
+ Pi = P̂ij , output mpki. Otherwise, output ⊥.

5.2 Proof of Correctness

Correctness. Start from C1, the algorithm compute z′
l and C ′

l+1 sequentially:

{
z′
1 = (r1 + C1 · I ′)P̂1· + r1G

C ′
2 = HashSM3(m′, R, z′

1, I
′)

(2)

{
z′
2 = (r2 + C ′

2 · I ′)P̂2· + r2G

C ′
3 = HashSM3(m′, R, z′

2, I
′)

(3)

. . .

z′
i = (ri + C ′

i · I ′)P̂ij + riG

=
kij − Ci · ŝij · I + C ′

i · I ′ + C ′
i · ŝij · I ′

1 + ŝij

P̂ij +
kij − Ci · ŝij · I

1 + ŝij

G

=
(kij + C ′

i · I ′) · ŝij + kij − Ci · ŝij · I

1 + ŝij

G

= kijG

(4)

C ′
i+1 = HashSM3(m′, R, kijG, I ′) (5)

. . .
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{
z′
t = (rt + C ′

t · I ′)P̂t· + rtG

C ′
t+1 = HashSM3(m′, R, z′

t, I
′) = C ′

1

(6)

Notice that these equations imply Cj · I = C ′
j · I ′. Only if every zi, Ci+1 is

recovered the ring correctly would be approved. For any PPT adversary without
any knowledge of the secret trap key, each ring member is indistinguishable.

6 Proof of Privacy and Security

6.1 Proof of Anonymity

According to the game of anonymity in Sect. 3.3, the analysis is as follows:

Theorem 1. The SA-TRS scheme is anonymous in the random oracle model.

Proof. During challenge phase, the adversary A query and get a valid signature
σ′ = (C ′

1, r
′
1, ..., r

′
t, I

′). Assuming that the advantage of A guessing b correct is
not negligible, that is, A can distinguish the signing key of σ′ with non-negligible
probability.

(1) I ′ is ciphertext encrypted with the trapdoor, thus A cannot distinguish
encrypted information through I ′.

(2) C ′
i(i ∈ 1, ..., t) is a group of hash values that are indistinguishable due to the

unidirectionality of the hash.
(3) r′

i(i ∈ 1, ..., t) is a group of integers in Zn consisting of t − 1 random val-
ues and another identically distributed value. Different r′

i are statistically
indistinguishable.

In summary, the assumption does not hold. So our scheme satisfies anonymity.

6.2 Proof of Strong Unforgeability Based on Forking Lemma

Theorem 2. The SA-TRS scheme is strongly unforgeable in the random oracle
model.

Proof. Since the ring structure is similar, we can use the proof method based
on the forking lemma in [9] to prove the strong unforgeability given in Sect. 3.3.

Assuming that the advantage of A to succeed is not negligible, which means a
valid tuple (M∗, R∗, σ∗) can be output in PPT time. Using ring signature forking
lemma, we can get another tuple (M∗, R∗, σ∗′

) with equal random parameters
r∗
1 , ..., ri−1, k

∗
ij

, ri+1, ...r
∗
t and some j has different hash parameter c∗

j �= c∗′
j .

Since both signatures are valid, there are:

k∗
ijG = (r∗

i + C∗
i · I∗)P̂ij + r∗

i G (7)
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k∗
ijG = (r∗′

i + C∗′
i · I∗′

)t̂ij + r∗′
i G (8)

From (2)-(3), we can compute:

P̂ij =
r∗′
i − r∗

i

r∗
i − r∗′

i + C∗
i · I∗ − C∗′

i · I∗′ G (9)

We know I∗, I∗′
, r∗

i , r∗′
i , besides C∗

i and C∗′
i are computable. Obviously, the

difficulty of ECDLP is broken by ŝij :

ŝij =
r∗′
i − r∗

i

r∗
i − r∗′

i + C∗
i I∗ − C∗′

i I∗′ (10)

So the assumption does not hold. The advantage of A to break the game is
negligible.

7 Evaluation

7.1 Functionality Comparison

In this part, the functionality comparison of our scheme with some other sim-
ilar papers. We give the illustration on mainly four differences: key insulation,
identity anonymity, traceability and privacy computing, as shown in Table 1.

Table 1. Functionality comparison.

Papers Key Insulation Identity anonymity Traceability Privacy computing

PASS11 [8]
√ √

Yang17 [21]
√ √

Wu20 [19]
√ √

SM2-RS [10]
√

SA-LRS [12]
√ √

Tang21 [18]
√ √ √

Ours
√ √ √ √

In reference to that four properties: Key insulation means that it is irrelative
between the meter’s master key and the temporary one. This property represents
stronger key security protection. Identity anonymity demands that anyone with
no auxiliary information cannot recognise the actual owner of the data packet.
Traceability denotes that there exists a trusted party is competent to trace down
the collected data to the owner’s identity. Privacy computing in the smart grid
allows the control center to get statistics but not specific data that is widely
regarded as implying private information. A popular solution is homomorphic
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encryption, and all the schemes shown in Table 1 that satisfy this property,
including ours, adopted this idea.

Among all the papers mentioned, our scheme is the only one that supports
all four conditions.

7.2 Performance Evaluation

This part gives the performance evaluation of our proposed scheme for both time
and space.

We implement the proposed scheme by building a java project on Eclipse
Java EE IDE (Oxygen Release 4.7.0) based on Java 1.8.0. These experiments
were run on a laptop ASUS FL8000UF8550 installing Windows 10 Home China,
Intel(R) Core(TM) i7-8550U CPU @1.80 GHz 1.99 GHz with Memory 8 GB.

Without loss of generality, we evaluate our scheme with a standard ellip-
tic curve family NIST over prime fields, including NIST P 192, NIST P 224,
NIST P 256, NIST P 384 and NIST P 521. While to control variables, we
just use NIST P 192 in the time experiment, and we fix the ring size with 10
in the other experiment. Each experiment is repeated 40 times to achieve stable
results and takes the average result.

About the reason for using NIST family curves as test parameters: Although
our signature is constructed based on Chinese cryptographic standards, we still
want to evaluate them under some common parameter systems.

Fig. 2. Time cost for each step Fig. 3. Size comparison for each step

Time Performance Test. According to Fig. 2, the line graph shows the time
cost (in milliseconds) for different steps as the ring size changes between 10 and
100. It is clear that the consuming time saw a significant increase at a near-
linear trend in the two steps of signing and verifying by the ring size growing,
while the time costs of the rest steps rise slightly or follow just stable trends.
The time consumption for signing is the leading cost over the whole period,
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reaching about 1.3 s with ring size 100, and the cost of the verifying process
shows an almost parallel tendency with it. In contrast, the time cost of trapdoor
generation, master key generation and tracing steps are negligible.

Space Performance Test. As far as Fig. 3, the bar chart compares the size
of keys and the signature of our scheme under different elliptic curves being
adopted. Note that we exclude the trapdoor key because we use the ready-
made public-key cryptosystem (SM2), whose keyspace is determined by its public
parameters, so this is an irrelevant factor.

It is widely known that the marked number of the NIST elliptic curve rep-
resents the bit length of the large prime number used. All the five classes of
bars in the chart saw a rise as the marked number increased; three of them
are consistently under 500 bytes and have only a slight rise, namely the size of
the master secret key, the master public key and the derived public key. Hence
our scheme can control the scale of the key at a microscopic level with a stable
trend, while the results of the rest two bars are more significant and show a more
pronounced increase. Along with the different elliptic curves from tagged 192 to
521, the scales of signature and ring increase approximately from 1.4 to 2.8kb
and from 2.4 to above 4kb, respectively.

As for the above results, they are consistent with the theoretical structure of
our ring signature scheme. On the one hand, the size of the ring can only affect
the time complexity at a polynomial level of the signing and validation processes,
but for the rest processes, it is irrelevant. On the other hand, the space cost of
our scheme is on the order of kilobytes when using the standard curves from the
NIST family.

8 Applications

Moreover, due to the anonymity and traceability of SA-TRS, it can be ported
to wireless mobile devices and network communication services to balance pri-
vacy protection and security management. Let’s give some applications: First of
all, the signature scheme can be used for location privacy protection in mobile
communication environments such as the internet of vehicles(IoV). Besides, it
can help to offer multi-party mobile communication services such as anonymous
wireless meetings and anonymous multi-party micropayments. Additionally, our
application in smart grid can combine with the smart home, for privacy-friendly
wireless smart power applications.

9 Conclusion

This paper proposes a four-layers smart grid model, which separates the duty of
statistics and regulations. We propose a new SM2-based traceable ring signature
scheme with strong security and anonymity by integrating and improving exist-
ing schemes. Experiments have been performed to test this signature scheme’s
time and space performance. With those advantages, the signature can help
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achieve traceable responsibility and anonymous identity in our proposed grid
model. By joint with other techniques such as homomorphic encryption and dif-
ferential privacy to protect data content, dual protection can be provided for
identity and sensitive data. Future research can focus on the following issues:
Optimize the structure of the signature and further improve the space-time effi-
ciency. Moreover, due to the anonymity and traceability of SA-TRS, it can be
used in wireless mobile devices and network communication services such as the
IoV.
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Abstract. In smart grid, smart meters record real-time customers’ elec-
tricity consumption and transmit it to the control center. Leakage of
customers’ real-time power usage data will impose severe risk on con-
sumers’ privacy. To Protect users’ privacy, researchers observe that what
the control center really needs for providing services is not raw data but
aggregate values of customers’ real-time usage data. On this basis, many
privacy-preserving data aggregation schemes are proposed for smart grid.
However, these schemes pay little attention to the problem of collusion.
In these schemes, edge nodes store the ciphertexts of customers’ raw
usage data, and the control center has the decryption key. If edge nodes
collude with the control center, customers’ usage data will still be leaked.
To tackle this problem, a collusion-tolerant and privacy-preserving data
aggregation scheme for smart grid is proposed in this paper. By leverag-
ing homomorphic encryption and threshold scheme, the proposed scheme
supports typical aggregate operations in smart grid, while keeping the
privacy of customers and defending the collusions from edge nodes and
the control center in practice. Security analysis and performance eval-
uation demonstrates that the proposed scheme protects the privacy of
customers’ usage data effectively even under collusions in practice.

Keywords: Smart grid · Paillier homomorphic encryption · Shamir
threshold scheme

1 Introduction

Smart grid is built on the integrated communication network, which integrates
all electricity transmission networks connected to grid users to effectively provide
sustainable, economic and safe electricity. With its advanced sensing and mea-
surement, smart grid has attracted the attention of both industry and academia.
By 2027, Western Europe’s energy sector will invest more than $100 billion in
smart grid construction [18].
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Smart meters collect customers’ real-time power usage data. The control
center analyses the aggregated results of these data and adjusts customers’ elec-
tricity consumption mode and guides the customers’ electricity usage by dynam-
ically formulating the electricity price. For example, when the electricity price is
raised during the peak period, customers will use less electricity consumption, so
that the control center can reduce the pressure on electricity transmission. From
the customers’ point of view, real-time electricity consumption information can
reflect customers’ living habits and other activities. For example, persistent low
levels of electricity use indicate that no one is home. When electricity consump-
tion data becomes low at night, the family may be sleeping. There is no doubt
that real-time electricity usage data should be private to the customer.

Customers want to protect their privacy data from threats despite the rele-
vant commitments made by smart grid companies. Researchers notice what the
control center of smart grid really needs for providing services is not the original
power usage data but the aggregated results. There are many data aggregation
methods to protect customer privacy. Homomorphic encryption is a common
method to solve data aggregation problems. Smart meters encrypt electricity
consumption data and send them to cloud nodes or edge nodes. Cloud nodes or
edge nodes perform the corresponding data aggregation calculation, and then
deliver the aggregation results to the control center for decryption. By this
means, the control center can only get the aggregate value of customers’ electric-
ity consumption data, not the specific value. Edge nodes has the ciphertext of
customers’ electricity consumption data, but it does not have the key to decrypt,
nor can it know the specific electricity consumption data of customers. These
schemes can protect privacy and satisfy the control center’s need for aggregated
data at the same time.

However, another problem has appeared. If the control center and edge nodes
conspired, many schemes will become vulnerable. The control center has decryp-
tion key and edge nodes have ciphertexts of customers’ original consumption
data. If they conspire, edge nodes send original encrypted data without aggre-
gation to the control center, which can decrypt and obtain customers’ real-time
power usage data. Customers’ privacy is still at risk of exposure. Fortunately, We
notice that threshold scheme can solve the security problem caused by collusion
effectively. The threshold scheme divides data into many fragments, and only by
collecting a amount of fragments can the original data be recovered. Combining
homomorphic encryption and threshold scheme, we designed a method to solve
the privacy problem caused by the collusion of the control center and edge nodes.

Other chapters are arranged as follows. We review the related work in Sect. 2.
Problem statement is described in Sect. 3. We introduce preliminaries that will
be used in our scheme in Sect. 4. We present the scheme that tolerate collusion
in smart grid in Sect. 5. The safety and performance are analyzed respectively
in Sect. 6 and 7. Finally, we make a conclusion in Sect. 8.
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2 Related Work

Much attention has been paid to the study of data aggregation in IoT. We review
some data aggregation schemes in the following.
Schemes Based on Cryptography. Gai et al. [3] designed a data aggregation
method using random response to satisfy locally differentiated privacy. Gope et
al. [5] designed a scheme using lightweight authentication encryption to adapt
to resource constrained devices. Jianbing et al. [12] designed an identity authen-
tication mechanism using hash function to protect smart grid from pollution
attack. Gong et al. [4] focus on cryptographic primitives such as partially blind
signature and design a scheme to verify customers’ identity using signature mea-
surement data. PDMA [18] can resist malicious data mining attacks in smart grid
through a knowledge signature mechanism. Luo et al. [10] propose a decentral-
ized microgrid data aggregation scheme by leveraging PBFT consensus. EBDA
[9] combines edge computing with blockchain to improve security. [1,2,7] propose
data aggregation schemes for wireless sensing networks with complex topologies
or big sensory data.
Schemes Based on Edge Computing. There is also a lot of work focusing
on edge or cloud computing [13,21]. Zhao et al. [22] set a edge node between
customers and the control center based on edge computing. It feeds the results to
the control center. PPFA [11] distributes noise generation among parties through
Gaussian mechanism to reduce privacy leakage and be efficient. Saleem et al.
design a fault-tolerant scheme FESDA [15], which can work when nearly half
of smart meters fail. FPDA [20] fixes the vulnerability that the control center
in FESDA [15] can obtain the reading of smart meter. Liu et al. [8] present
a scheme that supports aggregation communication and function query with a
double trapdoor decryption cryptosystem. Wang et al. [17] used pairing based
signature to preserves customers’ privacy and ensures data integrity. APPA [6]
uses pseudonym certificates and pays attention to the anonymity and authentic-
ity of devices in data aggregation. A distributed fog computing coordinator [19]
is introduced, which collects the information of edge computing nodes regularly.
The coordinator enables fog nodes to collaborate on more complex tasks.

Frameworks combined with edge computing offer significant advantages in
protecting customers’ private data. They separate the customer’s privacy data
from the data aggregation process. The above work has solved the problem of pri-
vacy protection in data aggregation at many levels, but the actual situation may
be more complex. Many such frameworks do not notice the collusion between
control center and edge nodes, which is very unfavorable to privacy protection.
In order to make up for the neglect of conspiracy attack in the current work, we
design a scheme that can resist collusion attack in smart grid.
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3 Problem Statement

3.1 System Model

Trusted authority(TA), control center(CC), edge nodes(EN) and smart
meters(SM) constitute the main system of smart grid. The model is shown in
Fig. 1. The functions of each part are as follows:
Trusted Authority (TA): The trusted authority registers the joined nodes and
distributes the key (public key and private key). It will go offline after smart grid
starts working.
Control Center (CC): The control center connects to all edge nodes and
receives data from them. The control center analyzes the aggregated customers’
real-time power usage data customers and provide dynamic pricing and other
services.
Edge Node (EN): Edge nodes are located between the control center and
customers. Edge nodes receive data from smart meters, and perform preliminary
aggregation. They are also used to forward the request between control center
and customers. An edge node can be a wireless access device, which is required
to be able to calculate and store data. We suppose that there are n edge nodes in
our smart grid, expressed as EN = {EN1, EN2, EN3, · · · , ENn}. The data edge
nodes deliver to the control center are expressed as N = {N1, N2, N3, · · · , Nn}.
Smart Meters (SM): Each customer has a smart meter at home. They collect
and process customers’ real-time power usage data, and finally hand over the
data to the control center. We suppose that there are m smart meters in our
smart grid, expressed as SM = {SM1, SM2, SM3, · · · , SMm}, and the readings
shown in smart meters are expressed as M = {M1,M2,M3, · · · ,Mm}.

Fig. 1. System model for data aggregation in smart grid.

3.2 Security Assumption

Customers want to ensure that their real-time power usage data is not known by
other parts of the smart grid. We assume that TA is completely reliable. It accu-
rately registers nodes, issues keys, and goes offline after the smart grid is built,
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and it will not be attacked. CC is honest but curious. It will issue instructions
to smart meters as agreed to collect aggregated data, but it also wants to get
the real-time power usage data of customers. It may take the following means:
Calculate the data it can get to restore the electricity consumption data of a spe-
cific customer; Or collude with one or several edge nodes to get the electricity
consumption data before aggregation operation of the edge nodes, and decrypt
a specific customer’s electricity consumption data through the key. Edge nodes
may not be able to send messages when attacked. Edge nodes are also curious,
which may collude with the control center to get the decrypted key and try to
decrypt the customers’ real-time electricity consumption information.

4 Preliminaries

4.1 Paillier Homomorphic Encryption

With homomorphic encryption, users can perform calculations on the encrypted
data and then decrypt it. These calculation results are retained in encrypted
form. When decrypted, the results are the same as the output generated when
operations are performed on unencrypted data. In the following, we briefly review
the Paillier homomorphic encryption [14] that we adopt in this paper.
1. Key generation

Select two large prime numbers p and q satisfying

gcd(pq, (p − 1)(q − 1)) = 1 (1)

Calculate n and λ
n = pq (2)

λ = lcm(p − 1, q − 1) (3)
Define function L(x)

L(x) =
(x − 1)

n
(4)

Select an integer g less than n2 randomly, and there is

μ = [L(gλ mod n2)]−1 mod n (5)

We choose the public key pk = (n, g) and the private key sk = (λ, μ).
2. Encryption

Select an integer r = Z∗
n2 , compute ciphertext c:

c = gmrn mod n2 (6)

3. Decryption

m = L(cλ mod n2) · μ mod n (7)

The homomorphic properties of this cryptosystem can be described as:

Enc(m1 + m2) = gm1+m2(r1rn
2 ) mod n2

= Enc(m1) · Enc(m2)
(8)

Enc(a · m1) = gam1ran
1 mod n2 = Enc(m1)a (9)
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4.2 Shamir Threshold Scheme

Threshold scheme try to divide a secret data D into n parts D1,D2, · · · ,Dn to
achieve the purposes that D can be accurately calculated when knowing any k
or more Dj , but D cannot be calculated when knowing any k − 1 or fewer Dj .
Shamir threshold scheme [16] is an effective threshold scheme.

1. Secret fragment generation
Randomly pick a k − 1 degree polynomial:

q(x) = a0 + a1x + a2x
2 + · · · + ak−1x

k−1 mod p (10)

In this polynomial, a0 = D, and evaluate D1 = q(1), · · · ,Dj = q(j), · · · ,Dn =
q(n). Give n group (j,Dj) to n people, open p and destroy the polynomial q(x).

2. Secret recovery
Select any k different secret pieces and the polynomial will be recovered by
Lagrange interpolation:

q(x) =
k∑

i=1

Di

∏

1�j�k,j �=i

x − xj

xj − xi
mod p (11)

The value of q(0) is the secret data D.

5 The Proposed Scheme

We propose a scheme that both meets the data aggregation needs of the control
center, and protects the privacy information of customers’ real-time power con-
sumption. Specifically, what we can do is aggregation protocol for sum, max/min,
and electricity bill.

5.1 Aggregation Protocol for Sum

The control center can aggregate different customers’ electricity consumption
data. In other words, the control center can calculate

∑m
s=1 Ms.

1. Each smart meter divides the electricity consumption data into n parts
depending on shamir threshold scheme. Specifically, according to Sect. 3, the
i-th smart meter is expressed as SMi and the reading of SMi is expressed
as Mi. SMi divides Mi into n parts expressed as {Mi,1,Mi,2,Mi,3, · · · ,Mi,n}
according to the k − 1 degree polynomial qi(x) it picks.

qi(x) = Mi + ai,1x + ai,2x
2 + · · · + ai,k−1x

k−1 (12)

Mi,j = Mi + ai,1 · j + ai,2 · j2 + · · · + ai,k−1 · jk−1 (13)
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2. Customers use the public key pk to encrypt the divided data. Specifi-
cally, {Mi,1,Mi,2,Mi,3, · · · ,Mi,n} are encrypted to {Enc(Mi,1), Enc(Mi,2),
Enc(Mi,3), · · · , Enc(Mi,n)}.

3. Next, customers need to send the encrypted divided data to the edge nodes. It
should be noted here that the j-th divided data of each customer shall be sent
to the j-th edge node. For example, the edge node ENj will receive encrypted
split data from all customers, which should be {Enc(M1,j), Enc(M2,j),
Enc(M3,j), · · · , Enc(Mm,j)}.

4. Each edge node receives m pieces of split data, which comes from different
customers. And then each edge node calculates the product of these split
data. Specifically, the calculation result Nj of the j-th edge node ENj should
be

Nj =
m∏

s=1

Enc(Ms,j) (14)

According to the homomorphism of paillier cryptosystem, the multiplica-
tion of these encrypted split data is equivalent to their summation and then
encryption. All edge nodes send their calculation results to the control center.

5. The control center randomly selects k edge nodes from n edge nodes. We
express these k edge node as {ENx1 , ENx2 , ENx3 , · · · , ENxk

}. The control
center calculates the interpolation basis function through the number of the
selected k edge nodes. Then, the power operation is carried out according to
the obtained result and the value passed by the edge node. Finally, the sum
of the customers’ electricity consumption data can be obtained by decrypting
with the private key sk. Algorithm 1 describes these actions of the control
center.

CC = Dec(
k∏

i=1

N

∏
1�j�k,j �=i

−xj

xi − xj
xi ) =

m∑

s=1

Ms (15)

Algorithm 1. Sum and Bill Aggregation Algorithm of CC
Input: Calculation results of all edge nodes N1, N2, N3, · · · , Nn; private key sk
Output: CC
1: randomly select k data from n input data, they are Nx1 , Nx2 , Nx3 , · · · , Nxk

2: Calculate the coefficients of Lagrange interpolation, according to the selected xi

3: for all xi ∈ Dp do

4: coeff [i] =
∏

1�j�k,j �=i

−xj

xi − xj

5: end for
6: CC = Dec(

∏k
i=1 N

coeff [i]
xi )

7: return CC
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5.2 Aggregation Protocol for Min

It is great help to the control center to intelligent pricing and electricity distri-
bution that mastering the peak and valley information of customers’ electricity
consumption. Our scheme can calculate the max and min electricity consumption
of all customers.

1. Customers represent their electricity consumption data in n bits. di,j is the
data with the size of one bit. If the electricity consumption data of the i-th
customer is not equal to j, the value of di,j is 0; If the electricity consumption
data of the i-th customer is equal to j, the value of di,j is 1. And then
customers encrypt each di,j using the public key pk.

2. Customers send the data to the edge nodes. The i-th customer SMi needs to
send its di,j to the j-th edge node ENj . Then, each edge node calculates the
product of the data they receive and transfer the calculation results to the
control center.

Nj =
m∏

s=1

Enc(ds,j) (16)

3. The control center decrypts the results uploaded from the edge nodes in
turn and get {Dec(N1),Dec(N2),Dec(N3), · · · ,Dec(Nn)}. The number of the
edge node corresponding to the first value that is not 0 is the minimum value
of electricity consumption, and the number of the edge node corresponding to
the last value that is not 0 is the maximum value of electricity consumption.
The calculation method of the maximum aggregate value is similar.

5.3 Aggregation Protocol for Electricity Bill

In smart grid, the control center can dynamically set the electricity price, which
means that the electricity price of different customers may be different at the
same time. Here, we don’t care about how the control center formulates the
electricity price. We care about how it can get the total electricity price without
infringing on the privacy of customers. If the unit price of the i-th customer is
wi, the control center can calculate

∑m
s=1 wsMs.

1. The control center broadcasts the electricity consumption unit price of all
customers to all edge nodes. There are m customers and we assume that the
unit price of SMi is wi. So, every edge receive {w1, w2, w3, · · · , wm}.

2. Each smart meter divides the electricity consumption data into n parts
depending on shamir threshold scheme, and uses the public key pk to encrypt
the divided data. This process is the same as the aggregation protocol for
summation.

3. Next, customers need to send the encrypted divided data to the edge nodes.
The j-th divided data of each customer shall be sent to the j-th edge node.
For example, the edge node ENj will receive encrypted split data from
all customers, which should be {Enc(M1,j), Enc(M2,j), Enc(M3,j), · · · ,
Enc(Mm,j)}.
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4. Each edge node receives m pieces of split data, which comes from different
customers. The edge node calculates the power of each fragment and its elec-
tricity unit price, for example, Enc(M1,j)w1 , Enc(M2,j)w2 , Enc(M3,j)w3 , etc.
Then calculating the product of these split data. Specifically, the calculation
result Nj of the j-th edge node ENj should be

Nj =
m∏

s=1

Enc(Ms,j)ws (17)

According to the homomorphism of paillier cryptosystem, the power opera-
tion of scalar on ciphertext is equivalent to scalar multiplication on plaintext,
and the multiplication of these encrypted split data is equivalent to their
summation and then encryption. All edge nodes send their calculation results
to the control center.

5. The control center randomly selects k edge nodes from n edge nodes. What
the control center does is the same as the summation protocol. Algorithm
1 describes this process. Finally, the result calculated by the control center is
the total electricity price of the customers.

CC = Dec(
k∏

i=1

N

∏
1�j�k,j �=i

−xj

xi − xj
xi ) =

m∑

s=1

wsMs (18)

6 Security Analysis

The control center cannot get customers’ real-time electricity consumption data
when colludes with less than k edge nodes at the same time in the proposed
system. Generally, if the control center colludes with c edge nodes (c < k) at the
same time, and we express these c purchased edge nodes as {ENy1 , ENy2 , ENy3 ,
· · · , ENyc

}. The additional information that the control center can get from the
purchased edge node ENyj

is the j-th encrypted split data from all m customers
{Enc(M1,j), Enc(M2,j), Enc(M3,j), · · · , Enc(Mm,j)}. Then, if the control cen-
ter wants to calculate the electricity consumption data Mi of the i-th customer
SMi, what the control center knows is c encrypted split data, and because the
control center has private key sk, it can get {Mi,y1 ,Mi,y2 ,Mi,y3 , · · · ,Mi,yc

}.
However, c split data is not enough to restore the orignal k − 1 degree polyno-
mial. So, the control center cannot calculate Mi using c split data according to
shamir threshold scheme [16]. In practice, edge nodes in the same network can
be provided by different edge computing service providers. It is difficult for the
control center to collude with many edge nodes at the same time.

7 Performance

We conduct experiments on a standard 64-bit Windows 10 system with Intel
Core i7, and the proposed scheme is implemented by Python 3.7. We use the
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phe library of python to implement Paillier homomorphic encryption. We use
random numbers to simulate the reading of the meter, mainly measuring the time
required for each part to complete the algorithm. We analyze the computational
overhead of smart meters, edge nodes and the control center.

Fig. 2. Computational overhead of CC(a), EN(b) and SM(c).

Figure 2(a) shows the change of the calculation time(ms) of the control center
with the number of threshold. We can see that the time consumption of the
control center in the aggregation protocol for electricity bill and the aggregation
protocol for sum is the same, because the actions performed by the control center
are the same in the two aggregation protocols. For the aggregation protocol for
min, the amount of calculation performed by the control center is related to the
location of the minimum value. We consider the worst case, that is, the control
center needs to decrypt all data. The number of data it needs to decrypt is the
same as the number of edge nodes.

Figure 2(b) shows the change of the calculation time of edge nodes with the
number of smart meters. Edge nodes take the longest time in the aggregation
protocol for electricity bill, because compared with the other two aggregation
protocols, edge nodes have to perform additional power operation on the cipher-
text. The main operation of summation aggregation and minimum aggregation
is multiplication on ciphertext, so the time cost is similar.

Figure 2(c) shows the change of the calculation time of smart meters with
the number of edge nodes. We can see from the figure that the overhead of the
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three aggregation protocols is roughly the same, because encrypted data is the
main part of time consumption in the calculation of smart meter. In our three
aggregation protocols, the amount of data that smart meters need to encrypt is
the same as the number of edge nodes.

It can be seen that our scheme can complete the work of sum, min and
calculation of electricity charge within an acceptable time. Compared with other
data aggregation work, the time-consuming of this scheme is roughly the same,
but it has the ability to resist collusive attacks.

8 Conclusion

We have proposed a collusion-tolerant data aggregation method for smart grid by
leveraging Paillier homomorphic encryption and Shamir threshold scheme. In our
scheme, the control center can get aggregation for sum, max/min and electricity
bill. Moreover, we ensure that when edge nodes collude with the control center,
the real-time power usage data of customers will not be leaked. Security analysis
displays the scheme can protect customers’ privacy information effectively when
collusion occurs. The result of performance evaluation displays the scheme is
feasible and efficient.
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Abstract. The problem of limited defense resources owned by the net-
work platform needs to be solved by designing a reasonable defense
resource allocation scheme in Industrial Internet of Things (IIoT). How-
ever, most of the previously studied defense resource allocation schemes
do not consider the impact of network cheat on the defender’s total
expected utility, resulting in the defender’s total expected utility not
being optimal. To address this problem, this paper proposes a network
defense resource allocation scheme with multi-armed bandits (NDRAS)
to maximize the defender’s total expected utility. The scheme first pro-
poses a random generation method of node shell configuration based
on network cheat, by considering the impact of network cheat on the
defender’s total expected utility, masking information about the real con-
figuration of nodes, to increase the uncertainty of the attacker’s attack on
each node and thus reduce the likelihood of the attacker’s success. Sub-
sequently, the decomposability and Lipschitz continuity of the defender’s
total expected utility is exploited to reduce the gap between the cumula-
tive discrete optimal benefit and the continuous optimal benefit, to max-
imize the defender’s total expected utility and thus make the defender’s
total expected utility optimal. Finally, the detailed experimental results
confirm the effectiveness of NDRAS, indicating that the new scheme can
give a reasonable defense resource allocation scheme to maximize the
defender’s total expected utility.

Keywords: Industrial Internet of Things · Multi-armed bandits ·
Network cheat · Defense resource allocation

1 Introduction

Industrial Internet of Things (IIoT) is an important driver of intelligent change
in the global industrial system [1], playing an important role in traditional man-
ufacturing, energy, transportation [2], and other fields, but its network platform
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has limited defense resources, resulting in network nodes or edge devices lacking
high-performance security protection against various types of network attacks,
making them highly vulnerable to various malicious codes and hacker attacks,
posing serious security risks to network end-users. For example, in 2021, JBS,
the world’s largest meat processor, suffered a cyber attack that left the plant
unable to function and forced workers to shut down, placing a severe financial
burden on the company and its employees. In the same year, Colonial Pipeline,
the largest fuel pipeline operator in the US, was hit by a ransomware attack
that shut down its energy supply network, causing the first national emergency
in the US due to a cyber attack and causing a significant negative impact on
the country’s energy supply. Therefore, improving network security with limited
network defense resources is an urgent problem that needs to be addressed. A
well-designed defense resource allocation scheme can effectively solve this prob-
lem.

The defense resource allocation schemes that exist are mainly divided into
target-based attack and defense game schemes [3,4] and network structure-based
attack and defense game schemes [5–7]. Target-based attack and defense game
schemes are designed to focus the attacker (defender) on some individual target
of the attack (defense), but such defense schemes are not applicable in realistic
attack and defense game situations. Network structure-based attack and defense
game schemes in which the attackers and defenders rely on the network struc-
ture for strategy selection, mostly seek to maximize the sum of the expected
utilities of each node, and are more in line with realistic attack and defense
game situations than target-based attack and defense game schemes. Depend-
ing on the application scenario, the network structure-based attack and defense
game schemes can be further divided into two main categories: benefits of nodes
known to defenders and benefits of nodes unknown to defenders. Among them,
the scheme in which defenders know the benefits of nodes can obtain the optimal
defense strategy according to its proposed game model, but this type of alloca-
tion scheme does not consider the situation in which the cumulative discrete
optimal benefit (defender) approaches the continuous optimal benefit (defender)
without knowing the benefits of each node, resulting in this type of scheme being
suitable only for application scenarios in which defenders know the distribution
of the benefit function of each node. The scheme in which defenders do not
know the benefits of nodes solves the situation in which defenders do not know
the distribution of the benefit function [8–10], but such defense resource allo-
cation schemes do not take into account the factors influencing the defender’s
total expected utility, resulting in the defender’s total expected utility not being
optimal.

To address the above problems, this paper proposes a scheme for allocating
network defense resources using multi-armed bandits by reasonably modeling
the benefit function while considering the impact of the factor of network cheat
on the defender’s total expected utility [11–13]. As far as we know, this scheme
is the first defense resource allocation scheme based on network cheat applied to
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network defense resource allocation. The main contributions of this paper are as
follows.

– To reduce the likelihood of successful attacks by attackers, this paper proposes
a random generation method of node shell configuration based on network
cheat. The method confuses the attacker’s perception of the true configuration
of each node by considering the impact of network cheat as an influencing
factor on the defender’s total expected utility to add a shell configuration to
each node that is different from its importance.

– To optimize the defender’s total expected utility, this paper uses the decom-
posability and Lipschitz continuity of the defender’s total expected utility
function to maximize the sum of the defender’s expected utility of each node,
thus reducing the gap between the cumulative discrete optimal utility and
the continuous optimal utility.

– To verify the effectiveness of the above scheme, this paper firstly evalu-
ates NDRAS with the help of the metric of total defender expected util-
ity. The experimental results show that, given other assumptions, the total
defender expected utility for NDRAS increases as the total number of defense
resources owned by the network platform increases, and the optimal total
defender expected utility for NDRAS decreases as the number of network
nodes increases. Secondly, this paper compares NDRAS with NDRAS-NOD,
CUCB, Zooming, and Lizard with the help of two metrics, total defender
expected utility and regret, and the experimental results show that, given
other assumptions, the total defender expected utility for NDRAS shows a
relatively good upward trend over time, and the regret for NDRAS shows a
downward trend over time.

2 Problem Definition

2.1 Problem Description

We model the defender and attacker based on the Stackelberg Security Game
(SSG) model, where both are strategic players. In the SSG, the defender is the
leader and determines its strategy first, and the attacker is the follower and
makes its own best response after viewing the defender’s strategy. In this paper,
the network is modeled as an undirected graph consisting of a set of nodes
V = {1, 2, ..., n} and a set of node-connected edges E. The set of all nodes in
the network is V , and each node has its real configuration. The total number of
defense resources owned by the network platform is budget. In the Combinatorial
Multi-Arm bandit (CMAB) problem, the optimal arm is chosen to maximize
the combinatorial expected utility, where each arm has its defender benefit and
attacker benefit, i.e., each arm has a different expected utility, where the optimal
arm is a subset of all the arms. We define a CMAB problem where each node
in the network is analogous to an arm of the MAB, i.e., there are n arms,
and the defender obtains the best strategy in a trade-off between exploration
and exploitation. Unlike the classical setting of MABs, we give the distribution



Network Defense Resource Allocation Scheme with Multi-armed Bandits 329

of benefits of each node in the network through the rewards and penalties of
the attacker and defender, and adds a shell configuration to each node that is
different from the real configuration of nodes, and obtains the probability of each
node being attacked through the SUQR model.

2.2 Attacker Strategies

The heterogeneity of nodes in a complex network makes nodes differ in impor-
tance and therefore the true configuration of each node. The greater the true
configuration of a node, the more important the node is, i.e., the greater the
node’s need for defense resources. The importance of a node should form a lin-
ear logical relationship with its true configuration.

For the structural specificity of complex networks, this paper integrates the
characteristics of local and global networks. For ∀i ∈ V , let yi = {y1, y2, ...., yt}
denote the set of features of node i. Based on the nature of semi-local cen-
trality, this paper relies on the entropy method to assess the importance of
nodes by their features and thus obtain the true configuration of nodes. For
∀i ∈ V , let TCi denote the critical value of the number of defense resources
required to fully protect node i from damage, i.e., the true configuration
of node i. Then the true configuration of all nodes in the network can be
expressed as TC = {TC1, TC2, ..., TCn}, which satisfies

∑n
i=1 TCi > budget. Let

DN = {DN1,DN2, ...,DNn} denote the number of defense resources allocated
to each node. When the attacker launches an attack, for ∀i ∈ V , if DNi ≥ TCi,
the defender (attacker) will receive the corresponding reward Rd

i > 0 (punish-
ment P a

i > 0); if DNi < TCi, the defender (attacker) will receive the correspond-
ing punishment P d

i > 0 (reward Ra
i > 0). When the attacker does not launch an

attack, for ∀i ∈ V , node i is fully protected regardless of whether the number of
defense resources allocated to node i is greater than its true configuration, and
the defender will receive the corresponding reward Rd

i > 0. Due to the nature of
the Stackelberg game, for ∀i ∈ V , Rd

i > P d
i and Ra

i > P a
i need to be satisfied,

and for ease of analysis, let Rd
i = Ra

i , P d
i = P a

i . To motivate the defender to
allocate more defense resources to the core nodes, the reward function R and the
punishment function P should form a non-linear and increasing logical relation-
ship with the true configuration of nodes. Therefore, in this paper, the reward
function R (punishment function P ) is set as a class of monotonically increasing
concave functions.

The attacker’s benefit va, which is related to the reward and punishment of
the node, the number of defense resources allocated to the node, and the true
configuration of the node, then for ∀i ∈ V , the attacker’s benefit function is:

va
i = −min{

⌊
DNi

TCi

⌋

, 1} · P a
i + max{1 −

⌊
DNi

TCi

⌋

, 0} · Ra
i (1)

Network cheat is one of the key methods of misleading an attacker by hiding
or providing inaccurate system information. The purpose of network cheat is to
mislead the attacker into attacking non-core nodes by hiding or misrepresenting
the configuration of nodes in the network.
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This paper introduces a random generation method of node shell configura-
tion based on network cheat. It is assumed that the attacker is unable to dis-
tinguish between nodes with the same shell configuration. Let M = {1, 2, ...,m}
denote the set of node shell configurations in the network that satisfies m < n.
Then the shell configurations of all nodes in the network can be expressed as
OC = {OC1, OC2, ...OCm}. This paper randomly assigns the shell configuration
of each node in the network. Given an integer matrix Φ of size n×m represents
the correspondence between nodes and their shell configurations. Where, for
∀i ∈ V and ∀j ∈ M , Φij represents the number of nodes with a real configura-
tion of TCi and a shell configuration of OCj , satisfying Φij ∈ {0, 1}. Therefore,
for ∀j ∈ M , the probability that the attacker attacks a node with a shell config-
uration of OCj is:

POCj
=

Φ1jv
a
1 + Φ2jv

a
2 + ...Φnjv

a
n∑

i∈V va
i

=
∑

i∈V Φijv
a
i∑

i∈V va
i

(2)

The attacker’s strategy depends on the attacker’s benefit and the attacking
node shell configuration’s probability. In this paper, the probability of each node
in the network being attacked, i.e., the attacker’s strategy, is obtained by the
SUQR model. Thus, for ∀i ∈ V , the probability of node i being attacked is:

qi =
eλ(

∑
j∈M ΦijPOCj

)+ωva
i

∑
k∈V eλ(

∑
l∈M ΦklPOCl

)+ωva
k

(3)

where λ and ω are regulation parameters.

2.3 Defender Strategies

Given a discrete spacing space, divide the total number of defense resources
budget into J copies according to space increasing from zero, i.e., P =
{p1, ..., pJ}, where the set of resource copies can be expressed as NP =
{1, 2, ..., J}. Given an integer matrix Ω of size n × J represents whether to allo-
cate the number of defense resources to each node in the network. Where, for
∀i ∈ V , Ωi = {Ωi,1, ..., Ωi,J} represents whether node i is allocated the number
of defense resources. For ∀i ∈ V and ∀j ∈ NP , Ωi,j represents the resource copy
pj allocated to node i, satisfying Ωi,j ∈ {0, 1}.

The number of defense resources allocated to each node in the network is
known to be DN = {DN1,DN2, ...,DNn}, i.e., the defender’s strategy. Then
for ∀i ∈ V , the number of defense resources allocated to node i is:

DNi =
∑

j∈NP
Ωi,j · pj (4)

The defender’s benefit vd, which is related to the reward and punishment of
the node, the number of defense resources allocated to the node, and the true
configuration of the node, then for ∀i ∈ V , the defender’s benefit is:

vd
i = min{

⌊
DNi

TCi

⌋

, 1} · Rd
i − max{1 −

⌊
DNi

TCi

⌋

, 0} · P d
i (5)
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When the attacker launches an attack, the defender gets vd and the attacker
gets va; conversely, the defender gets Rd. Hence, with reasonable modeling of
the node’s benefit function and considering the factors influencing the defender’s
expected utility, for ∀i ∈ V , the defender’s expected utility function is:

EUd
i = qi · vd

i + (1 − qi) · Rd
i (6)

Therefore, the defender’s total expected utility function is:

TEd =
∑n

i=1
EUd

i =
∑n

i=1
(qi · vd

i + (1 − qi) · Rd
i ) (7)

The measurement between the set of arms for which the non-optimal
defender’s expected utility is chosen and the set of arms for which the optimal
defender’s expected utility is chosen is central to online learning, provided that
the benefits of each node are unknown to defenders. Where the gap between the
defender’s total expected utility for these two arm sets is regret. Let Optimal
denote the optimal defender’s total expected utility when choosing the set of
arms with the optimal expected utility. The objective of this paper is to min-
imize regret over a time horizon T to obtain the defense strategy when the
defender’s total expected utility is maximized.

3 Defense Resource Allocation Strategy

3.1 Characteristics of the Defender’s Total Expected Utility

The defender’s total expected utility function is the sum of the defender’s
expected utility across the nodes in the network, i.e., the defender’s total
expected utility function has decomposability. The defender’s total expected
utility function depends on the defender’s and attacker’s benefit functions, and
also on the relationship between the true configuration of nodes and the size
of the number of defense resources allocated to nodes. Based on the features of
nodes we can obtain the importance of each node in the network and thus the
true configuration of nodes. Assume that the defender’s expected utility function
satisfies Lipschitz continuity in terms of the features of nodes and the number
of defense resources allocated to nodes. Then two different nodes in the network
with the same features and the same number of defense resources will have the
same defender’s expected utility.

Thus, the defender’s total expected utility function has decomposability and
Lipschitz continuity.

3.2 NDRAS

Upper Confidence Bound. With the benefits of each node unknown to
defenders, we formulate the defender’s problem as a CMAB problem and uses the
Upper Confidence Bound (UCB) algorithm to solve it. In the CMAB problem,
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Algorithm 1. Defense Strategy
Input: An undirected graph G(V,E), a time horizon T , the total number of defense
resources owned by the network platform budget, real configuration of nodes TC, shell
configuration of nodes OC, discrete interval space
Parameter: comTEd

0 (i) = 0,comN0(i, j) = 0, ∀i ∈ N,∀j ∈ NP

1: for t = 1 to T do
2: Select the optimal arm using Eq. (10)
3: Compute the defender expected utility EUd

i , ∀i ∈ V using Eq. (6)
4: for i = 1 to n do
5: comTEd

t (i)+ =EUd
i

6: for j = 1 to J do
7: comNt(i, j)+ =1
8: end for
9: end for

10: end for

the current optimal arm is selected at each moment in time based on historical
observations to obtain the combinatorial utility.

For ∀i ∈ V and ∀j ∈ NP , in time step t, let Avg Rewardt(i, j) = comTEd
t (i)

comNt(i,j)

denote the defender’s average expected utility at node i, where comTEd
t (i) is the

defender’s cumulative expected utility and comNt(i, j) is the cumulative number
of arm pulls. The defender’s cumulative expected utility as well as the cumulative
number of arm pulls of each node in the network should be initialized to zero to
satisfy the definition of online learning. Thus, for ∀i ∈ V , the UCB based only
on node i ’s own observations in time step t is:

obsUCBt(i, j) = Avg Rewardt(i, j) + rt(i, j) (8)

where rt(i, j) =
√

3 log(t)
2comNt(i,j)

is the degree of uncertainty in the selection of
node i.

The defender’s total expected utility is known to have Lipschitz continuity.
Then for ∀i ∈ V , its UCB can further explore the Lipschitz continuity between
arms, i.e., by adding the distance function of arm i from all other arms. This
distance function depends on the similarity of the node features and the similar-
ity of the number of defense resources allocated to the node. Thus, for ∀i ∈ V ,
the UCB of node i in time step t is:

UCBt(i, j) = min
m∈V,n∈NP

{obsUCBt(m,n) + L · (max{0, pn − pj} + D(yi,ym))}
(9)

where L is the Lipschitz constant.

The Optimal Arm Selection. In this paper, the selection of the optimal
arm is the choice of the number of defense resources issued to the nodes by the
network platform. The optimal arm can be obtained by calculating the maximum
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value of the sum of the UCBs of all arms, which gives the number of defense
resources allocated to each node.

The problem can be reduced to a linear programming mathematical model
of finding an optimal solution to a constrained objective function, where the
objective function is the maximum of the sum of the UCBs of all arms. Then,
at time step t, the linear programming L is:

max
Ω

∑
i∈V

∑
j∈NP Ωi,j · UCBt(i, j)

s.t.Ωi,j ∈ {0, 1} ,∀i ∈ V, j ∈ NP∑
i∈V Ωi,j = 1,∀j ∈ NP∑
i∈V

∑
j∈J Ωi,j · pj ≤ budget

(10)

The objective of this paper is to obtain the defense strategy when the
defender’s total expected utility is maximized to allocate the limited defense
resources to each node in the network. The number of defense resources allocated
to each node, i.e., the defense strategy, can be obtained by linear programming.
The detailed solution process is shown in Algorithm 1.

4 Experiment

In this section, we verify the factors influencing the defender’s total expected util-
ity and verify that NDRAS (Algorithm 1) yields superior experimental results.
In the experiment, firstly, one metric, the defender’s total expected utility, is
introduced to evaluate the algorithm NDRAS proposed in this paper. Secondly,
two metrics, the defender’s total expected utility and regret, are introduced to
compare the algorithm NDRAS proposed in this paper with other algorithms.

4.1 Experimental Setup

The experiments are attack and defense game interactions in a LAN with n =
5, 10, or 20 nodes, and the results are the average of 30 experiments. Let fullP
denote the total number of defense resources required when all nodes in the
network are fully protected, i.e., fullP =

∑n
i=1 TCi, which satisfies budget <

fullP . We set the space to 2·budget
n·(n−1) . We use the three metrics of k-shell values,

clustering coefficients, and the smallest eigenvalue of grounded laplacian matrices
of nodes as features. For ∀i ∈ V , let Ii denote the importance of node i. The
importance of a node can be obtained based on its features, and the importance
of a node forms a linear logical relationship with its true configuration. We map
the real configuration of nodes to the range of (0, 1]. Assuming that node a is the
most important in the network, the true configuration of node i is TCi = Ii

Ia
∗TCa

for ∀i ∈ V , when the true configuration of node a is TCa ∈ [
n−1

n , 1
]
. We set the

reward function R and the punishment function P to be a class of monotonically
increasing concave functions, then for ∀i ∈ V , let Rd

i = Ra
i = eTCi − 1, P d

i =
P a

i = eTCi −TCi −1. At the same time, given a time horizon T = 500, we verify
that Algorithm 1 can achieve effective iterations.
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Fig. 1. Comparison of the defender’s total expected utility at different budget

4.2 Evaluate NDRAS

The number of defense resources owned by the network platform budget: In Fig. 1,
we examine the comparison of the defender’s total expected utility for NDRAS at
different budget. We set n = 10 and T = 500. We can see that there is an overall
upward trend in the defender’s total expected utility as time moves from 0 to 500.
We can also see that the defender’s total expected utility is higher for NDRAS-l
(budget = 4/5 ∗ fullP ) than for NDRAS-m (budget = 3/4 ∗ fullP ), and the
defender’s total expected utility is higher for NDRAS-m (budget = 3/4 ∗ fullP )
than for NDRAS-s (budget = 2/3 ∗ fullP ), because the higher the number of
defense resources owned by the network platform, the higher the defender’s total
expected utility.

The number of network nodes n: In Fig. 2 and Fig. 4(a), we examine the com-
parison of the defender’s total expected utility for NDRAS at different n. We set
budget = 3/4 ∗ fullP and T = 500. In Fig. 2(a), Fig. 4(a), and Fig. 2(b), we can
see that the overall trend of the defender’s total expected utility increases with
time for n = 5, 10, or 20 nodes in the network. We can also see that Optimal
decreases as the number of network nodes increases.

4.3 Experimental Comparison of NDRAS with Other Algorithms

In our experiments, we compare the proposed NDRAS with three algorithms,
CUCB [12], Zooming [13], and Lizard [6], and show that NDRAS has good
performance. CUCB considers the possibility of more base arms being triggered
on the set of arms that have already been triggered, but does not consider
the similarity between the two arms. Zooming combines the upper confidence
bounds used in the UCB-1 algorithm with adaptive discretization, but does not
consider the decomposability of the benefit function. Lizard uses historical data
as the initial input and considers the similarity between the two arms and the
decomposability of the benefit function. Our algorithm does not use historical
data, but sets up a reasonable form of the benefit function based on the Lizard
algorithm, while considering network cheat as an influencing factor, to obtain a
defense strategy when the defender’s total expected utility is maximized.
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Fig. 2. Comparison of the defender’s total expected utility at different n

Fig. 3. Comparison of NDRAS, NDRAS-NOD and Lizard

4.4 Influencing Factors

Network cheat: In Fig. 3, we examine the impact of network cheat on the
defender’s total expected utility as well as regret. Among these, NDRAS-NOD
is the case where NDRAS does not take into account network cheat. We set n
= 10, budget = 3/4 ∗ fullP , and T = 500. We can see that in Fig. 3(a), the
defender’s total expected utility for NDRAS is significantly higher than that for
NDRAS-NOD, and in Fig. 3(b), the regret for NDRAS is significantly smaller
than that for NDRAS-NOD. This is because, in NDRAS, we consider network
cheat as an influencing factor, indicating that network cheat can confuse the
attacker to reduce the likelihood of a successful attack.

Attacker behavior: In Fig. 3, we examine the impact of attacker behavior on
the defender’s total expected utility as well as regret. Among these, NDRAS-
NOD is the case where Lizard does not consider attacker behavior. We set n
= 10, budget = 3/4 ∗ fullP , and T = 500. We can see that in Fig. 3(a), the
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Fig. 4. Comparison of NDRAS, NDRAS-NOD, CUCB, Zooming, and Lizard

defender’s total expected utility for NDRAS-NOD is higher than that for Lizard,
and in Fig. 3(b), the regret for NDRAS-NOD is significantly smaller than that for
Lizard, because in NDRAS-NOD we consider attacker behavior as an influencing
factor.

4.5 Comparison Results

In Fig. 4, we examine the experimental performance comparison of the defender’s
total expected utility as well as regret for the NDRAS, NDRAS-NOD, CUCB,
Zooming, and Lizard algorithms. We set n = 10, budget = 3/4 ∗ fullP , T =
500. In both Fig. 4(a) and Fig. 4(c), we can see that the overall trend of the
defender’s expected utility is upward as time increases from 0 to 500. We can
also see that NDRAS and NDRAS-NOD show a relatively good upward trend,
because in NDRAS-NOD we consider attacker behavior as an influencing factor,
and in NDRAS we consider network cheat as an influencing factor. Similarly, in
Fig. 4(b) and Fig. 4(d), we can see that the overall trend of regret decreases with
increasing time, where NDRAS presents the smallest regret.

5 Conclusion

We propose a network defense resource allocation scheme with multi-armed ban-
dits. In this scheme, we model the attacker and defender based on the SSG model,
while introducing network cheat and rationalizing the form of the benefit func-
tion on the premise that the benefits of each node are unknown to defenders
and the total defense resources are limited. In our experiments, we compare the
performance of the proposed algorithm with CUCB, Zooming, and Lizard. The
experimental results show that our proposed algorithm maximizes the defender’s
total expected utility under the same experimental setup. We believe that the
study in this paper will be more effectively defense against all kinds of cyber
attacks on IIoT, thus effectively enhancing the overall security of the network
and thus promoting the quality growth of the industrial system.
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Abstract. The emergence of vertical federated learning (VFL) solves
the problem of joint modeling between participants sharing the same ID
space and different feature spaces. Privacy-preserving (PP) VFL is chal-
lenging because complete sets of labels and features are not owned by
the same entity, and more frequent and direct interactions are required
between participants. The existing VFL PP schemes are often limited
by the communication cost, the model types supported, and the number
of participants. We propose FLFHNN, a novel PP framework for het-
erogeneous neural networks based on CKKS fully homomorphic encryp-
tion (FHE). Combining the advantages of FHE in supporting types of
ciphertext calculation, FLFHNN eliminates the limitation that the algo-
rithm only supports limited generalized linear models and realizes “short
link” communication between participants, and adopts the training and
inference of encrypted state to ensure confidentiality of the shared infor-
mation while solving the problem of potential leakage from the aggre-
gated values of federated learning. In addition, FLFHNN supports flexi-
ble expansion to multi-party scenarios, and its algorithm adapts accord-
ing to the number of participants. Our analysis and experiments demon-
strate that compared with Paillier based scheme, FLFHNN significantly
reduces the communication cost of the system on the premise of retaining
the accuracy of the model, and the required interactions and information
transmission for training are reduced by almost 2/3 and more than 30%
respectively, which is suited to large-scale internet of things scenarios.
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1 Introduction

As a widely used privacy-preserving (PP) machine learning (ML) scheme to train
neural networks (NN) [1] in a distributed manner, federated learning (FL) can
achieve the purpose of joint modeling with the help of other party’s data on the
premise that the data are not out of the local, realizing the data “available but
invisible” to a certain extent. FL was mainly applied in the horizontal distri-
bution of data scenario when it was first proposed [2–4], horizontal federated
learning (HFL). In vertical federated learning (VFL), the data is vertically dis-
tributed, and the participants hold the datasets with the same ID space and
different feature spaces [5]. Participants need frequent interactions of interme-
diate training results to expand the feature space to enhance the model and
complete the training due to the datasets without complete feature spaces and
labels.

Previous studies have shown that the local data could be inferred from shared
intermediate results (e.g., gradients) [6–10]. In subsequent works, cryptographic
techniques were introduced, such as secure multiparty computation (SMC) [11],
differential privacy (DP) [12,13], and homomorphic encryption (HE) [14,15]. The
privacy of shared information is protected by blind processing of encrypted infor-
mation, and in most VFL frameworks, a trusted third party is added to ensure
the privacy and data security of data providers. However, these schemes generally
face problems that still cannot be solved: Firstly, Frequent peer-to-peer commu-
nication between participants causes lots of communication costs and makes the
system vulnerable to communication failures. Secondly, They apply only to lim-
ited generalized linear models (GLM) and always train non-linear ML models
such as logical regression by seeking approximation algorithms, which inevitably
affects the accuracy of models. Finally, Parties receiving the aggregated values
of decryption parameters or gradients can infer information about other par-
ties’ data, resulting in the leakage of the aggregated values. Recently, a series
of VFL schemes without a third party responsible for key management and
decryption has been proposed [17–19]. For example, some methods allow both
participants to generate key pairs and send public keys to each other to encrypt
shared intermediate information. When final results need to be decrypted, noise
is added to protect the confidentiality of their own information. The party who
finally obtains decryption results can obtain accurate information by removing
the noise added by itself. Although these methods can ensure the accuracy of
the results and eliminate the limitation of the algorithm, they sharply aggravate
the communication cost and computational complexity of the system (Fig. 1).

In this paper, we propose a VFL framework (FLFHNN) with fully homo-
morphic encryption (FHE) and a trusted cryptographic service provider (CSP),
which provides confidential protection for the data and models in training and
inference of heterogeneous neural networks (HNN). This framework realizes
“short link” communication between participants, that is, all participants can
complete the prediction task through only one communication, and eliminates
the limitation of traditional schemes with a third party in supporting algorithms.
In addition, the algorithm of the framework adapts according to the number of
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Fig. 1. Different VFL schemes for HNN with various types of encryption schemes

participants. In the two-party scenario, using the training and inferential mode
of encrypted state, Only CSP can obtain the plaintexts of joint training and
prediction results, which can protect the shared information in FL and prevent
the potential leakage of aggregated information. In three-party and above sce-
narios, due to the robustness of the increase in the number of participants to
the leakage of aggregated value, the aggregated ciphertexts are sent to CSP for
decryption before calculating the activation functions of the models. Then the
aggregated information executes non-linear calculation in plaintext but in a PP
manner. Specifically, our contributions are summarized as follows:

– We propose a novel PP, efficient, FHE based scheme for VFL, FLFHNN,
which is used for the training and inference of HNN and effectively alleviates
the common problems of the existing VFL schemes.

– The algorithm can adapt according to the number of participants to flexibly
extend the framework to three-party and above scenarios.

– We conduct comparative experiments and demonstrate a reduction of almost
2/3 of required interactions and more than 30% in information transmission
to the comparable state-of-the-art scheme, and its performance in all aspects
is further improved with the expansion of the framework.

2 Related Work

In order to solve the problem of privacy leaks caused by shared information in
federated learning [6–10], Gascón et al. [11] proposed a PP protocol for calculat-
ing linear regression model based on garbled circuits. Then a series of PP schemes
based on partially homomorphic encryption (PHE) and relying on Taylor approx-
imation to deal with non-linear calculations [14,15] appeared one after another.
Gu et al. [20] and Zhang et al. [21] proposed VFL schemes supporting SVM
with kernels and logistic regression based on random mask and tree-structured
communication [28], respectively. Wang et al. [13] proposed the first hybrid DP
framework for VFL, which supports GLM, such as logistic regression. Chen et
al. [12] solved VFL in an asynchronous fashion based on DP and eliminated
peer-to-peer communication required by all participants, which supports logical
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regression and neural networks. However, these methods apply only to limited
models. They require the third party to be fair and credible and can not collude
with other parties. Meanwhile, although these schemes prevent the leakage of
shared information, they do not account for potential leakage from the aggre-
gated values themselves [6,8,9,16]. In addition, many schemes with a trusted
third party [5,14,22] are not easy to be extended to multi-party scenarios due
to the use of PHE. In this paper, we use CKKS FHE scheme [29] that supports
arbitrary addition and multiplication of ciphertext to eliminate the limitation of
the framework in supporting algorithms and the training and inferential mode
of encrypted state to prevent the potential leakage of the aggregated values.

At the same time, a series of frameworks without a third party was proposed.
GELU-Net [19] proposes a PP architecture based on PHE to support deep neural
networks, which ensures the accuracy and stability of training, but it works under
the situation of one party. Zhang et al. [18] proposed a scheme called asymmetri-
cally collaborative machine learning, which focuses on solving the privacy issue
that data and labels are distributed on different parties. Based on the above
works, FATE launched the existing VFL HNN scheme [17] based on Paillier
cryptosystem [23]. This scheme can provide the same accuracy as the methods
without privacy protection but introduces many noise-related operations and
sharply increases the number of interactions required. In FLFHNN, FHE is used
to make the system without additional communication costs and noise-related
operations. Aiming at the problem that HE does not support Non-linear calcula-
tions in ML, we deal with it by combining the approximation methods proposed
by the relevant researches [24–26] for different non-linear calculations and the
novel design of separating linear and Non-linear calculations in GELU-Net [19].
At the same time, the scalability of the framework is significantly improved.

3 Overview of FLFHNN

This research adopts the semi-honest model, a standard and widely used adver-
sary model. Participants honestly follow the protocol but exploit any opportunity
to extract private data from intermediate results generated during the execution
of the cryptographic protocol, which is prevented by our work.

For convenience, we simplify the participants into two parties for analysis.
The architecture of FLFHNN is shown in Fig. 2, including four main entities:

• Guest: Guest provides sample data and labels and receives feature calcula-
tion results from Host.

• Host: Host only provides sample data without labels and needs to send its
own relevant feature calculation results to Guest.

• Cryptographic service provider (CSP): It is responsible for distributing
public key required for encryption and providing decryption for training and
inference results. It also sends decrypted results of inference to Inquirer.

• Inquirer: Inquirer sends encrypted inference data to all participants through
CSP and obtains final inference results from CSP.
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Fig. 2. FLFHNN architecture in the two-party scenario

Compared with Paillier based scheme [17], the HNN in FLFHNN has no
change in structure and distribution. This model is composed of three layers
of fully connected NN. Both parties jointly build the interaction layer, and the
model of the interaction layer is only owned by Guest. Each layer has an acti-
vation function, and the result is classified by sigmoid or softmax functions. In
training tasks, firstly, CSP provides each participant with the public key required
for encryption. The data samples are aligned under the encrypted scheme to fil-
ter out the training samples with common users or sample IDs. Secondly, both
parties execute forward propagation based on their features and models. Next,
Host encrypts its relevant feature calculation results and sends them to Guest to
complete the whole forward propagation. Finally, Guest obtains the result of the
joint training and sends the loss to CSP for decryption to decide whether to con-
tinue the training. In predicted tasks, Inquirer first encrypts the inference data
through CSP, and then CSP distributes the encrypted data to all participants.
Next, all participants execute the joint predicted task. Finally, Guest decrypts
the joint inference result through CSP and sends it back to Inquirer.

4 Privacy-Preserving Learning Algorithms

In this section, we demonstrate the training and inference process of FLFHNN
in the two-party scenario (Fig. 3) and elaborate on the proposed PP forward
propagation (Algorithm 1) and backpropagation (Algorithm2).

Before the training, CSP generates the key pair and sends the public key to all
participants. The system selects the corresponding operation mode according to
the number of participants. Firstly, all participants execute the forward propaga-
tion based on their bottom model and obtain the forward output αA, αB , · · · , αN

of the bottom model (Algorithm 1, line 2–3). Secondly, all participants take the
output of the bottom model as the input of the interaction layer. Host encrypt
and send the input [αA], [αC ], · · · , [αN ] to Guest to calculate the aggregation
[Z] of the weight polynomial of the interaction layer (Algorithm1, line 4–5).
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Fig. 3. Training and inference process of FLFHNN in the two-party scenario

Next, in the two-party scenario, [Z] is directly input into the activation function
to obtain the output [g(Z)] of this layer (Algorithm 1, line 6–7). Finally, Guest
feeds [g(Z)] to the top model and executes the forward propagation of this layer
(Algorithm 1, line 8). In three-party and above scenarios, Guest first sends the
aggregated ciphertext [Z] of the interaction layer to CSP for decryption (Algo-
rithm1, line 10–11) and then obtains the decrypted information Z to execute
the non-linear calculation in plaintext but in a PP manner and gets g(Z) (Algo-
rithm1, line 12). Finally, Guest feeds g(Z) to the top model and executes the
forward propagation of this layer (Algorithm1, line 13).

The backpropagation is initiated by Guest. In the two-party scenario, first,
Guest calculates the loss [lloss] according to the forward propagation result [pi]
and sends it to CSP for decryption lloss ← decrypt([lloss]) to decide whether
to continue the training (Algorithm2, line 2–3). If the condition for continuing
training is met, Guest calculates the error [linteractive] ← [lloss] ⊗ Wtop of the
interaction layer and updates the top model (Algorithm2, line 4–5). Next, Guest
calculates the error of the bottom model of itself and Host [lbottom B ], [lbottom A]
respectively, and sends [lbottom A] to Host and updates the interaction layer
model of itself and Host at the same time (Algorithm 2, line 6). Finally, each
participant updates its bottom model (Algorithm2, line 7–8). In three-party and
above scenarios, Guest can directly calculate the loss lloss according to the result
of the forward propagation (Algorithm2, step 13) and continue to execute the
backpropagation (Algorithm2, line 14–18). Significantly, some parameters will
gradually exist in the form of ciphertext with the increase of training rounds.
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Algorithm 1: Privacy-preserved Forward Propagation
Input: learning rate η, initialized model Wi, training bound dmax, data samples

xA, xB , xC , · · · , xN

Output: output of prediction [pi] or pi

1 for d = 1, 2, 3, · · · , dmax do
2 Host: αA ← BottomModel.forwardPropagation(xA), αC ←

BottomModel.forwardPropagation(xC), · · · , αN ←
BottomModel.forwardPropagation(xN );

3 Guest: αB ← BottomModel.forwardPropagation(xB);
4 Host: [αA] ← encrypt(αA), [αC ] ← encrypt(αC), · · · , [αN ] ← encrypt(αN ).

Send [αA], [αC ], · · · , [αN ] to Guest;
5 Guest:

ZB ← Winteractive BαB , [ZB ] ← encrypt(ZB), [ZA] ← Winteractive A ⊗
[αA], · · · , [ZN ] ← Winteractive N ⊗ [αN ], [Z] ← [ZA] ⊕ [ZB ] ⊕ · · · ⊕ [ZN ];

6 if NumberOfParticipantsi = 2 then
7 Guest: Send [Z] to the activation function and get [g(Z)];
8 Guest: [pi] ← TopModel.forwardPropagation([g(Z)]);

9 else
10 Guest: Send [Z] to CSP for decryption;
11 CSP: Decrypt [Z], and send Z to Guest;
12 Guest: Send Z to the activation function and get g(Z);
13 Guest: pi ← TopModel.forwardPropagation(g(Z));

14 end
15 Call Algorithm 2 for backpropagation

16 end

5 Experiments

In order to verify the effectiveness of the proposed scheme, we implement
FLFHNN using TenSEAL library [30] which includes BFV [27] and CKKS [29]
implementations, and evaluate FLFHNN based on real-world and publicly avail-
able datasets. Specifically, we evaluate and compare the training model accuracy
of the scheme without a third party and privacy protection, the previous scheme
based on Paillier [17] and FLFHNN, as well as the communication and compu-
tational cost of the two encryption schemes of the training phase.

5.1 Datasets

We use the following real-world and publicly available datasets: (a) Breast Can-
cer Wisconsin (Diagnostic) Dataset [31] with n = 569, d = 30, hl = 2; (b) Statlog
(Vehicle Silhouettes) Dataset [31] with n = 946, d = 18, hl = 4. Both datasets
are used to execute classification tasks, where n represents the number of sam-
ples, d represents the number of input features, and hl represents the number of
neurons output by the last layer of NN. The size of data distribution from the
two-party scenario to the five-party scenario for each device is shown in Table 1.
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Table 1. Data distribution from the two-party scenario to the five-party scenario

Node N1 (Host) N2 (Guest) N3 (Host) N4 (Host) N5 (Host)

Dataset(a) 109K/56K/45K/35K 57K/57K/46K/36K 0K/70K/53K/47K 0K/0K/53K/47K 0K/0K/0K/47K

Dataset(b) 72K/52K/44K/36K 75K/54K/45K/37K 0K/43K/35K/31K 0K/0K/34K/29K 0K/0K/0K/34K

5.2 Experimental Setup

Our experiments are performed on 6 Linux servers with Intel Xeon E5-2620 v3
CPUs running at 2.40 GHz with 24 threads on 12 cores and 2.0 TB memory.
We use the Tensorflow 2.2.4 framework and Keras to build our NN baseline,

Algorithm 2: Privacy-preserved Backpropagation
Input: output of prediction [pi] or pi on Guest, Target ti

1 if Number Of Participants i = 2 then
2 Guest: [lloss] ← [ti] � [pi], and send it to CSP;
3 CSP: lloss ← decrypt([lloss]), then compare lloss and the threshold value;
4 if lloss >the threshold value then
5 Guest: [linteractive] ← [lloss] ⊗ Wtop and update the top model;
6 Guest: [lbottomB ] ← [linteractive] ⊗ Winteractive B , [lbottomA ] ←

[linteractive] ⊗ Winteractive A and send [lbottom A] to Host. Update the
interactive models [Winteractive B new] ← Winteractive B � η αB ⊗
[linteractive], [Winteractive A new] ← Winteractive A � η ⊗ [αA][linteractive];

7 Host: Updates its bottom model with [lbottom A];
8 Guest: Updates its bottom model with [lbottom B ];

9 else
10 End of training;
11 end

12 else
13 Guest: lloss ← ti − pi, then compare lloss and the threshold value.
14 if lloss >the threshold value then
15 Guest: linteractive ← llossWtop and update the top model;
16 Guest: lbottom B ← linteractiveWinteractive B , lbottom A ←

linteractiveWinteractive A, · · · , lbottom N ← linteractiveWinteractive N and
send lbottom A, lbottom C , · · · , lbottom N to Host parties respectively.
Update the interactive models Winteractive B new ←
Winteractive B − η αBlinteractive, [Winteractive A new] ←
Winteractive A � η linteractive ⊗ [αA], · · · , [Winteractive N new] ←
Winteractive N � η linteractive ⊗ [αN ];

17 Host: Update the bottom models with lbottom A, lbottom C · · · lbottom N

respectively;
18 Guest: Updates the bottom model with lbottom B ;

19 else
20 End of training;
21 end

22 end
23 Call Algorithm 1 for the next iteration
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and our model was trained with SGD optimizer and Adam optimizer for binary
classification and multi-class classification tasks of FL at a learning rate of 0.15.
For each scheme, we executed five trials and took the average value for statistics.

5.3 Experimental Results

Firstly, we evaluated and compared the training model accuracy of the scheme
without a third party and privacy protection, the previous scheme based on Pail-
lier [17] and FLFHNN. Secondly, the total computational and communication
cost of the two encryption schemes. We further evaluated the computational cost
of the two encryption schemes in encryption, decryption, and joint training.

Accuracy. For the two-party scenario, the accuracies of the training models
of the three schemes (1. No privacy-preserved scheme, 2. Paillier based scheme,
3. FLFHNN) are dataset(a): (86.09%, 85.94%, 83.72%), dataset(b): (74.86%,
74.35%, 73.32%) respectively. The accuracy of FLFHNN is slightly lower than
that provided by Paillier based scheme. For three-party and above scenarios, the
accuracy of FLFHNN is closer to that provided by Paillier based scheme. Because
FLFHNN uses relatively more approximate calculations to deal with non-linear
calculations in the two-party scenario, the accuracy of the results is inevitably
affected. In three-party and above scenarios, many approximate calculations are
eliminated by decryption and return, improving the accuracy (Fig. 4).

Fig. 4. Classification accuracy comparison with different datasets

Communication Cost. Compared with Paillier based scheme, the relationships
of FLFHNN in terms of the size of information transmission of different number
of participants (1. two parties, 2. three parties, 3. four parties, 4. five parties)
are dataset(a): (−30.12%, −46.04%, −38.18%, −44.71%), dataset(b): (−30.38%,
−32.80%, −37.80%, −56.23%) respectively. Significantly, compared with Paillier
based scheme, FLFHNN needs two additional interactions between Guest and
CSP in each round of training. However, the overall information transmission
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required by FLFHNN is still much smaller. Furthermore, this advantage becomes
more and more obvious with the increase in the number of participants. And this
is also an inevitable result of frequent interactions between the participants and
a large number of noise-related operations of Paillier based scheme.

Fig. 5. Communication cost comparison with different datasets in a round of training

Computational Cost. In the two-party scenario, compared with Paillier
based scheme, the relationships of FLFHNN in terms of total computational
cost, encryption cost, decryption cost and computational cost of joint training
are dataset(a): (+8286.27%, +2148.19%, −37.68%, +10479.29%), dataset(b):
(+1412.55%, +3555.08%, −23.45%, +818.67%) respectively. In the three-party

Fig. 6. Computational cost of two encryption FL schemes for different datasets in a
round of training
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scenario, dataset(a): (+1093.66%, +198.46%, +97.37%, +1340.09%), dataset(b):
(+235.89%, +249.66%, +129.78%, +234.68%). In the two-party scenario,
FLFHNN adopts the training mode of encrypted state, and its total compu-
tational cost is higher than Paillier based scheme. However, with the increase of
participants, this trend gradually slows down, mainly because the multi-party
algorithm of FLFHNN significantly reduces the calculations between ciphertexts
(Figs. 5 and 6).

Summary. From these tests we find the following.

1. Although the training accuracy of FLFHNN is slightly lower than that of
Paillier based scheme in the two-party scenario, it basically ensures the avail-
ability of the model. In multi-party scenarios, the accuracy of FLFHNN is
almost the same as that of the previous scheme.

2. FLFHNN has obvious advantages over the previous scheme in communica-
tion cost. The sizes of information transmission are reduced by dataset(a):
(−30.12%) and dataset(b): (−30.38%) in the two-party scenario. Further-
more, this advantage is more and more obvious with the increase of the par-
ticipants.

3. Compared with the previous scheme, FLFHNN reduces the computational
complexity by eliminating noise-related operations, but its overall compu-
tational cost is still higher. However, this problem has been significantly
improved by the algorithm adapting to the number of participants. In the
future, GPU can also be used to accelerate computational efficiency between
the ciphertexts of FHE.

6 Conclusion and Future Work

We propose FLFHNN, an efficient and flexible VFL HNN framework based on
CKKS FHE scheme, which effectively alleviates the common problems of PP
VFL. The experimental results show that compared with the previous scheme,
FLFHNN improves the interactive efficiency between participants on the premise
of ensuring the model accuracy and has robust scalability. It is applicable in the
internet of things scenarios with many devices and large-scale distributed data.
Future research will focus on VFL building security defense systems against
malicious attacks such as collusion, poisoning, and adversarial attacks.
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Abstract. Blockchain, as an emerging technology, has vulnerabilities
that make the blockchain ecosystem rife with many criminal activities.
However, existing technologies of phishing fraud detection heavily rely
on shallow machine learning, leading to low detection precision. To solve
this problem, in this paper, we construct a graph classification network
model TransDetectionNet. Particularly, we propose a node embedding
algorithm named Edge-sampling To Node Vector (Esmp2NVec) that can
effectively extract the features hiding in the directed transaction net-
work. Then, we use graph convolutional neural networks (GraphSAGE
and GCN) to learn the topological space structure between nodes for
further extraction of node features, where the nodes represent Ethereum
accounts. To evaluate the method, a series of transaction data from
the real Ethereum system is leveraged to train the graph classification
model, and several experiments are designed to measure the phishing
accounts identification performance comparison between our method and
the other related works. The final results of those experiments show that
our method can effectively detect phishing accounts from the Ethereum
system.
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1 Introduction

Blockchain, a decentralized distributed ledger, is the underlying technology to
realize the point-to-point transfer of digital assets [1]. The rapid development
of blockchain technology has attracted the extensive attention of researchers
in various fields and has had a far-reaching impact on the fields of finance,
science, and technology. Ethereum is a decentralized smart contract platform
based on blockchain technology [2]. The Ethereum platform allows anyone to
build applications based on blockchain technology.

However, with the rapid development of the Ethereum cryptocurrency mar-
ket as well as the imperfection of the Ethereum ecosystem, there are many
inevitable criminal activities of online fraud, such as Ponzi schemes, phishing
fraud, and so on [3]. The latest report from the Kaspersky Lab shows that
Ethereum is currently the favorite cryptocurrency of phishers. According to a
report by Chainalysis, more than half of all cybercrime revenue in Ethereum
since 20171 is related with phishing frauds. A typical example is the phishing
fraud on BeeToken ICO2. The phishing fraud ultimately defrauded investors of
approximately $1 million in just 25 h.

To effectively extract the characteristics of phishing accounts, identify poten-
tial phishing accounts, and develop a more healthy and secure blockchain eco-
system, we model transaction-based blockchain phishing detection as a graph
classification task. In this paper, we construct a transaction network graph for
each target account from the account’s transaction records and design the Edge-
sampling To Node Vector (Esmp2NVec) algorithm to generate feature vectors for
each vertex in the transaction network graph. Furthermore, we use the Graph-
SAGE and GCN to deeply extract the spatial structure and feature information
of vertices in the transaction network graph and construct a graph classification
model for the classification of transaction network graphs. Where each transac-
tion network graph represents a target account.

The main contributions of this paper are summarized as follows:

1) A simple transaction pattern graph is the first to define for each account to be
tested. Specifically, we generate a simple directed transaction pattern graph
centered on itself for each node to be tested, to reduce the complexity of the
data structure.

2) We propose the Edge-sampling To Node Vector (Esmp2NVec) algorithm to
generate the features of the vertices. The algorithm samples from the edges
that connected vertex and generates a vertex embedding for each vertex that
contains the flow direction of funds.

3) To extract transaction information and topological space structure features in
the transaction network, we designed the graph classification model TransDe-
tectionNet for extracting deeper feature information in the transaction pat-
tern graph and obtaining higher quality graph embeddings for graph recog-
nition and classification.

1 https://blog.chainalysis.com/the-rise-of-cybercrime-on-ethereum/.
2 https://theripplecryptocurrency.com/bee-token-scam/.

https://blog.chainalysis.com/the-rise-of-cybercrime-on-ethereum/
https://theripplecryptocurrency.com/bee-token-scam/
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2 Related Work

At present, many machine learning, deep learning and other methods have been
widely used in Image, NLP, Fraud Detection and other fields [4,5]. Although
the existing anomaly detection methods perform well in the task of detecting
phishing in Ethereum, these methods still have limitations. The problem with
the method of recognizing phishing accounts through a shallow learning mecha-
nism is that it relies too much on feature engineering [6]. The structural graph
is making a splash in fields such as social, so existing work considers abstracting
node transaction data into a transaction graph and transforming the identifica-
tion of phishing nodes into a node classification task [7]. When extracting the
features of the nodes in the transaction network, several researchers have used
the walk-based network embedding method to generate the feature vectors of
the nodes [8]. However, the walk-based network embedding method fails to take
into account the edge weight information when extracting features and cannot
do deep feature extraction in the transaction network.

Existing phishing fraud detection methods mainly extract network features
through graph embedding algorithms random walk-based. Wu, et al. proposed a
method, which is called Trans2Vec, to detect Ethereum phishing fraud by min-
ing Ethereum transaction records [8]. However, it did not consider the direction
of the transaction. Chen, et al. proposed a graph-based cascade feature extrac-
tion method based on transaction records and a lightGBM-based Dual-sampling
Ensemble algorithm to build the identification model [9]. Wen, et al. proposed a
phishing detection framework based on feature learning and a phishing con-
cealment framework based on inserting transaction records, which enhanced
the robustness of the phishing framework and further improved the phishing
accounts recognition rate [10]. Some researchers have also considered the Graph
Neural Network for blockchain fraud detection [11].

3 Preliminary

This section introduces the definition of the transaction graph and constructs a
transaction pattern graph using real transaction records of Ethereum. To easily
describe the transactions between nodes and extract the transaction features,
we use the weighted directed graph to describe the transaction network between
nodes.

A transaction network centered on a node to be tested can be expressed as
G = (V,E, F, L), where V represents the node-set and E is the edge-set. Edge
attribute F ∈ R

|E|×|a|, a is the feature vector of an edge, and |a| is the size
of the set. There may be multiple transactions between two nodes. We take the
average value of multiple transactions in the same direction as one of the features
of the simple graph edge:

a0 =

∑n
vi ,vj ∈V M<vi ,vj >

n
(1)
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where a0 is the first feature value of a, M<vi ,vj > represents the each transfer
amount from node vi to node vj , and n represents the number of transfers. The
node attribute L ∈ R

|V |×|l|, where l is the label set of the node. In addition, we
extract the data related to the maximum value, minimum value, and the number
of transactions of multiple transaction data existing in the same direction for two
transaction addresses over a period of time as edge feature information.

To facilitate data processing, we number the addresses to be tested and the
addresses that have transactions with the addresses to be tested. As shown in
Fig. 1(a), we replace the account addresses with numbers and divide the nodes
in the transaction into two categories: target accounts and other accounts. We
label the target account as type A, and the type of other accounts is labeled
as B. Then, we construct the transaction between the target account and other
accounts into a weighted directed graph centered on the target account.

Fig. 1. (a) Directed graph describes transactions network. (b) The overall framework
of Ethereum phishing detection

4 Our Method

The overall architecture of our method is shown in Fig. 1(b), which firstly obtains
transaction records of accounts from Ethereum through an automated program;
secondly, analyzes and processes the transaction data and constructs them into
trainable transaction graphs; then, classifies the transaction graphs by our pro-
posed model. This section will specifically introduce the different parts of the
graph classification model proposed in this paper.

4.1 Edge-Sampling to Node Vector Algorithm

Based on the transaction pattern graph constructed above, we propose the Edge-
sampling To Node Vector (Esmp2NVec) algorithm. That generates the initial
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feature vector of the corresponding vertex by sampling from the edges connected
to the vertex.

Algorithm 1: Esmp2NVec algorithm on the transaction network graph
Input: The transaction network G=(V,E, F, L), where L contains category

labels for each vertice in the graph, F contains the transaction amount
information of all edges, embedding dimension d.

Output: The feature matrix of vertices X(|V |, d)
i 0;
while i < |V | do

in-degree matrix filled with zeros: Iv; out-degree matrix filled with zeros: Ov.
j 0, nI 0, nO 0;
while j < (|E[0]| or |E[1]|) and nO < (d/2 − 1) and nI <(d/2) do

value F [j][0];
if E[0][j] == i then

f (-1) * value;
Ov[nO] f ;
nO nO + 1

if E [1][j] == i then
f value;
Iv[nI ] f ;
nI nI + 1;

j j + 1;

X[i] features of the merger (L[i], Iv, Ov);

return X;

Algorithm 1 describes the extraction process of vertex features in a single
directed transaction network. Each step of the outer loop of Algorithm1 per-
forms sequentially: where i represents the number of the vertices in the cur-
rently directed graph, and |V | represents the number of vertices in the currently
directed graph. Both the Iv and the Ov are a one-dimensional matrix filled with
zero, which is used to store the feature values on the in and out edges connected
to the vertex. If there is a value on the edge connected to the vertex, the value
on the edge is processed by Formula (2) and then filled into the corresponding
position of the Iv or Ov matrix, and the other positions default to zero. The
inner loop is to traverse the edges in the graph, where j represents the index of
the edge, |E[0]| or |E[1]| represents the total number of edges; nI and nO are
used to count the number of in-degree and out-degree of the current vertex, and
used to determine the position of the weight value in the Iv or Ov matrix. After
the inner loop is finished, the obtained Iv and Ov matrices are combined with
the label matrix L[i] to obtain the features describing the current vertex. After
the weighted directed transaction network passes the Esmp2NVec algorithm, we
will finally get the Network embedding as shown in Fig. 2.

f =

{
value, (if the edge is an in-degree edge)
(−1) ∗ value, (if the edge is an out-degree edge)

(2)
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Fig. 2. Generating node embedding of the transaction network

4.2 Model Construction

In this part, we will introduce the our proposed network model TransDetec-
tionNet for Ethereum phishing detection. Figure 3 shows the model diagram of
phishing detection. Our model mainly contains three modules, the Esmp2NVec
module, the inductive representation learning module, and the graph convolu-
tional neural network layer.

Fig. 3. The TransDetectionNet model

Esmp2NVec Module: It mainly extracts the transaction information existing
on the edges of the transaction network, and generates a vector representation
for the vertices of the transaction graph. For example, the initial feature vector
of node Nv, ∀v ∈ V is only composed of labels. After algorithm 1, the vector
of node Nv is expressed as nv = [1, a1, a2,..., ak, 0, ..., a(k+1), a(k+2), ..., 0,
...] where ak is the value calculated by formula (2). Finally, we get the feature
matrix X of the node, as shown in Fig. 2.
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Inductive Representation Learning Module: GraphSAGE is an inductive algo-
rithm, which learns feature information from vertex neighborhoods by training
a set of aggregation functions. The running process of GraphSAGE is roughly
divided into three steps: (1) Random sampling of neighbors, where the num-
ber of neighbors sampled in each hop is not more than Sk. (2) Aggregating the
information contained in neighbor vertices through the aggregation function. (3)
Generating a vector representation of the target node for downstream tasks. In
this paper, we choose a Mean aggregator to aggregate the information contained
in neighbor vertices. The specific aggregate function formula is as follows:

hk
v = σ

(
W · MEAN({hk−1

v } ∪ {hk−1
u ,∀u ∈ N (v)})

)
(3)

The feature vector of the nodes obtained in module 1 is nv ∈ X,∀v ∈ V . This
feature vector will be used as the initial feature vector input of GraphSAGE:
h0
v ← nv,∀v ∈ V, after K iterations, each node will get a higher quality vector

representation: nv ← hK
v ,∀v ∈ V, thus, a new feature matrix X is obtained as

the initial feature input of the next module.
Graph Convolutional Neural Network (GCN) Module: GCN is an effective

variant of a convolutional neural network based on graph operations, which can
effectively extract nodes’ feature information and topological spatial structure
in the graph. Multi-layer graph convolutional network (GCN), its inter-layer
propagation rules are as follows:

H(l+1) = f(H l, A) = σ
(
ÂH̃(l)W (l)

)
(4)

The GCN implementation process is: (1) The ÂH̃(l) operation is a feature
transfer between nodes, for aggregating information from surrounding nodes to
update the current node. (2) The σ

(
ÂH̃(l)W (l)

)
is to perform a linear transfor-

mation on each node and use the activation function to activate it. (3) Repeating
steps (1) and (2) L times to achieve multi-layer convolution. (4) Obtaining the
final HL as the matrix representation of the node. In this paper, we construct a
two-layer GCN, with LeakyReLU as the activation function. Finally, we get the
node feature calculation formula:

X = LeakyReLU
(
ÂLeakyReLU

(
ÂXW (0)

)
W (1)

)
(5)

4.3 Model Training

In the model training process, to speed up the training and convergence speed of
the model, and increase the stability of the model, we use BatchNorm1d to nor-
malize the output data of each layer. We found that overfitting occurred during
model training. In response to the overfitting situation, we use global average
pooling to average pool the global data before processing the final classifica-
tion of the data and adding a dropout layer to achieve the purpose of reducing
network parameters and preventing overfitting.
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Then we send the resulting feature matrix X to the fully connected layer for
final classification, and get the prediction result:

ŷ = softmax(XAT + b) (6)

where A is the parameter matrix and b is the bias.
We use the CrossEntropyLoss function during model training. This function

combines two functions of LogSoftmax and NLLLoss, and the calculation formula
for the loss of a single sample in the binary classification can be expressed as:

loss = −[y · log(ŷ) + (1 − y) · log(1 − ŷ)] (7)

where ŷ represents the predicted value and y represents the real value.

5 Experiments

To verify the effectiveness of our methods, we conducted multiparty experi-
ments on Ethereum’s real transaction data. In this section, we first introduce
the dataset, the baseline method, the related experimental setup, and the eval-
uation metrics. Then we give the experimental results as well as analyze the
experimental results.

5.1 Dataset Description

The dataset used in our experiment was downloaded from the XBlock3 website.
XBlock collects current mainstream blockchain data and is one of the popular
blockchain data platforms in academia. This dataset is the real second-order
historical transaction data of 3360 source accounts obtained from Ethereum. By
analyzing the data, we found that the first-order transaction data on Ethereum
is the most representative of the features of the account. Therefore, for reducing
the complexity of the data, we take the first-order transaction data of the target
account as the dataset for the experiments. We randomly selected phishing nodes
and non-phishing nodes in the dataset to the official Ethereum4 website to verify
the validity of the dataset. There are 1,660 nodes marked as phishing nodes in
this dataset, and another 1,700 nodes are non-phishing nodes. Therefore, the
ratio of positive and negative samples of the constructed transaction graph is
close to 1:1. In our experiments, we mix two different types of transaction graph
data together for random shuffle and use 70% of them as the training dataset
and the rest of them as the validation dataset.

3 http://xblock.pro/tx-cn-2/.
4 https://eth.bitaps.com.

http://xblock.pro/tx-cn-2/
https://eth.bitaps.com
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5.2 Baseline Methods

In this experiment, we use the Esmp2NVec algorithm to obtain the feature vector
for describing the node. The method we proposed will be compared with the
popular graph node embedding methods, such as DeepWalk and node2vec, in
the same experimental environment.

1) DeepWalk [12]: DeepWalk algorithm is similar to word2vec. The algorithm
uses the co-occurrence relationship between nodes in the graph to learn the
vector representation of nodes.

2) node2vec [13]: node2vec uses the Alias algorithm for vertex sampling, which is
an extension of DeepWalk. The algorithm combines BFS and DFS to explore
the structure and homogeneity of the graph.

3) Walklets [14]: Walklets have made some improvements to the deficiencies of
DeepWalk. It can capture the relationship between nodes with larger spatial
scales.

4) GCN [15]: GCN is a scalable method for semi-supervised learning on graph
structure data, which can effectively extract spatial features of topological
graphs.

5) GATConv [16]: The Attention mechanism has been successfully used in many
sequence-based tasks. GATConv can assign different attention scores to each
neighbor, to identify more important neighbors.

6) GraphSAGE [17]: Instead of training embeddings individually for each node,
GraphSAGE learns a set of functions that generate embeddings by sampling
and aggregating features from the local neighborhoods of the nodes.

5.3 Experimental Setup and Evaluation Metrics

In our model, we use dropout layers to alleviate overfitting. The probability p
that an element is zeroed out is set to 0.5. During model training, Adam is used
as the optimization algorithm for gradient descent. L2 regularization is added
and the learning rate is dynamically adjusted using the MultiStepLR function,
the gamma factor of learning rate decay is set to 0.1. The Batch size is set to
64. We repeated each experiment 5 times independently, and the epoch of each
experiment was set to 200, and the average of the 5 times results was taken as
the final result. To evaluate the performance of different methods in the phishing
detection task fairly and squarely, we considered four evaluation metrics, namely,
accuracy, precision, recall, and F1-score.

5.4 Performance Analysis

Table 1 shows the experimental results of the Esmp2NVec algorithm and the
walk-based graph embedding method. The embedding size of all embedding
methods is 128. From the experimental results, the overall performance effect
of the walk-based graph node embedding algorithm is relatively poor. This
is because the above-mentioned walk-based graph node embedding algorithm,
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Table 1. The following table shows the performance of SVM classification under dif-
ferent graph embeddings

Method Accuracy Precision Recall F1-score

DeepWalk 0.705 0.701 0.719 0.706

node2vec 0.639 0.661 0.569 0.607

Walklets 0.703 0.701 0.714 0.704

Esmp2NVec 0.924 0.889 0.965 0.924

Table 2. Performance comparison between TransDectionNet and mainstream graph
neural network models

Method Accuracy Precision Recall F1-score

GCNConv 0.933 0.911 0.953 0.931

GATConv 0.712 0.707 0.678 0.688

GraphSAGE 0.645 0.620 0.665 0.637

TransDectionNet 0.946 0.976 0.913 0.943

when generating node embedding, mainly simply imitates the relationship
between words and words, ignoring the weight of edges. However, the key infor-
mation of the transaction in the transaction network exists on the edge, which
causes the actual performance of the above-mentioned walk-based graph node
embedding algorithm in the experiment to be relatively poor. However, our pro-
posed Esmp2Nvec algorithm takes into account the transaction direction in the
transaction network when generating the vertex embedding, so the actual perfor-
mance Esmp2NVec method is much better than the walk class graph embedding
method.

Table 2 is the experimental result of the recently popular graph neural net-
work model and TransDetectionNet. The results show that the performance of
GraphSAGE and GAT perform poorly in our experiment. Because Both GAT
and GraphSAGE are unable to take full advantage of the transaction information
on the edge of the trading network, which leads to the poorer actual performance
of both in the experiments. GCN is able to utilize one-dimensional features of
the edges, the weights of the edges. Since the most effective information in the
Ethernet transaction network is located at the edge connecting each node, the
GCN method performs best in the practice of the message passing model. To
further extract the transaction features in the transaction network, this paper
designs the TransDetectionNet graph neural network model to obtain higher-
quality transaction network embeddings, which further improves the recognition
rate of phishing nodes.

From the experimental results, our model has obtained a good result
in extracting features of accounts through transactions to identify potential
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phishing nodes. In addition, our method can also be used for the detection of
other fraudulent scams, such as the detection of Ponzi schemes, etc.

5.5 Model Parameters Study

Effect of Layer Numbers. Figure 4(a) is the result of an experiment on SAGE-
Conv of different depths without a GCNConv module. We observe that the pre-
cision of TransDetectionNet reaches its maximum when the depth of SAGEConv
is 3. Then, the accuracy value decreases slightly with the increase of SAGEConv
depth, while the other metrics do not change significantly with the increase
of SAGEConv depth. We fixed the depth of SAGEConv to 3, and successively
increased the number of layers of GCNConv to obtain the experimental results
shown in Fig. 4(b). From the experimental results, we can see that the com-
prehensive performance of TransDetectionNet is better when GCNConv is two
layers. Finally, in the TransDetectionNet proposed in this paper, we set the depth
of the SAGEConv layer to 3 and the depth of the GCNConv layer to 2.

Fig. 4. The impact of the number of layers of SAGEConv and GCNConv on the per-
formance of TransDetectionNet

Effect of Embedding Dimension. The embedding dimension of the vector
also has a certain impact on the classification performance of the model. From
the experimental results shown in Fig. 4(c), we observe that when the dimension
of the vector is 8, the performance of the model is the worst. The F1-score of the
model is relatively better when the vector dimension is 32 or 64. When the vector
dimension is 128, each indicator has a different degree of decline, which shows
that too large a vector dimension may lead to a certain overfitting phenomenon
in the model.

6 Conclusion and Future Work

In this paper, we have developed an in-depth study on the detection of phish-
ing accounts on Ethereum. By analyzing the characteristics of phishing fraud
transactions and normal transactions in Ethereum, we propose the Esmp2NVec
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node embedding algorithm, which generates node embedding containing the flow
of funds for each node in the transaction network. Furthermore, to reduce the
computational complexity and further improve the precision of phishing net-
work recognition, we design the graph classification model TransDetectionNet.
Although our method shows good performance in feature extraction for transac-
tion networks, this fraud detection method relies excessively on account trans-
action data. In the future, we will further extend our fraud detection methods
to deal with the limitations of over-reliance on transaction data.
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1 Introduction

With the development of cloud services, a great number of organizations and
companies apply cloud computing technologies to their businesses, which leads
the limited resources to be utilized efficiently and the hardware overhead to be
reduced [1]. Meanwhile, various industries generate a large amounts of data,
which contains an enormous value and causes complicated data management
problems at the same time [2]. In order to relieve the burden on local data
management and system maintenance, data owners naturally store the massive
data in the cloud server and process them through cloud computing [3]. Cloud
storage and sharing techniques have become a significant way of data interaction,
but then it can cause security problems such as the privacy leakage of users [4]
and the difficulty in managing shared data [5]. So data has to be encrypted
before uploading to the public cloud. Symmetric encryption can be applied to
large amounts of data encryption to ensure efficiency and data confidentiality.
After the shared data is encrypted, how to share the encrypted data with the
authenticated data users is also a critical issue for cloud storage.

To meet the secure requirements of outsourced data, attribute-based encryp-
tion (ABE) is envisioned to be a promising cryptographic primitive for protecting
the data security and realizing the fine-grained access control in data sharing.
Attribute-based encryption (ABE) is one of the most promising methods to
ensure the confidentiality and fine-grained access control simultaneously, which
was first proposed by Sahai et al. in 2005 [6]. Ciphertext-policy ABE (CP-ABE)
is a derivative encryption algorithm of ABE [7]. In CP-ABE, a data owner defines
an access structure to encrypt its data which decides attributes that a user needs
for decryption. Furthermore, in order to realize the efficient using of data cipher-
text, searchable encryption techniques enable data users to retrieve ciphertext
data by using keyword index search without revealing the keywords [8].

Nevertheless, most of the data sharing scheme in the cloud storage rely on
third parties, which may cause data stealing, leaking, tampering, or misused in
case of attack or lack of monitoring [9]. In [10], Zhang et al. proposed a scheme
called secure door on cloud to protect the data from being leaked, which can
also effectively prevent third-parties from stealing plaintext data. Blockchain is
a specific data structure that combines data blocks into chains in chronological
order, which ensures its immutability and unforgeability [11]. The distributed
verification feature of blockchain ensures complete data variability and tamper-
proof. However, blockchain-based transaction models often lack the protection
of users’ privacy. While blockchain provides public audit and traceability of
transaction data, it also exposes the private information of both parties of the
transaction, and some private data may be used illegally [12], which obviously
does not meet the practical needs of privacy protection.

To solve this problem, some studies combine cryptography to protect pri-
vacy indirectly by hiding the connection between data and users. For example,
Guan et al. build a privacy-preserving blockchain energy trading scheme, which
can achieve fine-grained access control through transaction arbitration in the
ciphertext form [13]. Shen et al. proposed a smart contract-enabled three-party
collaboration model for data sharing in multiple clouds [14]. In [15], Wang et al.
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constructed a data-sharing system over lattice by designing an efficient identity-
based broadcast encryption scheme, which achieves the data confidentiality and
the identity privacy, simultaneously. However, these existing work cannot guar-
antee the hierarchical management of data and meet the needs of data sharing
at different levels. In addition, cloud storage combined with the blockchain not
only solves the problem of the limited storage capacity of the blockchain, but
also improves throughput and enhances scalability.

So our goal is to design a hierarchical management scheme for shared data
and privacy data based on blockchain and cloud storage according to existing
work. In our scheme, privacy data and shared data are encrypted in a hierarchical
manner. And then different levels of encrypted data can be decrypted according
to the hierarchical authority of the data user. Therefore, the data sharing of
different needs is achieved while ensuring privacy. The access policy used in
this paper is Linear Secret Sharing Scheme (LSSS) [16], which not only enables
fine-grained access control, but also has high computational efficiency.

The main contributions of our scheme can be summarized as follows:

– We propose a new hierarchical ciphertext policy attribute-based encryption
scheme for cloud data sharing based on blockchain, which realizes the separa-
tion of the privacy part and the shared part of the data. The attribute policy
is embedded in the hierarchical ciphertext, which can achieve hierarchical
controllable data sharing.

– We store the data ciphertext in the cloud and key ciphertext in the blockchain,
which guarantees the data integrity in cloud and the keywords tamper-proof
on blockchain. Therefore, it reduces the risk of data leakage.

– We combine the searchable encryption technology in our scheme, which can
realizes secure search on blockchain. The symmetric encryption combined
with the searchable CP-ABE not only ensures the storage security of data in
the cloud but also achieves the efficiency and convenience of data searching.

2 Preliminaries

2.1 Bilinear Maps

Let G and GT be two multiplicative cylic groups with prime order q. Let g be
a generator of G and e be a bilinear map, e : G × G → GT with the following
three properties:

1) Bilinearity: ∀u, v ∈ G, and a, b ∈ Z
∗
q , we have e

(
ua, vb

)
= e (u, v)ab, where Z

∗
q

is in the integers modulo q.
2) Nondegenerate: e(g, g) �= 1.
3) Computable: ∀u, v ∈ G, there is an efficient algorithm to compute e(u, v).

2.2 Access Structure

Let P = {P1, P2, ..., Pn} be a set of parties, a collection A ⊆ 2{P1,P2,...,Pn} is
monotone if ∀B,C: if B ∈ A and B ⊆ C then C ∈ A. An access structure
is a collection A of non-empty subsets of P = {P1, P2, ..., Pn}, such as A ⊆
2{P1,P2,...,Pn}\∅. The sets in A are called authorized sets, and the sets not in A

are called unauthorized sets.
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2.3 Linear Secret Sharing Schemes (LSSS)

A secret sharing scheme Π over a set of parties is called linear if

1) The shares of all parties form a vector over Z
∗
q .

2) There is a matrix M with l rows and n columns, which is called the share
generating matrix for Π. For all i = 1, 2, ..., l, in the i – th row of M , we will
use the function P (i) as the row label. A column vector −→v = (s, r2, ..., rn)
is generated, where s ∈ Z

∗
q is the secret to be shared and r2, ..., rn ∈ Z

∗
q are

randomly chosen, then M ·−→v is the vector of l shares of the secret s according
to Π. The share (M · −→v )i belongs to party P (i).

3 System Model

The system model of BC-HSABE is depicted in Fig. 1, which mainly includes five
entities, namely attribute authority (AA), public cloud server (CS), blockchain
(BC), data owner (DO) and data user (DU). In the following, we will introduce
the features of these five entities in detail.

Fig. 1. System model of BC-HSABE

1) Attribute Authority (AA): AA is a trusted organization that mainly respon-
sible for generating system parameters, system master keys, and private keys
for DU and CS. When DU joins the system, AA assigns it a unique identifier
UID and an attribute set Suid.
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2) Cloud Server (CS): CS is responsible for storing the encrypted data file pro-
vided by DO and returning the file storage address Fid to DO’s account on
the blockchain. If a data requester DU meets the access policy and the search-
ing keyword test results are verified successfully, CS sends the corresponding
encrypted data file to DU’s account on the blockchain.

3) Blockchain (BC): BC is responsible for verifying the transaction blocks pro-
vided by DO. In this paper, BC adopts PBFT consensus algorithm, which
ensures the consistency of the distributed node network under the condi-
tion that no more than 1/3 of the malicious nodes in the whole network.
In addition, BC is responsible for searching the ciphertext keyword trapdoor
provided by DU. When the search is successful, BC sends the verification
result to the CS, and CS returns the encrypted data files to DU.

4) Data Owner (DO): DO extracts keywords from data files. Then DO encrypts
data files F1, F2 hierarchically using symmetric keys k1 and k2 to get corre-
sponding encrypted data files CF1 , CF2 , and then establishes keyword indexes.
DO defines the access policy and encrypts the symmetric keys k1 and k2 under
the access policy to obtain the corresponding ciphertext C1 and C2. Finally,
DO uploads the encrypted data files CF1 , CF2 and data ciphertext C1, C2

to CS, and uploads the transaction consisting of keyword ciphertext and file
storage address Fid to BC to form a new block.

5) Date User (DU): After the searched trapdoor generated by the DU is verified,
DU obtains the encrypted data ciphertext C1, C2. DU uses his own private
key to decrypt the ciphertext C2 to get the symmetric key k2, which enables
it to decrypt the encrypted second-level data file CF2 . If DU is interested
in the detailed first-level data, he will directly interacts with DO and gets
permission to obtain the parameters and then decrypt the first-level file CF1 .

4 Construction

In this section, we present the detailed construction of BC-HSABE. The overview
procedure of our BC-HSABE can be divided into six phases as shown in Fig. 2,
named setup phase, key generation phase, encryption phase, trapdoor phase,
test phase and decryption phase. The specific implementation process of these
six stages are described below.

(1) System Setup
The setup algorithm is performed by AA. It takes a security parameter λ as
input and outputs the public parameters PP and master key MSK.
1) Select two cyclic groups of prime order q: G with generator g and GT .
2) Select a map function e : G × G → GT .
3) Choose two hash functions H1 : {0, 1}∗ → G, H2 : {0, 1}∗ → G.
4) AA defines a set of attributes U , each attribute x ∈ U .
5) Randomly choose α, β, a, b, c ∈ Z∗

q , h1, ..., hU ∈ G.
Finally, the generated master key MSK = {α, β, a, b, c}, and AA pub-
lished the public parameters PP = {g, e(g, g)α, e(g, g)b, ga, gβ , gc, g(1/c),
h1, ..., hU}.
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Fig. 2. The overview procedure of BA-HSABE

(2) Key Generation
When DU joins the system, AA assigns a unique identifier UID and an
attribute set Suid to DU. AA randomly selects t ∈ Z∗

q and performs the
following calculations to generate a private key for DU. Subsequently, AA
sents {K = gαgat+b, L = gt, x ∈ S,Kx = ht

x} to the corresponding user
node.

(3) Hierarchical Encryption
This phase is divided into two parts: data encryption and keyword encryp-
tion. As a transaction initiator, DO formulates access policy and divides the
data into two levels: private data and shared data according to the degree of
importance. The first-level data file F1 contains the detailed and confidential
data. The secondary-level data file F2 includes the basic shared data.
1) Part 1: Data Encryption

For two levels of data files F1, F2, DO randomly selects the corresponding
symmetric keys k1 and k2, and uses symmetric encryption algorithm to
encrypt data files F1, F2 to obtain CF1 = Ek1(F1), CF2 = Ek2(F2).

2) Part 2: Keyword Encryption
DO extracts the keyword ω from the data files F1, F2. Subsequently, DO
formulates an access strategy and generates an LSSS access structure such
as (M,ρ), where function ρ represents the position of a given attribute
in the matrix M , and ρ(i) ∈ {Att1, Att2, ..., AttU}. M is a l × n matrix,
where l represents the number of attributes involved in the access policy
and n represents the variable defined by the LSSS conversion method. The
rows of M represent different attribute categories, and the columns are
variables defined by the attribute values. In the initial stage of encryption,
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we randomly select the vector −→v = (s, y2, y3, ..., yn) ∈ Z∗
q . For each row in

the matrix, a new parameter λi = Mi·−→v is calculated. After DO randomly
selects s, d0, r1, r2, ..., rl ∈ Z∗

q , the two ciphertexts of the symmetric keys
are calculated as follows:

C1 = k1 · e(g, g)αs, C2 = k2 · e(g, g)αs/e(g, g)d0s = k2 · e(g, g)(α−d0)s,
C ′ = gs, B = e

(
gas, gβ

)
,∀1 ≤ i ≤ l, Ci = gaλih−ri

ρi
, C ′

i = gaλi ,

Bi = [(H1(ω) · H2(ρ(i))]λi ,Di = gri .

DO uploads (C1, C2, C
′, CF1 , CF2) to CS, and gets the corresponding storage

address Fid returned by CS. Then DO forms TX = (B,Bi, Ci, C
′
i,Di) as a

transaction order on the block and signs TX to get the corresponding signa-
ture δ. Then DO submits an authentication request to the master nodes of
blockchain, and the master nodes execute the PBFT consensus algorithm to
verify the transaction. If the number of correct verification results is greater
than f +1, a new block has been added to the blockchain, where f represents
the number of malicious nodes and the total number of nodes is N > 3f +1.

(4) Trapdoor Generation
DU generates a trapdoor of the interested keyword ω′. For each attribute
ai in Suid, DU randomly selects ri ∈ Z∗

q and then calculates: Ti = [H1(ω′) ·
H2(ai)]ri, T

′
i = gari . Subsequently, DU uploads the triplet (UID, Ti, T

′
i ) to

BC.
(5) Test

When the keyword ω′ searched by DU and the attribute set Suid possessed
by DU satisfy the access structure (M,ρ), the blockchain node performs the
following operations: select I ⊂ {1, 2, ..., l}, and define I = {i : ρ(i) ∈ S}.
Then, according to the LSSS protocol, a set of constants {ωi ∈ Z∗

q }i∈I can
be found in polynomial time, such that

∑
i∈I ωi · λi = s. Subsequently, the

consensus nodes perform the following test procedure:
∏

i∈I e
(
gβ · Ti, C

′
i

)ωi

∏
i∈I e (T ′

i , Bi)
ωi

= B (1)

If the Eq. (1) is not true, the error symbol “⊥” is printed. If the equation
holds, the blockchain node sends verification result and DU’s account on the
blockchain to the CS according to the data storage address Fid.

(6) Decryption
CS sends the two levels encrypted data ciphertext to the account of DU
which has verified during the Test phase. However, DU can only decrypt
secondary-level ciphertext using his private key. If interested, the DU that
meet the conditions can apply for the corresponding detailed data first-level
ciphertext. After the identity of DU have been verified by the DO, the DU
will receive the relevant parameters for decrypting the first-level ciphertext.
1) Decrypt the secondary-level ciphertext: After DU receives the data cipher-

text returned from CS, DU performs the following decryption calculation:
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S1 =
e (C ′,K)

∏
i∈S

(
e (L,Ci) e (Di,Kx) e(g, g)(d0+b)λi

)ωi

= e(g, g)(α−d0)s

(2)

Then the symmetric encryption key k2 and the secondary-level file F2

can be obtained by the calculation: k2 = C2
S1

= k2·e(g,g)(α−d0)s

e(g,g)(α−d0)s , F2 =
Deck2(F2).

2) Decrypt the first-level ciphertext: When DU wants to learn the content
of the first-level file, he will directly interact with the transaction initia-
tor DO. After the identity of DU is confirmed and verified by DO, DU
will receive gd0 provided by DO and performs the calculations to obtain
the first-level data file F1: k1 = C1

S1·e(gs,gd0 )
= k1·e(g,g)αs

e(g,g)(α−d0)s·e(g,g)d0s , F1 =
Deck1(F1)

5 Security Analysis

In this section, we conduct the security analysis of BC-HSABE from three
aspects: data security, tamper-proofing and privacy-preservation.

5.1 Data Security

BC-HSABE can guarantee the confidentiality of the shared data. Before upload-
ing the shared data to the public cloud, we use the symmetric encryption algo-
rithm to encrypt the data, and then we encrypt the symmetric key by ABE
algorithm. So the malicious attackers cannot get any information without the
authority attributes, which guarantees the confidentiality of the shared data.

5.2 Tamper-Proofing

Our BC-HSABE uses the distributed blockchain in the data sharing framework,
which can resist single-point attacks. We encrypt the hierarchical data file and
store them in the cloud, keyword index is stored in the blockchain. In addition,
the blockchain uses cryptographic primitives such as public key systems, hash
calculations, and digital signatures to conduct transactions in an anonymous
manner, which can ensure the integrity and usability of keyword trapdoor.

5.3 Privacy-Preservation

BC-HSABE realizes the protection of users’ privacy during the whole process
of data sharing. We designed and implemented a fine-grained access control
scheme with hierarchical encryption to effectively protect the privacy information
of the data owner. The design of the two-level ciphertext ensures that only
the data requester who satisfy the access policy can decrypt the basic shared
data information and interact directly with data owner to apply for the relevant
parameters for decrypting first-level ciphertext.
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Table 1. The comparison of computational performance

Schemes Setup KeyGen Encryption Trapdoor Test Decryption

Scheme [17] P + (2Nx +

3)E + ET

(2Nx + 4)E ET + (2l +

4)E

− − (2Nx + 1)P +

NxET

Scheme [18] P + (Nx +

2)E + ET

(Nx + 4)E ET + (3l +

1)E

E lP + E (2Nx + 2)P +

2NxET

Scheme [19] P + 4E (Nx + 2)E P+(4l+6)E (Nx + 5)E (2Nx +

3)P + NxE

(2Nx + 1)P +

NxE

BC-HSABE 4E+2ET +P (3 + Nx)E 2Sym +

2ET + (4l +

2)E + P

NxE 2lP + 2lET (2Nx + 1)P +

2NxET + Sym

6 Performance Evaluation

6.1 Theoretical Analysis and Comparison

In this section, we give the theoretical performance analysis from the perspective
of computation cost, and make some comparison with schemes in [17–19].

The theoretical evaluation of the computation amount of the key operations
in our BC-HSABE is shown in Table 1, where P represents the pairing oper-
ation, E represents the group exponentiation in G, ET represents the group
exponentiation in GT , Nx represents the number of attributes a user possesses,
l represents the number of attributes embedded in a ciphertext and Sym repre-
sents the operations required for symmetric encryption/decryption.

In the Setup phase and Key Generation phase, the computation amount
in BC-HSABE is smaller than the scheme in [17,18]. In the Test phase the
computation cost of BC-HSABE is greater than scheme in [18], but it is lower
than scheme in [19]. This is because the trapdoor generation of scheme [18]
does not involve user’s attributes, which reduces the computational overhead
but increases the security risk. In the Encryption phase, the computation cost
of BC-HSABE is greater than the scheme in [17,18], while it is similar to the
scheme in [19]. In the Decryption phase, the computation cost of BC-HSABE is
greater than that of the scheme in [17,19], while it is similar to the scheme in
[18]. Since BC-HSABE needs to implement two-levels of ciphertexts hierarchical
encryption and decryption, so a slightly higher computational cost is required.

6.2 Numerical Experimental Analysis

In this section, we present the experimental evaluation results of our BC-HSABE
performance. This section carries out numerical simulation experiment on the
scheme algorithm. The numerical simulation experiment was carried out in Mac
operating system using PBC (Pairing-Based Cryptography) library of C lan-
guage. We run simulation experiments in Clion of MacBook Air (M1, 2020,
8 GB RAM) and analyze the computational efficiency of the BC-HSABE and
Wang’s scheme in [18] by changing the number of attributes. The number n of
attributes is 4, 6, 8, 10, 12, 14, 16, 18, 20, respectively. The experimental result
is the average of the algorithm running 50 times, as shown in Fig. 3.



Blockchain-Aided Hierarchical Attribute-Based Encryption for Data Sharing 373

(a) Setup phase (b) KeyGen phase

(c) Encryption phase (d) Decryption phase

Fig. 3. Relationship between the number of attributes and the computational costs in
different phase

Figure 3(a) shows the time costs of Setup phase in two attribute-based
encryption schemes, where we can see that time cost of scheme in [18] is lin-
ear to the number of attributes. However, it is almost no change as the number
of attributes increases in BC-HSABE. As we can see from Fig. 3(b) and (c),
the time costs of KeyGen phase and Encryption phase in scheme [18] and BC-
HSABE are linear to the number of attributes while the efficiency of BC-HSABE
is higher than scheme in [18] overall these two phase. The time costs of decryp-
tion are presented in Fig. 3(d), it is clear that both results of these two schemes
are linear to the number of attributes while our BC-HSABE needs more time
cost for decryption. Since BC-HSABE implements two-levels of ciphertexts hier-
archical decryption, we calculate the total time which includes decryption of two
hierarchical level ciphertexts. It is worthwhile to spend extra time implementing
ciphertext hierarchical management under privacy protection.

7 Conclusion

In this paper, we introduce a blockchain-aied data sharing scheme with privacy
protection and hierarchical ciphertext access control, named BC-HSABE. By
using attribute-based encryption technology, we encrypt shared data and private
data hierarchically. Searchable encryption technology is adopted to achieve fine-
grained access control and keyword ciphertext search. Our BC-HSABE realizes
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the dynamic rights management based on attributes. The data owner packages
the keyword index into transactions, which are stored on the blockchain after
distributed verification by blockchain nodes. The searching process is carried
out on the blockchain, which ensures the security of the keywords. The security
analysis and experimental analysis show that our scheme is safe and effective.

A Appendix

1. Correctness of Eq. (1)

∏
i∈I e

(
gβ · Ti, C

′
i

)ωi

∏
i∈I e (T ′

i , Ci)
ωi

=

∏
i∈I e

(
gβ · [H1 (w′) · H2 (ai)]

ri , (ga)λi

)ωi

∏
i∈I e

(
(ga)ri , [H1(w) · H2(ρ(i))]λi

)ωi

=
∏

i∈I e
(
[H1 (w′) · H2 (ai)]

ri , gaλiωi
) ∏

i∈I e
(
gβ , gaλiωi

)
∏

i∈I e (gaωiλi , [H1(w) · H2(ρ(i))]ri)

=
∏

i∈I

e
(
gβ , gaλiωi

)

= e
(
gβ , gas

)
= B

2. Correctness of Eq. (2)

S1 =
e (C ′,K)

∏
i∈S

(
e (L,Ci) e (Di,Kx) e(g, g)(d0+b)λi

)ωi

=
e
(
gs, gαgat+b

)

∏
i∈S

(
e
(
gt, gaλih

−r(i)
ρ(i)

)
e
(
gr(i), ht

x

)
e(g, g)(d0+b)λi

)ωi

=
e(g, g)αse(g, g)atse(g, g)bs

∏
i∈S

(
e(g, g)atλie(g, g)(d0+b)λi

)ωi

=
e(g, g)αse(g, g)atse(g, g)bs

e(g, g)atse(g, g)(d0+b)s

= e(g, g)(α−d0)s
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Abstract. Ring signcryption schemes have been proposed on
blockchain, but compared with ring signcryption using public key infras-
tructure (PKI), certificateless can simplify the certificate management
process. At the same time, the length of the ciphertext increases with
the size of the ring is also a pressing challenge to be solved. In this
paper, we propose a new certificateless ring signcryption scheme with
constant ciphertext length and prove the security under the random ora-
cle model. Compared with other schemes, the computational overhead
of this scheme is smaller and more efficient.

Keywords: Blockchain · Ring signcryption · Certificateless · Constant
ciphertext length

1 Introduction

Blockchain as an emerging technology has proven its feasibility in a wide range
of applications due to its decentralized, tamper-proof, and anonymity properties
[20]. Also ring signature as a powerful cryptographic protocol can be used to
achieve anonymity, the concept of which was first proposed by Rivest et al. [13].
In Monero, a modified version of the ring signature proposed by Fujisaki et al.
[6] would be used to ensure untraceability.

Ring signature allow a signer can arbitrarily choose some members to form a
ring and generate a ring signature without the assistance of other ring members.
Any verifier can know that the message is from a member of the ring, but does
not know exactly who the signer is. However, the signature size of the ring signa-
ture increases with the ring size. To solve this problem, Dodis et al. [5] proposed
the first constant size ring signature scheme. Chandran et al. [3] gave a sublinear
size ring signature without random oracles and showed some drawbacks of the
signature size. Khuc et al. [10] propose a more efficient unique ring signature
of logarithmic size on blockchain and give proof of security. RingCT [12] was
adopted late in Monero, which increased the number of hash but made the sig-
nature length reduced by half. Because the shortened signature not only reduces
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the network load, it also reduces the size of the transaction, which reduces the
transaction fee for the mechanism that calculates the transaction fee by the
number of bytes [17].

To improve efficiency, ring signature were extended to ring signcryption [9].
For the ring signcryption scheme in traditional public key infrastructure (PKI)
[1], the signcrypter must first check the certificates of all ring members before
it can generate a ring ciphertext on behalf of the ring. If there is an extreme
case where the certificates of ring members are invalid, the anonymity of the
signcrypter may be at risk. Similarly, for the verifier, the same check must be
performed before unsigncryption. This would lead to inefficiencies in the overall
scheme, as the computational cost would increase linearly with the ring size.
Removing the public key certificate simplifies the process of joining and revok-
ing ring members. While the use of identity-based encryption (IBE) [14] can
eliminate this costly verification, there is a key escrow problem. Therefore, using
certificateless [2] reduces the risk of private key management and the pain of
joining and revoking ring members.

Wang et al. [18] constructed a certificateless ring signcryption scheme, which
proved to be secure. However, their scheme requires 3n + 5 pairing operations,
and the overhead of bilinear pairing operations is too large. Sharma et al. [15]
proposed a pairing-free certificateless ring signcryption scheme for wireless sen-
sor networks, but Shen et al. [16] presented two specific attacks to demonstrate
that their scheme provides neither confidentiality nor unforgeability against type
I adversary. Zhang et al. [21] proposed a certificateless ring signcryption scheme
for protecting user privacy in the smart grid, which eliminates bilinear pairing
and exponentiation computation costs by using modular multiplication on ellip-
tic curves. Guo et al. [7] proposed a certificateless ring signcryption scheme from
pairings and optimizes the efficiency in this scheme so that only one bilinear
pairing operation is required for signcryption and three bilinear pairing opera-
tions are required for unsigncryption. Zhao et al. [22] proposed an authenticated
certificateless ring signcryption scheme to solve the problems of vehicle user pri-
vacy information protection and communication message transmission security.
In order to resist quantum computing attacks, Yu et al. [19] proposed a certifi-
cateless multivariable ring signcryption scheme with anti-quantum. Guo et al.
[8] in consideration of the security on the vehicular ad hoc networks, chose to
use the certificateless ring signcryption scheme to realize conditional privacy.

With the increasing prosperity of blockchain, there is a desire to improve the
performance of ring signcryption schemes. Improving the performance of ring
signcryption by reducing the size of the ring signcryption and the signcryption
scheme overhead has been an important research direction.

In this paper, we propose a new certificateless ring signcryption scheme that
possesses a constant ciphertext length and does not grow longer as the ring size
increases. This scheme has confidentiality, unforgeability, and anonymity, and
is proven to be secure under the random oracle model. Compared with other
schemes, this scheme has a shorter ciphertext length and smaller computational
overhead.
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The paper is organized as follows. Section 2 introduces the hard problem, the
certificateless ring signcryption model, and the security model. Section 3 speci-
fies the implementation of the certificateless ring signcryption scheme. Section 4
analyzes the security of the scheme. Section 5 simulates the scheme and performs
performance analysis. Finally, the paper is summarized in Sect. 6.

2 Preliminaries

2.1 Hard Problems

Definition 1. Given a group Gp of prime order p, P is a generator of Gp. The
computational Diffie-Hellman problem (CDHP) is given (P, aP, bP ) to compute
abP , where a, b ∈ Z∗

p .

Definition 2. Given a group Gp of prime order p, P is a generator of Gp. The
discrete logarithm problem (DLP) is given (P, aP ) to compute a, where a ∈ Z∗

p .

2.2 Certificateless Ring Signcryption Model

The certificateless ring signcryption scheme consists of six algorithms, which are
described in detail as follows:

Setup. Input a security parameter k, KGC publishes the generated public
parameters params and secretly saves the generated system master key s.

Set Partial Private Key. Input the user’s identity IDA and UA, the system
master key s and the public parameters params, KGC generates the user’s
partial private key dA and partial public key YA.

Set Public Key. Input the user’s identity IDA, UA, partial public key YA

and the public parameters params, the user generates its own public key PKA.
Set Private Key. Input the user’s identity IDA, UA, partial private key dA

and the public parameters params, the user generates its own private key SKA.
Signcryption. Input the public key PKB of the receiver, a public key ring

RL including the public keys of n − 1 other users selected by the sender and its
public key, the private key SKA of the sender, the public parameters params
and the message m, the sender generates the ciphertext σ.

Unsigncryption. Input ciphertext σ, the receiver’s private key SKB , a pub-
lic key ring RL, and the public parameters params, the receiver generates the
message m.

2.3 Security Model

Type I adversary �I cannot obtain the system master key but can replace any
user’s public key with a value of its choosing. Type II adversary �II can obtain
the master key, but cannot replace the user’s public key. The confidentiality and
unforgeability of the scheme in this paper are defined by games in which the
adversary � can access the following oracle through the challenger C:
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– Partial private key queries: � sends the IDi to C, C returns the partial private
key di.

– Public key queries: � sends the IDi to C, C returns the corresponding public
key PKi.

– Private key queries: � sends the IDi to C, C returns the corresponding private
key SKi.

– Public key replacement queries: � sends the replaced public key PK ′
i and

IDi to C, C replaces the public key PK ′
i corresponding to IDi with PK ′

i.
�II cannot perform the query of replacing the public key.

– Signcryption queries: � sends the message m, n potential senders to form a
public key ring RL, and the receiver’s IDj to C. C returns the ciphertext σ.

– Unsigncryption queries: � sends the ciphertext σ, the public key ring RL,
and the receiver’s IDj to C. C returns the message m.

Definition 3. The scheme is said to have indistinguishability against adap-
tive chosen ciphertext attack (IND-CCA2) if adversary � does not have a non-
negligible probability advantage in the confidentiality game.

In the game, adversary �I cannot query the private key and cannot request
the private key if the corresponding public key has been replaced unless �I sub-
mits the corresponding secret value to C. �I cannot query both the public key,
which replaced the target identity before the challenge phase and the signcryp-
tion or partial private key. �I cannot perform an unsigncryption query on the
target ciphertext.

Then, adversary �II cannot query the private key and replace the public key.
�II cannot perform an unsigncryption query on the target ciphertext.

In the game, challenger C with � generates the following interaction proce-
dure.

Initial: C runs the Setup algorithm to generate the master key s and the
system parameters params. If the adversary is type I, C sends params to �I .
Else, C sends params and s to �II .

Phase 1: � launches adaptively various oracles queries to C but the rules of
adversary behavior defined above are to be observed. �II cannot perform public
key replacement query.

Challenge: � sends two message (m0,m1) of the same length, n potential
senders to form a public key ring RL, and the receiver’s IDj to C. C sends the
ciphertext σ to �.

Phase 2: Adversary � performs adaptive queries, as in phase 1, but �I

cannot perform a private key query on the target identity IDj and also cannot
ask an unsigncryption query on the target ciphertext σ∗.

Guess: � guesses μ∗, if μ∗ = μ, then game wins; otherwise, the game fails.
�’s probability of winning this game is Adv(�) = |2Pr[μ∗ = μ] − 1|.
Definition 4. The scheme is said to have existential unforgeability against
adaptive chosen messages attack (EUF-CMA) if adversary � does not have a
non-negligible probability advantage in the unforgeability game.
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In the game, adversary �I cannot query the private key and cannot request
the private key if the corresponding public key has been replaced unless �I

submits the corresponding secret value to C. �I cannot query both the pub-
lic key, which replaced the target identity before the challenge phase and the
signcryption.

Then, adversary �II cannot query the private key and replace the public key.
In the game, challenger C with � generates the following interaction proce-

dure.
Initial: C runs the Setup algorithm to generate the master key s and the

system parameters params. If the adversary is type I, C sends params to �I .
Else, C sends params and s to �II .

Phase 1: � launches adaptively various oracles queries to C as in the pre-
vious game.

Forgery: � uses a public key ring RL, and the receiver’s IDj to produce a
ciphertext σ∗. If the forgery that satisfies the result of the unsigncryption query
is not a ⊥ and is not the result of a previous signcryption query. Also if the
adversary belongs to type I, �I cannot query for both partial private and public
key replacement. � can win the game.

�’s probability of winning this game is Adv(�) = |Pr[� wins]|.

3 Certificateless Ring Signcryption Scheme

In this section, we show an efficient certificateless ring signcryption scheme with
constant ciphertext length. For ease of illustration, we label the sender as A and
the receiver as B.

Setup. Input security parameter k, KGC selects an additive group Gp of
large prime order p > 2k. Randomly choose the system master key s ∈ Z∗

p

and compute Ppub = sP as the system public key, where P is a generator of Gp.
Define five hash functions H1 : {0, 1}∗ → Z∗

p , H2 : Gp×Gp → Z∗
p , H3 : Gp → Z∗

p ,
H4 : Gp → {0, 1}∗ and H5 : {0, 1}∗ × Gp × Gp × Gp × {0, 1}∗ × Gp × Z∗

p → Z∗
p .

KGC publishes parameters params =< Gp, p, P, Ppub,H1,H2,H3,H4,H5 >
on blockchain and saves s secretly.

Set Partial Private Key. The sender A randomly chooses an integer uA ∈
Z∗

p as its secret value, calculates UA = uAP , and then sends IDA + uAPpub and
UA to the KGC through the public channel. Because only KGC holds the system
master key s, after receiving IDA + uAPpub and UA from the sender A, KGC
can obtain the identity IDA of the sender A in the form of IDA + uAPpub −
sUA = IDA + suAP − suAP = IDA. Then, KGC randomly chooses an integer
yA ∈ Z∗

p and computes the partial public key YA = yAP and partial private key
dA = lAyA + s(mod p) of the sender A, where lA = H1(IDA).

KGC sends dA + sUA and YA + sUA to the sender A through the public
channel.

Set Public Key. Since only the sender A knows its secret value uA, after
receiving dA+sUA and YA+sUA from KGC, the sender A can obtain the private
key dA and the partial public key YA in the form of dA + sUA − uAPpub =
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dA + suAP − suAP = dA and YA + sUA − uAPpub = YA + suAP − suAP = YA,
respectively.

After that, the sender A verifies whether the equation dAP = H1(IDA)YA +
Ppub holds by Equation 1.

dAP =(lAyA + s)P
=lAYA + Ppub

=H1(IDA)YA + Ppub.

(1)

If it holds, the sender A accepts dA and YA and computes its own public
key PKA = UA + H1(IDA)YA, after which PKA is published on blockchain.
Otherwise, the sender A rejects dA and YA.

Set Private Key. After the sender A determines the validity of the partial
private key dA, the private key is set to SKA = (uA, dA) and stored secretly.

Signcryption. The sender A randomly selects n − 1 public keys of other
users on blockchain to form the public key ring RL = {PK1, PK2, ..., PKn} for
this signcryption and embed it in the sender of the transaction on blockchain,
where the public key PKA ∈ RL of the sender A.

The sender A randomly picks r ∈ Z∗
p and computes R = rP , Q = r(PKB +

Ppub) and q = H2(Q,R).
Then randomly select θ ∈ Z∗

p and let α = θP , construct f(x) = (x −
q)(β

∑n
i=1,i �=A PKi+θPKA−(β−θ)Ppub)+θP = xM −qM +α = xM +ϑ, where

β = H3(α), M = β
∑n

i=1,i �=A PKi + θPKA − (β − θ)Ppub and ϑ = −qM + α.
The sender A makes S = H4(ϑ), c = S ⊕ m and V = βc, computes W =

r−1(uA + dA)(β − θ) and Z = H5(S, α,M, ϑ, V,R,W ). Generate the ciphertext
σ = {M,ϑ,R, V,W,Z, t1}.

When posting the ciphertext σ on blockchain via a transaction, the current
timestamp t1 needs to be added, where ti is the timestamp.

Unsigncryption. After the receiver B gets the ciphertext σ, it first checks
whether t2 − t1 is within the time threshold � t, where t2 is the current times-
tamp. If it is not satisfied, the failure symbol ⊥ is output. Otherwise, continue
to complete the unsigncryption process.

The receiver B uses its own private key SKB to compute Q′ = (uB + dB)R
and gets q′ = H2(Q′, R).

After that, construct f(x) = xM + ϑ, bring in q′ to calculate α′ = f(q′) and
get β′ = H3(α′).

By computing c′ = β′−1V and S = H4(ϑ), the receiver B gets the message
m′ = S ⊕ c′.

The receiver B needs to verify that Z = H5(S, α′,M, ϑ, V,R,W ) holds. If it
does not hold, output the failure symbol ⊥. Otherwise, continue to complete the
unsigncryption process.

The receiver B gets the public key ring RL = {PK1, PK2, ..., PKn} of this
signcryption by looking at the sender of the transaction on blockchain. Check
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whether the equation WR = β
∑n

i=1 PKi − M holds by Eq. 2.

WR =r−1(uA + dA)(β − θ)rP
=(β − θ)(PKA + Ppub)

=(β − θ)(
n∑

i=1

PKi −
n∑

i=1,i �=A

PKi + Ppub)

=β
n∑

i=1

PKi − β
n∑

i=1,i �=A

PKi − θPKA + (β − θ)Ppub

=β

n∑

i=1

PKi − M.

(2)

If it holds, it means that the message m computed by the receiver B is
correct. Otherwise, the failure symbol ⊥ is output. After passing the check, the
receiver B completes the unsigncryption process.

4 Security Analysis

Theorem 1. Under the random oracle model, if there exists an adversary �I

with probability advantage ε that wins the IND-CCA2-I security model game.
Then C can solve the CDHP with probability advantage ε

qH1qH2
.

Proof. In Game-I, challenger C receives an instance (P, aP, bP ) of the CDHP
and wants to solve the CDHP with �I and generates the following interaction
procedure.

Initial: C runs the Setup algorithm to generate the master key s and the
parameters params. After that C sends params to �I and saves s secretly.

Phase 1: �I launches adaptively various oracles queries to C. C maintains
corresponding lists, which are initially empty, and holds the queries and answers.

– H1 queries: For the (IDi) queries, C checks whether the list exists (IDi, li)
and returns li if it exists, otherwise it randomly selects li ∈ Z∗

p and inserts it
into the list L1 and then returns li.

– H2 queries: For the (Qi, Ri) queries, C checks whether the list exists
(Qi, Ri, qi) and returns qi if it exists, otherwise it randomly selects qi ∈ Z∗

p

and inserts it into the list L2 and then returns qi.
– H3 queries: For the (αi) queries, C checks whether the list exists (αi, βi) and

returns βi if it exists, otherwise it randomly selects βi ∈ Z∗
p and inserts it

into the list L3 and then returns βi.
– H4 queries: For the (ϑi) queries, C checks whether the list exists (ϑi, Si) and

returns Si if it exists, otherwise it randomly selects Si ∈ Z∗
p and inserts it

into the list L4 and then returns Si.
– H5 queries: For the (Si, αi,Mi, ϑi, Vi, Ri,Wi) queries, C checks whether the

list exists (Si, αi,Mi, ϑi, Vi, Ri,Wi, Zi) and returns Zi if it exists, otherwise
it randomly selects Zi ∈ Z∗

p and inserts it into the list L5 and then returns
Zi.
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– Partial private key queries: �I sends the (IDi) to C, if the target iden-
tity i = l, C fails and stops. Otherwise, C checks whether the list exists
(IDi, ui, di, SKi, PKi) and returns di if it exists, otherwise it randomly selects
di ∈ Z∗

p and inserts it into the list Lk, then di is returned.
– Public key queries: �I sends the (IDi) to C, C checks whether the list exists

(IDi, ui, di, SKi, PKi) and returns PKi if it exists, otherwise it randomly
selects ui, di, li ∈ Z∗

p , sets li = H1(IDi) and Yi = (diP − Ppub)l−1
i , and

computes PKi = Ui + liYi, where Ui = uiP and diP = liYi + Ppub. Then C
inserts it into the list Lk, then PKi is returned.

– Private key queries: �I sends the (IDi) to C, if the target identity i = l, C fails
and stops. Otherwise, C checks whether the list exists (IDi, ui, di, SKi, PKi)
and returns di if it exists, otherwise it randomly selects ui, di ∈ Z∗

p and inserts
it into the list Lk, then SKi is returned.

– Public key replacement queries: �I sends the replaced public key (IDi, PK ′
i)

to C, C updates the list Lk and reset the information (IDi,⊥,⊥,⊥, PK ′
i).

– Signcryption queries: �I sends the message m, n potential senders to form
a public key ring RL, and the receiver’s IDj to C. If the target identity
i �= l, then C knows the private key SKi of the sender and returns the
result according to the Signcryption algorithm. Otherwise, C randomly selects
r ∈ Z∗

p and computes Ri = rP . Find (Qi, Ri, qi) from the list L2, randomly
select θ ∈ Z∗

p and compute f(x) = (x − qi)(βi

∑n
i=1,i �=A PKi + θPKA − (βi −

θ)Ppub) + θP = xMi + ϑi. Find (αi, βi) and (ϑi, Si) from the list L3 and L4,
respectively. C computes ci = Si ⊕ m and Vi = βici. Set kj = uj + dj and
compute Wi = r−1kj(βi − θ). Find (Si, αi,Mi, ϑi, Vi, Ri,Wi, Zi) from the list
L5 and send the ciphertext σ = {M,ϑ,R, V,W,Z} to �I .

– Unsigncryption queries: �I sends the ciphertext σ = {M,ϑ,R, V,W,Z}, and
the receiver’s IDj to C. If the target identity j �= l, then C knows the private
key SKj of the receiver and returns the result according to the Unsigncryption
algorithm. Otherwise, C rejects the ciphertext σ.

Challenge: �I sends two message (m0,m1) of the same length, n poten-
tial senders to form a public key ring RL, and the receiver’s IDj to C. If
the target identity IDl �= IDj , then C fails. Otherwise, C randomly selects
μ ∈ {0, 1}, computes Qj = kjR. Randomly select q, θ ∈ Z∗

p and compute
f(x) = (x − q)(β

∑n
i=1,i �=A PKi + θPKA − (β − θ)Ppub) + θP = xM + ϑ.

Then, C selects W ∈ Z∗
p , sends the ciphertext σ = {M,ϑ,R = rP, Vμ =

βcμ,W,Z = H5(S, α,M, ϑ, Vμ, R,W )} to �I , where β = H3(α), ϑ = −qM + α,
and S = H4(ϑ).

Phase 2: Adversary �I performs adaptive queries, as in phase 1, but �I

cannot perform a private key query on the target identity IDj and also cannot
ask an unsigncryption query on the target ciphertext σ∗.

Guess: �I submits the μ∗ to determine whether μ∗ = μ holds.
However, the target ciphertext σ∗ given to �I is randomly distributed in the

ciphertext space and �I cannot gain any advantage in this simulation. we know
C selects a random (Q,R, q) from the list L2 and takes the corresponding R and
Q as the solution to solve the CDHP. Therefore, any adversary with advantage ε
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in the real IND-CCA2-I game must be aware with probability at least ε that the
challenge ciphertext provided by C is wrong. In order for the �I to discover that
σ is not a valid ciphertext, the �I should query the qH2 oracle with Qj = kjRj .
Here, kj is the private key of the target identity, which is PKj + Ppub = aP . In
addition, C sets R∗ = bP . As a result, Qj = kjR

∗
j = abP . Therefore, one of the

entries from the list L2 should be the value abP . C selects the value Qj from
the list L2 with probability 1

qH1
, which would be the solution for CDHP.

Under the IND-CCA2-I security model game, the probability advantage
about the event that C successfully solves the CDHP is ε

qH1qH2
.

Theorem 2. Under the random oracle model, if there exists an adversary �II

with probability advantage ε that wins the IND-CCA2-II security model game.
Then C can solve the CDHP with probability advantage ε

qH1qH2
.

Proof. In Game-II, challenger C receives an instance (P, aP, bP ) of the CDHP
and wants to solve the CDHP with �II . C runs the Setup algorithm to generate
the master key s and the system parameters params. After that C sends params
and s to �II . The proof of Game-II is very similar to the proof of Game-I, except
for public key replacement queries. C selects the value Qj from the list L2 with
probability 1

qH1
, which would be the solution for CDHP.

Under the IND-CCA2-II security model game, the probability advantage
about the event that C successfully solves the CDHP is ε

qH1qH2
.

Theorem 3. Under the random oracle model, if there exists an adversary �I

with probability advantage ε that wins the EUF-CMA-I security model game.
Then C can solve the DLP with probability advantage ε2

66Cn
qH3

1
qH1qH5

.

Proof. In Game-III, challenger C receives an instance (P, aP ) of the DLP and
wants to solve the DLP with �I and generates the following interaction proce-
dure.

Initial and Phase 1 of Game-III are similar in Game-I.
Forgery: �I forges the ciphertext σ = {M,ϑ,R, V,W,Z} and submits it

with the help of the message m and the public key ring RL.
By the forking lemma [4], �I will output four additional signncryptions after

using the same random tape replay but selecting different H1, H2, H3, H4 and
H5 with probability ε2

66Cn
qH3

.

we know C selects a random (S, α,M, ϑ, V,R,W,Z) from the list L5 and
takes the corresponding R and W as the solution to solve the DLP. In order for
the �I to discover that σ is not a valid ciphertext, the �I should query the qH5

oracle with WR = (β−θ)(PKA +Ppub). Here, ui is the secret value of the target
identity, which is Ui = aP . As a result, a = WR(βP −α)−1 − di. Therefore, one
of the entries from the list L5 should be the value a. C selects the value W from
the list L5 with probability 1

qH1
, which would be the solution for DLP.

Under the EUF-CMA-I security model game, the probability advantage
about the event that C successfully solves the DLP is ε2

66Cn
qH3

1
qH1qH5

.
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Theorem 4. Under the random oracle model, if there exists an adversary �II

with probability advantage ε that wins the EUF-CMA-II security model game.
Then C can solve the DLP with probability advantage ε2

66Cn
qH3

1
qH1qH5

.

Proof. In Game-IV, challenger C receives an instance (P, aP ) of the DLP and
wants to solve the DLP with �II . The proof of Game-IV is very similar to the
previous proof, except for public key replacement queries. C selects the value W
from the list L5 with probability 1

qH1
, which would be the solution for DLP.

Under the EUF-CMA-I security model game, the probability advantage
about the event that C successfully solves the DLP is ε2

66Cn
qH3

1
qH1qH5

.

Anonymity. In the certificateless ring signcryption scheme of this paper, it
is easy to understand that this scheme is unconditionally anonymous. All param-
eters mentioned are independent and uniformly distributed for any message m,
receiver, and public key ring RL, regardless of who is the actual signer. Even
an adversary with all private keys corresponding to the public key ring RL and
infinite computational resources cannot identify the real signcrypter with better
probability than a random guess, and that guess will be equal to 1

n , where n
denotes the number of public keys selected in the signcryption process. There-
fore, this scheme has anonymity.

5 Performance Analysis

In this paper, we compare the performance of the certificateless ring signcryption
scheme with Sharma et al. [15], Guo et al. [7], Zhao et al. [22] and Guo et al. [8].

Table 1. Performance comparison of certificateless ring signcryption schemes

Schemes Signcryption Unsigncryption Ciphertext Size

Sharma et al. [15] (n+2)PM+(2n+1)H (n+1)PM + (n+2)H 2 |m|+ (n+ 2) |G1|
Guo et al. [7] 1P + (2n+ 5)PM +

(n+ 2)H
3P + (2n+ 2)PM +
(n+ 2)H

(n+ 1)
∣
∣Z∗

p

∣
∣ + 1 |m|+

(n+ 3) |G1|
Zhao et al. [22] 1P + (2n+ 1)PM +

(n+ 1)H
5P+(n)PM+(n+1)H 1 |m|+ (3n+ 3) |G1|

Guo et al. [8] (3n)PM + (n+ 3)H (3n+2)PM+(n+2)H (n+ 1)
∣
∣Z∗

p

∣
∣ + 1 |m|+

2 |G1|
Ours 8PM + 4H 4PM + 4H 2

∣
∣Z∗

p

∣
∣ + 1 |m|+ 3 |G1|

The experiments in this paper are based on Intel(R) Core(TM) i5-11400
CPU @ 2.60GHz, 16.00GB RAM and PBC library [11] on Windows 10. Ignoring
scalar multiplication operation in Z∗

p and addition operation, the results are
shown in Table 1. Where H denotes the hash function operation, PM denotes the
scalar point multiplication operation in G1, and P denotes the bilinear pairing
operation. |m| denotes the length of the message,

∣
∣Z∗

p

∣
∣ denotes the length of the

element in Z∗
p , and |G1| denotes the length of the element in G1.
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(a) Signcryption cost (b) Unsigncryption cost

Fig. 1. Computation cost

To show the performance difference between the schemes more intuitively, we
can show the results in Fig. 1. It can be seen that our scheme has less computation
cost than the other schemes in the signcryption process and the unsigncryption
process, the computation overhead does not vary with the size of the ring both in
Fig. 1a and Fig. 1b. Also, we can see that the ciphertext length used in our scheme
is constant, which is more advantageous than the above schemes. Therefore, the
performance of our scheme in this paper is better than the above schemes.

6 Conclusion

In this paper, we propose a new certificateless ring signcryption scheme with
constant ciphertext length on blockchain, which optimizes the computation cost
and ciphertext length compared to other schemes and proves the security of this
scheme under the random oracle model. The scheme outperforms other schemes
in terms of computational overhead and ciphertext length and does not vary
with the ring size. In the future, continuing the optimization of the scheme and
extending it to electronic voting systems on blockchain will be the next research
direction.
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Abstract. Lightweight cryptography is a subfield of cryptography,
which is widely used in embedded systems, RFID, sensor networks, and
so on. However, the leakage information during the operation of these
IoT devices can be exploited by adversaries and subjected to side-channel
attacks. Simultaneously, only a small number of previous works show
these attacks. In this work, we perform the soft analytical side-channel
attack (SASCA) on the encryption of Ascon. Since we construct a unique
factor graph for Ascon, we can also use it to attack the masked implemen-
tations. The point of attack is the permutation function, one of Ascon’s
most basic components. Our attack mainly consists of three steps. At
the first, we run a side-channel template matching on the initialization
phase. Then, we build a factor graph describing the intermediate compu-
tations in permutation, including the observed leakage for the interme-
diate variables. Third, we run a Belief Propagation (BP) algorithm that
takes full advantage of these leakages. Through simulations, we show
that the entire key can be successfully recovered by only using the leak-
age information of a few traces, and it also offers low time and memory
complexity.

Keywords: Lightweight cryptography · Side-channel attacks · Belief
propagation

1 Introduction

The security of IoT devices in constrained environments is one of the main
challenges faced by industrial control systems. Therefore, various universities
and scientific research institutions have carried out research on the design of
lightweight cryptography over the past decade. In March 2021, the National
Institute of Standards and Technology (NIST) announced the ten finalists for
the last round of the Lightweight Crypto (LWC) Competition. It is worth noting
that Ascon, designed by Dobraunig et al. [3], was selected as one of the finalists
since its high performance and easy to implement. Ascon has been selected as
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Wang et al. (Eds.): WASA 2022, LNCS 13471, pp. 389–400, 2022.
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the primary choice for lightweight authenticated encryption in the final portfolio
of the Competition for Authenticated Encryption: Security, Applicability, and
Robustness (CAESAR).

After authentication encryption Ascon was proposed, there has been a series
of security analysis works. In 2016, Samwel [13] successfully implemented the Dif-
ferential Power Analysis on an unprotected implementation in FPGA but failed
on an implementation protected with a threshold implementation [9]. Gross et
al. [5] proposed implementations of Ascon suitable for IoT devices. Besides, they
provided protected implementations of Ascon for applications that could be resis-
tant to first-order DPA attacks. Samwel et al. [14] presented and applied attacks
on simple hardware implementations. Then they used a third-order distinguisher
to attack a toy version of Ascon that was protected by a threshold implementa-
tion. In 2018, Adomnicai et al. [1] proposed a masking scheme for Ascon, which
can protect not only the initialization phase but also the finalization phase.

The strategy of side-channel attacks can be classified as Divide-and-Conquer
(DC) and analytical. For DC attacks, they attack individual parts of the algo-
rithm and then analyze the information they get. These attacks are simple to
use and have high applicability, but they have high data complexity and time
complexity, and they are easy to protect. By contrast, the analytical strategy
focuses more on using mathematical analysis to recover keys after obtaining
physical leaks. Thus, these attacks can succeed when the adversary has very lim-
ited available information (vs. DC attacks). The Algebraic Side-Channel Attacks
(ASCA) proposed by Renauld et al. [12] is a typical representative of the analy-
sis strategy. Subsequently, Veyrat-Charvillon et al. [15] proposed SASCA, which
combines the advantages of the divide and conquer strategy and ASCA. SASCA
not only has the simplicity and versatility of DC attacks but also uses mathe-
matical analysis to make full use of leakage.

In this work, according to the encryption of Ascon, we construct a factor
graph for the initialization phase that introduces the entire key. Then run SASCA
on the factor graph. We show that few traces attacks are indeed a threat to imple-
mentations of lightweight cryptography. Furthermore, we simplify the whole fac-
tor graph, extract the crucial operations and remove the irrelevant parts. We
present an efficient SASCA attack based on the simplified factor graph that
recovers the entire key with only a few encrypted side-channel observations and
adequate leakage. Since our attack is only performed in the initialization phase,
the masking scheme proposed by Adomnicai et al. [1] is theoretically unpro-
tected.

Outline. In Sect. 2, we first give an introduction to our attack target on Ascon
and the BP algorithm, which we use as a basis for our approach. Our side-
channel attack is then introduced in Sect. 3. We recall the main steps of the
attack and then made optimizations for SASCA, which dramatically enhanced
the performance of the attack. In Sect. 4, we show the consequence of our attack
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using simulations. Finally, we summarize the performance of our attack and
explore some open questions in Sect. 5.

2 Background

In this section, we brifiey recall our attack target, namely Ascon, as well as the
BP algorithm, which is the crucial process of SASCA.

2.1 Ascon

Ascon authenticated encryption is based on a duplex construction. It has two
different versions, Ascon-128 and Ascon-128a, with 64 and 128 bit block size and
parameters as shown in Table 1.

Table 1. Parameters for Ascon authenticated encryption

Name Bit size of Rounds

key nonce tag data block capacity pa pb

Ascon-128 128 128 128 64 256 12 6

Ascon-128a 128 128 128 128 192 12 8

All Ascon versions use the same permutation p which operates on a state size
of 320-bit (consists of 5 words x0, x1, x2, x3, x4, each 64-bit). So our attack in
this paper is targeted at Ascon-128. As shown in Fig. 1, the encryption process
of Ascon is split into four phases: initialization, processing associated data, pro-
cessing the plaintext, and finalization. These phases update with permutation
p which circularly runs round transformation a rounds or b rounds. The round
transformation mainly includes the following three processes.

Initialization Associated Data Plaintext Finalization

Fig. 1. Encryption and authentication of Ascon
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Addition of Constants: Adds a specific constant to word x2 of the state S.

Nonlinear Substitution Layer: Applies a 5-bit S-box 64 times to each bit-
slice of S in parallel. Ascon’s S-box implementation is almost similar to the
Keccak [2] χ mapping. In addition, the S-box can be implemented with some
logical operations.(see Fig. 2 left part).

Linear Diffusion Layer: The five registers words is rotated twice with different
rotation values and XOR to itself.(see Fig. 2 right part).

Fig. 2. Nonlinear substitution layer (left) and linear diffusion layer (right)

2.2 Belief Propagation

The first BP algorithm was proposed in 1982 [10] and is usually used in Bayes
nets and factor graphs. Our introduction of the BP algorithm mainly comes from
MacKay [7, chapter 26]. Let us consider a function P ∗ of a set of N variables
x ≡ {xn}Nn=1 is defined as a product of M factors as follows:

P ∗(x) =
M∏

m=1

fm (xm) ,

where each of the factors fm(xm) is a function of a subset xm of variables
that make up x. The problem of marginalization can be solved by the marginal
function of any variable xn , defined by

Zn (xn) =
∑

{xn′},n′ �=n

P ∗(x),
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or its normalized marginal Pn(xn) = Zn(xn)/Z, where:

Z =
∑

x

M∏

m=1

fm (xm) .

All these solutions are intractable in general. There is an exponential relationship
between the consumption of marginalization and the number of variables N .

The BP algorithm can be well illustrated by the message-passing principle.
It expresses the desired relationship in terms of variables and factors into a
bipartite factor graph. We use N (m) to denote the set of variables involved in
factor fm, M(n) to denote the set of factors in which variable n participates. In
addition, we use xm\n to denote the exclusion of xn from the set of variables
in xm. The BP algorithmic message passing consists of two parts: from variable
nodes to factor nodes (qn→m), and from factor nodes to variable nodes (rm→n).
The update rules follow the following two rules:

qn→m (xn) =
∏

m′∈M(n)\m
rm′→n (xn) .

rm→n (xn) =
∑

xm\n

⎛

⎝fm (xm)
∏

n′∈N (m)\n
qn′→m (x′

n)

⎞

⎠ .

According to the above description, the tree-shaped factor graph can always
converge with a finite number of iterations. After convergence, the marginal func-
tion (belief ) Zn(xn) can be obtained by multiplying all the received information
on the corresponding node:

Zn (xn) =
∏

m∈M(n)

rm→n (xn) ,

and the normalized marginals Pn (xn) = Zn (xn) /Z can be calculated by
Z =

∑
xn

Zn(xn). If that is not the tree-shaped graphical model, convergence
is not guaranteed, but the same update rules can still be used and often gives
sufficiently accurate approximations to the real marginals (so-called “loop BP”).
According to the characteristics of the BP algorithm, we can know that the time
and memory complexity are mainly determined by the number of possible val-
ues for each variable and the number of edges, which will provide the theoretical
basis for our subsequent optimization.

3 The Proposed Method

In this section, we detailedly describe the main attack method called SASCA,
proposed by Veyrat-Charvillon et al. [15]. Then propose the appropriate factor
graph for Ascon to improve the performance of the attack.
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3.1 SASCA

The advantages and disadvantages of DC attacks such as DPA and ASCA are
generally extreme. Although DPA has low time and memory complexity as well
as high noise tolerance, it also has high data complexity (often requiring mil-
lions of traces). On the contrary, ASCA performs better at data complexity but
is very sensitive to noise. SASCA just balances the characteristics between them
and can tolerate more noise while having low data complexity in a way similar
to a Low-Density Parity Check code (LDPC) [4]. In simple terms, SASCA first
performs a template attack on the targeted variable and then obtains the pos-
terior probabilities based on leakage. That is, for each intermediate T , we can
obtain Pr(T = t | Lout) by template matching, where Lout denotes the obtained
leakage information and t runs through all realizations of the intermediate T .
More precisely, they can be illustrated by the following three processes:

1. Construction. The interesting part of the cryptographic algorithm is repre-
sented as a factor graph with two types of nodes and bidirectional edges. The
intermediate value of the calculation is represented by the variable node. The
function nodes consist of posterior probabilities obtained by template match-
ing and the algorithm description for joining different variables. These nodes
are linked by bidirectional edges and pass information to each other (for more
information about factor graph, see [7]).
2. Information extraction. In the side-channel attack, we extract information
about the variable nodes of interest in the previous step by using leakage trace
in the cryptographic process. The posterior distribution of each target variable
can be obtained by subsequently comparing the leaked information with the
previously established templates.
3. Decoding. As same as LDPC codes, decoding is done via the BP algorithm
(another way is the sum-product algorithm). It iterates the previously obtained
information and finally gets the marginal probabilities of the target variable.

3.2 Basic Construction

As seen in Sect. 2.1, All Ascon versions use the same permutation p. The encryp-
tion and decryption can be viewed as multiple p permutations stacked together.
As shown in Fig. 3, we build the factor graph for the round of p permutation (for
simplicity, each variable node in the graph is not added with a function node
containing posterior probabilities). It is important to note that, unlike LDPC
codes, SASCA’s function nodes are no longer a single OR but an arbitrary func-
tion in the cryptography algorithm. Therefore, there are five different function
nodes in the graph. The first is the posterior probabilities of variables obtained
through side-channel leakage, denoted as fi(Ti) = Pr(Ti = t | Lout). Then, the
XOR function xor the inputs of two variables in bitwise and outputs to a new
variable. Next, the Sbox function is the same as Keccak’s Sbox, which takes three
variables as input and creates a new variable as the output. The NOT function
is simply a bitwise inversion of the input variable. Finally, the ROR function
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here does not mean a right-rotation (circular shift) but refers to all operations of
the entire linear diffusion layer, as shown in Fig. 2. Table 2 shows all the function
nodes used in the Ascon factor graph.

C

constant addition substitution layer linear diffusion layer

Fig. 3. Graph representation of the p permutation round

Table 2. Summary of the function nodes

fi(Ti) = Pr(Ti = t | Lout)

XOR(A,B,C) =

{
1 ifA ⊕ B = C,

0 otherwise.
Sbox(A,B,C,D) =

{
1 ifA = Sbox(B,C,D),

0 otherwise.

NOT (A,B) =

{
1 ifA = NOT (B),

0 otherwise.
ROR(A,B) =

{
1 ifA = ROR(B),

0 otherwise.

3.3 Optimize

Although the factor graph described above is simple in description and has
low memory complexity, it has two significant drawbacks. Concretely, the factor
graph represents all intermediate values in the rounds of the p permutation as
variable nodes, so the factor graph is no longer tree-shaped but contains cycles.
Although we have described in Sect. 2.2, by a finite number of iterations, it is
possible to make the BP converge and obtain a sufficiently accurate approxima-
tion of the real marginals. Factor graphs with loops introduce positive feedback,
which can lead to overconfidence in certain beliefs. This means that when there
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is a lot of noise in these beliefs, there will be more negative effects on the final
result, followed by even oscillations, especially when deterministic factors are
involved.

Therefore, in a practical side-channel attack, a perfect factor graph should
avoid loops as much as possible. In addition, we found an interesting point in
the actual attack. That is, in the latter part of the round of the p permutation
(such as the linear diffusion layer), the previous input part is mainly confused
and diffused. In other words, when the intermediate calculation contained in the
factor graph is effective enough, we can appropriately reduce some intermediate
processes, which will not affect our recovery of the complete key.

(a) The factor graph used to recover x1. (b) The factor graph used to recover x2.

Fig. 4. Simplified factor graph

To alleviate these shortcomings, we analyze the 320-bit initial state S (includ-
ing 64-bit of IV specifying the algorithm, 128-bit of key K, as well as 128-bit
of nonce N) of p permutation for the entire initialization. We remove the linear
layer and construct a simplified factor graph for the S-box part only, which, of
course, does not include rings. Finally, the simplified factor graph used to recover
key x1 is shown in Fig. 4a, and the simplified factor graph used to recover key
x2 is shown in Fig. 4b.

In simplified factor graph, we treat operations on known values and variables
as a one-to-one mapping of inputs and outputs, thus reducing some intermediate
variables. For instance, the simplified S-box function can be described by factor
f3. When denoting S′′.x2 as the input and T.x2 as the output, then f3 is given
as:

f3(S′′.x2, T.x2) =
{

1 if T.x2 = S′′.x2 ⊕ (¬S.x3 ∧ S.x4),
0 otherwise.

The factor f4 can be described as XOR operation of a given value and input
variable:

f4(T.x2, T ′.x3) =
{

1 if T ′.x3 = T.x2 ⊕ T.x3,
0 otherwise.

Before optimization, 24 variable nodes and 41 function nodes were needed
in a round, but after simplification, only 6 variable nodes and 7 function nodes
were needed, reducing the amount by 3 times.
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4 Experimental Results

Previously, SASCA first performs a template attack on the targeted intermedi-
ates and then incorporates leakage information into the factor graph. For this
purpose, we aim at software (microcontroller) implementations of Ascon, such
as the GitHub repositories with implementations (reference/optimized) [8], to
specify the location of the leakages.

Simulations with Leakage. In order to allow for numerous repeated experi-
ments and the reproducibility of our experiments, we evaluate our attack using
leakage simulations. For all our simulations, we chose a more generic and simpler
model called hamming weight with an additive Gaussian noise leakage model.
In other words, the simulated leakage Lout of intermediate value x is given as:

Lout = HW(x) + N (0, σHW),

where HW denotes the function of hamming weight and N the Gaussian distri-
bution with zero mean and standard deviation σHW.

Attack Implementation. We implemented the method described in the pre-
vious section, including the template attack and the BP algorithm. Firstly, we
perform a template matching on generated samples in C code and obtain the
conditional probability of intermediate variables Pr(X = x | Lout). For the most
important part, the BP algorithm, we outsourced to Python code. All experi-
ments were run on an Intel Core i7-8700 (3.20GHz).

The attack performance is evaluated for various values of σHW parameters.
We run at least 100 experiments for each situation and noise level under consid-
eration. The success rate is calculated by counting the number of times the BP
algorithm assigns the highest probability to the correct value in each of the 100
experiments.

The factor graph in our original attack was a common p permutation for
the entire cryptographic algorithm. Furthermore, because the latter part of p
permutation includes all shift operations (the linear diffusion layer) that do not
modify the hamming weight of the variable, the hamming weight model we chose
will no longer be valid. Simultaneously, it is proved through experiments that
some weakly correlated operations are added to the factor graph (that is, they
are not beneficial to spreading correct beliefs).

As a result, the factor graph of the original attack performs poorly in terms of
efficiency and consistency. Subsequently, we run simulations in the 8-bit scenario
for the optimized experiments. The results of the experiment are shown in Fig. 5.
The X-axis represents the attack under different noise levels, and the Y-axis
corresponds to the success rate of different noise levels. In this case, the attack
can deal with up to σHW = 1.2 while maintaining a perfect success rate. As
the noise increases, the success rate steadily drops to zero when σHW = 4. The
whole forward-backward loop of BP in optimized attacks takes about 15 s on a
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single core of our system, which is 4 times faster than the unoptimized attack.
This result is better than SASCA, used in other cryptographic algorithms, such
as AES [15], kyber [11] and Keccak [6]. This makes it possible to tolerate more
noise in practical attacks, which greatly increases the threat of side-channel
information leakage.

Fig. 5. Success rate on an optimized implementation

The number of traces is also a significant determinant in the success rate of
DC attacks. Hence, we conduct experiments on optimized implementation and
show the outcomes of variable number of traces leading to successful attacks in
Fig. 6. We see that passing more traces beneath each noise can result in a higher
success rate. Note, however, that our earlier results indicate that with higher
noise (i.e. about σHW > 2.5) is not possible to achieve a better success rate with
a large number of traces.

Fig. 6. Relationship between number of traces and success rate under different noises
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5 Conclusion and Open Problems

In this work, we perform an efficient SASCA on Ascon-128 by constructing
the optimized factor graph. Then the simulations are run on an 8-bit platform.
We can efficiently exploit the leakage information of all the leaking operations
in implementation (compared to DC attacks). Our attacks are ideal in terms
of data complexity, time, and memory efficiency. At the same time, there is a
lot of room for improvement in our work. For model selection, we use a simple
Hamming-weight leakage model. More complicated profiling tools, such as multi-
variate value templates or machine-learning algorithms, are expected to improve
performance, allowing attacks in more scenarios. Besides, in future work, we look
forward to demonstrating the feasibility of experiments on more platforms (such
as 32-bit). Recovering the entire key using only the information from a single
trace is another interesting scope for additional research.

The attack requires only a small number of traces and can be successful in
high noise levels. As a result, similar attacks can be applied to IoT devices using
Ascon encryption, which might recover the entire key after several runs. We
therefore consider that unprotected implementations cryptographic algorithms
should be avoided whenever possible, even when long-term encryption is not
involved.
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Abstract. With the widespread deployment of IoT (Internet of Things)
devices, WiFi fingerprint-based localization is becoming one of the most
promising techniques for indoor localization. A client is able to obtain
its location by providing its measured fingerprint (vector of WiFi sig-
nal strengths) to the service provider who maps the fingerprint against
the database and returns the result back to the client. However, tra-
ditional applications of WiFi fingerprint-based localization may disclose
the client’s location privacy and often incur high consumption of commu-
nication and computing resources. In this paper, we focus on implement-
ing a privacy-preserving framework with high efficiency and accuracy
for WiFi fingerprint-based localization. Firstly, to reduce computational
overhead at the server side, we introduce a clustering algorithm called
k-means++ in offline phase. Besides, we explore the correlation of the
fingerprint and propose a Pearson correlation based distance computa-
tion method, which achieves better accuracy than traditional Euclidean
distance. Finally, we secure the overall computation by adapting a series
of secure multi-party computing primitives. Theoretical analysis is car-
ried out to prove the security of our scheme. Experiments on real-world
datasets indicate that our scheme achieves better practicality and effi-
ciency compared with existing methods. Compared to existing work Pri-
WFL and PPWFL, our scheme reduces the average distance error by
approximately 4.5% and 2.9% under a query time of less than 0.2s.

Keywords: WiFi fingerprint-based localization · Privacy-preserving ·
Secret sharing · Pearson correlation

1 Introduction

A Location-Based Service (LBS) is a service for clients to obtain additional
information by providing their physical locations. However, in places like malls
and tunnels where GPS signals are not available, such service is hard to deploy.
To solve this problem, WiFi fingerprint-based localization is proposed [1]. It
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leverages existing WiFi Access Points (APs) which can be found everywhere
easily. From those APs, the client reads Received Signal Strengths (RSSs) and
sends them to a server that holds a database of collected RSSs and associated
locations (so called Reference Points, RPs). By mapping the client’s RSSs against
all RPs in the database using similarity calculation algorithm, k best matched
locations are obtained and returned to the client.

Challenges. However, applying the above method in real-world applications
has not unleashed its full potential yet due to some limitations as follows.

(1) The accuracy of fingerprint-based localization is not stable enough.
Due to the complex propagation phenomena (e.g. multipath fading, shadow-

ing) of radio signals in indoor environment, most existing works cannot achieve
acceptable performance caused by fluctuations in measured RSSs values with dif-
ferent devices and different times conditions. Sun et al. [2] improved the accuracy
of indoor localization in a specific environment, but the localization stability is
poor for different terminals due to different hardware and wireless technologies
used. Chang et al. [3] proposed to use the Signal Strength Difference (SSD) of
different APs at the same location to alleviate environmental interference. It can
reduce the impact of terminal heterogeneity to a certain extent but also lead to
a decrease in accuracy.

(2) There is a risk of privacy leakage in existing works.
In traditional WiFi fingerprint-based localization framework, the client

uploads the plaintext of its measured RSSs vector to the server who then maps
the data against the database. The first problem is that the query vector con-
tains the client’s location information. Existing research indicates that malicious
servers could even infer a client’s social relationships from its query history
[4]. Another problem is that malicious clients may infer information from the
database at the server side. Existing research [5] indicates that malicious clients
could restore the whole database through well-designed query. Yang et al. [6]
explored a method to protect location privacy by k-annoymity. Unfortunately,
these methods require a trusted third party so that they are not widely applied.

Our Contributions. In this paper, we propose a novel scheme for WiFi
fingerprint-based localization which can not only solve these two problems, but
also improve the efficiency to make it practical to the real-world applications.

• We investigate the correlation of the fingerprint and propose a Pearson
correlation based distance computation method, which achieves better accuracy
than traditional Euclidean distance. To better accelerate query execution, we
also introduce secure k-means++ algorithm to preprocess the database at the
server side, which can help divide fingerprint database into several clusters.

• To protect the client’s data privacy, we design an efficient outsourcing
protocol using two semi-trusted third parties as servers. Additive secret sharing
is applied to encrypt the fingerprints, which can prevent the sensitive information
from being stolen. To complete offline and online computations, we modify the
original algorithms and obtain secure k-means++ and secure Pearson correlation
algorithms.
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• We implement a novel scheme for WiFi fingerprint-based localization. The-
oretical analysis and experiments on real-world datasets show that our method
can achieve higher efficiency and accuracy than existing schemes while still pro-
tecting privacy.

The rest of the paper is organized as follows. Section 2 introduces the system
model and the prelinminaries. Section 3 details our proposed scheme. We discuss
the performance in Sect. 4 and conclude this paper in Sect. 5.

2 Problem Formulation

2.1 System and Threat Model

In this paper, we focus on implementing a privacy-preserving framework for
WiFi fingerprint-based localization. As shown in Fig. 1, there are five entities in
our scheme: the data collector S0, two servers S1 and S2, the client U , and the
key generator KG. The data collector S0 collects data and outsources them to
S1 and S2 after encrypting (see 2.2). Then S1 and S2 start to perform offline
calculations to preprocess the data. Once U submits a new query request, they
collaboratively perform a series of computation. KG is introduced to generate
random values which would be sent to S1 and S2. U would receive and recover
the encrypted result which can be applied to various localization applications.

Users

Cloud Server S2 Key Generator

1

2

2

4

43

1

Data Collector S0

0

0

Cloud Server S1 1 Send Query Request

2 Random Values

3 Secure Computation Protocols

4 Coordinate Shares

0 Outsource Database

Fig. 1. System Model of Proposed Scheme

In this article, S1 and S2 are both honest but curious which means that they
are curious to infer sensitive information but will not collude with each other.
The key generator is considered as a lightweight server which has few computing
resources, and it is also honest-but-curious. Our goal is to implement privacy-
preserving fingerprint-based localization with high accuracy and efficiency.

2.2 Prelinminaries

Traditional WiFi Fingerprint-based Localization. Traditional WiFi fin-
gerprint localization scheme has two phases. In offline phase, in order to con-
struct the fingerprint database < i, Vi, (xi, yi) >, the data collector needs to
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collect all the AP signals for each location i, where (xi, yi) is the physical coor-
dinate for location i and Vi is the corresponding RSSs vector. Each AP signal
corresponds to one entry in the fingerprint, so Vi = (v1, v2, ..., vk, ..., vM ) is an
M -dimensional vector. The data collector stores the database locally and ensures
the security of the database. In online phase, the client constructs a fingerprint
vector F = (f1, f2, ..., fk, ..., fM ) by measuring AP signals, and then it was encap-
sulated into a query request and send to the service provider. According to Eq.
(1), the service provider calculates the similarities between the client’s query
vector and RSSs in the database. The service provider selects K results with the
smallest distance values and returns the coordinates to the client.

di = ||F − Vi||2 =
M∑

j=1

(vi,j − fj)2 (1)

Additive Secret Sharing. In multi-party secure computing [7], secret sharing
is one of the most important technologies and has various application scenarios.
Unlike homomorphic encryption [8], secret sharing randomly splits the original
data x into multiple shares x1, x2, ..., xn over a finite ring Zq, q ∈ N∗, and we
use xi or [x]i to represent the shared value of x. After collecting and summing
all shares over the finite ring, the original data can be recovered. In our study, n
is set as 2 which means that the original data is split into x1 and x2, which are
stored on two servers respectively. In the whole calculation process, each server
has only one share of the data, and cannot infer any valuable information.

In our study, addition and subtraction of scalars can be done locally on
servers. Specifically, two servers hold shared values x1, y1 and x2, y2 respectively,
and they only need to calculate xi±yi where i = 1, 2. As for scalar multiplications
SecMul, Beaver’s Triplet [9] is introduced to pre-generate random triples ai, bi
and ci where i = 1, 2 and c1 + c2 = (a1 + a2) × (b1 + b2). Through several steps
of local computation and communication, they get zi where z1 + z2 = x × y.
Furthermore, we directly borrow ideas of SecMatMul, SecMatInv, SecDiv,
SecCmp and SecSort from Xia et al.’s work [10], which can help servers obtain
the product of two matrixs, the inverse of a matrix, the divsion of two numbers,
the sorting of two numbers and the sorting of a series of numbers respectively.

3 Privacy-preserving WiFi Localization Framework

We implement privacy-preserving WiFi fingerprint localization in two phases:
the offline phase and the online phase. Firstly, the servers collect RSSs and
locations to form a database locally. When a client submits a query request, the
servers begin to perform online computations. Our goal is to allow clients to
quickly obtain their location without leaking their sensitive information.

3.1 Offline Phase

Zheng et al. [11] found that RSSs have a significant spatial linear correlation,
which is the focus point in our study. Assuming that there are d APs in the target
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environment, the RSSs of a mobile device collected for the nth time at the loca-
tion l is represented as a vector Sl,n = {rssl,n,1, rssl,n,2, ..., rss1,n,p, ..., rssl,n,d},
where rssl,n,p represents the signal strength sent by the pth AP. After some
filtering of the RSS collected at the reference point l, the RSS sample matrix Fl

are obtained, which are represented as Eq. (2).

Fl =

⎡

⎢⎢⎣

rssl,1,1 rssl,2,1 ... rssl,N,1

rssl,1,2 rssl,2,2 ... rssl,N,2

... ... rssl,n,p ...
rssl,1,d rssl,2,d ... rssl,N,d

⎤

⎥⎥⎦

d×N

(2)

To fully utilize the spatial correlation between RSSs, the fingerprint for a spe-
cific location should be collected multiple times. Therefore, the client should also
collect multiple sets of fingerprints in real time, so that the similarity calculation
can be performed correctly. However, collecting multiple sets of fingerprint data
online can be very slow for a resource-constrained device. To achieve real-time
localization, the matrix Fl needs to be aggregated. Specifically, we split Fl into
M sub-matrices equally by column. The value of M needs to be the same as
the number of the RSSs vector collected by the client during the online phase.
In our experiment, M is set as 3 to prevent the collection of fingerprints from
taking up too much time. Then, we average each row of the submatrix which
converts the submatrix into a vector with dimension d × 1. Finally, we obtain
F

′
l = [RSSl,1, RSSl,2, ..., RSSl,m, ..., RSSl,M ]d×M .

As shown in Fig. 2, S0 would outsource the database F ′ to server S1 and S2

using additive secret sharing. After servers S1 and S2 obtain the shared value
of F

′
l , due to its high dimensionality and large size, it is difficult to perform

similarity calculation directly. In this study, a privacy-preserving method for
data dimension reduction and data clustering is introduced. By using modules
in 2.2, we apply secure dimensionality reduction algorithm called secure PCA
[10] and each server obtains Wi as its result after dimensionality reduction.

Server S1

Server S2

Data Collector S0

Secret 
Sharing

Secure PCA

Secure PCA

Secure K-means++

Secure K-means++

Fig. 2. Offline Workflow

Then, we explore the distribution of the fingerprint database and propose
a secure k-means++ based clustering method, which achieves better conver-
gence speed and clustering accuracy than the normal k-means algorithm [12].
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By applying secure k-means++, each fingerprint is allocated to a cluster with
a center CLi, as shown in algorithm 1. From line 2 to line 15, the algorithm
selects initial centers randomly from all fingerprints. From line 16 to line 22,
the algorithm iteratively finds better centers, which reduces the clustering error.
These results are kept in the servers as shared value so the privacy information
would not be leaked. It should be noted that the number of clusters K is an
important hyperparameter. If it is too large, there would be too many clusters
and so the error would increase. Besides, the server would roughly estimate the
client’s location through the cluster, which is against our privacy goal. If K is
too small, there are still many fingerprints in each cluster, which would not help
accelerate online computation. In the following experiment, we set 5 ≤ K ≤ 10.

Algorithm 1. Secure k-means++ protocol
Input: 1: Si has k, one share of vectors {Wl

i } and the ID each vector
corresponds, here l ∈ [1, n], n is the number of vectors.
Onput: 2: Si gets one share of cluster centers, and the information the

vectors in each cluster.
1: KG generates enough random numbers and matrices the sub-protocol uses

and sends to Si.
2: S1 randomly picks a vector as the first cluster center {CL1} and sends the

corresponding ID to S2.
3: for l = 1 : n do
4: S1&S2 collaboratively compute the squared Euclidean distances between

Wl
i and all the center vectors based on SecMatMul.

5: S1&S2 collaboratively seek the nearest center for Wl
i and obtain the

distance dli based on SecSort.
6: end for
7: S1&S2 collaboratively compute the sum of all distance

∑
l=1:n d

l
i and

obtain pl = dl
∑

l=1:n dl using SecDiv where p is also a shared value. S1

randomly picks a number c ∈ [0, 1], and sends it to S2.
8: for l = 1 : n do
9: S1&S2 collaboratively compare

∑
k=1:l p

k with c using SecSort.
10: if c is smaller then
11: S1&S2 picks the corresponding vector W l as the next cluster center.
12: break
13: end if
14: end for
15: repeat line 3 to line 14 until there are K centers.
16: for l = 1 : n do
17: S1&S2 collaboratively compute the squared Euclidean distances between

Wl
i and centroid vectors based on SecMatMul.

18: S1&S2 collaboratively seek the nearest centroid vector of Wl
i based on

SecSort.
19: Si puts the Wl

i in the category which nearest centroid represents.
20: end for
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21: Si computes the mean value of vectors in each category, which is actually
the share of new centroid vectors CLi .

22: Repeat line 16 to line 21 until a certain rounds or {CLi} unchanging.

3.2 Online Phase

If a client tries to obtain its locations, it would send Ri to servers S1 and S2

respectively, where R is an RSSs vector receiving in real time. Since the fin-
gerprint database has been preprocessed by the secure PCA algorithm and the
secure k-means++ algorithm, so the new query vector also needs to be dimen-
sionally reduced and to find its cluster, as shown in Fig. 3. Specifically, the client
firstly collects RSSs for M times and put them into a matrix as shown in Eq.
(3).

R =

⎡

⎢⎢⎣

rss∗
1,1 rss∗

2,1 ... rss∗
M,1

rss∗
1,2 ss∗

2,2 ... rss∗
M,2

... ... rss∗
m,p ...

rss∗
1,d rss∗

2,d ... rss∗
M,d

⎤

⎥⎥⎦

d×M

. (3)

By performing the same computation as in 3.1, we could obtain the
dimension-reduced query vector R′. After that, we calculate the distance between
R′ and the cluster centers obtained by secure k-means algorithm, and then we
obtain a cluster of fingerprints with a center that has smallest distance.

RequesterRequester

Server S1Server S1

Server S2Server S2

Secret 
Sharing

Reducing dimensions 
By Secure PCA

Reducing dimensions
By Secure PCA

Matching cluster by 
secure K-means++

Matching cluster by 
secure K-means++

Secure 
PearsonCorr

Secure 
PearsonCorr

SecSort

SecSort

Fig. 3. Online Workflow

PearsonCorr =

∑M
n=1

∑d
p=1(rssl,n,p − µl)(rss∗

n,p − t)
√∑M

n=1

∑d
p=1(rssl,n,p − µl)2

√∑M
n=1

∑d
p=1(rss∗

n,p − t)2
(4)

Next, we calculate the similarity between the query vector R′ and each fin-
gerprint W ′ in the database. Here we apply Pearson correlation coefficient [13]
instead of Euclidean distance because it can make better use of the spatial corre-
lation between RSSs, as shown in Eq. (4). By adapting secret sharing, we secure
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Algorithm 2. Secure PearsonCorr
Input: Si has W l

i and R′
i.

Onput: Si gets the Pearson correlation between inputs.

1: KG generates enough random numbers the sub-protocol uses and sends to Si.

2: Si compute [ul]i =
∑M

n=1
∑d

p=1[rssl,n,p]i

d×M
, [t]i =

∑M
n=1

∑d
p=1[rss

∗
n,p]i

d×M
,

[rssl,n,p]i ← [rssl,n,p]i − [ul]i, [rss∗
n,p]i ← [rss∗

n,p]i − [t]i.

3: S1&S2 collaboratively compute [r1]i =
∑M

i=1

∑d
j=1 SecMul([rssl,n,p]i, [rss

∗
n,p]i),

[r2]i =
∑M

i=1

∑d
j=1 SecMul([rssl,n,p]i, [rssl,n,p]i) and

[r3]i =
∑M

i=1

∑d
j=1 SecMul([rss∗

n,p]i, [rss
∗
n,p]i).

4: S1&S2 collaboratively compute [r1]i ← SecMul([r1]i, [r1]i) and
[r4]i = SecMul([r2]i, [r3]i).

5: S1&S2 collaboratively compute [res]i = SecDiv([r1]i, [r4]i).
6: return shared values [res]i.

the similarity computation without revealing the privacy of client’s location,
as shown in algorithm 2. After obtaining all the similarities between the query
vector and fingerprint in the database, S1 and S2 collaboratively sort all these
results by using SecSort and then return the best-matched coordinates with the
minimum similarity value to the client.

4 Evaluation

4.1 Security Analysis

By using universal composability framework, traditional secret sharing is proved
to be secure. If there is a simulator S that can simulate indistinguishable view
to that in the real world for clients, then protocol is regarded as secure. The
following definitions are needed for the complete analysis:

Definition 1. If a simulator S can generate a computationally indistinguishable
view for the adversary in the real world within probabilistic polynomial-time,
then the protocol is regarded as secure.

Definition 2. A protocol is theoretically simulatable if all of its sub-protocol
are simulatable.

Definition 3. In honest-but-curious models, protocols including SecMatMul,
SecMatInv, SecDiv, SecCmp SecSort and SecurePCA are secure.

For more detailed proofs, readers can refer [10,14,15] for these definitions.
With the above definitions, we can conclude that secure k-means and secure
PearsonCorr are both simulatable since they are all constructed by subprotocols
like SecMatMul, SecMatInv SecDiv and so on.
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4.2 Performance Evaluation

To evaluate the performance of our scheme, we conduct experiments on real-
world datasets and compare with two other works called PriWFL [8] and PPWFL
[16]. Both of them protect privacy while implementing the localization task.
Specifically, PriWFL uses Semi-Homomorphic Encryption (SHE) while the Pri-
WFL uses Secure Multiparty Computation (SMC) instead. Both of them per-
forms computation on a central server which also stores the fingerprint database.
Compared with these two works, our method shows better accuarcy and effi-
ciency.

We build two servers in our experiment with each of them equipped with a
32-core Intel Xeon CPU @ 3.40GHz and 64GB RAM. The algorithms are pro-
grammed with Python 3.6 and the programs run on Windows 10. Simulation is
run on three types of datasets including UJIIndoorLoc Dataset (UIJ), BLE RSSI
Dataset (BLE) and Wireless Indoor Localization Dataset (WLI). UIJ contains
more than 20,000 samples with 529 feature dimensions, while BLE contains 6661
samples with 15 feature dimensions, and WLI contains 2000 samples with and 7
feature dimensions. It should be noted that most data in UIJ dataset are null, so
the dimension with smaller variance is removed and only 92 feature dimensions
remains. Besides, we only use 2000 records of UIJ measured at the same building
and the same floor. Also, We regard null values in all records as 0, and invert all
negative numbers. The dataset contains training and test sets, and each record
contains an RSSs vector and corresponding physical coordinates.

• Efficiency Evaluation
In this section, we apply real-world datasets to each of the three schemes, then

record the average query time. We randomly sample from datasets to build the
fingerprint databases that need to be stored on the server side and the size varies
from 100 to 700. As the size of the database becomes larger, the accuracy would
become higher. However, this would also generate a large computing overheads at
the server side and slow down the query speed. There are some hyperparameters
in our protocol that have a strong impact on the execution of the algorithm. For
example, in the secure k-means++ algorithm, K is the number of the clusters.
Increasing K would lead to increased accuracy and decreased level of privacy. In
the secure PCA algorithm, s is the number of eigenvectors taken after eigenvalue
decomposition of the covariance matrix, and larger s would result in fewer feature
dimensions being filtered out. Also, the parameter M determines how many times
we collect fingerprints for one location and how many times the client measures
RSSs in the online phase. In the subsection, we fix K = 5, s = 30, and M = 3.

As shown in Fig. 4, our scheme has advantages in query efficiency compared to
PriWFL and PPWFL. Taking the WLI result as an example, when 700 random
samples are used as the fingerprint database at the server side, PriWFL takes
an average of 0.971s to query, while PPWFL takes 0.198s, and our method only
takes 0.181s. In the experiments using the UIJ dataset, when the number of
fingerprints in the database increases from 100 to 700, the average query time of
PriWFL increases from around 1s to around 3.5s, but PPWFL and our method
only takes around 0.1s. Experiments on BIE and UIJ have similar results.
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Fig. 4. Average quering time under different size of fingerprint dataset

• Accuracy Evaluation
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Fig. 6. Time cost as K changes

Due to the time-varying feature of RSSs and the difference for different ter-
minals in signal acquisition, improving accuracy is the main challenge currently.
Based on the linear correlation of RSS in space, we propose the secure Pearson
algorithm. The experimental results are obtained in the following, and we set
other parameters the same as in efficiency evaluation. Table 1 shows the average
distance errors of these three methods on different datasets when the sample
size reaches 800. It is easy to see that the error of PriWFL is always the largest
and that of our method is the smallest. When UIJ dataset is applied, the aver-
age distance error of our method is reduced by approximately 4.5% and 2.9%.
Besides, the average error is measured with different fingerprint database size.
As shown in Fig. 5, when the dataset is UIJ and the sample size is 200, the aver-
age error of our method is 13.3m, which is much smaller than 17.12m of PriWFL
and 16.13m of PPWFL. As the size of the database increases, the error of our
method remains the smallest, but the advantage reduces slightly. Hence, we can
conclude that our method can show more advantages in accuracy when the size
of database is not too large.

• Clustering
In the offline phase, secure k-means++ algorithm splits the fingerprint

database into different clusters before querying. When a query request is sub-
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Table 1. Average Distance Error When Sampling Size is 800

PriWFL PPWFL OurMethod

UIJ 6.63m 6.52m 6.33m

BLE 8.02m 7.92m 7.84m

WLI 6.40m 6.33m 6.27m

mitted to the server, the server firstly calculates the distance between the query
vector and the center of all clusters, and selects the cluster with the smallest
distance value which might contains the best-matched fingerprint. The number
of clusters is an important hyperparameter, because if it is too large, then the
cluster obtained by executing secure k-means++ algorithm may disclose privacy
information related to the client’s location. If it is too small, it would hardy help
the later online computation. Therefore, we need to make a trade-off between
privacy and efficiency.

As shown in Fig. 6, K varies in [5, 10], and record the online time and offline
time respectively (the offline time only means the processing time of executing
secure k-means++ algorithm). Other settings remain the same as in efficiency
evaluation, and the size of the fingerprint database is set to be 600. We can see
that as the number of clusters increases, the offline execution time increases,
and the online time decreases significantly. This result shows that the secure
k-means++ algorithm help reduce the computational overheads for the servers.

5 Conclusion

In this paper, we focus on implementing privacy preserving WiFi fingerprint-
based localization for the resource-constrained IoT devices. To prevent the leak-
age of location privacy, we use an efficient outsourcing protocol using two dis-
tributed servers. To reduce computation overheads at the server side in online
phase, we design novel algorithms called secure k-means++ to help cluster the
data. Besides, we introduce Pearson correlation to replace Euclidean distance,
which makes the query result more stable and accurate. We thoroughly analyze
the security of our protocols and conduct experiments over real-world datasets
to record the efficiency and accuracy. The result indicates that our method have
better performance than existing schemes while still protecting location privacy.
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Abstract. Radio Frequency Identification (RFID) has been adopted in
various applications owning to its many attractive properties such as
low cost, no requirement on line-of-sight, and battery-free. This paper
studies the problem of RFID-based Handwriting recognition, which is
practically important in Human-Computer Interaction (HCI) scenarios.
To the best of our knowledge, the state-of-the-art works beget leaking
user privacy, because the malicious attacker can eavesdrop on the RFID
signals (e.g., tag phase) broadcast in the air and further analyze the
user’s handwriting activity. To address the privacy leakage issue, we pro-
pose a secure RFID handwriting recognition system named SecRFPen
to enable privacy-preserving handwriting recognition. In SecRFPen, the
legal reader switches the probing frequency and power, the phase angles
of RF signals reflected by the tagged pen will change accordingly. Thus,
the phase profile of the tagged pen is actually determined by both reader-
tag hardware characteristics and handwriting movements. We propose
an authentication matrix to quantify RFID device hardware character-
istics, which can be measured by legal users in advance. Thus, the legal
RFID reader can recognize the handwriting activity via analytics on
the authentication matrix and tag phase profile. On the contrary, since
the malicious attacker knows nothing about the hardware characteristics
of legal RFID devices, it cannot understand handwriting even if it can
hear the tag signals. We implement the SecRFPen system based on the
Commercial-Off-The-Shelf (COTS) RFID devices. Extensive experimen-
tal results demonstrate that the recognition accuracy of legal users can
reach 94.2%, while the recognition accuracy of the malicious attacker is
as low as 35.1%.

Keywords: RFID · Handwriting recognition · Privacy protection

1 Introduction

Handwriting recognition is an important application of wireless sensing technol-
ogy, which can be deployed in many intelligent scenarios such as smart homes
and smart supermarkets. Generally, the state-of-the-art works usually employ
cameras [1], acoustic signals [2], intelligent sensors [3] and wireless signals [4] to
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Wang et al. (Eds.): WASA 2022, LNCS 13471, pp. 413–426, 2022.
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realize handwriting recognition. Among these techniques, RFID-based handwrit-
ing recognition attracts great attention, as RFID has many attractive properties
including simultaneous identification of multiple targets, no requirement on line-
of-sight, battery-free, and low cost of tags, etc.. In recent years, a series of RFID
handwriting recognition systems (e.g., RF-IDraw [5], RF-copybook [6], RF-Pen
[4]) were proposed. Despite their high recognition accuracy, these systems do
not take user privacy into consideration, which leaves the malicious attacker a
chance to eavesdrop on the user’s handwriting activities. Specifically, the above
existing systems commonly leverage the phase data to recognize the handwrit-
ing movements, because the received tag phase is highly related to the moving
trajectory of tags. However, besides the legal reader, the malicious attacker can
also eavesdrop the RFID signals (e.g., tag phase) broadcast in the air and further
analyze the user’s handwriting activity. Hence, the existing works have the risks
of leakage of user privacy. To this end, this paper aims at designing a secure
RFID handwriting recognition system named SecRFPen.

The basic idea of SecRFPen is to analyze the phase data, so that we can
recognize fine-grained handwriting activities. A key point we need to consider
is how SecRFPen can prevent handwriting information leakage by encrypting
phase data. Specifically, we propose a method to encrypt the phase data by hop-
ping frequency and power. When the system works, the data collection program
will switch random power and frequency in short intervals, which will cause the
collected phase data to seem messy, thus the malicious attacker cannot extract
useful information from the collected data. After data collecting, legal users
can recover the phase data by the proposed algorithm and use the recovered
phase data to train the recognition model, resulting in high-accuracy handwrit-
ing recognition. In contrast, the malicious attacker cannot correctly recover the
phase data and thus cannot recognize the handwriting activity.

To build SecRFPen system, the following two challenges need to be addressed.
The first challenge is how legal users can recover the messy phase data while

preventing eavesdropping. According to the previous study [7], the signals col-
lected by the reader will be affected by the following three factors including
power, frequency and hardware features. Since the phase is affected by various
factors, it is difficult to be recovered through common data processing meth-
ods. A more challenging issue is that we have to ensure that the attacker cannot
recover the phase data. In this paper, we use the authentication matrix to recover
the phase data. We first calculate phase values under all given frequency and
power conditions as the authentication matrix. Then, we choose a pair of power
and frequency as references. Finally, we can uniformly map the phase value to
the reference frequency and power through the derivation transformation of the
phase equation, thus recovering the messy phase. It is worth noting that since the
malicious attacker cannot obtain legal users’ power and hardware information,
it cannot exploit this matrix to recover phase data.

The second challenge is how to reduce the impact caused by the frequency
and power hopping delay. When the reader switches transmission frequency and
power, there will be a short stagnation. The shorter the interval is, the more
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obvious the impact is. Such stagnation will affect the quality of dataset and
reduce the accuracy of handwriting recognition. We use data smoothing and data
augmentation to solve this challenge, we first use LOWESS [8] (locally-weighted
scatter plot smoothing) to filter and smooth the data and then perform data
augmentation. And with specific data augmentation methods, data collection
costs for users are also greatly reduced.

The main contributions of this paper are as follows:
• We propose a privacy-preserving RFID handwriting recognition system called

SecRFPen. The legal users can use our proposed phase recovery algorithm to
enable correct handwriting recognition. But the malicious attacker cannot
recognize the user’s handwriting movement, because the eavesdropped tag
phase profile seems messy and hard to understand.

• We employ a data augmentation method to improve dataset quality, thereby
significantly reducing manpower during data collection. Also, a data smooth-
ing method is used to reduce the impact caused by frequency and power
hopping delay.

• We implement SecRFPen with COTS RFID devices. Extensive experimental
results demonstrate that SecRFPen can protect user privacy without interfer-
ing handwriting recognition of legal users. The recognition accuracy of legal
users is 94.2%, while the accuracy of malicious attacker is only 35.1%.

The remainder of this paper is organized as follows. We discuss the related
works in Sect. 2. Section 3 introduces the preliminary knowledge. And in Sect. 4,
we describe the attacking model. Section 5 presents the system design of SecRF-
Pen. We discuss the implementation and experimental results in Sect. 6, and
Sect. 7 concludes this paper.

2 Related Work

We discuss the following four categories of handwriting recognition works.

Computer Vision-based Methods. With the rapid development of machine
learning, computer vision has become a common handwriting recognition
scheme. Many studies [9,10] aim to improve the accuracy and robustness of
the recognition process, and they use the feature information of pictures to clas-
sify. However, such methods also capture the user’s face and body, which may
easily lead to the leakage of user identity information, causing severe privacy
concerns.

Acoustic-based Methods. The first acoustic handwriting recognition system
Sonicnect [11] was proposed in 2016. Sonicnect takes advantage of the Ampli-
tude Spectrum Density of the acoustic signal generated when handwriting and
can recognize seven categories. Some systems [12,13] use acoustic signals in com-
bination with well-designed deep learning frameworks for recognition. However,
acoustic-based systems generally require an environment with lower ambient
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noise, and the accuracy of recognition will decrease with writing distance. In
addition, different writing strengths and pens will have a more significant impact
on accuracy. In general, acoustic-based methods are less robust.

Sensor-based Methods. These systems recognize handwriting by capturing
the features of the sensor when the user writes. For example, GyroPen [14] uses
the general smartphone as a pen to record user movements with the gyroscopes
and accelerometers that come with the phone. Pentelligence [15] combines acous-
tic signals with accelerators so that the two ways can complement each other’s
advantages. Unfortunately, the sensor also has some significant defects, such as a
high failure rate and the need to replace the battery. Moreover, if the system uses
the built-in sensor of the phone, the system also needs to access the necessary
permissions of the mobile phone.

RFID-based Methods. There are some RF signal-based systems, such as RF-
IDRAW [5], and the recent RF-copybook [6] and RF-Pen [4]. The principle of
these systems is to collect the phase data of multiple tags for localization. RF-
IDRAW uses a set of antenna arrays to collect phase data. RF-Copybook focuses
on judging improvements in user writing behavior. RF-Pen can already achieve
centimeter-level localization, and it uses both RSSI and phase data, the position
of the tag is obtained by comprehensive voting. However, none of these system
considers the privacy-preserving of user. The malicious attacker can eavesdrop
in the RFID signals broadcast in the air and analyze the user’s activity.

3 Preliminary

Our system focuses on RFID sensing systems using passive tags at the ultrahigh-
frequency (UHF) because such systems are widely deployed in many sensing
scenarios. The RFID reader can wake up the tag and report the readings in
the RFID system, including Electronic Product Code (EPC), timestamp, phase,
and RSSI. Among the information, the phase readings can reflect the fine-grained
distance between the tag and the antenna because the COTS reader can support
0.00015 rad phase resolution [16]. In particular, the RFID phase θi,j,t can be
expressed as follows:

θi,j,t =

[
2dt

λi
· 2π + θT (fi, pj) + θR(fi, pj) + θO

]
mod 2π, (1)

where dt is the distance between the antenna and the tag at time t, fi, pj respec-
tively represent the working frequency and power of the reader, λi = c/fi is
the wavelength of RFID signal and c is the speed of light. Consequently, the
actual propagation distance of RF signals should be 2dt. Moreover, θT , θR, θO
denote the phase offset by the tag’s circuits, reader’s internal circuit and relative
orientation between antenna and tag.
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4 Attacking Model

The malicious attacker aims to eavesdrop on the wireless signal in the air to
recognize the user’s handwriting. To exactly explain the threat model in our
paper, we make the following assumptions:

Passive Eavesdrop. The malicious attacker can actively send wireless signals
to request the tag response, but it is easy to find. The throughput of the reader
is defined in Eq. (2).

throughputΔt =
Ntags

Timestampt+Δt − Timestampt
(2)

Ntags indicates the number of times the tag is read, Δt represents the time
interval for reading. As statemented in C1G2 protocol, the reading rate of the
tag is basically stable. When the throughput of legal readers suddenly decreases
for a certain period, there is a high probability that an attacker exists. Therefore,
the attacker uses passive eavesdropping method.
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Fig. 1. System overview.

One Antenna Only. The attacker can implement eavesdropping in two ways.
The first is the localization-based method. This method requires multiple anten-
nas to locate the tag by calculating the intersection of the hyperbola or the max-
imum of the heat-map. Such methods have strict requirements on the distance
between the antennas. The large distance can reduce the impact of phase errors
on localization, such as in RF-PEN [4], the distance between antennas is 2λ.
However, such deployment greatly increases the exposure risk of the attacker.
The other method is based on pattern recognition, which performs handwrit-
ing classification by analyzing the trend of the phase data, and only needs one
antenna, which is convenient for concealment. Therefore we assume that the
attacker only uses one antenna for eavesdropping.
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Based on the above assumptions, we give the following attacking model:
The attacker can both acquire the wireless signal directly from the reader’s
antenna and the signal reflected by the tag. The phase reflected by the tag can
be described as follows:

θ′
i,j,t =

[
(d1 + d2)

λi
· 2π + θT (fi, pj) + θR(fi, pj) + θO + θM

]
mod 2π, (3)

where d1 represents the distance between the tag and the reader’s antenna, d2
represents the distance between the tag and the attacker, θM represents the phase
offset by the attacker. Therefore, θ′

i,j,t can reflect the movement of the tag, and
different movement methods will produce different patterns. The eavesdropper
can realize the recognition of the user’s handwriting through θ′

i,j,t.

5 Detailed Design of SecRFPen

This section mainly introduces the design details of SecRFPen, including three
modules: data collection, data preprocessing, and classification. Then, we will
describe the design details from both perspectives of the malicious attacker and
legal users, as shown in Fig. 1.

(a) Authentication matrix (b) Original and recovered phase

Fig. 2. Authentication matrix and phase contrast.

5.1 Data Collection

Before the system works, we first need to extract the authentication matrix,
which is the premise of the phase recovery. Assuming that M represents the
number of candidate frequencies and N is the number of candidate powers, we
will get an M ×N matrix, denoted by Θ, where θi,j represents the phase reading
collected at frequency fi, power pj .

Taking the ImpinJ R420 reader as an example, the frequency channel range
is 920.625 MHz to 924.375 MHz with a step length of 0.25 MHz, and the power
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range is 10 dBm to 31 dBm with a step length of 0.25 dBm. Considering real
application scenarios, we collect phase readings with respect to all candidate
frequency and some candidate power from 20 dBm to 30 dBm with a step length
of 1 dBm. As shown in Fig. 2(a), the authentication matrix has strong regular-
ity, we can find that the phase readings will increase as power and frequency
increase. To summarize, the phase reading is positively correlated with power
and frequency, and the phase difference under different frequencies and powers is
noticeable. We test the phase matrices of various antennas and readers and find
that the phase matrices obtained in each case are significantly different, which
means that the attacker cannot obtain legal phase matrices.

When the system works, we utilize the RFID reader to receive the backscatter
signal, and the system will record the EPC code of the tag, the current power
of the reader, the frequency, phase readings, and time stamp as raw data. We
let the frequency and power span about half of the total interval each time and
stay in this condition for a short random time to collect the phase readings, this
strategy can maximizes the phase difference obtained for each hopping.

5.2 Data Preprocessing

The original phase data readings are messy and we need to recover the data
so that the readings can be correctly classified. Inspired by the work of Wei
[17] and according to Eq. (1), we further add the effect of the power factor.
By switching frequency and power simultaneously, we are able to increase the
complexity of the authentication matrix, which makes it more difficult for the
malicious attacker to recover the original phase data.

Equation (4) and Eq. (5) represent the phase when we acquire the authen-
tication matrix, d0 represents the distance when we collect the authentication
matrix, which does not need to be measured in advance.

θi,j,d0 =

[
2d0

λi
· 2π + θT (fi, pj) + θR(fi, pj) + θO

]
mod 2π (4)

θr,r,d0 =

[
2d0

λi
· 2π + θT (fr, pr) + θR(fr, pr) + θO

]
mod 2π (5)

θi,j,d =

[
2d

λi
· 2π + θT (fi, pj) + θR(fi, pj) + θO

]
mod 2π (6)

θr,r,d =

[
2d

λi
· 2π + θT (fr, pr) + θR(fr, pr) + θO

]
mod 2π (7)

We pre-select a reference frequency fr and a reference power pr. During the
collecting process, the phase readings at different frequencies and powers are
uniformly converted to fr and pr. Equation (6) represents the phase readings
in the actual acquisition, and Eq. (7) represents the converted phase readings.
After derivation, we can derive Eq. (8). According to this equation, we only need
to obtain the authentication matrix in advance, so that we are able to recover
the messy phase sequence into clear phase sequence, as shown in Fig. 2(b).
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θr,r,d = (θi,j,d − θi,j,d0) ×
fr

fi
+ θr,r,d0 (8)

The malicious attacker can not obtain the legitimate authentication matrix
in advance, and it can be seen from Eq. 1 that different tags, readers, and anten-
nas will change the phase reading significantly. Therefore, even if the malicious
attacker obtains the authentication matrix through other RFID systems, the
matrix is quite different from our legitimate authentication matrix.

During handwriting, as the position of the tag might change by more than
half a wavelength, the phase readings would jump. Hence, we need to carry out
the unwrap operation to recover the phase. By unwrapping, the discrete pieces
of the phase turn into consecutive phase data. We extend the public function in
Numpy as the unwrap function used by our system.

After unwrapping, the data needs to be further filtered. We use two methods.
The first method is Hampel filtering, which detects and removes outliers in the
data. Given a window value K, calculate the median value mi of all elements in
the window, and use the |mi| to estimate the standard deviation of the samples,
denoted as σi. If the interpolation of xi and mi exceeds 3σi, use mi to replace
the sample, xi represents the ith phase value under the window K.

The second method is Lowess, called locally weighted scatter plot smoothly.
The general idea of Lowess is to take a point x as the center and intercept a
piece of data with a frac forward and backward. We use the weight function w
to perform a weighted linear regression for this piece of data. We denote (x, ŷ)
as the center value of the regression line, where ŷ is the corresponding value of
the fitted curve. For n data points, n weighted regression lines can be made, and
the center of each regression line is connected to the Lowess curve of the data.
We choose the Eq. (9) as the weight function w, where x is the sample to be
predicted, xi is the sample around x, and τ is the decay factor, we empirically
set the value of τ to 1. Finally, we interpolate the data to reduce the sampling
rate and make the dataset smaller for training and classification.

wi = exp(− (xi − x)2

2τ2
) (9)

5.3 Classification Module

In order to address the problems caused by poor data quality and time-
consuming data collection, we need to perform data augmentation to expand
the dataset.

For this purpose, we first adopt the traditional time series data augmentation
[18] method. We apply the window slicing on the entire sequence data, where
we randomly crop a fixed proportion of the sequence. Window wrapping is then
applied, so that we can stretch or shrink randomly the selected sub-windows.
After the above two-step processing, the size of data will become 15 times the
original length. Next, we further process all the data by adding Gaussian noise.
And we choose two of the most effective methods in Um’s work [18], magic wrap
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and time wrap. The magic wrap makes each phase reading scale slightly. In
contrast, time wrap scales the timestamp reading to a certain extent and then
re-interpolates the sampling. Both methods make the data more diverse.

We also implement a DBA (DTW Barycentgric Avereaging) data augmen-
tation method. First, we randomly select an initial phase sequence X from the
dataset, give X a weight of 0.5, and find the five closest phase sequence according
to the DTW distance. Then we randomly select two of these five sequences and
give a weight of 0.15 respectively. The remaining sequences are equally divided
into a weight of 0.2, and a new sequence Xgene is finally generated. This method
is an efficient and common method in time series augmentation.

In the classification part, we choose ResNet (Residual neural network).

6 Performance Evaluation

In this section, we perform extensive experiments to evaluate the performance of
SecRFPen. We first describe the system implementation and experimental setup
and then evaluate the system performance under multiple conditions.

6.1 Implementation

We describe our implementation in terms of both hardware and software.

Hardware: System hardware includes an ImpinJ Speedway R420 RFID reader,
Alien AZ-9640 tags, and Laird S9028PCR RFID antennas. Our algorithm is
implemented in a ThinkPad laptop equipped with an Intel i7-8550U CPU and
8GB RAM. We connect reader and laptop via ASUS Wireless USB Adapter
for long-distance connection. In this experiment, We stick the tags to pens, the
antenna is placed parallel to the front of the pen, The overall experimental
deployment is shown in Fig. 3.

In the classification module, we adopt the ResNet network architecture of 3
Blocks, The size of the feature map in the first block is 64, and the other feature
map’s size is 128. A Batch Normalization layer follows each convolution layer.
Finally, it is output to the fully connected layer through an average pooling layer,
and we choose the cross-entropy as the loss function. After many experiments,
we find that the optimal network learning rate is 0.001 and the batch size is 16.
We divide the collected data into two parts: the test set and the training set,
and we perform data augmentation on the training set.
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Pens

RFID Antenna

Write “a” with tag-pen

process phase

result: “a”

Reader Router Laptop Tags Adapter

Fig. 3. The schematic diagram of the experiment and hardware devices.

(a) Legal user (b) Malicious attacker

Fig. 4. Confusion matrix for legal user and malicious attacker.

The Malicious attacker also uses DNN model to recognize handwriting. The
model is trained with the data collected under stable transmission frequency
and power. The attacker can also take transfer learning to get the model, but
both methods must assume the tag position. However, since the relative position
between tag and attacker is unknown during the actual scene, it is of great pos-
sibility that the trained model utilized by the attacker performs poorly. For the
sake of the Malicious attacker, we treat the data not processed by the recovery
algorithm as the data the attacker can collect. This should be the best phase
data that the malicious attacker can have.

6.2 Accuracy of Handwriting Recognition

In the experiment, we invited a total of 5 volunteers, including three men and
two women to help us evaluate the accuracy of the system, and we test a total
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of five letters (a, b, c, d, e) and five numbers 1,2,3,4,5, ten characters in total. In
order to increase the robustness of the system, we set up multiple sets of different
conditions and let volunteers write each character 20 times under multiple con-
ditions. The classification accuracy is shown in Fig. 4. The experimental results
show that the recognition accuracy of legal users is 94.2%, while the recognition
accuracy of the malicious attacker is only 35.1%, there is a big gap between the
two.

(a) Impact of distance (b) Impact of hardware

Fig. 5. Investigating the impact of distance and hardware.

Figure 4(a) is the confusion matrix of legal users. We can see that our system
can recognize and classify all characters well. Among the ten characters, the
recognition accuracy of 1,2,3,c is slightly lower than other characters. This is
because the phase profile of these characters is relatively similar, and their over-
all profile is rising. Figure 4(b) is the confusion matrix of the malicious attacker.
It is worth mentioned that the malicious attacker’s data is also filtered and
unwrapped, but the phase recovery algorithm is not applied. Therefore, it is the
phase readings that the malicious attacker can eavesdrop in the ideal environ-
ment. It can be seen from the confusion matrix that there is no clear rule in the
classification of malicious attacker. Only the character 5 has a higher recognition
accuracy, which may be related to the complicated writing trend of 5.

6.3 Investigating the Impact of Different Conditions

We consider the influence of four conditions including distance, hardware, user,
and system environment. In addition, we ensure that other conditions are the
same when verifying a specific condition. Finally, we will present the experimen-
tal results of both legal users and malicious attackers.

Figure 5(a) shows the accuracy at different distances. When investigating
the distance condition, we set three conditions of 0.45m, 0.65 m, and 0.85 m.
The farther distance does not meet the premise of handwriting recognition. It
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can be seen that the system is less affected by the distance conditions, and the
proposed system is able to maintain a high accuracy rate at different distances.
The malicious attacker’s accuracy is slightly higher at 0.65m.

Figure 5(b) is the accuracy under different hardware. When verifying the
hardware conditions, we select different antennas, tags, and readers according to
the Eq. (1). We ensure that the readers and tags remain unchanged when inves-
tigating the antenna condition, and the rest are the same. Since our certification
matrix is dependent on hardware characteristics, we need to update the certifi-
cation matrix in time when considering hardware conditions, and each condition
requires a unique certification matrix. It can be seen that the hardware condi-
tions will not cause significant fluctuations in the accuracy. In these conditions,
the recognition accuracy of the malicious attacker is high after changing the new
label, while the recognition accuracy of the legal user remains stable and high.

(a) Impact of user (b) Impact of environment

Fig. 6. Investigating the impact of user and environment.

Figure 6(a) shows the accuracy of writing by different users. Because people’s
writing styles, speed, and size are different, in order to avoid the impact on user
characteristics, we prepare a copybook in advance to ensure that the size of
the characters is the same. We invite a total of 5 volunteers, there are certain
differences in the accuracy of different users, but the difference is not significant,
and they are all maintained at more than 90%, which to a certain extent also
shows the robustness of our system.

We also take into account the impact of the environment, we invite a vol-
unteer to write in three different rooms, and the result is shown in Fig. 6(b).
It can be seen that the environmental conditions have a negligible effect on the
accuracy. We consider that the tag and the reader are close to each other and
will not be affected by multi-path effects.
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7 Conclusion

In this paper, we proposed a privacy-preserving handwriting recognition system
named SecRFPen by hopping frequency and power. SecRFPen can guarantee
the high accuracy of handwriting recognition while preventing the malicious
attacker from recognizing user’s handwriting activities. Specifically, We first col-
lected a set of phase data at each power and frequency to form the authentication
matrix. With this authentication matrix and our proposed recovery algorithm,
legal users can easily get precise phase data, but the malicious attacker cannot.
Our system can seamlessly be deployed on COTS RFID devices without addi-
tional implementation costs. The experimental results show that SecRFPen can
enable secure RFID handwriting recognition by ensuring high accuracy for legal
users and low accuracy for malicious attackers.
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Foundation of China under Grant Nos. 62002259, 62032017.
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Abstract. With the rapid development of distributed machine learning
and Internet of things, tons of distributed data created by devices are
used for model training and what comes along is the concern of security
and privacy. Traditional method of distributed machine learning asks
devices to upload their raw data to a server, which may cause the pri-
vacy leakage. Federated learning mitigates this problem by sharing each
devices’ model parameters only. However, it still has the risk of privacy
leakage due to the weak security of model parameters. In this paper,
we propose a scheme called privacy enhanced federated averaging (PE-
FedAvg) to enhance the security of model parameters. By the way, our
scheme achieves the same training effect as Fedavg do at the cost of extra
but acceptable time and has better performances on communication and
computation cost compared with Paillier based federated averaging. The
scheme uses the CKKS homomorphic encryption to encrypt the model
parameters, provided by detailed scheme design and security analysis.
To verify the effectiveness of the proposed algorithm, extensive experi-
ments are conducted in two real-life datasets, and shows the advantages
on aspects of communication and computation. Finally, we discuss the
feasibility of deployment on IoT devices.

Keywords: Homomorphic encryption · Federated learning · Privacy
preserving · IoT

1 Introduction

It is estimated that the global IoT devices will reach 75 billion by 2025 [20].
These devices are widely deployed around our lives, which create tons of dis-
tributed data, and these data can make a big effect in such scenarios like smart
health, smart city and smart traffic. Data has become a new type of treasure in
information era today. However, most of the data generated by IoT devices is
private such as personal health records, travel activities, loan records and so on.
These data may be disclosed during the process of training model which brings
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a big threat to personal privacy protection. Fortunately, Google has proposed a
scheme called Federated Learning (FL) [13] to solve this problem properly.

FL is a special type of distributed machine learning. It allows participants
with different data to train model together and in the whole process of training,
each participant only need to share their local training results, the model param-
eters, which usually are gradients. Through this way, we can let each participant
hold their own data in their devices which avoids uploading private data to a
data processing center. Obviously, FL not only can protect privacy of partici-
pants, but also solves the problem of high communication cost by sharing model
parameters. The training process is shown in Fig. 1.

Fig. 1. The training process of Federated Learning.

Unluckily, FL still faces many threats in privacy protection. One of the threats
is gradients attack. Hitaj et al. [12] proposed a kind of gradients attack based
on generative adversarial network, which can restore any participants’ training
dataset by analyzing their gradients. Song et al. [17,19], proposed the ideas
of membership inference attack and attribute inference attack. The former one
can be used to judge whether a data point is in someone’s training dataset
and the latter one can be used to judge whether someone’s training dataset
contains certain attributes. Besides, Zhu et al. [23] proposed a method called
deep leakage gradients, it can reconstruct the real training datasets by adjusting
fake training datasets and computing the loss between real and fake gradients.
However, there are already many way to handle this problem properly, one of
them is homomorphic encryption (HE).

HE is a special encryption, which can let results computed on unencrypted
data equals to the decrypted results computed on encrypted data. So, we trans-
mit data encrypted by HE to an untrusted third party and let the party execute
computation tasks and send encrypted results back to us. In the whole process
shown as Fig. 2, the third party knows nothing from ciphertext. In this way, we
can protect our privacy away from gradients attack.

In this paper, we propose a scheme called privacy enhances federated aver-
aging (PE-FedAvg) based on FedAvg and CKKS. To verify the effectiveness,
we deploy our scheme on two IoT devices and one server to train a model and
analyze the communication cost and training effect. Our detailed contributions
are as follows:
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Fig. 2. the training process of Privacy Enhanced Federated Learning.

1. We propose a scheme called Privacy Enhanced Federated Averaging (PE-
FedAvg) which can protect participant’s private data away from gradients
attack. The scheme uses homomorphic encryption to encrypt model parame-
ters so that the server infer nothing from ciphertext through gradients attack
and only finish its aggregation job.

2. We use the CKKS homomorphic encryption to encrypt model parameters
which has lower expansion multiple in ciphertext and faster computing per-
formance compared with Paillier homomorphic encryption. What’s more, our
scheme is based on FedAvg, which can relieve our scheme’s communication
cost in some point caused by HE. These techniques make our scheme possible
to be deployed in large scale federated learning scenarios.

3. To verify the effectiveness of the proposed algorithm, extensive experiments
are conducted in two real-life datasets, and shows the advantages on aspects
of communication and computation.

2 Related Work

Most of our work is related to prior researches on HE and FL, in particular, with
respect to privacy preserving federated learning schemes.

2.1 Privacy Preserving Federated Learning

Up to now, there have been many privacy preservation methods for gradients,
which can be roughly divided into three following categories: cryptography, dif-
ferential privacy and gradients compression, each with its own advantages and
disadvantages.

In all of strategies of defensing gradients attack, the category of cryptography
is the safest one theoretically. Here are two methods of it which is very popu-
lar, one is homomorphic encryption and we will discuss it later. The another
one is security multi-party computation (SMPC). Bonawitz et al. [3,4] applied
the scheme of SMPC to federated learning so that participants can share their
model parameters safely without concerning the leakage of their own model.
However, challenges still exist such as most of SMPC schemes are complicated
to be used and the negotiation before sharing parameters usually brings the
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problem of explosive communication cost. Compared with SMPC schemes, HE
schemes usually bring a relatively smaller communication cost and are easier to
be used. Even though, homomorphic encryption still brings a significant com-
munication cost.

Another category of defensing gradients attack is differential privacy [9].
Nowadays, tremendous researches and applications related it have come out since
it was introduced to people. One of them is the application on defensing gradi-
ents attack [22]. Each participant add noise to gradients before sharing them to
server and the noise usually is Gauss noise or Laplacian noise. So when attacker
want to restore data from gradients, what they get is fuzzy data. However, the
strategy merely reduces the leakage of information, besides, the defensing effect
is related to the amount of noises added to the gradients, which will degrade the
learning performance.

The last category is gradients compression. It is a rather intuitive way to
solve this problem. Each participant compresses their gradients before sending
them to server, so that it will be harder to restore from it. Lin et al. [14] first
proposed this idea to reduce communication bandwidth and some researches
[14,21] showed that gradients can be compressed by more than 300 times without
loss of accuracy. Although it is a good idea, it is only suitable on big model and
cannot defense the gradients totally.

2.2 Federated Learning with Homomorphic Encryption

Aono et al. [1] proposed a scheme of privacy preserving deep machine learning
using LWE-based additive homomorphic encryption on gradients and theoreti-
cally analyse the expansion multiple. However the scheme does not give a solution
to solve the problem of high communication cost. Fang and Qian [10] use the
Paillier homormorphic encryption [18] on federated learning but Paillier scheme
will bring large communication cost when the encrypted object’s number is big
enough and the computation is not efficient compared with CKKS scheme [7].
Besides, the Paillier scheme does not have that characteristic of anti-quantum.

3 Preliminaries

The scheme PE-FedAvg involves federated learning, homomorphic encryption
and some details like FedAvg, CKKS. We introduce these knowledges briefly in
this section.

3.1 Homomorphic Encryption

Homomorphic encryption is not only a kind of encryption method but also a kind
of special computation method. It allows computing directly on ciphertext and
after decryption, the results will be the same as computing directly on plaintext.
Usually, the computation is addition or multiplication. Let us define encryption
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function E, decryption function D and plaintext a,b.The concept can be shown
as follows:

D(E(a) � E(b)) = a × b (1)
D(E(a) ⊕ (b)) = a + b (2)

The scheme is called partial homomorphic encryption (PHE) if it only holds for
(1) or (2) and is called full homomorphic encryption (FHE) if it satisfies both.
Specially, it is called level homomorphic encryption (LHE) if it only supports
limited times of computation.

CKKS. CKKS [7] is LHE. It supports addition and multiplication but the times
of computation is limited. However, with the use of bootstrapping technique
[5,6], the CKKS scheme becomes a FHE. The decrypted results are approxi-
mate number compared to plaintext, which means it is acceptable for machining
learning. Besides, it is an encryption based on lattice which brings it a new
characteristic, anti-quantum.

Let N = φ(M) be the degree of the M -th cyclotomic polynomial ΦM (X). If
N is chosen as a power of 2, then M = 2N , and the M -th cyclotomic polynomial
ΦM (X) = XN + 1. Let R = Z[X]/ΦM (X) = Z[X]/(XN + 1) be the ring of
polynomials defined for the plaintext space. Let Rq = R/qR = Zq[X]/(XN + 1)
be the residue ring defined for the ciphertext space. Let H be a subspace of CN ,
which is isomorphic to CN/2. Let σ : R → σ(R) ⊆ H be a canonical embedding.
Let π : H → CN/2 be a map that projects a vector from a subspace of CN to
CN/2. The CKKS scheme mainly provides the following operations:
– KeyGen(N) Let s(X) ∈ Zq[X]/(XN + 1) be the secret polynomial and

p(X) = (−a(X) · s(X) + e(X), a(X)) be the public polynomial where
a(X) ∈ Zq[X]/(XN + 1) is a polynomial chosen uniformly random and
e(X) ∈ Zq[X]/(XN + 1) is a small noisy polynomial. Let r(x) = (−a(X) ·
s(X) + b · s(X)2 + e(X), a(X)) be the relinearisation key where b ∈ Zq is a
large integer.

– Encode(z) To encode a message vector z ∈ CN/2 to a message polynomial
m(X) ∈ R , we first expand the message vector z from CN/2 to H by applying
π−1(z). Then we appropriately scale the vector by multiplying a scaling factor.
Δ followed by random rounding to

⌊
Δ · π−1(z)

⌉
. Scaling is done to achieve

predefined precision since precision bits may be lost due to rounding. To
obtain the message polynomial, we apply the inverse of canonical embedding
σ−1 and get m(X) = σ−1(

⌊
Δ · π−1(z)

⌉
) ∈ R.

– Decode(m(X)) To decode a message polynomial m(X) ∈ R to a mes-
sage vector z ∈ CN/2, we first apply the canonical embedding σ to get
z =

⌊
Δ · π−1(z)

⌉ ∈ H. Then, we divide it by the scaling factor Δ to obtain
Δ−1

⌊
Δ · π−1(z)

⌉ ≈ π−1(z). To obtain the message vector, we project the
vector using π and get π(π−1(z)) = z ∈ CN/2.

– Encrypt(m(X), p(X)) To obtain the ciphertext polynomial c(X) corre-
sponding to the message polynomial m(X) ∈ R, we apply the RLWE encryp-
tion and get c(X) = (c0(X), c1(X)) = (m(X), 0) + p(X) = (m(X) − a(X) ·
s(X) + e(X), a(X)) ∈ (Zq[X]/(XN + 1))2.



432 F. Qiu et al.

– Decrypt(c(X), s(X)) To obtain the message polynomial corresponding to
the ciphertext polynomial c(X) ∈ (Zq[X]/(XN + 1)), we apply the RLWE
decryption using the secret polynomial s(X) and get m(X) ≈ c0(X)+c1(X) ·
s = m(X) + e(X).

3.2 Federated Learning

The classic federated learning is centralized. Each participant sends their own
model parameters to a server and the server executes the operation of aggregation
and sends the results back to each participant. The process can be described as
follow:

1. Each participants Pi downloads initial parameters wt from server.
2. Participant Pi update its model parameters to wt and train its model on local

data to get new parameters wi
t+1. After that, sends them to server.

3. The server will do the aggregation after receiving all participants’ model
parameters and get the result wt+1. After that, it sends wt+1 back to each
participant.

4. Repeat the step 2 and step 3 until convergence.

FedAvg. Federated averaging (FedAvg) is one of many algorithms of federated
learning. It was first proposed by McMahan et al. [16] to reduce the commu-
nication cost and shrink down the training time. What’s the main difference
compared with classic federated learning is that not all participants take part
in training in one round. It chooses some participants randomly each round and
researches show that the effect of training is nice. Suppose we have devices di,
i ∈ 1, . . . , N and we will choose N ′ devices each round to train our model. In
round t + 1, device di chosen trains their model on parameters wt using local
data set and get new one wi

t+1 which then is sent to server. The server sums all
the parameters of chosen devices and averages them to get the new parameters
wt+1, and that is the end of one round training. The pseudocode of the algorithm
is shown as Algorithm 1.

4 Privacy Enhanced Federated Averaging

In this section, we will provide detailed design and algorithm of our scheme. The
key idea is using the algorithm of FedAvg to reduce the communication cost and
using homomorphic encryption based on lattice to encrypt model parameters.

4.1 Design of PE-FedAvg

The code of federated averaging references from FedML library [11] which is
feasible to be deployed on IoT scenario and the CKKS scheme we use comes from
TenSEAL library [2] which provides a list of easy and secure API for developer.
We refactor the code of federated averaging and use CKKS provided by TenSEAL
to encrypt the model parameters. Let us suppose that the ciphertext is E(m),
m is plaintext, w is the model parameters and the algorithm flow is as follows:
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Algorithm 1 Federated Averaging (FedAvg)
1: Let η be the learning rate, B be the minibatch size for local model training and

n =
∑N′

i=1 ni, ni, which is size of dataset in device di.
2: The server initializes w0.
3: //server
4: for each round t = 1, 2, . . . do
5: St ← (server randomly selects a set of devices di sized of N ′)
6: for each remote device di ∈ St in parallel do
7: wi

t+1 ← DeviceUpdate (di, wt)
8: end for
9: wt+1 ← 1

N′
∑N′

i=1
ni
n

wi
t+1

10: if Satisfy termination condition then
11: break
12: end if
13: end for
14: //device
15: DeviceUpdate

(
di, w

i
t

)
:

16: S ←(select batches sized of B from local dataset)
17: //we use batch stochastic gradients descent to iterate model
18: for local epochs l = 1, . . . , L do
19: for batch b ∈ S do
20: //∇loss is the gradients of loss function.
21: wi

t+1 ← wi
t − η∇loss

(
wi

t; b
)

22: end for
23: end for
24: return wi

t+1 to server

Setup. Key server or one special participant initializes the CKKS parameters
and generates public key pk and secret key sk, after that, sends the public key
and secret key to all participants and sends public key to data process server.
The data process server then initializes model parameters wt.

Step 1 Selecting Participants. Server selects a certain number N ′ of par-
ticipants from all participants and if the participants’ num is smaller than N ′,
selects all. The participant Pi selected by server then receives model parameters
wt or E (wt). The former is initial parameters and the latter one is ciphertext
during the training process.

Step 2 Local Training. After receiving parameters from server, participant
Pi judge the parameters first whether is ciphertext, if yes then decrypts the
ciphertext first using secret key sk. Then Pi updates their own model using the
new parameters and trains model to get a better parameters wi

t+1.

Step 3 Encryption. Participants need to encrypt the new parameters wi
t+1

using the public key pk and then send E
(
wi

t+1

)
back to server.
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Step 4 Aggregation. The server aggregates all the parameters received from
selected participants and get new parameters E (wt+1). Specially, all the param-
eters server holds are ciphertext, the server know nothing from it. The equation
shown below presents the process of aggregation.

E (wt+1) = Avg
(
E

(
w1

t+1

)
, . . . , E

(
wN ′

t+1

)
, pk

)
(3)

Step 5 Loop. Repeating the Step 1 to Step 4 until the model converges or
other termination conditions are satisfied.

To further understand PE-FedAvg, we provide the pseudocode shown as
Algorithm 2.

Algorithm 2 Privacy Enhanced Federated Averaging (PE-FedAvg)
1: Let η be the learning rate, B be the minibatch size for local model training and

n =
∑N′

i=1 ni, ni is size of dataset in device di.
2: Key server initializes the CKKS parameters, generates the public key pk and secret

key sk and sends sk, pk to all participants, sends pk to server only.
3: The server initializes w0.
4: //server
5: for each round t = 1, 2, . . . do
6: St ← (server randomly selects a set of devices di sized of N ′)
7: for each remote device di ∈ St in parallel do
8: E(wi

t+1) ← DeviceUpdate (di, wt)
9: end for

10: E(wt+1) ← 1
N′

∑N′
i=1

ni
n

E(wi
t+1)

11: if Satisfy termination condition then
12: break
13: end if
14: end for
15: //device
16: DeviceUpdate

(
di, E(wi

t)
)

:
17: wi

t ← Decrypt (E (wt) , sk)
18: S ←(select batches sized of B from local dataset)
19: //we use batch stochastic gradients descent to iterate model
20: for local epochs l = 1, . . . , L do
21: for batch b ∈ S do
22: //∇loss is the gradients of loss function.
23: wi

t+1 ← wi
t − η∇loss

(
wi

t; b
)

24: end for
25: end for
26: E

(
wi

t+1

) ← Encrypt
(
wi

t+1, pk
)

27: return E(wi
t+1) to server
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4.2 Security Analysis

In this section, we are going to discuss how our scheme can guarantee the data
privacy of each participant and ensure the confidentiality of model parameters.

We use a common assumption that the server is honest but curious, and in
this setting, the server may infer the participant’s information from the uploaded
models. In our scheme, each participants trains their own model locally and
encrypts the model parameters by CKKS before sending them to server. So the
server receives ciphertext from each participants and the only thing is to execute
computation tasks on these ciphertext. The final results after aggregation are
also ciphertext and will be sent to the participants. After that, they will be
decrypted and used to train local model in next round. During the whole process,
the server can infer nothing from ciphertext except cracking it. Besides, the
existing quantum attack algorithm is aimed at integer decomposition and the
lattice-dependent quantum attack has not yet come out. That’s why the CKKS,
lattice-based homomorphic encryption, have the characteristic of anti-quantum.

In short, our scheme has the security against honest but curious server and
also has anti-quantum characteristic in a way.

4.3 Communication Cost Analysis

It’s worth mentioning that our scheme use the function ckks vector() of
TenSEAL and so the expansion multiple of a matrix, sized of N ×M , is depended
on M not NM and the encrypted object’s datatype is list. Let us assume a neu-
ral network’s weights matrix is N ×M and the bias is 1×N , f(x) is a function to
map the list’s size x to corresponding expansion multiple, size(x) is a function
to compute the memory space of a list sized of x and l is the communication cost
except the model parameters’ cost in one round which is a constant. In this way,
we can obtain the mathematical expression of the biggest expansion multiple
Tbiggest of the communication cost of PE-FedAvg scheme which is represented
as follows:

size (NM + N)
(

NM
NM+N f (M) + N

NM+N f (N)
)

+ l

size (NM + N) + l

≤ NM

NM + N
f (M) +

N

NM + N
f (N) = Tbiggest

5 Evaluation

In this section, we discuss our scheme’s communication cost and training effect
and provide comparisons with Paillier scheme from different dimensions under
the same security key length of 4096. By the way, the Paillier library we used
comes from [8] and the CKKS library we use is TenSEAL [2].
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5.1 Experimental Setup

The server’s CPU is Intel(R) Xeon(R) Silver 4210R @ 2.40GHz and GPU is Tesla
V100S and the IoT devices we used both are Jetson AGX Xavier Developer Kit.
We simulate the scenario of one server and two participants and use logistic
regression to train a model on MINIST dataset. The model parameters constain
a weight matrix of 10 × 784 and a bias vector of 1 × 10.

5.2 Communication Cost

Since ciphertext accounts for a large part of the communication cost, we dis-
cuss the memory cost of ciphertext first and then we verify our communication
cost analysis provided in Sect. 4.3 according to experimental results. It is worth
mentioning that all serialized ciphertext data in this scheme are converted into
strings through Base64 encoding and transmitted in JSON format.

Memory Cost of Ciphertext. As shown in Fig. 3, the CKKS’s memory space
of ciphertext increases in stages and the Paillier’s memory space increases lin-
early as the number of parameters grows. We can also find that the Paillier [18]
scheme are obviously worse than the CKKS scheme in memory space when the
number of parameters is big enough. Table 1 shows the comparison before and
after CKKS encryption in different number of parameters and gives the cor-
responding expansion multiple of list after encryption, from which we can see
that CKKS’s memory space increases about 126 KB every 2 × 103 parameters
added and the memory space is approximately about 126 KB if the number of
parameters is smaller than 2 × 103.
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Fig. 3. Comparison in memory among serialized ciphertext from CKKS, Paillier and
plaintext.
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Experimental Result. Table 2 shows the total communication cost before and
after encryption from which we can get an approximate expansion multiple of
the communication cost, 8.5. We can verify our mathematical theory according
Table 1 and the process can be presented as follows:

7840
7850

× 8.602775 +
10

7850
× 667.953608 ≈ 9.442712

Considering other communication cost l, the experimental result is basically
consistent with the theory.

Table 1. Comparison and analysis of memory space before and after CKKS encryption
with different number of parameters.

Number Before Enc. (Byte) After Enc. (Byte)/(KB) Multiple

2000 38356 129490/126.4 3.376003

4000 76704 259328/253.2 3.380892

6000 115017 390743/381.5 3.397263

8000 153468 519305/507.1 3.383799

784 15062 129575/126.5 8.602775

10 194 129583/126.5 667.953608

7850 150530 519252/507.8 3.449491

Table 2. Comparison and analysis of network traffic before and after CKKS encryption.

Data Before Enc. (Byte) After Enc. (Byte) Multiple

Send 491041876 57839950 8.489666

Receive 490643031 57544559 8.526315

5.3 Evaluatioin on the Training Performance

We train model for 80 rounds and record the training results before and after
encryption. The records are shown in Table 3. There is no much difference
between PE-FedAvg scheme and FedAvg scheme except the training time. The
time cost increases by nearly 20% which is acceptable for a server. Compared
with Paillier scheme, CKKS’ time cost in computation is far more smaller as
shown in Table 4. We can find that the ciphertext addition time and encryption
and decryption time of CKKS scheme are three orders of magnitude smaller than
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Table 3. Comparison of training effect between PE-FedAvg scheme and FedAvg
scheme.

Model FedAvg PE-FedAvg

Train Accuracy 82.52% 81.98%

Train Loss 1.7349 1.6959

Test Accuracy 83.06% 82.07%

Test Loss 1.7363 1.6918

Aggregation Time 207s 243s

Table 4. Comparison of computation cost between CKKS scheme and Paillier scheme.

Scheme Addition Encryption Decryption

CKKS 0.031s 0.006s 0.002s

Paillier 11.924s 58.200s 16.720s

that of Paillier scheme. After decryption, these parameters are approximate to
original data, so here is a little difference in accuracy which is ignorable.

In summary, our scheme PE-FedAvg enhances the privacy of federated learn-
ing and gets an ideal training results as FedAvg scheme do. Besides, our scheme
has a nice performance on computation efficiency compared with Fang and
Qian’s Paillier scheme [10].

6 Conclusion and Future Work

In this paper, we propose a scheme called PE-FedAvg which based on FedAvg
and CKKS. The scheme can protect participants’ model parameters away from
gradients attack and also defense the quantum attack in a way. We then give
detailed design and algorithm of our scheme. After that, we simulate one server
and two participants scenario on a machine and analyze the communication cost
and training effect before and after encryption. Finally, we discuss the feasibility
of deploying it on IoT scenario and the experimental results show that this
scheme PE-FedAvg is suitable for it.

However, the scheme’s security assumption is that all the participants are
honest and the server is honest but curious which means it can’t defense the
collusion attack between the server and one vicious device. We can solve this
problem by dividing secret key into many parts and distributing them to partic-
ipants as Ma et al. [15] do. Besides, we can also get a lower communication cost
by making an engineering improvement theoretically. We can transform weights
N ×M and bias 1×N to a list sized of NM +N from which we can get a lower
the expansion multiple. From Table 1, we can get approximate 3.44 multiple on
a list sized of 7850 which is better than 9.44 multiple in our scheme. Therefore,
our further work is to improve the security of defensing collusion attack and



Privacy Preserving Federated Learning 439

make an engineering improvement on parameters to reduce the communication
cost.
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Abstract. False data injection attacks modify the meter measurements
to mislead the control center into estimating inaccurate system states
and thus affect the reliable operation of smart grids. In this paper,
we propose a deep reinforcement learning based vulnerability analysis
scheme for smart grids that enables the control center to construct an
attack vector from the attacker’s view to identify the vulnerable meters.
The control center chooses the attack vector based on power system
states, meter measurements, the previous number of analyzed meters,
and injected errors without knowing the power system topology. This
scheme designs an actor-critic architecture that applies an actor network
to output the policy probability distribution to handle the continuous
and high-dimensional vulnerability analysis policy and contains a critic
network to guide the weights update of the actor network. We also ana-
lyze the computational complexity and perform simulations to verify the
efficacy of this scheme in terms of the vulnerability detection rate, the
number of analyzed meters and the utility.

Keywords: Smart grids · Vulnerability analysis · Reinforcement
learning · False data injection attacks

1 Introduction

Smart meters placed in buses or transmission lines measure the power flows to
support smart grid applications such as automatic voltage control and energy
management. However, the transmission of meter measurement has to address
false data injection attacks that inject malicious measurement to each actual
measurement based on the vulnerability of smart grids. The attack vector con-
taining the injected data is chosen to mislead power system states such as the
bus voltage angles in state estimation, cause line outages to affect the stability
of the power grid [1], and obtain illegal financial profits by manipulating the
electricity market price [2].

Smart grids have to identify the vulnerable meters that tend to be injected
altered data but will not be detected under false data injection attacks. The
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Wang et al. (Eds.): WASA 2022, LNCS 13471, pp. 441–452, 2022.
https://doi.org/10.1007/978-3-031-19208-1_36
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control center of the smart grid can construct a vulnerability analyzer from the
attacker’s view to investigate the vulnerable meters. With the aim of maximiz-
ing the vulnerability detection rate while minimizing the number of analyzed
meters, the analyzer constructs the attack vector to simulate the attack pro-
cess in state estimation and perform the vulnerability analysis. Then the control
center applies the traditional bad data detection techniques such as the residual
test [3] to evaluate whether the simulated attack succeeds.

The attack vector determines the injected errors and the vulnerability detec-
tion rate of the vulnerability analyzer in the control center. Reinforcement learn-
ing (RL) is applied to construct the attack vector without knowing the power
system topology. In particular, a Q-learning based vulnerability analysis scheme
LA as proposed in [4] chooses the injected data on the actual meter measure-
ments based on the bus voltage angles and amplitudes, active and reactive power
of the generator and the loads to identify the vulnerable meters in smart grids,
but suffers from high detection delay under large-scale grids. A double deep
Q-network based vulnerability analysis scheme DLA as proposed in [5] applies
prioritized experience replay to label the priority of vulnerability analysis experi-
ences in the replay pool to accelerate the detection speed and improve the learn-
ing effectiveness in large-scale grids. However, DLA has vulnerability detection
rate degradation if the power flow continuously changes.

In this paper, we propose a vulnerability analysis scheme based on deep
RL to explore the vulnerabilities of state estimation and improve the security
of smart grids with numerous meters. The proposed scheme designs an actor-
critic architecture with lightweight fully connected (FC) layers to handle the
continuous and high-dimensional vulnerability analysis policy. The actor-critic
architecture contains the actor network that chooses the vulnerability analysis
policy, i.e., the attack vector, based on bus voltage angles, meter measurements,
the previous number of analyzed meters and the previous injected errors and the
critic network that outputs the value of the observed state to update the actor
network weights towards the direction of analysis performance improvement.

The computational complexity of this scheme is analyzed and the simulations
with the IEEE 14 bus system that consists of 54 meters and 13 system states
are performed to show that the vulnerability detection rate and the utility are
improved with fewer number of the analyzed meters compared with DLA [5] and
LA [4].

The contributions of this paper are summarized as follows:
1) We propose a vulnerability analysis scheme to optimize the attack vec-

tor based on power system states, meter measurements, the previous number
of analyzed meters, and injected errors to explore the vulnerabilities of state
estimation without knowing the power system topology.

2) We present a deep RL based vulnerability analysis algorithm that designs
an actor-critic architecture to compress high-dimensional states to further
improve the analysis performance with continuously changing power flows and
system states over time.
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3) The computational complexity of the designed algorithm is analyzed and
simulation results with an IEEE 14 bus system prove that the proposed scheme
can identify vulnerabilities of smart grids with a higher vulnerability detection
rate and less number of analyzed meters.

2 Related Work

With the full acknowledgment of the grid topology and parameter information
such as line admittance, the attacker constructs the attack vector to implement
the stealthy data injection attacks [6–8]. For example, a convex relaxation based
attack scheme as proposed in [6] chose the optimal attack vector to maximize the
injected errors and avoid being detected based on the topology of smart grids. A
convex optimization based sparse attack vector was constructed to decrease the
probability of being detected and the number of compromised meters based on
the Jacobian matrix for random attackers and targeted attackers [7]. The limited
resource attacker applied interior point methods and the Jacobian matrix to
find the sparsest attack vector and evade bad data detection successfully when
a subset of meters was protected [8].

False data injection attackers also use incomplete grid system information to
compromise the measurements. For instance, the attacker used scenario gener-
ation to select the attack vector and reduce the probability of being detected
while maximizing the injected errors based on the probability distribution of
the transmission line admittance values [9]. A local load redistribution attack
scheme as proposed in [10] chose the attack vector based on the attacking region
information to avoid being detected. An attack scheme as proposed in [11] con-
structed the attack vector to modify the bus or superbus state variables based
on limited transmission-line susceptance information.

RL has been used to improve the vulnerability detection performance. For
example, the Q-learning based vulnerability analysis scheme as proposed in [4]
constructed the attack vector with the aim of reducing the bus voltages to pro-
vide the power system security assessment and improvement. The vulnerability
analysis scheme against sequential topology attacks in [12] applied Q-learning to
choose the attacking line to explore more vulnerable lines with less attack cost.
The deep RL based vulnerability analysis scheme in [5] chose the injected data
to increase the probability of a successful attack.

3 System Model

3.1 Network Model

In the smart grid as shown in Fig. 1, M smart meters send their measurements
to support the automatic voltage control and energy management. The control
center performs the vulnerability analysis to investigate the vulnerable meters
and guarantee accurate power flow measurements on buses and transmission
lines against false data injection attacks.
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The control center uses smart meter measurements such as power flow to
monitor the real-time operation of smart grids. At time slot k lasting T seconds,
smart meter i ∈ {1, 2, · · · ,M} sends Z-bit measurements z

(k)
i to the control

center to estimate N power system states, i.e., N bus voltage angles.

Fig. 1. Illustration of a smart grid, in which smart meters transmit meter measure-
ments [z

(k)
i ]1 ≤ i ≤ M , the control center performs the vulnerability analysis to secure

the vulnerable meters and the attacker compromises the meter measurements with
[c

(k)
i ]1 ≤ i ≤ M to mislead the control center

The state estimator in the control center formulates a M ×N network topol-
ogy matrix denoted by H = [hi,j ]1≤ i ≤ M,1≤ j ≤ N according to the direction of
power flows and the admittance of transmission lines, with each element hi,j

representing the line impedances of the grid system. According to the typical
direct current power flow model and the maximum likelihood based method in
[13], the state estimator evaluates the bus voltages angles x(k) = [x(k)

j ]1≤ j ≤ N

based on the network topology matrix H and the meter measurements z(k) =
[z(k)i ]1≤ i ≤ M , given by

x(k) =
(
HTWH

)−1

HTWz(k), (1)

where W is a M × M diagonal matrix representing reciprocals of the variances
of meter errors.

Based on the measurements z(k), bus voltages angles x(k), and the detec-
tion result in the last time slot, the vulnerability analyzer in the control center
evaluates the number of analyzed meters and the injected errors, and constructs
the attack vector a(k) = [a(k)

i ]1≤ i ≤ M to explore the potential risks in smart
grids and the corresponding countermeasures. By adding the attack vector a(k)

to M meter measurements, the altered measurements z(k) = z(k) + a(k) are
used to estimate the N bus voltage angles x(k) similar to (1) and perform the
vulnerability detection.

According to the bus voltage angles x(k) and the altered measurement z(k),
the control center applies the bad data detection technique, such as the mea-
surement residual test, to identify whether the injected data can be found. More
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specifically, the control center calculates the l-2 norm difference Δ between the
measurements z(k) and the estimated measurements Hx(k) and compares Δ
with the detection threshold ω determined by Q-learning. If Δ ≤ ω, the meters
with nonzero injection data in the attack vector are potential to be attacked
and should be protected. Otherwise, the control center successfully detects the
simulated attacks launched by the vulnerability analyzer and the injected data
are eliminated.

Upon the detection is finished, the control center sends the detection result
0 or 1 to the analyzer, where 0 represents that the simulated attack of the
analyzer is not detected by the control center and 1 otherwise. If the detection
result is 0, the control center will take protective measures, such as encryption
and continuous monitoring, against the discovered vulnerable meters.

3.2 Attack Model

To distort the state estimation, the false data injection attacker exhausts smart
meters’ bandwidth to disrupt the connection between smart meters and the con-
trol center and then compromises the meter measurements in physical memory
by injecting malicious code into smart meters [14]. Such attacker injects compro-
mised measurements to stealthily bias the power system states, further resulting
in physical damages such as blackout, and obtaining illegal benefits.

The attacker is assumed to randomly modify y meter measurements to mis-
lead the estimation of the bus voltages angles with the limited resources, i.e.,
y ≤ Y , where Y is the maximum number of compromised meter measurements.
The attacker formulates the attack vector c(k) = [c(k)i ]1≤ i ≤ M ∈ [0,D]M with
maximum injected data D and injects c

(k)
i to the meter i to alter M meter mea-

surements z(k). Considering the limited resources of the attacker, there are at
most Y nonzero elements in the attack vector. The superscript k is omitted if
no confusion incurs.

4 Deep RL Based Vulnerability Analysis

A deep RL based vulnerability analysis scheme (DRVA) is proposed to
improve the vulnerability detection rate and the response speed for the smart
grids with a large number of smart meters. This scheme designs the actor-critic
architecture consisting of an actor network and a critic network for the con-
trol center to handle the continuous and high-dimensional vulnerability analysis
policies and thus reduce the quantization errors of the injected data. In partic-
ular, the actor network chooses the attack vector a(k) based on the estimated
bus voltage angles, the received meter measurements, the previous number of
analyzed meters, and the previous injected errors. The critic network evaluates
the state value to update the actor network weights. The actor-critic structure
uses the lightweight FC layers instead of the convolutional layers to extract the
analysis features and thus accelerate the optimization speed.



446 S. Xu et al.

Fig. 2. Illustration of the proposed DRVA algorithm for the control center in smart
grids

Algorithm 1 Actor-critic based vulnerability analysis scheme
1: Initialize: θ, φ, γ, τ , σ2, r and f
2: for k = 1, 2, ... do
3: Receive [zi]1 ≤ i ≤ M

4: Estimate [xj ]1 ≤ j ≤ N

5: Formulate the state s(k) via (2)
6: Input s(k) to the actor network and output μ
7: Generate the Gaussian probability distribution p

( · |s(k); μ, σ2
)

based on μ and
σ2

8: Choose the attack vector a(k) = [a
(k)
i ]1 ≤ i ≤ M according to the distribution p

( ·
|s(k); μ, σ2

)

9: Input s(k) to the critic network and output V
(
s(k); φ

)

10: Calculate f
11: Evaluate r and τ
12: Obtain u(k) via (4)
13: Obtain the discount-accumulated reward R via (5)
14: Calculate the advantage and loss functions via (6) and (7)
15: Update the network weights θ and φ with Adam via (8) and (9)
16: end for

Upon receiving the measurements [zi]1≤i≤M transmitted from smart meters
to the control center, the vulnerability analyzer applies the maximum-likelihood
estimation [15] to estimate the bus voltage angles [xj ]1≤ j ≤ N and formulates the
state s(k) consisting of the above information, the number of analyzed meters r
and injected errors τ in the previous time slot, i.e.,

s(k) =
[
[zi]1≤ i ≤ M , [xj ]1≤ j ≤ N , r, τ

]
. (2)

The state s(k) is input to the actor network with weights θ that consists
of four FC layers, each with M + N + 2, f1, f2, M units as shown in Fig. 2.
Then the actor network outputs the M -dimensional mean value of the analysis
policy μ = [μi]1≤ i ≤ M . According to μ and the given M -dimensional variance
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of the analysis policy σ2 = [σ2
i ]1≤ i ≤ M , a Gaussian probability distribution

p
( · | s(k);μ,σ2

)
is given by

p
(
· | s(k);μ,σ2

)
=

exp
(

−
M∑

i=1

(ai−μi)
2

2σ2
i

)

(2π)M/2
M∏

i=1

σ2
i

. (3)

Then the vulnerability analyzer chooses the M -dimension attack vector a(k) =
[ai]1≤ i ≤ M based on the distribution p

( · |s(k);μ,σ2
)

and injects ai to the meter
measurement zi to identify the vulnerabilities of smart grids.

The critic network consists of four FC layers with M +N +2, f1, f2, 1 units,
whose input is the state s(k). The output layer of the critic network evaluates the
value of the input state V

(
s(k);φ

)
, where φ is the critic network weights. The

activation function of the FC layers in the actor and critic network is rectified
linear unit.

The analyzer calculates the nonzero elements in a(k) as the number of ana-
lyzed meters r and estimates the injected errors of state estimation τ based on
the l-2 norm multiplication of the topology matrix and the attack vector using
the maximum likelihood based method in [13]. Upon receiving the detection
results from the control center, the vulnerability detection rate f is calculated
based on the vulnerability detection results in the previous m time slots. The
vulnerability analyzer expects to increase the injected errors τ , the vulnerability
detection rate f , and reduce the number of analyzed meters r. Thus the utility
u(k) is modeled by

u(k) = τ + c1f − c2r, (4)

where coefficients c1 and c2 represent the importance of the vulnerability detec-
tion rate and the number of analyzed meters, respectively.

The discounted accumulated reward R is accumulated by

R = u(k) + γV
(
s(k);φ

)
, (5)

where γ ∈ [0, 1] represents the discount factor. The vulnerability analyzer maxi-
mizes the discounted accumulated reward to increase the vulnerability detection
rate and the utility, and reduce the number of analyzed meters. The advantage
function used to decrease the variance of reward R at state s(k) is defined as

A
(
s(k);φ

)
= R − V

(
s(k);φ

)
. (6)

The loss functions of the actor network is given by

L
(
s(k),a(k);θ

)
= − log

(
p
(

· | s(k);μ,σ2
))

A
(
s(k);φ

)

− βH

(
p
(

· | s(k);μ,σ2
))

,

(7)
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Fig. 3. IEEE 14 bus system topology

where H

(
p
(

· | s(k);μ,σ2
))

represents the entropy of the analysis policy dis-

tribution p
(

· | s(k);μ,σ2
)

to encourage the policy exploration, and β ∈ [0, 1] is
the factor controlling the strength of entropy regularization term.

The policy gradients method, i.e., Adam optimizer [16], is used to update the
actor network weights θ and the critic network weights φ as shown in Algorithm
1. According to the Adam optimizer and the loss functions in (7) , the actor
network weights are updated by minimizing the loss function L

(
s(k),a(k);θ

)
,

i.e.,
θ = arg min

θ ′
E

[
L

(
s(k),a(k);θ′)], (8)

where the E [·] is the expected value function. The critic network weights are
updated by minimizing the advantage function, i.e.,

φ = arg min
φ′

E

[
A2

(
s(k);φ′)]. (9)

5 Complexity Analysis

According to [17], the computational complexity of Algorithm 1 consists of the
forward and backward calculations of the number of multiplications for two FC
layers. The forward multiplications of the actor network is calculated as

Wa = f1 (M + N + 3) + f2 (f1 + 1) + M (f2 + 1) . (10)

The calculation of the backward multiplications in the actor network is given by

Wb = 2f1 (M + N + 3) + 2f2 (f1 + 1) + 3M (f2 + 1) . (11)
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Fig. 4. Performance of the proposed scheme, in which the detection threshold of the
control center is chosen from 0.3 to 1.1, the analyze area of smart meters changes every
2000 time slots in smart grids, and the data injection attacker randomly compromises
2 meters

Similarly, the forward and the backward calculations in the critic network are
given by

Wc = f1 (M + N + 3) + f2(f1 + 1) + f2 + 1, (12)



450 S. Xu et al.

Wd = 2f1 (M + N + 3) + 2f2(f1 + 1) + 3f2 + 3. (13)

According to [18], the number of units required to learn K samples in the first
and second FC layer are given by

f1 =
√

KM + 2

√
K

M
(14)

and
f2 =

√
KM. (15)

Hence, by (10–15), the computational complexity of the Algorithm 1 is

W = O(
Wa + Wb + Wc + Wd

)

= O(
6f1 (M + N + 3) + 6f2 (f1 + 1) + 4M (f2 + 1)

+ 4f2 + 4
)

= O(
6f1 (M + N) + 6f1f2 + 4Mf2

)

= O(
(10M + 6N)

√
KM + 6KM

)

= O(
KM

)
.

(16)

6 Simulation Results

Simulations were performed to validate the efficacy of the DRVA with an IEEE
14 bus system. As shown in Fig. 3, IEEE 14 bus system includes 14 buses and
20 transmission lines, and 54 meters are placed in buses and transmission lines,
14 of which are utilized to collect power flows of buses and 40 of which are used
to measure the power flows of transmission lines. The analyzed meter region
changes every 2000 time slots and the power flows of 54 meters change every
time slot with the Gaussian measurement noise N (0, 0.05). The power system
states consisting of 13 bus voltage angles are used to monitor the operation state
of the grid. The vulnerability analyzer of the control center injects power flows
ranging from 0.3 to 0.5 MW and the number of analyzed meters is chosen from
{2, 4, 6, 8}. The vulnerability detection rate is calculated based on the vulnera-
bility detection results in the previous 10 time slots. The control center applies
Q-learning to choose the detection threshold ranging from 0.3 to 1.1. The data
injection attacker randomly compromises 2 meters in the analyzed meter region.
The number of units in the actor and critic networks f1 = f2 = v1 = v2 = 128
and the discount factor γ = 0.5 and the learning rate α = 0.001.

As shown in Fig. 4, the DRVA improves the vulnerability detection perfor-
mance including the detection rate and the number of analyzed meters. For
instance, the vulnerability detection rate of DRVA increases 162.7% and the
number of analyzed meters decreases 68.7% at 4000-th time slot. The actor-
critic architecture in DRVA mitigates the policy quantization error and thus
improves the vulnerability detection performance compared with DLA and LA
with higher vulnerability detection rate and fewer analyzed meters. For exam-
ple, the vulnerability detection rate is 33.1% and 40.3% higher than DLA and
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LA, respectively. Meantime, the number of analyzed meters decreases 19.4%
and 51.3% compared with DLA and LA. As a result, the utility of the analyzer
outperforms DLA and LA 76.5% and 170% at 4000-th time slot, respectively.

7 Conclusion

In this paper, we have proposed a deep RL based vulnerability analysis scheme
for the control center of the smart grid to resist false data injection attacks. This
scheme designs an actor-critic architecture to optimize the attack vector from
the attacker’s view and thus identify the vulnerable meters without requiring
the topology information of the grid system. The computational complexity of
this scheme is analyzed and simulation results of an IEEE 14 bus system show
that our proposed scheme improves the vulnerability detection performance and
outperforms the benchmark schemes. For example, the proposed analysis scheme
improves 33.1% vulnerability detection rate and 76.5% utility, and reduces 19.4%
number of analyzed meters after 2000 time slots compared with DLA in [5].
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Abstract. Blockchain-based decentralized federated learning (BCFL)
protects data privacy and avoids the single point of failure, which has
become a key technology in the Intelligent Internet of Things application.
However, the BCFL is still challenged by model attacks from malicious
devices. In addition, although the BCFL has many schemes for select-
ing candidate devices, most of them either assume that devices qualities
are known in advance or cannot ensure devices to report information
honestly. This will lead to inefficient training in the face of unknown
candidate device. To address these issues, we consider two types of
model attacks and design “Proof of Model Quality” (PoMQ) to pro-
tect the security of BCFL. The PoMQ is a three-phase consensus algo-
rithm, which combines the FedAvg and Multi-Krum algorithms to defend
against model update attacks. The PoMQ is also based on the model
verification process to resist model aggregation attacks. Moreover, we
define the unknown device selection problem as a Combinatorial Multi-
Armed Bandit problem (CMAB) to improve the training efficiency, and
propose an online learning algorithm based on PoMQ (OLAC) to solve
CMAB. Finally, through analysis and extensive experiments, we prove
that PoMQ and OLAC can better improve the robustness and training
efficiency of BCFL.
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1 Introduction

With the oncoming of Internet of Things, massive data generated from var-
ious connected devices (e.g., mobile phones, vehicles, and smart sensors) has
been regarded as a valuable treasure to serve future society [1]. Meanwhile,
Blockchain-based decentralized federated learning (BCFL) as a promising train-
ing paradigm has been proposed to collaborate devices to train a shared Machine
Learning model in a distributed way while keeping the training data locally [2].

The BCFL can avoid the single point of failure and targeted attacks [3].
However, the BCFL still presents challenges. The BCFL cannot detect local or
aggregated model attacks that malicious devices send [4]. Shayan et al. [5] and
Liu et al. [6] respectively proposed the “Proof of Federated” consensus and secure
smart contracts to resist model update attacks. However, these schemes require
a large amount of public test data as support, and lack defenses against model
aggregation attacks. Additionally, due to the training devices being different and
unknown [7], selecting improper devices from a large number of candidate devices
will lead to inefficient training of BCFL. Lu et al. [8] and Kang et al. [9] respec-
tively proposed deep reinforcement learning and a reliable node selection scheme
to select devices based on the local training situation. But these schemes either
assume that devices qualities are known in advance or cannot ensure devices
to report information honestly. Therefore, the BCFL needs an unknown device
selection algorithm to provide high-quality local models and efficient training.

Based on the above problems, we propose a three-phase consensus algorithm
called “Proof of Model Quality” (PoMQ) to resist two kinds of Byzantine model
attacks. In the model aggregation phase of PoMQ, we combine the FedAvg [10]
and Multi-Krum [11] algorithms, which resist model update attacks. In the ver-
ifying and voting phase, the PoMQ combines the model verification problem,
and uses the PoW solution mode and the PBFT voting process to resist model
aggregation attacks. To improve the training efficiency of BCFL, we define the
unknown device selection problem as a Combinatorial Multi-Armed Bandit prob-
lem (CMAB) to maximize the total device quality under limited training rounds.
We also design an online learning algorithm based on PoMQ consensus (OLAC)
to solve the CMAB problem. The main contributions are summarized as follows.

– We propose the PoMQ consensus algorithm to defend against two kinds of
Byzantine model attacks and improve the robustness of BCFL. The PoMQ
combines the FedAvg and Multi-Krum algorithms to resist model update
attacks in the model aggregation phase. The PoMQ also uses the PoW solu-
tion mode and the PBFT voting process to resist model aggregation attacks
in the verifying and voting phase.

– We define the unknown device selection problem as CMAB to maximize the
total device quality and then improve the training efficiency of BCFL. We
also propose the OLAC algorithm to solve the CMAB problem and realize
the adaptive selection of unknown candidate devices.

– We establish the BCFL system prototype based on Hyperledger Fabric to
implement the PoMQ consensus and OLAC algorithm. The extensive evalu-
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ation results show that PoMQ and OLAC can better improve the robustness
and training efficiency of BCFL.

2 Related Works

In recent years, building a secure BCFL has become a popular direction in
the research field. Chen et al. [12] proposed “proof of Validation” consensus
algorithm (PoV) to ensure that local update models are effective. A reliable test
dataset and an accuracy threshold are stored on the blockchain. Miners utilize
this dataset to validate updates. Shayan et al. [5] proposed a “Proof of Federated”
(PoF) consensus, and using consistent hashing and verifiable random function
to select key roles. Liu et al. [6] and Lu et al. [13] respectively proposed a secure
smart contracts and “Proof of Training Quality” consensus to defend against
model attacks. However, these systems lack protection against model aggregation
attacks, and ignore public data resource limitations. Additionally, due to the
storage and computing resources of unknown devices being quite different, the
BCFL’s training efficiency is generally unstable and inefficient. Therefore, It is
significant to realize an efficient unknown device selection algorithm in BCFL.

Kang et al. [9] proposed a reliable node selection scheme for BCFL. According
to nodes’ historical behaviour and training time, information is converted into
their respective reputation values through the multi-weight subjective logical
model. Xiong et al. [7] used the negative interaction influence and the interaction
frequency between nodes and task publishers to construct the reputation value.
Lu et al. [8] used deep reinforcement learning for node selection. According
to train local model time required, the accuracy of the model and the distance
between the vehicle and the roadside node, system chooses the suitable device to
improve learning efficiency. Current research on device selection schemes either
requires honest reporting of training information or a trusted central node is
required to publish the device selection scheme. There is a lack of unknown
device selection for BCFL, which is crucial for improving training efficiency.

3 BCFL System

We explore a blockchain-driven distributed learning scenario called BCFL to
realize decentralized federated learning (DFL) between devices and edge nodes.
The architecture of the BCFL is shown in Fig. 1, which has three-layer network
architecture consisting of application layer, blockchain layer and device layer. In
the device layer, devices such as sensors, cameras, vehicles, smart appliances, etc.,
participate in DFL tasks and are responsible for collecting data, training local
model and publishing local update models into the blockchain network through
transaction tx. In the blockchain layer, A large number of edge nodes jointly build
the blockchain network, which store DFL models, establish PoMQ consensus and
OLAC algorithm to realize the training process of DFL. In the application layer,
the task publisher publishes DFL tasks from the blockchain network and utilizes
the interface provided by blockchain to obtain global models.
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Fig. 1. The overall architecture of BCFL

In order to describe the whole system in more detail, We divide the roles of
edge nodes into BCFL follower node(BFN) responsible for aggregating the local
update model, and the BCFL leader node(BLN) is responsible for generating new
blocks. (1) BFN. All edge nodes are BFNs, which perform model verification on
transactions (local update models) published by devices. BFN also aggregates
valid models. In addition, as a blockchain node, BFN needs to achieve PoMQ
consensus through voting and election. And as a candidate, BFN competes for
the right to generate blocks and completes to update the ledger. (2) BLN. In
each PoMQ consensus, all BFNs will vote to select a BFN to become the BLN
by competing, according to the aggregation model from BFNs.

4 Proof of Model Quality

In the DFL process, two types of Byzantine model attacks initiated by malicious
devices will challenge the security of BCFL system. Therefore, we propose a
novel three-phase consensus algorithm PoMQ to defend against model attacks.
Overall, The PoMQ is divided into three phases which will be described in detail
next.

4.1 Model Aggregation Phase

There is a type of model attack in DFL, namely “model update attacks”. Mali-
cious devices mislabel the local data into a different class, causing local model to
misclassify it, which leads to serious impairment of global model convergence. We
combine the FedAvg with Multi-Krum algorithm in model aggregation phase,
which can effectively verify the local update models submitted by each device.

For each round of PoMQ, We assume that the device set D = {d1, d2, . . . , dn}
is selected to participate in the DFL task. The datasets are {D1, D2, · · · , Dn}.
Without loss of generality, we assume that each training sample in a dataset is a
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set of input-output pairs (x, y), where x is feature and y is the label. The model
parameters of t−th round are denoted as wt. For each sample k, the loss function
is defined as fk(w) = l (xk, yk | w). Therefore, the loss function of Device i on
the mini-batch bi, a randomly sampled subset from Di, can be written as fbi(w).
The goal of Device i is to minimize the loss on each mini-batch:

min Fi(w) = Ebi∼Di
fbi(w). (1)

By applying the gradient descent algorithm on the mini-batch, the local
model of Device i can be updated according to:

wi ← wt − μi∇fbi (wi) , (2)

where μi is the learning rate of this device. After Device i performs E epochs of
local model training using the local dataset Di, wi is published to the blockchain
network through tx.

When BFNi receives enough tx, BFNi will use the Multi-Krum algorithm to
filter out abnormal models and select a valid set of local update models. The
specific process is as follows:

(1) BFNi will calculate the score s(i) of each Device i, where s(i) represents
the sum of the Euclidean distances between local update model parameters after
Device i and other devices j are updated in different gradient directions. s(i) is
shown in Eq. 3:

s(i) =
∑

j=D/∈di

∥∥∥∥∥

(
wt −

∑

E

μi∇fbi (wi)

)
−

(
wt −

∑

E

μj∇fbj (wj)

)∥∥∥∥∥

2

. (3)

(2) The Multi-Krum algorithm can guarantee against m Byzantine devices in
the BCFL with n devices (where 2m+2 < n). Therefore, BFNi will select n−m
local update models with the most miniature scores to aggregate and eliminate
the remaining models. The model aggregation is shown in Eq. 4:

wt+1 =
1

n − m

wverified∑

i=1

wi, (4)

where wverified means the valid local update model, wt+1 means aggregate model
parameters calculated from BFNi in the t − th round. Then BFNi sends the
aggregation result Mvote to BFN/BFNi, waiting for the verification and voting
of other nodes. Regardless of the different network latency, BFNi stores all Mvote

from other BFNs in “local validation pool” R. All model aggregation results in
this round are stored in R. Due to the uncertainty of the calculation process,
the size of R is also not fixed.

4.2 Verifying and Voting Phase

The BCFL selects one or more edge nodes to aggregate local update model. How-
ever, system cannot guarantee these edge nodes’ credibility and reliability, which
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may aggregate local update models submitted by malicious devices. To deal with
the above problem, in Verifying and Voting Phase, BFNi verifies Mvote from R
and votes the optimal result. All BFNs elect the optimal aggregation model
parameters Wopt, according to the voting results. The BFNi which calculates
the Wopt will be the BLN in this round. The specific process is as follows:

(1) All BFN = (BFN1, ...,BFNi, ...BFNj) respectively execute local model
aggregation scheme. For example, BFNi verifies and obtains the aggregate model
parameters set from W = (w1, . . . , wj) in R. The corresponding valid device ID
set D = (D1, . . . , Dj) is also obtained. Based on these two indicators, BFNi

evaluate each aggregation model scheme, and calculate the optimal aggregation
model parameters Wopt, as shown in Eq. 5:

Wopt = min

(
∑

k∈ R

‖w1 − wk‖2 + α
Di − D1

D
, . . . ,

∑

k∈ R

‖wj − wk‖2 + α
Di − Dj

D

)
,

(5)
where α is a hyperparameter that measures the validity device set’s effective to
the aggregated model.

(2) After obtaining Wopt, BFNi will generate vi which combine the Wopt and
its own identity signature. vi is broadcasted to BFN/BFNi, supporting BFNopt

become the BLN. Then, BFN/BFNi need to authenticate vi from BFNi.
(3) BFNi verifies all the v, counts the number of valid votes and saves the

voting results. If BFNi find that it has obtained the most amount of support
votes, it will send a broadcast requesting to become the BLN to BFN/BFNi.
BFNi compare with the voting results. If more than half of the BFNs voting
results are consistent with BFNi. BFNi becomes BLN and is responsible for
generating a new block.

4.3 Ledger Update Phase

BLN needs to encapsulate all model information generated by this round into
a new block body. Then the Wopt will be encapsulated into the block header.
BLN broadcasts Blocknew to all BFNs, and BFN will verify the Blocknew. If
the Blocknew is valid, BFN update the local blockchain ledger. At this point, a
complete DFL training process is over.

5 Unknown Device Selection Algorithm

In each round of PoMQ consensus, the BCFL system needs to select some devices
from a large number of unknown candidate devices to participate in DFL train-
ing. Due to the training resources of devices being pretty different, improper
selection of unknown devices will lead to inefficient training. To solve the effi-
ciency problem of the BCFL, we define the unknown device selection problem
as a CMAB problem to maximize the total device quality under limited training
rounds, and propose the OLAC algorithm to solve CMAB. To better describe
OLAC, some concepts that need to be defined as follows:
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Definition 1 (Round): A round of device selection in BCFL, expressed as
r ∈ {1, 2, . . .}. It should be noted that there will be multiple rounds of PoMQ
consensus process after device selection.

Definition 2(Unknown Device): BCFL exists a set containing N unknown
candidate devices, expressed as N = {1, 2, . . . , N}.

Definition 3(Device Quality): After performing multiple rounds of PoMQ con-
sensus, each selected Device i will get the device quality, which is expressed as
qi,r ∈ [0, 1]. Each qi,r follows an unknown distribution with an unknown expec-
tation qi, which also indicates that the Device i is unknown. It is assumed that
qi only depends on the computing resources, data resources and communication
resources, and is calculated according to Device i’s local update model.

5.1 Device Quality Model

We define the unknown device selection problem as a CMAB problem, where
each device in N represents an arm. Device quality was considered as the reward
for pulling the corresponding arm. Each round of device selection will pull k
arms, and pulling the i − th arm means that Device i is selected to participate
in the DFL task. A feasible bandit strategy needs to be determined in CMAB to
maximize the total expected revenue (total device quality), thereby improving
the training efficiency of DFL. The bandit strategy and total revenue are defined
as follows:

φ = {φ1, φ2, . . . , φr, . . .} , (6)

φr = (φ1,r, φ2,r, . . . , φN,r) , (7)

Eq. 6 represents a series of bandit strategy, Eq. 7 represents a round of bandit
strategy. φi,r ∈ {0, 1} indicates whether Device i is selected in the r round.

Maximize : E[R(φ)] =
∑

r

N∑

i=1

qi,rφi,r, (8)

subject to :
N∑

i=1

φi,r = K,∀r,

φi,r ∈ {0, 1}, ∀ i ∈ N ,∀r,

Equation 8 represents the total expected revenue, which refers to the total
selected device quality. The goal is to maximize the total expected revenue with
limited training rounds. Equation 8 is also restricted that the number of devices
to be selected in each r should be K, and all bandit strategies to be binary.

A fair metric to evaluate qi,r is crucial. We construct a device quality model
based on whether Device i’s local update model is used for model aggregation
in the PoMQ consensus. qi,r can be expressed as a meta-vector {hi,r, li,r, ui,r},
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which represent the high-quality model probability, low-quality model probabil-
ity, and uncertain probability, where hi,r + li,r + ui,r = 1, hi,r, li,r, ui,r ∈ [0, 1].
Those are denoted as:

hi,r = (1 − ui,r)
αi,r

αi,r + βi,r
, (9)

li,r = (1 − ui,r)
βi,r

αi,r + βi,r
, (10)

ui,r = 1 − si,r, (11)

where αi,r represents the times that Device i’s local update models are aggre-
gated in round r. βi,r represents the times that SLN eliminates Device i’s local
update models. si,r represents the times of successful transaction publication.
This represents the quality of the communication, which will affect the uncer-
tainty of the device. According to {hi,r, li,r, ui,r}, Device i’s quality model in
round r can be obtained as shown in Eq. 12:

qi,r = hi,r + aui,r, (12)

where a ∈ [0, 1] represents the influence of uncertainty probability.

5.2 Online Learning Algorithm Based on PoMQ Consensus(OLAC)

We design the OLAC algorithm to solve the CMAB problem. OLAC is divided
into two phases: exploration and exploitation. In the exploration phase, can-
didate devices are uniformly selected for DFL training, and based on PoMQ
consensus to learn device’s quality. In the exploitation stage, a greedy strategy
based on the upper Confidence Bound (UCB) is adopted to select high-quality
devices. The OLAC’s algorithm details will be introduced in detail below.

(1) Exploration stage: The smart contract Contrastsel selects devices to learn
their expected device quality. Since each device’s quality is unknown, system
needs to treat equally. OLAC explores all candidate devices in a round-robin
method. This means selecting the device {1, . . . , K} in the first round, The
second round selects the device {K + 1, . . . , 2K}, and so on. At the same time,
Keep two vectors nr = (n1,r, . . . , nN,r) and q̂r = (q̂1,r, . . . , q̂N,r) as empirical
knowledge learned from PoMQ consensus. Specifically, ni,r and q̂i,r represent the
number of Device i’s quality learned by system and Device i’s quality sample
mean respectively. Before the next round of device selection, the SLN uploads
the local model aggregation results to Contrastsel, which updates device’s quality
information. Once Device i is recruited, the corresponding device quality will be
learned one time. Therefore, n1,r is updated as shown in Eq. 13:

ni,r =

{
ni,r − 1 + 1, φi,r = 1
ni,r−1, φi,r = 0

. (13)
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Device i’s quality sample mean is updated as shown in Eq. 14:

q̂i,r =

{
q̂i,r−1ni,r−1 + qi,r

ni,r−1 + 1 , φi,r = 1

q̂i,r−1, φi,r = 0
. (14)

The device quality information learned in the exploration phase will be used
for device selection in the exploitation phase. Considering the uncertainty of
device quality assessment, instead of using the quality sample mean to evaluate,
We introduce a new vector q̂+ =

(
q̂+1 , · · · , q̂+N

)
to represent the UCB index of

each device. By the end of r round, q̂+i is shown in Eq. 15:

q̂+i = q̂i,r +

√
δ · In

(∑
i′∈N ni′,r

)

ni,r
, (15)

where δ is a positive hyperparameter that brings flexibility to the OLAC.
(2) Exploitation phase: Based on the UCB index, OLAC can determine

selected devices set in the exploitation phase. Since the device selection in the
exploitation stage can be regarded as a series of 0–1 knapsack problems, There-
fore, Contrastsel adopt the greedy strategy based on ucb to select high-quality
devices, and the device with the highest q̂+ will be selected in each round.
OLAC first calculates q̂+i for each device, then sorts all devices into the set
S = (s1, s2, . . . , sN ), and guarantee q̂+s1 ≥ · · · ≥ q̂+sN . Then the optimal K devices
are selected to participate in DFL based on a greedy strategy. When required
training rounds are reached, the exploitation phase will stop.

6 Implementation

We detail the practical deployment of BCFL, which includes PyTorch 1.9 based
DFL training process and PoMQ consensus, Hyperledger Fabric 2.1 (Fabric)
based block chain network. By building on the general-purpose API in PyTorch,
the BCFL can support any model that can be optimized using SGD. Fabric
is a permissioned distributed ledger technology platform, which is suitable for
the consortium settings of BCFL. With the Public Key Infrastructure (PKI)-
based membership management, the Fabric network has plentiful capabilities to
control the access of devices. The experiment deploys a complete Fabric-based
blockchain network in a PC, which contains three BFN nodes. In addition, the
training process of devices is also performed in the same PC.

To implement the OLAC algorithm in the BCFL system, we use Go 1.14 to
implement the smart contract sel device.go in Fabric. sel device.go deploys the
complete unknown device selection process. Devices call the interface query()
of sel device.go to judge whether to participate in this round of PoMQ consen-
sus. SLN calls the interface update() to update the quality information of all
candidate devices.
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7 Experiment Evaluation

Experiments evaluate BCFL from two performance indicators: robustness and
training efficiency. The experiments use the MNIST image dataset [14]. The
LeNet-5 is used as the DFL model, which consists of two convolutional layers
with maximum pooling and three fully connected layers. Each device trains
LeNet-5 with a batch size of 10, a learning rate of 0.01, and a number of local
iterations of 5. Cross-entropy is used as a loss function to modify the training
parameters. The MNIST was equally divided into 100 groups for each divice.
Each device is assigned a group which has 600 training samples. The BCFL
contains 100 candidate devices. In each round of PoMQ, the BCFL will select 20
devices to participate in the DFL training process from 100 candidate devices.

In the robustness experiments, two baselines will be compared with PoMQ:
(1) FL with FedAvg (FedAvg) [10] consists of a server responsible for model
aggregation and devices responsible for local model training. (2) Biscotti [5] is a
DFL system, where the PoF consensus maintains edge nodes’ state consistency.

In the training efficiency experiments, OLAC’s exploration phase accounts
for 30% of the total training rounds. OLAC will compare with three algorithms:
(1) The Reputation-based Worked Selection Scheme (RWS) [7] calculates each
device’s reputation value through a multi-weight subjective logic model accord-
ing to the historical behavior in DFL. (2) The α-optimal algorithm has full
knowledge about devices qualities and always recruits the optimal K workers.
(3) The Random algorithm randomly selects K workers in each round. The exper-
iments will use the above algorithm to select candidate devices, which perform
the PoMQ consensus for DFL training.

7.1 Evaluation Results

To evaluate system’s robustness, We first simulate malicious devices’ model
update attack by modifying number 1’s label to 2 and number 2’s label to 3. The
proportion of malicious devices Md in the 20 training devices was adjusted to 20%
and 30%. The experiments are shown in Fig. 2 (a). The global model of FedAvg
is difficult to converge. Although Biscotti are influenced in the early rounds, the
global model can still converge as the amount of training data increases. BCFL
can always maintain a stable convergence rate, and is still faster than Biscotti.

Figure 2 (b) simulates model aggregation attacks by aggregating local update
model published by malicious devices. Experiment adds 10% and 20% devices
to perform model aggregation attacks based on the 10% model update attack.
It is difficult for Biscotti to maintain a stable convergence rate. Although Bis-
cotti prevents model aggregation attacks by allocating shares to each edge node,
which is adjusted dynamically during the training process. This delayed penalty
will affect global model’s training progress in the early rounds. DFL is very sen-
sitive to any model aggregation attack. With the verification and voting phase
of PoMQ, the impact of model aggregation attacks is eliminated.

The experiment evaluates the OLAC algorithm by observing total revenue
and Acc, where the total training round Rtotal is 50. The result is shown in
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Fig. 2. (a) The impact of model update attacks on global model’s test accuracy. (b)
The impact of model aggregation attacks on global model’s test accuracy

Fig. 3 (a). The OLAC’s total revenue is at least 23% higher than RWS, almost
two times that of the Random algorithm. In fact, the total revenue of OLAC is
even going to catch up with that of the α-optimal algorithm which knows the
quality information in advance. We can also find that Acc has a similar pattern to
the total revenue. The experiment also proves that the total revenue is positively
correlated with Acc. This is because the participation of high-quality devices will
bring better data resources, computing resources, and faster model convergence.

Fig. 3. (a) Performance Comparison of Unknown Device Selection Algorithms. (b) and
(c) The effect of N on total revenue

The experiment evaluates the OLAC algorithm influenced by the number of
candidate devices N. We fix the training round Rtotal, and the scale of candidate
devices is expanded from 40 to 100 in increments of 20. The results are shown
in Fig. 3 (b) and (c). It can be observed that the total revenue of the OLAC
algorithm increases with N. Furthermore, the OLAC algorithm can always obtain
higher than that of the RWS and Random algorithm. This is because when the
values of Rtotal and K are fixed and more high-quality devices appear, which
will lead to better choices. When N is much larger than K, the learning ability of
OLAC in the exploration phase will be reduced. Therefore, the OLAC algorithm
has the largest gap compared to that of α-optimal with N being 100.
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8 Conclusion

In this paper, we explore a BCFL scenario, and propose the PoMQ consensus
algorithm, which combines the FedAvg and Multi-Krum algorithms to defend
against model update attacks, and is based on the model verification process to
resist model aggregation attacks. Moreover, we model the unknown device selec-
tion problem as a CMAB, and propose the OLAC algorithm to solve CMAB,
which improves DFL’s training efficiency. Finally, we establish the BCFL sys-
tem prototype. Extensive experiments show that our solution provides stronger
robustness and training efficiency for BCFL.
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Abstract. Along with the popularity of the Android operating system,
98% of mobile malware targets Android devices [1], which has become one
of the primary source for privacy leakage. Detecting malicious network
transmissions in these apps is challenging because the malware hides its
behavior and masquerades as benign software to evade detection. In this
work, we propose TraceDroid, a framework that can automatically trace
abnormally sensitive network transmissions to detect the malware. By
leveraging the static and dynamic analysis, the sensitive informations
can be firstly inferred from the call graph, and then, the sensitive trans-
missions can be detected by analyzing the network traffic per transfer
and sensitive information with a machine learning classifier. We vali-
date TraceDroid on 1444 malware and 700 benign applications. And our
experiments show that TraceDroid can detect 3433 sensitive connections
across 2144 apps with an accuracy of 94%.

Keywords: Android malware detection · Static analysis · Dynamic
analysis

1 Introduction

With the widespread use of mobile devices running Android, it has become
the dominant operating system. Users can install applications from third parties
without performing any malware checks [31]. As a result, the number of malware
samples targeted the Android ecosystem has skyrocketed in recent years, which
poses significant threat to user’s privacy. Bad guys can infer information such as
home address from user privacy, causing great harm to users [3,5,6,29].
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However, detecting malware on mobile devices is a big challenge. Due to the
limitations of Android’s permission mechanism [23], malware can disguise itself
as a benign application by using normal APIs to fool the security audit module
[28]. For instance, when a user clicks button of an application which shows
sending SMS messages, it might transmit the user’s sensitive contact information
along with that SMS at the background without notifying the user. Furthermore,
the sensitive network transmissions are not necessarily regarded as malicious
traffic, which is probably sent to a benign server for normal operation. Hence,
the key of differentiating normal and abnormal sensitive transmissions lies in
properly understanding the intent. To detect the malware, previous works [18,
19] leverage natural language processing techniques to understand whether an
application’s description is consistent with its permission setting. However, they
are unable to infer the privacy leakage. Some of the detection methods are limited
by the complexity of Android APIs and runtimes, which include millions of lines
of code [8]. Most importantly, they only focus on detecting sensitive traffic and
fail to distinguish between normal and abnormal sensitive traffic. Some people
use the network traffic of application for detection, but they are not always
accurate [17].

TraceDroid. To address the aforementioned issues, we propose TraceDroid,
which combines static analysis, dynamic analysis, and machine learning methods
to detect abnormal sensitive network traffic induced by malware. First, Trace-
Droid employs a static analysis approach to derive possible execution traces
of application and to identify sensitive information. However, some applications
send information after encrypting the name of an external server in order to avoid
security checks, and the destination server address is only visible at runtime.
Therefore, TraceDroid also utilizes a dynamic analysis method to collect run-
time information to uncover disguised malware. This hybrid approach achieves
better performance than purely static or dynamic analysis methods. Moreover,
we are able to obtain more network traffic data and provide a better character-
ization of network behavior by leveraging a hybrid analysis approach than the
widely used static analysis approach [8,14]. At last, the transmission data will be
used for model training. We can apply the well tuned model to identify malware
even when the source code is unavailable, which could be directly integrated into
network-based intrusion detection system.

Our contributions can be summarized as follows.

– We propose an Android malware detection method, TraceDroid, which per-
forms ingress analysis of malicious traffic by lightweight static analysis and
pinpoints negative network transmissions by detailed dynamic analysis.

– TraceDroid can distinguish abnormal network traffic. Compared with previ-
ous work, TraceDroid achieves higher accuracy and better runtime efficiency
while being more robust to malware variants and Android API updates.

– We evaluate TraceDroid on a dataset which includes 1444 malware from var-
ious malware datasets and 700 market apps downloaded from AppStore. The
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results show that TraceDroid can detect 3433 sensitive connections across
2144 apps with an accuracy of 94%.

Paper Organization. The remaining paper is organized as follows. We intro-
duce related work in Sect. 2. In Sect. 3, we presents our system TraceDroid, and
describes its technical details. Section 4 performs the evaluation of our system.
Section 5 summarizes our work.

2 Related Work

Emerging research efforts have been made on Android malware detection, which
can be broadly classified into Signature-Based( [11,13]), ML-Based([16,26]),
and Behavior-based([25,26]) respectively. The signature-based methods have low
computing complexity and can provide specific evidence (detected malicious fea-
ture codes) to explain. However, such methods can easily be bypassed by mali-
cious code. Machine learning-based methods have been investigated to detect
Android malware. However, the performance of pure machine learning methods
is limited to selected features and existing training datasets [4]. MaMaDroid [16]
utilizes the statistical methods of Markov chains to detect malware, but it is also
vulnerable to some attacks using evasion techniques [7].

FlowDroid [2] and DroidSafe [10] both utilize static analysis solutions to
precisely detect suspicious information flows, but the results become inaccurate
because the visited code paths are not always feasible. Based on dynamic analysis
tools, TaintDroid [9] is a real-time privacy monitoring system. By modifying
the Dalvik virtual machine, TaintDroid can report information leaks while the
application runs on the Android device. It only identifies leaks triggered during
execution, so a driver with good code coverage is required. Naturally, some tools
use hybrid analysis, such as AppAudit, to avoid the weaknesses of using a single
analysis. Still, it leaves out most unknown branches and only follows one chapter
identified by static checks. The downside of all the tools mentioned above is that
they treat any breach of user data as malicious, leading to numerous false alarms.
Compared to the above system, TraceDroid has the flexibility to extend code
coverage based on context and explore as many possible paths as possible when
discovering unknown branches. Our hybrid program analysis approach further
improves detection efficiency and reduces false positives.

3 Design Of Tracedroid

3.1 Overview

This section introduces the design of TraceDroid, which leverages data flow anal-
ysis technology to determine the source of perceptual data and then track the
information flow to select the final destination of sensitive data. The system
overview of TraceDroid is given in Fig. 1. It includes three main components:
Static analysis, dynamic analysis, and classification.
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Fig. 1. The workflow of TraceDroid.

3.2 Static Analysis

The goal of static analysis is to construct the call graph of the target application,
which can assist the dynamic analysis and improve its efficiency.

Call Graph Extractions. In contrast to traditional Java programs, which have
only one entry point (i.e. main), Android apps have multiple entry points. Specif-
ically, Android applications consist of multiple components that each Activity or
Service component is a Java class, and each event listener and lifecycle method
serve as an entry point for a specific event. Thus, to fully capture the sensitive
information traces, all possible transitions in the application’s lifecycle must be
captured precisely.

onCreate() onRestart() onClick() onDestroy()

sendMessage()

Fig. 2. An example of call graph

In order to construct an application’s call graph, prior work typically creates
one or more virtual main routines that are shared by multiple components [2,27].
However, some components without leaking information will be included with the
above methods which will introduce unnecessary interference. Besides, the shared
virtual main program may obscure the connection between components. Instead
of building a shared virtual main program, each component in TraceDroid has
a separate call graph to eliminate clutter and reduce the overhead of dynamic
analysis. As shown in Fig. 2, event listeners onClick() are embedded in the
component and registered after onCreate(). onClick() is a UI callback function
that will be called when the appropriate button is clicked. As the underlying
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static analysis framework, we leverage Soot [24] which is a Java optimization
and analysis framework to extract call graphs.

Traversing Graph. After obtaining the call graph, TraceDoid leverages it to
quickly locate the sensitive APIs call. A source is an API call which accesses
to the sensitive information. Sensitive information includes device identifiers,
SMS, contact data, etc. All of these data items are retrieved, sent, or stored
through the Android APIs, which is listed in Susi [21]. Typically, getText() at
line 8 shown in Listing 1.1 is a source. For each source, the corresponding entry
point of the component is extracted by applying a graph traversal algorithm
in the call graph. For instance, the entry point onRestart() of the component
PrivataDateLeakag in Listing 1.1 is located through breadth-first search begin-
ning with getText() on the call graph.

Filter. Since the static analysis component has a lot of unnecessary entry func-
tions, we thus use filters in the static analysis results to improve the efficiency
of our analysis. Some keywords are used in the filter to filter out unnecessary
entries such as those containing Android kernel features.

3.3 Dynamic Analysis

The dynamic analysis component consists of an execution system with a taint
analysis module and a simulation of the Android runtime.

Executor. The executor is based on a specially designed Dalvik virtual machine
which can unpack Android package files and execute bytecode instructions
directly. After static analysis, a set of traces can be derived. Then the traces
are fed into the execution system. Note that each trace is a sequence of specific
API calls beginning with a lifecycle callback and ending with an API call related
to sensitive information.

For instance, for the entry point onRestart() in PrivateDataLeakage,
TraceDroid builds an execution trace onRestart() to onClick() that informs
the executor to invoke onClick() after calling onRestart(). When the frame-
work restarts the application, the application reads the password from the text
box (line 8). When the user clicks the active button (onClick()), the password
is sent via SMS (line 20). This constitutes a tainted data flow from the pass-
word field (source) to the SMS API (sink). In this example, sendMessage()
is associated with a button in the application UI, which is triggered when the
user clicks the button. The execution trace is generated by applying depth-first
search to find a path from onRestart() to onClick() in the call graph (Fig. 2).
The default values of global variables are normally initialized at the lifecycle
callbacks such as onCreate() and onStart(). We choose to perform these call-
backs to reduce the unknown variables. AS it reduces the number of unknown
branches to be explored, it improves the efficiency of dynamic analysis.
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Listing 1.1. Example Android Application

1 class PrivateDataLeakage extends Activity {
2 private User user = null;
3 void onCreate() {...//initiate the activity }
4 void onRestart() {
5 EditText usernameText = (EditText)findViewById(R.id.username);
6 EditText passwordText =

(EditText)findViewById(R.id.password);
7 String uname = usernameText.toString();
8 String pwd = passwordText.getText().toString(); //source
9 user = new User(uname, pwd);

10 }
11 void sendMessage(View view) {
12 if(user != null){
13 String password = getPassword();
14 String obfuscatedUsername = "";
15 for(char c : password.toCharArray())
16 obfuscatedUsername += c + "_";
17 String message = "User: " + user.getUsername() + " |

Pwd: " + obfuscatedUsername;
18 SmsManager smsmanager = SmsManager.getDefault();
19 Log.i("TEST", "sendSMS"); //sink
20 smsmanager.sendTextMessage("+49 1234", null, message,

null, null); //sink, leak
21 }
22 }
23 void onDestroy() {... //finish the activity}
24 }

Taint Analysis. Here, the unknown variables are often closely related to some
factors, e.g., user input, device status, surrounding environment, etc. Thus, mali-
cious applications may take advantage of some factors to hide their behavior,
creating malicious code that can only be triggered under certain circumstances.
To tackle this problem, TraceDroid not only introduces the function of snap-
shots to handle different cases of unknown quantities, but also proposes a rule
base to deal with the problem of path explosion caused by unknown variables.
Specifically, if an unknown branch is encountered, TraceDroid creates a snap-
shot to store the state of the executor and presses the snapshot onto the stack.
If the termination condition of a loop or recursion is an unknown quantity, code
that contains the loop or recursion may cause an infinite number of paths to be
explored. We choose the way that execute the block under the loop only once,
and mark all the variables in the block that accept the new value. After explor-
ing the block, the marked variable is symbolically modeled for the rest of the
execution. During execution, whenever the source API is invoked, the pollution
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analysis module begins to track the propagation of the correspondingly sensitive
values. When one or more sensitive values reach a network connection API call
(a sink, such as the openConnection() or connect() ), this means that the
transport is sensitive, the corresponding runtime information, such as network
traffic data, is recorded. We employ the general contamination strategy which
has been used in the previous work [9,27] to specify the propagation process.

Simulation of the Android runtime. Accurate modeling of the Android
runtime state is required to perform taint analysis correctly. Therefore, we man-
ually pad the incomplete Android SDK and emulate the core functionalities.
Our inspiration for emulating Android comes from [10]. But the Android device
implementation used is only developed for static analysis and does not extend
well enough to support our dynamic analysis. We supplemented the android
framework to make it support more functions. Meanwhile, the return value of
the function is simulated to support our dynamic analysis.

3.4 Transmission Classification

The final step is to detect the Android malware by analyzing the traffic gener-
ated by the dynamic analysis component. TraceDroid uses a supervised learning
approach to train classifiers that we aim to operate in local-based or network-
based intrusion detection systems. To generate the representative features from
URL sets in the traffic, we finally choose lexical features, as the lexical features
contain the purpose of transmissions which can be used to distinguish suspicious
and benign traces.

Words Vectorization. To extract the lexical features from traffic, a bag-of-
words model [15] is employed, which is often used for spam detection. In our
framework, URLs can be divided into tags using certain characters as delimiters.
Each different tag is then treated as an independent feature. Each collected data
stream is converted into a vector of binary values. To reduce the computation
cost, we can’t use word bags directly because this can result in vast feature
Spaces. As described in [22], we limit the size of a feature set by removing
tokens that are rarely present in a stream.

Model Training. Since TraceDroid is commonly used in traffic classification,
we consider Decision Tree as a learning classifier [20,22]. We use labeled trans-
missions as training and test data, and use ten-fold cross validation [12], which
is the standard method for evaluating machine learning solutions. According to
the hybrid analysis tool, the traffic generated from different code paths in target
app probably goes to the same URL, thus, we merge the same URL connections
into one transmission. Later, for the collected transports, we check the target
hostname to see if it belongs to an Advertising(AD) server or a malicious server
and flag the transports as illegal. Then, we need to check the plain text content



TraceDroid: Detecting Android Malware by Trace of Privacy Leakage 473

passed through the stream to prevent the server from sending a response that
is related to the user data being sent. In order to test the transmission of flow
is legal, we will intercept these flows in some special way and repackage these
applications. If the function of these applications is affected, then we will mark
the transmission of flow as legal and if the application is not affected, so we will
have sufficient reason to mark the transmission of flow as illegal transfer.

4 Evaluation

4.1 Experimental Settings

Datasets. We first extract 1223 malicious sensitive transmissions and record
the corresponding traffic from the classic malicious software set [30]. In addi-
tion, we also obtain 700 malicious samples from VirusShare1, as well as 1147
malicious sensitive transmissions. We crawl 700 applications on the legitimate
app store. Since the architecture of android system has changed in recent years,
our dataset includes new versions of android applications to make our analysis
more convincing.

Matrics. In the experiments, we employ the standard F-measure metric,
Accuracy, TP, FP, FN to evaluate the performance of TraceDroid under dif-
ferent settings. The Accuracy refers to the ratio of correctly predicted samples
to the total samples. TP denotes the number of correctly classifying normal
samples as normal, and FP and FN indicate the number of samples mistakenly
identified as malicious and benign respectively.

4.2 Comparison with Benchmark

We first evaluate the performance of TraceDroid on base datasets compared with
the other two state-of-the-art Android detection frameworks. Table 1 summarizes
the detection results on DroidBench. DroidBench2 is an open-source benchmark-
ing suite that contains 118 hand-crafted applications. Particularly, it can utilize
various features of programming languages to bypass static pollution analysis.
We removed 14 apps due to the inter-app communication involved and other
reasons.

Compare with Other Static Detection Methods. The detection accuracy
of FlowDroid is only 76.8%, that is because it can not effectively analyze the
runtime data of app and the modeling of the lifecycle of FlowDroid is imprecise.

1 https://virusshare.com/.
2 https://github.com/secure-software-engineering/DroidBench.

https://virusshare.com/.
https://github.com/secure-software-engineering/DroidBench.
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Table 1. Detection results on DroidBench

Tools FP Accuracy Precision

FlowDroid [2] 10 76.8% 70.5%
AppAudit [27] 2 50.5% 91.3%
TraceDroid 0 98.3% 100%

Compare with Other Hybrid Analysis Detection Methods. As we can
see that TraceDroid achieves higher detection accuracy than AppAudit. The
first underlying reason is that AppAudit chooses to terminate the current exe-
cution when it encounters a sink, but satisfying reachability does not imply
malicious transfers, as discussed in Sect. 3. The second, AppAudit does not take
into account the diversity of unknown variables and keeps hanging on to an
unknown branch in one direction, which can reduce the detection accuracy of
AppAudit. Furthermore, since Android contains various mechanisms, AppAudit
does not support any of these Android features.

In summary, TraceDroid provides a more complete dynamic analysis imple-
mentation that not only simulates the behavior of the Android runtime to sup-
port various mechanisms, but also tracks communication between multiple com-
ponents.

4.3 Real App

Trasmission Detection. In this section, we further present the performance
comparison with VirusTotal3 VirusTotal is a popular website that scans submit-
ted URLs with the latest 68 anti-virus engines. In Fig. 3, Malware represents the
1,444 malware apps we collected, AppStore represents the 700 apps we down-
load from the AppStore, and All represents all the pieces of Malware and apps.
It can be observed that the performance of VirusTotal is always inferior than
TraceDroid no matter on which apps.

Table 2. Classification results in different scenarios

Scene Class Precision F-measure

Local-based Illegal 0.982 0.962
Local-based Legal 0.872 0.905
Network-based Illegal 0.918 0.924
Network-based Legal 0.910 0.915

3 https://www.virustotal.com/.

https://www.virustotal.com/.
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Fig. 3. Detecting malicious transmission.

Comparison with Different Scenarios. In order to verify the effectiveness
of TraceDroid in multiple scenarios, we designed two scenarios: the first is local
host system of automatically finds the disclosure points and the second is the
scenario involves only the flows of sensitive transmissions. Table 2 shows the clas-
sification results in different scenarios. For local-based scene, Table 2 shows that
TraceDroid has high precision and F-measure in identifying illegal transmissions.
After manually inspecting the misidentified instances, we found that their URLs
were very similar to the benign addresses. Also, they put the sensitive data into
their body rather than the URL, which makes the URL-based detection more
difficult to correctly label them. We plan to consider more features to further
reduce the false negatives in the future. For network-based scene, based on the
sensitive transmissions we collected, we add the non-sensitive traffic flows to the
legitimate class. This reflects the real environment of the network-based detec-
tion. Table 2 summarizes our results. As we can see that the prediction accuracy
of network-based scenario is slightly lower the local-based detection’s.

TraceDroid found 3,433 suspicious behaviors in marketing apps. In order
to analyze the reasons why some behaviors are classified as suspicious cases,
we compare the behavior characteristics with common behaviors through data
visualization and manual comparison, and obtain some results as follows.

Finding1. The 700 apps acquired in the AppStore that are generally consid-
ered benign, we detect 1,063 sensitive transmissions and 74.5% of these sensi-
tive transmissions are related to advertising, as shown in Fig. 4. For example, a
weather-forecasting app takes a user’s location and sends it to an AD server.

Finding2. Some applications use specific environments to steal privacy. Such
as an app from the DroidDream malware family only sends messages at night.

Finding3. Most malicious transcribes use resources that have clear semantics
and are related to users’ private information. To be specific, many malicious
transcribes obtain the users’ personal information and write them to files or
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logs. Then malicious transcribes use APIs under NETWORK and SMS packets
to transport sensitive information.

Fig. 4. A sensitive transport classification map of a dataset downloaded from AppStore.

5 Conclusion

This paper proposes TraceDroid, an Android malware detection system. At first
we apply lightweight static analysis to get the entry points, and then perform
dynamic analysis to track the traces of privacy leaks. To the best of our knowl-
edge, our framework can identify anomalies in sensitive information instead of
treating all sensitive information transmission as unreliable. We have conducted
plenty of experiments to evaluate the performance of TraceDroid and results
show that TraceDroid can effectively detect unknown malware samples with a
94% accuracy. However, there are still some problems to be explored, such as
insufficient sample collection and the accuracy of online detection of unknown
malware is low. In the next work, we will collect more samples, optimize our
model, and improve the accuracy of unknown software detection.
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Abstract. Digital signature has been playing a very important role in electronic
money transactionswhilememorizing and storingkeys for digital signatures brings
a great burden to users. In recent years, certifying authority (CA) has been attacked
frequently, and many users have suffered losses. In this article, we discuss the
existing digital signature technologies, analyze their disadvantages, and propose a
novel fuzzy digital signature scheme, which has the characteristics of immediacy
and no need for CA. Initially, our scheme uses fuzzy extractors to generate digital
signatures seamlessly from biometric or other noise data, since its information
entropy is sufficient to ensure security. Secondly, we reduce the dependence of
digital signatures on third parties and the threats and delays caused by them. Fur-
thermore, We also conducted the computational security analysis of the proposed
scheme to illustrate its security level. Finally, the comprehensive experimental
evaluation elaborates that our scheme is reliable and practical for real scenarios,
ensuring the information measured by the user is untraceable.

Keywords: Digital signature · CA-free · Real-time signature · Fuzzy extractors ·
Applied cryptography · Information security

1 Introduction

With the advancement of the digital world and the introduction of the concept of meta-
universe, security is still one of the important challenges we are facing. In increasingly
digital transactions, we must ensure that such transactions are traceable and undeniable.
Information authentication and privacy protection are important issues at present [15–
17].

Signature schemes have been widely used not only in traditional communications
but also in emerging fields such as the Internet of things and the blockchain [4, 14,
18, 19]. As an infrastructure for managing digital certificates, public key infrastructure
(PKI) is essential to human beings. In this key system, the identity of the user depends on
the private key to verify. The third-party certifying authority (CA) verifies and confirms
the physical identity of the individual. After successful verification, CA issues a digital
signature certificate (DSC), in which DSC appends a public key-private key pair signed
by CA authentication. The security of cryptographic primitive depends on the security
of the private key. Once the private key is compromised, the message will be exposed to
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danger. Therefore, the user needs to protect the private key in a highly secure manner.
For example, the user stores the private key in the USB token and remembers the token’s
personal identification number (PIN) to activate the key. Saving the key in this way will
impose a burden on users, reduce availability, and be very unfriendly to the elderly.

Among the current mainstream digital signature models [1], two models are widely
used: the first is a scheme based on offline encrypted tokens. TheCAconfirms the identity
of the user by validating the physical document provided by the user and then distributes
the DSC to store it on the encrypted token [10]. One of the main disadvantages of this
scheme is that the verification process takes a long time, and more importantly, this
method cannot prohibit unauthorized signature authorization, because the token can be
transferred to anyone, regardless of whether that person is trusted or not. Therefore, the
key cannot be securely saved in the hands of individuals or institutions that need DSC to
be attached to the transaction. In addition, tokens can also be stolen, tampered with, or
lost, and tokens need to be used in conjunction with other applications [2]. This scheme
sets a period of validity for the token, and to ensure its security, users need to verify and
update the certificate regularly, which makes the process very complicated. However,
this scheme also has the advantage of the security of working offline. This solution does
not require online external connections, and DSC has no external dependencies.

The second scheme is the online authentication scheme. CA authenticates to dis-
tribute the DSC through online authentication. The provider of this service is a reliable
organization that has determined the identity of the user. The private key will be stored
in a highly secure hardware security module (HSM) or discarded after the signature
is completed. The weakness is very obvious, because the signature process is online,
which requires the real-time availability of users and service providers, and may be sub-
ject to attacks such as deception, replay, and so on. There is another threat that must be
considered in the above plan, and that is the risk from CA itself [3].

These disadvantages make it more important for us to find a secure scheme, which
can work offline without external dependence, avoid the delay of offline authentication
and prohibit unauthorized use. Biometric information is inherent and unique (such as
fingerprint, iris, and finger vein), so using biometric data as a cryptographic private key
is a promising method. Biometric information is not as easy to forget as traditional pass-
words and is more difficult to steal than USB tokens. Biometric features can be obtained
through the application of sensors, and biometric templates (BT) can be generated by
collecting these features [13]. BT provides the feature of generating digital signature
keys.

For the problems mentioned above, our paper proposes a CA-free real-time fuzzy
digital signature scheme. The contributions of this article are as listed follows.

• Taking biometric information or other fuzzy data as input, the signature process is
completed and the sensitive data is protected from being stolen.

• The scheme proposed in this paper eliminates the requirements of the third-party pre-
verification process. The signature process is separated from the external dependencies
such as CA which are common in the current digital signature system.

• We have carried out security analysis and experiments on the scheme, and the results
show that the scheme ensures the correctness and reliability of the signature. It is
superior to the existing schemes in terms of cost, function, and process risk.
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2 Preliminary

Some symbols used in the background are shown in Table 1.

Table 1. NOTATIONS

Notation Description

N Natural number

Z Integer number

R Real number

φ Feature space

ϕ Sample in feature space

maxα Pr[A = α] Predictability of random variable A

[i] Set {1, 2, · · · , i}
ε Neglect

Definition 1 (Metric Space). Metric space is a set φ with the following distance
function:

φ × φ → R
+

Definition 2 (Min-Entropy). [5] .For a randomvariableA, there is aminimumentropy:

H∞(A) = − log(max
α

Pr[A = α])

Definition 3 (Average Min-Entropy). [5]. In the case of the conditional distribution,
the average minimum entropy of a given random variable B,A is recorded as follows.

∼
H∞(A|B) = − log( E

β←B
[2−H∞(A|B=β)])

Definition 4 (Statistical distance). The statistical distance between the two probability
distributions A,B is:

SD(A,B) = 1

2

∑
|Pr(A = μ) − Pr(B = μ)|

2.1 Secure Sketches

The secure sketch is one of the components of the fuzzy extractor. The secure sketch
scheme takes the noisy sample ϕ as input and then outputs the sketch s, which can be
used as a helping string. The purpose of the secure sketch is to restore ϕ under s if and
only if the input ϕ′ is close enough to ϕ.
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Definition 1 (Secure Sketches). [8]. The secure sketch consists of (SS,Rec) two-part
algorithm.

SS() takes ϕ ∈ φ as input and outputs a sketch s ∈ {0, 1}∗.
Rec() takes ϕ′ ∈ φ and s obtained from SS() as input and calculates dis(ϕ, ϕ′) if the

result is less than the threshold t, then output ϕ otherwise outputs -1.

Definition 2 (Chebyshev distance). Given two vectors x = {x1, x2, · · · , xn} y =
{y1, y2, · · · , yn}, the Chebyshev distance between them is defined as:

dis(x, y) = max
i

(|xi − yi|)

When dis(x, y) ≤ t; t ∈ R
+ it is said that x and y are close, where t is the threshold.

2.2 Fuzzy Extractor Scheme

The secure sketch can reproduce the original input from a given noise data, and we can
use this feature to construct a fuzzy extractor scheme [8], including (Gen,Rep). It has
the following properties:

The generating function Gen() takes ϕ ∈ φ as input, output string R ∈ {0, 1}η, and
help string P ∈ {0, 1}∗.

The reproduction function Rep() input ϕ′ ∈ φ and help string P ∈ {0, 1}∗, output R,
are:

Rep(ϕ′,P) → R if dis(ϕ, ϕ′) ≤ t

Table 2. Composition function of the fuzzy extractor

We review the general structure of the fuzzy extractor as shown in Table 3.
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Table 3. The general structure of the fuzzy extractor

3 Our Proposed Scheme

In this section, we will introduce our CA-free fuzzy signature scheme. The key pair
generated by the RSA algorithm protects the authenticity and unforgeability of the
message. Our proposed scheme has the following steps:

Step 1. The user uses the sensor to provide his biometrics (data with noise) and
obtains X times in a row.

Step 2. X samples are converted into strings by the fuzzy extractor, the t of each
sample is recorded, and the average number is calculated as the threshold.

Step 3. Generate a cancellable template (CT) using the converted string.
Step 4. Use CT to generate a public-private key pair.
Step 5. Calculate the hash of the file through the hash function, and encrypt it with

the private key generated in the previous step to get the encrypted hash.
Step 6.Combine the encrypted hash, public key, encrypted CT, threshold, andmaster

file obtained in the above steps to form the digitally signed document.
Figure 1. Shows the flow of our proposed scheme and the components of each link.

Below we provide a detailed overview of the underlying methods of these steps.
The following describes the operation mode and principle of the key components in

the scheme, as well as the signature verification method of the documents signed by the
scheme.
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Fig. 1. The process of our proposed scheme

3.1 Fuzzy Extractor

The above conventional secure sketch scheme in part 2 can be transformed into a fuzzy
extraction scheme, but there are security threats. That is, there is no security mechanism
in the storage and transmission of data, and opponents can modify the data relatively
easily [6]. Therefore, a more robust secure sketch scheme is introduced as shown in
Table 4.

Table 4. Highly robust secure sketch

Through this new secure sketch scheme, we can get a more secure fuzzy extractor
scheme as shown in Table 5.
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Table 5. Fuzzy extractor scheme with high robustness

3.2 CT Generator

After the X samples were extracted by the fuzzy extractor, X (R,P) were obtained.

CT =
X∑

i=1

Fα((Ri,Pi), secret_key)

The X samples are grouped together and out of order to generate CT . The function
Fα has the identity, and the same CT can always be generated for the combination of
a given key and (R,P). For different keys, even if the input samples are the same, they
will not get the same CT .

3.3 Key Pair Generator

The public-private key pair generated by the key pair generator contains two 1024-bit
strong primes p, q. It is obtained by using function Fβ .

(p, q) = Fβ(CT , secret_key)

Fβ is an irreversible function, and the prime pairs calculated are not close to each
other [11, 12]. The key pair generator then uses these two primes to generate the public
key and private key of the destination length through the traditional RSA algorithm.

3.4 Signed File Verification

When the correctness of the file is in doubt, we need to verify the file to know whether
it has been tampered with or not. If the signatory has countersigned or stored a signa-
ture sample in another verifying authority or a trusted third party, then the signature
comparison will be carried out by the agency.
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The rest of the cases are verified using the properties described above:
Verify whether CT is valid. The signer re-provided its fuzzy sample and key again

on the spot, reuse the fuzzy extractor, and verify whether it is below the threshold. If it
falls below the threshold, it is considered a match, meaning that the signer is the person
who signed this document.

Verify the public-private key pair. The public-private key pair is generated from the
secret_key owned by the signer and stored CT . The generated public key is then paired
with the private key previously used for signature, and the public key is used to decrypt
the hash. When the decrypted hash values match, the verification is successful.

4 Security Analysis

In this section, we analyze the popular vulnerabilities that the proposed model may face.
The transmission of encryption keys in the public channel makes them vulnerable to
man-in-the-middle attacks, and the generation and use of encryption keys locally by
signers can avoid such threats. In addition, we use the CT derived from the sample to
generate the encryption key, which can avoid storing the sample itself in external devices
and eliminate the theft and modification of the mandarin information contained in the
sample, or even other more serious threats.

We assume that an opponent obtains the secure sketch in some way and tries to
restore the sample features of its input.

Definition 1. For a secure sketch (φ, ϕ,
∼
ϕ, t). As far as it is concerned, if the arbitrarily

distributed W on the metric space φ has a minimal entropy ϕ and the opponent has the

advantage of 2− ∼
m at most, W can be reduced by

∼
m ≤ ∼

H
∞

(W |SS(W ))

The security of fuzzy extractors is based on statistical indistinguishability.

Definition 2. The fuzzy extractor (φ, ϕ, η, t) is safe. Enter any distribution W on the
metric space φ with minimum entropy ϕ, the output string is in the distribution R, and
the statistical distance between R and the uniform distribution Uη is negligible.

SD((R,P), (Uη,P)) ≤ ε

Theorem 1. If the secure sketch scheme is secure, then the fuzzy extractor scheme is
also secure.

Proof : We use the secure sketch proposed by the general construction [8] and the fuzzy
extractor scheme derived. This general structure ensures the security of the scheme, that
is, the output string of the scheme is indistinguishable from the randomly generated
string.

CT is not used directly as an encryption key. It is used to derive two prime numbers
needed to generate an asymmetric encryption RSA algorithm [9]. The security of the
key is based on the security of the RSA algorithm. The user-specified key is used to
export two 1024-bit primes from CT . The resulting prime number is about 150 digits
long.
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Definition 3. It is less likely that two users will generate similar keys through similar
primes. We can estimate the probability of conflict by calculating the prime density,

using 1
ln(n) . There are

10150

ln(10150)
primes, about 2.7 × 10147. Therefore, the probability of

two users getting the same prime pair is very small.

Theorem 2. The proposed fuzzy digital signature scheme is secure, if the underlying
security sketch scheme, fuzzy extractor scheme, and key generation scheme are secure.

Proof : If the key generator used is secure, then theCT as input is unrecoverable because
the proposed fuzzy extractor scheme is secure. In the whole process of the scheme, the
identification device runs the SS() algorithm to get the sketch s of the user, because the
proposed security sketch is proved to be secure, the attacker cannot disclose the user’s
biometric information. Therefore, the proposed fuzzy digital signature scheme is secure.

5 Experiment Results

The database used in the experiment is from FVC2002. FVC2002 is the Second fin-
gerprint verification competition [7]. In this study, only FVC2002DB1, DB2, DB3, and
DB4 were used for the experiment. The database contains eight impressions for each
finger of different people, as shown in the following Table 6.

Table 6. Scanners/technologies used for the collection of databases

Technology Scanner Image Size – Res

DB1 Optical Identix TouchView 388 × 374 - 500dpi

DB2 Optical Biometrika FX2000 296 × 374 - 569dpi

DB3 Capacitive Precise Biometrics 300 × 300 - 500dpi

DB4 Synthetic SFinGE 288 × 384 - 500dpi

We have done signature experiments on the samples from four databases, recorded
the characteristic data of CT generated by them, compared them, and got Table 7.

Table 7. Test results from the database

Database name Average entropy of CT Time consumption Average length of CT

DB1 .9756 .002 5495

DB2 .9446 .002 8456

DB3 .9632 .001 5159

DB4 .9057 .003 4741
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In addition, we randomly select a finger in the database and collect its different
impressions. Through Fig. 2, we can see that Experiment 6–10 are always below the
threshold while using mismatched data, such as other fingers, such as Experiment 1–5
is always higher than the threshold.

Fig. 2. Comparison between different samples and threshold

6 Conclusion

In this paper, we discussed the disadvantages of the current mainstream digital signature
schemes, and then we design a CA-free real-time fuzzy digital signature scheme. We
avoid the intervention of the third party in the signature process, get rid of the external
dependence, and real-time signature reduces the time consumption of the digital signa-
ture process. The security of the scheme depends on the strength of the RSA algorithm
and the security of the secure sketch and fuzzy extractor schemes. Finally, we carried
out verification experiments and security analysis of the scheme. The results show that
our scheme achieves the design goal, ensuring that the user’s signature is reliable, and
has superior characteristics compared with other existing protocols.
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Abstract. The large scale multiparty computation and private set inter-
section requires a number of oblivious transfer instances as subroutines,
but the implementation of oblivious transfer protocols is relatively slow.
An feasible way is to use the oblivious transfer variant called random
oblivious transfer. In this paper, we propose a 1-out-of-2 random obliv-
ious transfer protocol and extend it to a 1-out-of-k random oblivious
transfer protocol based on the LWE assumption, quantum computation
and measurement. Then, we analysis the stand-alone security of our 1-
out-of-2 random oblivious transfer protocol under various malicious sit-
uations and prove its universally composable security in UC framework.
As for the security of our 1-out-of-k random oblivious transfer protocol,
the similar results can be obtained.

Keywords: Oblivious transfer · LWE problem · Quantum
computation · UC-security

1 Introduction

Oblivious transfer (OT) is an important cryptographic primitive which can be
used for designing secure multi-party computation (MPC) [1–3], bit commit-
ment [4–6] and private set intersection (PSI) [7,8]. The OT protocol was firstly
proposed, by Michael O. Rabin in 1981, to construct a secrets exchange scheme
[9]. The original OT protocol has two participants, where one party (the sender)
sends a message to another (the receiver) with the requirement that the receiver
obtains this message with probability 1

2 and the sender remains oblivious of
whether the message has been received or not.

In order to build protocols for secure two-party computation, a more useful
kind of OT protocol, called the 1-out-of-2 OT protocol, was developed [10–13].
In these protocols, the receiver is allowed to get one message from the sender’s
message pair without knowing anything about the other message, and the sender
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is required not to know about the receiver’s choice. Another OT variant is the
randomized oblivious transfer (ROT), the only difference from 1-out-of-2 OT
lies in that the receiver is required to get one message randomly.

As is know, MPC protocols based on oblivious-circuit evaluation techniques
require a large number of OT. Since the OT schemes are relatively slow, they
become a major bottleneck for the large-scale MPC implementations. In order to
deal with the problem of OT efficiency, Ishai et al. introduce the concept of OT
extension [14] where one needs to use ROT instances as base OTs. In addition,
the ROT scheme also is a main tool in designing efficient PSI protocols [8] which
is one of the most popular MPC technique.

Motivated by the construction of trapdoor, claw free, 2-regular functions in
[15–17], we propose a 1-out-of-2 ROT protocol based on quantum mechanics and
LWE assumption. Then, we construct a family of trapdoor claw-free k-regular
functions and extend the 1-out-of-2 ROT protocol to a 1-out-of-k ROT protocol.
Furthermore, we analysis the stand-alone security of our ROT protocols under
various malicious situations and prove their universally composable security in
UC framework. The key technique of our protocol is to construct a family of
trapdoor, claw free, k-regular function based on the LWE assumption. Another
technique used in our protocol is quantum computation and quantum entan-
glement by which Bob can obtain only one of k preimages after measuring the
produced quantum state.

2 The Construction of TCF k-Regular Functions

In this section, we will describe the construction of trapdoor claw-free (TCF)
2-regular functions defined in [17] and the construction of trapdoor claw-free
k-regular functions, which are necessary for our ROT protocols. We start with
the definition of trapdoor claw-free k-regular functions as follows:

Definition 1 (Trapdoor claw-free k-regular). A deterministic function f : D →
R is a trapdoor claw-free k-regular function if the following conditions hold:

– k-regular: ∀y ∈ Im(f), we have |f−1(y)| = k.
– collision resistance: It is impossible to find out any pair (x0, x1) such that

x0 �= x1 ∧ f(x0) = f(x1) for any QPT algorithm without the trapdoor.
– Trapdoor one-way: Given y ∈ Im(f) and the trapdoor tf of the function f ,

there exists a QPT algorithm that can return the set f−1(y). Moreover, it is
impossible to get any x ∈ f−1(y) for any QPT algorithm without the trapdoor.

2.1 Requirements on Parameters

Let λ ∈ Z be the security parameter in the LWE problem, all other parameters
be the functions of λ.

– n = λ, the length of vector s ;
– q = poly(n), the prime modulus;
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– m ≈ 2n lg q, the length of the error vector e;
– α ∈ (0, 1), the discrete Gaussian distribution Φα is centered around 0 with

standard deviation αq ≥ 2
√

n.

Under the setting of the parameters above, the LWE problem is at least as hard
as solving SIVP [18,19]. And thus, the functions constructed in Sect. 3.2 and
Sect. 3.3 are all trapdoor claw-free.

2.2 On the TCF 2-Regular Functions

In [17], the authors constructed a family F2 of TCF 2-regular functions based
on the existence of a family G of injective, homomorphic, trapdoor one-way
functions. For the completeness, we will recall the construction of F2 and related
knowledge in this subsection.
The specific family G of injective, homomorphic, trapdoor one-way functions
was constructed by Micciancio and Peikert [20]. Here, we list the outline of their
construction and leave the detail to readers. First, generate a n × m̄ matrix A
by randomly choosing its elements from Zq and a m̄ × kn trapdoor matrix R by
sampling its elements from a discrete Gaussian distribution Dm̄×ω

αq with mean 0
and standard deviation αq. Then, select a fixed matrix G as in [20] for which the
function gG(s, e) = stG + et can be efficiently inverted, and construct the index
matrix K by concatenating A and G−AR, i.e. K = (A,G−AR). Finally, define
the function gK with trapdoor tK = R, which forms the family G, as follow:

gK(s, e) = stK − et, (1)

where s ∈ Z
n
q and e ∈ Lm, L is the domain of the errors in the LWE problem

(the set of integers bounded in absolute value by μ).

Theorem 1 ([20]). The functions in G are injective, homomorphic, trapdoor
one-way.

2.3 The Construction of TCF k-Regular Functions

In order to design the 1 − k ROT protocol, we need to construct a family Fk of
TCF k-regular functions. Motivated by the idea of constructing TCF 2-regular
functions in Sect. 3.2, we construct the family Fk also by using the family G of
homomorphic injective trapdoor one-way functions.
Let gK ∈ G with trapdoor tK , xi ∈ D \ {0}(0 ≤ i ≤ k − 2) satisfying xi �= xj

whenever i �= j, we define the function f : D × Zk → R with trapdoor tf =
(tK , x0, ..., xk − 1), which forms the family Fk, as follows:

f(x, c) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

gK(x), if c = 0;
gK(x) + gK(x0), if c = 1;
gK(x) + gK(x1), if c = 2;
...
gK(x) + gK(xk−2), if c = k-1.

(2)
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In a similar way as proving the functions in F2 are TCF 2-regular in [17], we
can prove that the functions in Fk constructed above is TCF k-regular.

Theorem 2. The functions in the family Fk are trapdoor claw-free k-regular.

3 Our 1 − k ROT Protocols

In this section, we will present a 1 − 2 ROT protocol by using the family F2

of TCF 2-regular functions in [17], and extend this protocol into a 1 − k ROT
protocol by using the family Fk of TCF k-regular functions constructed in Sect. 3.
As in [17], for k ≥ 2, we employ the family Fk of TCF k-regular functions in a
convenient form as Fk = {f : {0, 1}n → {0, 1}m}, where the domain of each f
is also denoted by D.

3.1 The 1 − 2 ROT Protocol

In the prepare stage, first choosing a fixed function f and its trapdoor tf from
the family F2 = {f : {0, 1}n → {0, 1}m} of TCF 2-regular functions. Then,
giving (f, tf ) to the sender Alice and f to the receiver Bob. To transfer the two
messages b1, b2 ∈ {0, 1}m from Alice to Bob obliviously, our 1 − 2 ROT protocol
performs as follows:

1. Bob prepares his registers at 1√
|D|

∑

x∈D

(|x〉 ⊗ |0〉).
2. Bob applies the operator Uf by using the first register as control and the

second one as target, and the state in the two registers is in the form of
1√
|D|

∑

x∈D

|x〉|f(x)〉. After that, Bob sends the second register to Alice.

3. Alice measures her register in the computational basis and obtains the out-
come y. Then, Bob’s register becomes 1√

2
(|x1〉+|x2〉), where f(x1) = f(x2) =

y. Bob measures his register in the computational basis and obtains the out-
come x̃ (= x1 or x2).

4. Alice computes the preimages x1, x2 of y by using the trapdoor tf . Then, she
sends the pairs (a1 = b1 ⊕ x1, h(x1)) and (a2 = b2 ⊕ x2, h(x2)) to Bob, where
h(x) represents the last bit of x.

5. Bob computes the value of f(a1 ⊕ a2 ⊕ x̃). If the result is y (which means
b1 = b2), then he terminates this protocol.

6. Bob gets the message bσ by computing aσ ⊕ x̃ if h(xσ) = h(x̃) (σ = 1 or 2).

3.2 The 1 − k ROT Protocol

To extend the protocol above into the general 1 − k ROT protocol, we only
need to substitute the TCF 2-regular function for a TCF k-regular function
constructed in Sect. 3.3.
In the prepare stage, first choosing a fixed function f and its trapdoor tf from
the family Fk = {f : {0, 1}n → {0, 1}m} of TCF k-regular functions. Then,
giving (f, tf ) to the sender Alice and f to the receiver Bob. To transfer the k
messages b1, b2, ..., bk ∈ {0, 1}m from Alice to Bob obliviously, our 1 − k O.T.
protocol performs as follows:
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1. Bob prepares his registers at 1√
|D|

∑

x∈D

(|x〉 ⊗ |0〉).
2. Bob applies the operator Uf by using the first register as control and the

second one as target, and the state in the two registers is in the form of
1√
|D|

∑

x∈D

|x〉|f(x)〉. After that, Bob sends the second register to Alice.

3. Alice measures her register in the computational basis and obtains the out-
come y. Then, Bob’s register becomes 1√

k
(|x1〉 + ... + |xk〉) where f(x1) =

... = f(xk) = y. Bob measures his register in the computational basis and
obtains the outcome x̃(∈ {x1, x2, ..., xk}).

4. Alice computes the preimages x1, ..., xk of y by using the trapdoor tf . Then,
she sends the pairs (ai = bi⊕xi, h(xi))(1 ≤ i ≤ k) to Bob, where h(x) presents
the last �log k� bits of x.

5. Bob computes the value of f(ai ⊕ aj ⊕ x̃)(1 ≤ i < j ≤ k). If some f(ai ⊕ aj ⊕
x̃) = y (which means bi = bj), then he terminates this protocol.

6. Bob gets the message bσ by computing aσ ⊕ x̃ if h(xσ) = h(x̃) where σ ∈
{1, 2, ..., k}.

3.3 The Security Analysis of Our 1 − 2 ROT Protocol

In this section, we will consider the stand-alone security of our 1−2 ROT protocol
in two aspects, Bob’s malicious operation and Alice’s malicious operation. The
extended version, 1 − k ROT protocol, can be analysed in the same way. Let
us first recall the following property of the family F2 described in Sect. 3.2, on
which the security of our 1 − 2 ROT protocol is based.

Theorem 3 [17]. The functions in the family F2 described in Sect. 3.2 are TCF
2-regular.

Bob’s Malicious Strategy. A malicious receiver Bob aims to get both two
messages b1 and b2 from Alice. To achieve his aim, Bob has to find a method
to get the collision x′ for his measurement outcome x̃ in Step 3. Except for
guessing x′, what he could do is computing y = f(x̃), and managing to find the
preimages of y with respect to f . But, the function f is one-way according to
Theorem 3, and thus Bob cannot obtain the preimages of y by inverting f . So,
it is impossible that Bob have an efficient method to get both b1 and b2.

Alice’s Malicious Strategy. A malicious sender Alice wants to know what
message Bob gets from the transfer procedure. There are two ways for Alice to
achieve her aim, one is to get Bob’s measurement outcome x̃ and another is to
cheat by sending illegal information to Bob in Step 4.
Note that, Alice gets y by measuring her register and Bob obtains x̃ by measuring
his register with the superposition state 1√

2
(|x1〉+|x2〉) in Step 3. Although Alice

can computes the preimages x1 and x2 of y by the trapdoor tf in Step 5, and x̃
must be one of x1 and x2, Alice has no way to determine which one x̃ is. So, the
first way is not possible.
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As for the second way, Alice may send two pairs (a1 = b1 ⊕ w1, h(w1)) and
(a2 = b2 ⊕ x2, h(x2)) with b1 = b2 to Bob in Step 4. If Bob does not verify
whether the two pairs are legal, he will always get b1 in Step 6, no matter what
his measurement outcome x̃ is. And thus, Alice can know what the message Bob
obtains. But in Step 5, Bob verifies the reality of the two pairs from Alice by
computing the value of f(a1 ⊕ a2 ⊕ x̃). If the result is y, then Bob infers that b1
and b2 are the same, and terminates the protocol. Therefore, this strategy also
does not work.

4 The UC-security of Our 1 − 2 ROT Protocol

In this section, we will prove the universally composable security of our 1−2 ROT
protocol in the UC framework. As for our 1 − k ROT protocol, its UC-security
can be proven in the same way.
We work in the standard universal composability framework of Canetti [21] with
static corruption of some parties. The ideal world execution involves dummy
parties (some of whom may be corrupted by an ideal adversary) interacting
with the functionality F . The dummy parties only relay the inputs to F , and
relay the outputs of F to the calling machine. The real world execution involves
parties (some of whom may be corrupted by a real world adversary) interacting
only with each other.
For our 1 − 2 ROT protocol interacting with an adversary, the functionality
FROT interacting with the simulator in the ideal world is defined as follows:

Functionality FROT

Parameters: String length n.
Parties: The sender Alice and the receiver Bob.

1. Upon receiving the message b0, b1 from Alice and activated by Bob,
FROT outputs bσ to Bob randomly

Fig. 1. The functionality FROT

Let A be a static adversary that interacts with the parties Alice and Bob running
the 1−2 ROT protocol, we now construct a simulator S in ideal world interacting
with the ideal functionality FROT , such that no environment Z can distinguish
the interaction with A in the real world from the interaction with S in the ideal
world. The simulator S starts by invoking a copy of A and runs a simulated
interaction of A with Z and the parties Alice and Bob. More specifically, the
simulator S works as follows:
Simulating the communication with Z: Every input value that S receives
from Z is written on the adversary A’s input tape (as if coming from A’s envi-
ronment). Every output value written by A on its output tape is copied to S’s
output tape (to be read by the environment Z).
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Simulating the case when only Alice is corrupted: The simulator S ran-
domly selects a function f with its trapdoor tf from the family F2 of TCF
2-regular functions, and sends (f, tf ) to Alice and f to Bob respectively.
When A produces (a1, w1) and (a2, w2) with w1 �= w2 for honest Bob, S ran-
domly chooses some x̃ ∈ D. Then, S computes y = f(x̃) and another preimage
x̃′ of y by the trapdoor tf . After that, S computes b1 = a1 ⊕ x̃ and b2 = a2 ⊕ x̃′

where h(w1) = h(x̃), h(w2) = h(x̃′) and stores them. When dummy Bob is acti-
vated, S sends b1 and b2 to FROT . When FROT returns bσ, S outputs it as if
from Bob.
Simulating the case when only Bob is corrupted: The simulator S ran-
domly selects a function f and its trapdoor tk from the family F2 of TCF
2-regular functions, and sends (f, tf ) to Alice and f to Bob respectively.
When the dummy Alice is activated, S gets bσ from the functionality FROT and
stores it. When A is activated, S outputs bσ as if from Bob.
Simulating the remaining cases: When both parties are corrupted, the sim-
ulator just runs A internally (who itself generates the messages from both Alice
and Bob). When neither party is corrupted, there is no necessity to construct S.
According to the above models of different corrupted cases, we obtain the follow-
ing two propositions. And thus, our 1−2 ROT protocol possesses the UC-security.

Proposition 1. If the adversary A corrupts Alice in an execution of our 1 − 2
ROT protocol π, then we have

IDEALFROT ,S,Z
s≈ EXECπ,A,Z .

Proposition 2. If the adversary A corrupts Bob in an execution of our 1 − 2
ROT protocol π, then we have

IDEALFROT ,S,Z
s≈ EXECπ,A,Z .

Theorem 4. Denote our 1 − 2 ROT protocol as π, then

IDEALFROT ,S,Z
s≈ EXECπ,A,Z .

Thus, π UC-emulates the ideal function FROT , in other word, π is UC-secure.

5 Conclusion

Motivated by the construction of trapdoor claw-free 2-regular functions in [17],
we propose a 1 − 2 ROT protocol and construct a family of trapdoor claw-free
k-regular functions based on which we extend the 1−2 ROT protocol to the 1−k
ROT protocol. In our protocols, the key techniques are quantum computation
and the family of trapdoor, claw free, k-regular functions. Furthermore, We
analysis the stand-alone security of our 1− 2 ROT protocol in various malicious
situations and prove its composable security in the UC framework. Certainly,
the security of our 1 − k ROT protocol can be obtained by a similar discussion.
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Comparing with other OT protocols, our 1− 2 ROT protocol possesses stronger
security and needs fewer rounds between the sender and the receiver. We give an
intuitional comparison between our 1−2 ROT protocol and the others presented
before in the following table:

Table 1. Comparison with other OT (ROT) protocols

Protocol Round (moves) Security

OT in [22] 5 (including 2 with functionality) UC-secure

OT in [23] 6 Non proof

OT in [24] O(log n) FullSim

ROT in [3] 5 (including 2 with functionality) UC-secure

Our ROT 3 UC-secure
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Abstract. Federated learning is a novel machine learning framework
that effectively satisfies the requirements of multiple organizations for
data usage and model training while meeting privacy protection, data
security, and government regulations. However, recent research has
shown that attackers can infer users’ private information from their
shared model parameters. To address the issue, in this paper, we propose
the smart contract assisted secure aggregation scheme (SCSA). Firstly,
we present a triple layers architecture based on blockchain for secure
aggregation, which can adapt to application scenarios where a large
amount of devices are involved in model training. Then, with the help of
smart contracts, our scheme can efficiently distribute security masks to
users in a decentralized form to ensure the security of parameters, and
combine with secret sharing to design a double fault tolerance mecha-
nism to effectively improve the robustness of the system. Finally, the
theoretical analysis and simulation experiments prove that our scheme
has high security and robustness while maintaining efficiency.

Keywords: Federated Learning (FL) · Secure aggregation · Smart
contract · Communication-efficient · Robust

1 Introduction

Federated learning (FL) [1,2] is an emerging deep learning framework that meets
the needs of safely training deep learning models on sensitive data sets while
ensuring the privacy of data owners. Unlike traditional centralized model train-
ing, in FL, the data owner can utilize private data stored on a local device to
train a full or partial model downloaded from a central server, instead of send-
ing private data to the central server for model training. In order to accelerate
the convergence of the model, the central server aggregates the local parameters
(i.e., gradients) shared by each data owner and updates the global model [3].
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Recent studies indicate that FL also faces the risk of privacy leakage and
security attacks [4,5]. On the one hand, the attacker can intercept the model
and infer the private information contained in the model by launching inference
attacks [6,7] and inversion attacks [8]. On the other hand, the attacker can indi-
rectly acquire sensitive message such as data labels, memberships and features
based on the shared gradient [4]. To address such security and privacy issues,
the existing works integrate novel privacy-preserving techniques and encryption
algorithm such as secret sharing, secure multi-party computing (SMPC), zero-
knowledge proof (ZKP) and homomorphic encryption (HE) into FL to realize
secure aggregation of parameters during the model update [9].

Recently, the rapid rise of blockchain technology has attracted a lot of atten-
tion. Based on it, combining blockchain to solve problems in FL is a hot research
topic, such as model poisoning [10], edge computing [11], node trust and incentive
[12]. Nevertheless, few studies have focused on addressing security and privacy
breaches by leveraging blockchain features in the aggregation process [13,14].
Therefore, in this paper, we propose a novel federated learning triple layers
architecture based on blockchain and present a secure aggregation scheme exe-
cuted in a decentralized manner with the assistance of smart contracts. The
contributions are summarized as follows:

• The paper presents the construction of a cloud-edge-terminal architecture for
secure aggregation based on blockchain, in which all intermediate results of
the aggregation process are stored to ensure that the aggregation results in
no way can be tampered with and have the ability to track down malicious
entities.

• The proposed scheme provides a double fault tolerance mechanism based on
secret sharing and smart contracts, which enhances the robustness of the
scheme while reducing the number of communications.

• Comprehensive theoretical analysis is provided to demonstrate the effective-
ness of the scheme to handle the proposed attack model. In addition, we
comprehensively evaluate the performance, robustness, and practicality of
the scheme by simulating realistic scenarios.

The remainder of this paper is organized as follows. Section 2 introduces
related works. Section 3 presents the system model and design goals. Section 4
briefly describes related preliminaries contained in our scheme. Section 5 shows
the overall detailed workflow of SCSA. Sections 6 and 7 present the security and
performance analyses, respectively. Finally, conclusions are drawn in Sect. 8.

2 Related Works

In this section, we compare the existing work based on the features in our sys-
tem. Bonavitz et al. [15] introduced secure aggregation for FL, and proposed
the first secure aggregation protocol. Inspired by Diffie-Hellman key exchange,
they designed an algorithm to generate random mask values to obscure the real
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parameters through multiple rounds of communication between users, and com-
bined shamir secret sharing in the scheme to solve the issue of client dropout.
Beguier et al. [16] developed a secure aggregation protocol among multiple
servers, which utilizes data compression techniques to compress model updates
before aggregation, with minimal communication overhead and computational
cost. N. Dowlin et al. [17] proposed a scheme called CryptoNets, which allows
homomorphically encrypted user data feedforwarding an already trained neural
network. S. Nath et al. [18] applied threshold homomorphic encryption to encrypt
the local parameters of each client before upload. The cloud server aggregates
the ciphertext and jointly decrypts the ciphertext under the premise of meeting
the threshold.

To sum up, the existing scheme still have disadvantages such as insufficient
availability low efficiency, weak robustness. In addition, the above mentioned
works generally adopt the cloud-terminal architecture, which is not scalable with
the explosive growth of mobile terminals and fails to cope with the demands of
a massive amount of devices involved in training. Therefore, it is an inevitable
trend to build a secure aggregation scheme for model update in FL.

3 Problem Formalization

3.1 System Model

The smart contract assisted secure aggregation scheme consists of a key gener-
ating center, a cloud server, some edge servers and some mobile client groups
that contain a number of clients, as shown in Fig. 1.

Fig. 1. System Model

• Trusted Authority (TA): The TA is a fully trusted entity responsible for
registering other entities. In addition, it generates the necessary public and
private parameters, including the communication key for the registered entity.
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• Cloud Server (CS): The CS is responsible for sending the global model to
the mobile client and updating the global model by aggregating the regional
aggregation results of the edge server.

• Edge Server (ES): The ES acts as consensus node to maintains the opera-
tion of the edge blockchain, and collects the updated parameters of all mobile
clients in the specified region and conducting regional secure aggregation.

• Mobile Client (MC): The MC can receive the global model from the cloud
server, and use the locally stored data to train the model when the mobile
client have sufficient power. After completing the local training process, MC
sends the updated model parameters to the specified edge server.

3.2 Threat Model

Our scheme should be capable of meeting the following challenges

Tampering Attacks: During transmission, adversary can eavesdrop the com-
munication channel between client and edge server and try to reveal the privacy
information (i.e., data features) contained in the model parameters. Moreover,
adversary is capable of launching active attacks such as false data injection.

Collusion Attacks: In each iteration of training, a malicious edge server MS
may collude with a subset of mobile client to invade the privacy of other clients.
MS can receive mask value from the clients with whom it colludes and uses these
mask values to infer other clients’ model parameters.

Denial of Service (DoS) Attacks: The external adversary consumes the
resources of the edge server through sending frequent service requests to the
edge server, causing the edge server to fail to provide services normally.

4 Preliminaries

4.1 Smart Contract and Blockchain

Smart contracts (SC) are programmable computer protocols that are dissemi-
nated, verified and executed in an informational way. It allows credible trans-
actions without a third party and ensures that the transaction is traceable and
irreversible. Blockchain (BC) is a novel application pattern of encryption algo-
rithm, consensus mechanism, distributed data storage and other technologies.
Its characteristics such as decentralization, openness, non-tampering, and trace-
ability provide a credible execution environment for the implementation and
application of smart contract [19].
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4.2 Secret Sharing

In our scheme, we utilize the t-out-of-N secret sharing protocol proposed by
Shamir in [20]. Define a client set C, with |C| = N , a threshold value t and
a secret s. The Shamir’s secret sharing protocol consists of a sharing algo-
rithm SS.share(s, t, C) → {(i, si)}i∈N , which can separates s into N pieces
s1, s2, ..., sN and each secret piece ci is shared with the client in C. The secret
sharing protocol ensures that any shared subset larger than t can recover the
secret s by performing a reconstruction algorithm SS.recon({(i, si)}i∈M , t) →
s where t � M � N . If the number of secret pieces is less than (t − 1), however,
the secret is not recovered in any case.

5 Our Schemes

In this section, we present SCSA for model update in FL. It consists of four
phases: system initialization, scurity shield distribution, regional aggregation
and global aggregation.

5.1 System Initialization

TA first generates public parameter and master secret key via Setup(1λ) →
(PK, MSK ), where λ is a security parameter. The CS provides unique identifier
IDCS as the identity recognition to TA who will initiate the public/private
key pair (PKCS , SKCS) of the CS applying KeyGen(PK,MSK, IDCS) →
(PKCS , SKCS). ES and MC get key pair respectively via the same procedure.

5.2 Security Shield Distribution

In this phase, the CS is responsible for generating global shield as well as local
shield for each ES. The detailed process is described as follows.

Broadcast : Before security aggregation is required, the CS broadcasts a
secure aggregation request, which includes the basic information M of the
model to be updated, some restrictions γ that need to be satisfied, the hash
value H(M, γ), and current timestamp t to each ESi, we denote it as req =
(M, γ,H(M, γ), t). Afterwards, the CS encrypts the request message using the
PKESi

to get the ciphertext REQ and sends it to the ESi.
Response : After the ESi receives the broadcasted request, it decrypts

the ciphertext REQ using the SKESi
. If the decryption succeeds and the

hash verification passes, the ESi accepts the request. Otherwise, the request
is ignored. Then, the ESi confirms whether the limit condition γ is satis-
fied. Finally, the ESi generates res = (IDi, addri,H(IDi, addri), t′) and sends
RES = Enc(PKCS , res) in response to the request to declare that it will par-
ticipate in this aggregation.

Verification : For the received response messages, the CS first confirms
the validity of the reply by calculating ‖t − t′‖ ≤ Δt. If the reply exceeds the
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time limit, it will be ignored. Then CS verifies the IDi to confirm whether the
identity of the ESi is legal. If the verification is positive, CS computes hi =
H(IDi||PKESi

||addri) and stores it in the candidate list l = {h1, h2, ..., hn}.
Distribution : When CS completes all request verifications, it selects a ran-

dom values ε as security parameter to generate the global shield ξ by calculating
Eq. 1, then uses ξ and l to invoke the security shield distribution protocol (SSDP)
to assign a regional shield to each ES. The SSDP is shown in Algorithm 1.

ξ = PRG(ε) (1)

where PRG(ε) is a pseudorandom generator with seed ε.

Algorithm 1 Smart Contract of SSDP
Input: Candidate list l = {h1, h2, ..., hn}, global shield ξ.
Output: Regional shield list
1: for each hi in l do
2: Get current system’s timestamp φ
3: Compute regional shield shieldi = PRG(φ)
4: Update the global shield ξ − = shieldi

5: Store {hi : shieldi} into BC. Here, hi is the index used to query the regional
shield.

6: end for
7: return updated ξ′ to CS

5.3 Regional Aggregation

In the regional aggregation, the edge server requires to communicate with all
the mobile terminals in its jurisdiction. The process is similar to Security Shield
Distribution phase, so only the differences are described here.

Broadcast : The ESi broadcasts request information REQ = Enc(PKMCi∗ ,
(M, γ′,H(M, γ′, t))) to all mobile clients in its jurisdiction.

Response : After the REQ verification passes, if the MCij decides to partic-
ipate in this round of security aggregation then generates res = (IDij , PKMCij

,
addrij , H(IDij , addrij), t′) and sends the message RES = Enc(PKESi

, res).
Verification : The ESi generates the list pkl = {PKMCi1 , ..., PKMCin

}
and the regional candidate list l′ = {h′

1, h
′
2, ..., h

′
n}, with h′

i =
H(IDij ||PKMCij

||addrij).
Masking generation : After completing the above steps, ESi uses h′

i, l
and hi = H(IDi||H(PKESi

)||addri) to invoke the security mask distribution
protocol (SMDP) to assign security masking to each MCij . The SMDP is shown
in Algorithm 2.

The MCij obtains encrypted security mask ς through invoking the smart
contract Query(hi), and then utilizes the private key to decrypt the ς to obtain
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Algorithm 2 Smart Contract of SMDP
Input: Public key list pkl = {PKMCi1 , PKMCi2 , ..., PKMCin}, regional candidate list

l′ = {h′
1, h

′
2, ..., h

′
n}, hash value hi of ESi.

Output: Security masking list
1: Invoke Query(hi), which is a smart contract with query function.
2: if query result is exist then
3: get the regional shield shieldi = Query(hi)
4: for i = 0 to n do
5: Get current system’s timestamp φ
6: Compute security masking maskij = PRG(φ) for MCij

7: Update regional shield shieldi − = maskij

8: Encrypted security masking with MCij ’s public key to get ciphertext ς =
Enc(PKMCij , maskij)

9: Store {h′
i : ς} into BC. Here, h′

i is the index used to query the ciphertext of
security masking.

10: end for
11: Return updated shieldi

′ to ESi

12: else
13: Abort algorithm
14: end if

security mask maskij = Dec(ς, PKMCij
). Next, The MCij randomly selects a

value ε to generate the double masking εij through Eq. 1.
Secret sharing: The MCij sets a threshold g, selects a subset of mobile

client C = {MCi1,MCi2, ...,MCik}, with |C| = k � g, in the region where
it belongs. Then, according to the secret sharing protocol, MCij executes
SS.share(maskij)→ {(i,mi)}i∈k and SS.share(εij) → {(i, ei)}i∈k separately
to split maskij and εij into k segments, and send (mi, ei) to each MC ∈ C.

Ultimately, the MCij masks the real parameters by calculating the Eq. 2 and
sends (H(IDi||H(PKESi

)||addri),yij ,H(yij ), t) to the ESi.

yij = xij + maskij + εij (2)

Reconstruction and aggregation: The ESi receives the masked param-
eters from MCij that is belong to ESi’s administration region according to
the candidate list. Then, ESi requests the secret fragment from the MC ∈ C
according to the parameter acceptance status. It requests the mi of MC that
did not send parameters due to dropout, and the ei of MC that successfully sent
parameters. We assume that the honest MC only send one of mi and ei to ES.
Next, ESi reconstructs maskij ′ and εij ′ respectively by executing SS.recon(·).
Finally, ESi completes regional aggregation by calculating the Eq. 3.
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zi =
∑n

j=0
yij −

∑n

j=0
εij

′ + shieldi
′

=
∑n

j=0
(xij + maskij + εij ) −

∑n

j=0
εij

′ + shieldi
′

=
∑n

j=0
xij +

∑n

j=0
maskij + shieldi

′

=
∑n

j=0
xij + shieldi

(3)

5.4 Global Aggregation

After completing the regional aggregation, The ESi in each region sends
the global aggregation message M = (IDi,zi ,H(PKESi

||zi), addri, t), which
includes the ES’s unique identifier, regional aggregation outcome, account
address, hash value and current system’s timestamp.

The CS receives the regional aggregation results from the ES according to
the candidate list l, and then performs global aggregation according to Eq. 4.

p =
∑n

i=0
zi + ξ′ − ξ

=
∑n

i=0
(
∑n

j=0
xij + shieldi) + ξ′ − ξ

=
∑n

i=0

∑n

j=0
xij + (

∑n

i=0
shieldi + ξ′) − ξ

=
∑n

i=0

∑n

j=0
xij

(4)

5.5 Double Fault Tolerance Mechanism

The following two special cases that arise during the security aggregation process
are considered: 1) The masking value (maskij , εij ) of dropped MC during
the regional aggregation phase cannot be reconstructed through secret sharing.
2) The ES is offline during the global aggregation phase and fails to send the
regional aggregation results to the CS. Both cases cause unavailability of the
parameter aggregation results, undermining the robustness of the system and
wasting computational resources.

Therefore, we propose a double fault tolerance mechanism based on secret
sharing and blockchain. When case 1) occurs, the first fault tolerance mechanism
allows ESi to reconstruct the mask value of the offline MC through the secret
sharing algorithm SS.recon(·), so as to eliminate its impact on the aggregation
result. If the reconstruction of the mask value of the offline MC fails or if case
2) occurs, the second double fault tolerance mechanism allows CS to obtain the
shield value shieldi of the whole region by querying the smart contract Query(·)
and removing the aggregation result zi of the whole region, thus ensuring that
the aggregation results of the normal region can be applied to the model update.
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6 Theoretical Analysis

6.1 Avoid Tampering Attacks

A third party without a private key cannot obtain the content of the message.
The communication information between entities will be verified by the hash
value. Since the key participates in the hash operation, the adversary cannot
initiate a tampering attack by forging the hash value of the message.

6.2 Avoid Collusion Attacks

Firstly, the masking value of the mobile client is encrypted and stored in the
blockchain. Only the mobile client with the corresponding private key can
decrypt the ciphertext to obtain the masking value, so the adversary cannot
directly obtain the masking value of the mobile client. Secondly, the user will
generate a private double mask. During the secret recovery phase, the honest
user will only send one of maskij and εij . Therefore, the edge server cannot
obtain the updated parameters of the mobile client by launching a collusion
attack.

6.3 Avoid Denial of Service Attacks

The request information contains the hash value of the session key. After receiv-
ing the request, the hash value of the session key will be verified. If the verifica-
tion fails, the request will be ignored without waiting or responding. Hence, the
adversary cannot successfully implement a denial of service attack.

7 Performance Evaluation

In this section, we will evaluate the computation overhead of CASA and prove
the robustness by simulating different mobile clients dropout scenarios.

7.1 Experiment Setup

The experiments are conducted on servers equipped with Intel(R) Core(TM)
i7-10700 CPU @ 2.90 GHz(16 CPUs), 2.9 GHz and 8 GB of RAM. The operat-
ing system is Ubuntu 20.04 LTS, which runs in the virtual machine software
(VMware Workstation Pro) of Windows platform.

The federated learning process is simulated by Pytorch and the main model
is a three-layer convolutional neural network, which is trained and tested with
MNIST dataset. We set the threshold of secret sharing t not less than 51% of
the total number of shares and set the key length of symmetric encryption to
128bit. The above contents are implemented in Python. The Ganache is used to
build an Ethereum test private chain environment locally, smart contracts are
written using Solidity to write smart contracts, and a system prototype is built
using the Truffle framework to verify the effectiveness of the scheme.
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7.2 Performance Evaluation

The performance of four components in the scheme: initialization, shield and
mask generation, secret sharing and secret reconstruction, is evaluated by using
time consumption as performance evaluation metrics.

To begin with, we simulate the scenario of 5000 terminals participating in
federated learning, and design three partition schemes: a) 10 regions with 500
mobile terminals in each region, b) 50 regions with 100 mobile terminals in each
region, c) 100 regions with 50 mobile terminals in each region. d) A traditional
cloud-client architecture is simulated using 5000 mobile clients located in the
same region. Specifically, all terminals in each region are served by one edge
server, so the number of edge servers is equal to the number of partitions. Con-
sidering that the time consumption of other parts of the schemes is negligible
compared with the time consumption of assigning masks and mask values, only
the time consumption of masks and mask generation is compared.

Fig. 2. Comparison of different partitioning schemes at different data vector sizes

Figure 2 indicates that all three partition schemes significantly outperform
the traditional scheme for the same data vector size, and the whole process
time consumes decreases as the number of partitions increases. This demon-
strates that our proposed cloud-edge-client architecture can effectively improve
the efficiency of mask value generation and distribution in the federated learn-
ing security aggregation process compared to the cloud-client architecture. The
growth rate of the partitioning scheme is also significantly lower than that of the
traditional scheme for different data vector size, so our scheme can accommodate
the training of massive parameter models and is compatible with a large number
of devices involved in federated learning. At the same time, the more regions are
divided, the more time is consumed to generate shield, and the more terminals
in the region, the more time is consumed to generate mask, so the reasonable
division of the number of regions and devices in the region is essential.



510 B. Wang et al.

7.3 Robustness Verification

Secret sharing and smart contracts are implemented in the proposed scheme to
cope with the situation where the aggregation results are not available due to
abnormal exit of the client during secure aggregation.

We set up experimental groups with mobile client numbers of 100, 200, 300,
400, and 500, and examined the efficiency of the secret sharing phase under the
evaluation of data vector sizes of 100K, 200K, 300K, 400K, 500K. After that, the
data vector size is fixed at 500K and the efficiency and communication overhead
of secret reconstruction is measured for each experimental group at 0%, 10%,
20%, 30%, and 40% dropout rate.

Fig. 3. The average running time of ES performing secret reconstruction with different
MC dropout rates and different number of clients in a single region, the data vector
size is fixed at 500K.

We measure the efficiency in coping with various dropout situations under
different number of terminals. The experimental outcomes reveal that the time
consumed for secret reconfiguration is proportional to the number of terminals
with the same dropout rate. With the same number of clients, the higher the
drop rate the longer it takes, but the increase is smaller, as shown in Fig. 3. This
demonstrates that our scheme can efficiently reconstruct the lost information
in response to massive user dropouts, which is sufficient to ensure the normal
operation of secure aggregation.

8 Conclusion

In this paper, smart contract assisted security aggregation scheme SCSA is pro-
posed, which consists of three layers: cloud service, edge layer and client layer.
A blockchain deployed at the edge layer for recording intermediate data of the
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security aggregation process. To improve the robustness of the system, a dou-
ble fault tolerance mechanism based on secret sharing and smart contracts is
designed to ensure that the secure aggregation process is minimally disturbed
by dropout clients. Finally, the experimental results indicate that our scheme is
highly feasible and robust.
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Abstract. Supervised models for network intrusion detection usually
rely on many training samples, but the annotation costs are very high.
Unlabeled network traffic data is relatively easy to obtain. However,
there are only a few methods to utilize these unlabeled data adequately.
We propose a novel self-supervised few-shot network intrusion detec-
tion method to address the above problems. The method consists of two
models: a) network traffic representation model and b) network intru-
sion detection model. First, the network traffic representation model uses
unlabeled network traffic data through self-supervised learning to obtain
network traffic representations, which will benefit the training of network
intrusion detection model. Then, the shared layers of the network traffic
representation model are transferred to the network intrusion detection
model and frozen. Finally, a few training samples are used to fine-tune
the network intrusion detection model, and we can obtain a model with
good generalization. However, self-supervised learning of the network
traffic representation model requires a method for generating labels from
network traffic. Therefore, we propose a novel method to generate labels
based on discrete features of network traffic. Experiments show that our
proposed method has better performance than other network intrusion
detection models with few-shot. On NSL-KDD, only 200 labeled samples
are needed to achieve 95.2% accuracy.

Keywords: Self-supervised learning · Network intrusion detection ·
Generating labels · Few-shot learning

1 Introduction

The rapid development of computer networks and the internet of things has
brought convenience to our lives. Still, at the same time, various forms of net-
work attacks appeared [1]. How to identify and respond to these network attacks
has become a current research hotspot. Network intrusion detection technology
is one of the critical technologies for dealing with network attacks. It guarantees
network security by detecting abnormal traffic [2]. Some network intrusion detec-
tion models based on traditional methods [3–5] and deep learning(DL) [6–11]
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have been proposed in recent years. With a sufficient number of training sam-
ples, these models can achieve satisfactory results in network intrusion detection.
A large amount of data annotation requires a lot of costs. And in some real-world
scenarios, it is difficult for us to obtain enough training samples. For example,
when a new vulnerability is discovered, the latest vulnerability is also known as
a zero-day vulnerability. And there is no official patch for the vulnerability, there
will be a large number of attacks that exploit this vulnerability, that is, zero-
day attacks. In this scenario, the time to construct the dataset is minimal, and
we cannot obtain a sufficient number of attack samples in a short period. The
traditional network intrusion detection model that requires many training sam-
ples will become inappropriate. Therefore, we need a few-shot network intrusion
detection model [12].

In general, DL-based models usually contain many trainable parameters.
They require many labeled samples to achieve optimal performance [13], and
a small number of training samples will lead to poor generalization ability.
Unlabeled network traffic is usually readily available, but few network intru-
sion detection models currently exploit such unlabeled data. Therefore, we pro-
pose a few-shot learning method based on self-supervised learning, as shown in
Fig. 1, consisting of the network traffic representation model and the network
intrusion detection model. First, the network traffic representation model uses
unlabeled traffic data and our proposed method to generate labels to complete
self-supervised training, in which data representation can be learned [14]. Then,
as shown in Table 1, we transfer the shared layers of the trained network traffic
representation model to the network intrusion detection model. Finally, we use a
small amount of manually annotated network traffic to fine-tune the task-specific
layers of the network intrusion detection model to obtain a model with good
generalization performance. The labels generation method we proposed uses a
discrete feature as labels for network traffic to complete self-supervised learning.
Since network traffic contains multiple discrete features, it is necessary to select
a discrete feature that can enable the network traffic representation model to
learn better network traffic representations. Because the network traffic repre-
sentation learned by the network traffic representation model is to improve the
performance of the network intrusion detection model, we directly select a dis-
crete feature as labels by observing the performance of the network intrusion
detection model.

We propose a few-shot network intrusion detection method based on self-
supervised learning to solve above problems. The advantages of our method are
a) The network traffic representation model utilizes unlabeled network traffic
data, and the network traffic representation obtained through self-supervised
learning can improve the performance of network intrusion detection; b) Transfer
shared layers of the network traffic representation model to the network intrusion
detection model, and then only a small number of manually labeled samples are
needed for fine-tuning. The contributions of this paper can be summarized as
follows:
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– We propose a novel self-supervised few-shot network intrusion detection
method. As far as we know, we are the first to use free semantic label-
based methods [14] to complete self-supervised learning of network traffic. Our
model and the existing three shallow learning algorithms, XGBoost-DNN [6]
all use a small number of samples from the NSL-KDD dataset as the training
set, and our model has better performance on the same test set.

– We propose a new labels generation method to accomplish better self-
supervised learning, which selects a discrete network traffic feature to generate
labels. And we also demonstrate through experiments that the network traf-
fic representation obtained through self-supervised learning can improve the
performance of our network intrusion detection model on few-shot.

– To provide a reproducible model, we conduct a detailed analysis of the rele-
vant parameters of the network intrusion detection method.

2 Related Works

As an essential part of network security, network intrusion detection has been
paid more and more attention by researchers. Khan [15] proposed a network
intrusion detection model based on a Convolutional Neural Network (CNN)
algorithm (2019). Zhang [16] proposed a model combining Multiscale CNN with
Long Short-Term Memory (2020). Yang [3] proposed a machine learning frame-
work based on XGBoost and deep neural networks (2021). The above models
have achieved satisfying results on large labeled datasets but have not effectively
solved the few-shot problem.

In recent years, researchers proposed some few-shot intrusion detection mod-
els. Xu [2] proposed a few-shot network intrusion detection method based on a
meta-learning framework that can learn prior knowledge for network traffic clas-
sification directly from original traffic (2020). The first step of the meta-learning
framework still requires many labeled historical data. The second step is to use
the newly collected data for fine-tuning. Yu [17] proposed a balanced resampling
method and DL-based feature extraction, using similarity measure for intrusion
detection, 1% of NSL-KDD KDDTrain+dataset for training, accuracy can reach
92.34% (2020). Although this method can reduce the number of training sam-
ples, 1% of KDDTrain+ still has 1259 samples, the cost of sample labeling is
still high.

To avoid the labeling cost of large-scale datasets and make full use of unla-
beled data, a concept of self-supervised learning has been proposed in computer
vision [14]. Self-supervised learning uses unlabeled data to learn data represen-
tation and fine-tune it with a small amount of labeled data. It has achieved
good results in image recognition with few samples. However, for self-supervised
learning, how to generate labels from unlabeled data becomes a difficulty of this
method. For sequential data, Sarkar [18] used the spatiotemporal transformation
of ECG data to create labels to complete self-supervised training (2020). The
network traffic data contains discrete features, and the method of spatiotempo-
ral transformation is not suitable. Therefore, our first problem is to propose a
method of generating labels for unlabeled network traffic.
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3 Background

Self-supervised learning refers to learning methods in which ConvNets are explic-
itly trained with automatically generated labels [14]. The training data for super-
vised learning usually consists of data pairs (xi, yi), where i ∈ [1, N ] and N
represent the dataset size. In general, xi represents the data features, and yi is
the manual annotation. Self-supervised learning also requires a set of data pairs
(xi, pi). Unlike yi, pi can be generated by semi-automatic data processing, or it
can be part of the data itself. In the field of self-supervised learning, pi is often
called pseudo label.

Self-supervised learning generally consists of pretext task Tp and downstream
task Td. Tp is a pre-defined network that uses (xi, pi) as training data to learn
data representations. The goal of Td is to predict yi through xi. When the
training data is insufficient, the network parameters of Td can be initialized from
the network parameters learned from Tp. When Tp learns the data representation,
only a tiny amount of (xi, yi) is required for fine-tuning in Td.

From the above introduction, Tp needs to learn a deep supervised model
Mθp

(xi) to predict pi, where θp is the set of trainable parameters. Td designs
a new deep supervised model Mθd

(xi) by intercepting a part of Mθp
(xi) and

adding new layers to predict yi, in which the parameter θp′ of the intercepted
part of Mθp

(xi) will be directly transferred to Mθd
(xi). In the next training

process θp′ will not be changed.
In this paper, pseudo labels are constructed using unlabeled network traffic

data. Tp’s model is the network traffic representation model, and the model
corresponding to Td is the network intrusion detection model.

4 Proposed Method

This paper aims to use few-shot to classify normal traffic and abnormal traffic.
Our method is divided into the following three steps to accomplish this goal.

4.1 Network Traffic Generation Pseudo Labels

For self-supervised learning, a critical problem is generating pseudo labels.
Inspired by pseudo labels that can be obtained from the data itself by using
a “semi-automatic" process [19], we can generate pseudo labels using some dis-
crete features of the network traffic data itself. For example, network traffic data
contains protocol feature. Suppose the protocol feature has n kinds of protocols,
and we will select these n kinds of protocols as labels for network traffic. Network
traffic contains multiple discrete features, so we need to select a discrete feature
as labels that can make Tp better learn network traffic representation.

Because Tp learns a better network traffic representation will be more ben-
eficial to the training of Td, we choose a discrete feature to generate pseudo
labels by observing the performance of Td. Our proposed metric of performance
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Fig. 1. This picture is the architecture of the few-shot learning method based on self-
supervised learning proposed in this paper.

is shown in Eq. 1, where Score j corresponds to the performance of the jth dis-
crete feature on Td. First, we use different discrete network traffic features to
generate pseudo labels to train a network traffic representation model. Then, we
migrate the shared layers of different network traffic representation models to
network intrusion detection models and use the same training set to fine-tune the
network intrusion detection models, respectively. Finally, we observe the Score j

of different network intrusion detection models on the same test set to generate
pseudo labels. All in all, unlabeled network traffic will select the feature with
the largest Score j to generate pseudo labels

Scorej =
Accuracyj + Precisionj + Recallj + F1j

4
(1)

4.2 Network Traffic Representation Model

The model used by Tp is the network traffic representation model. The training
data of the model is (xi, pi). As shown in Table 1, the network traffic representa-
tion model consists of input, shared, task-specific, and output layers. Usually, we
think of operations such as convolutional layers, pooling layers, and activation
function layers as mapping the original data to the hidden layer feature space,
that is, to obtain a better data representation. The connection layer usually plays
the role of classification in CNN. To transfer the shared layers of the network
traffic representation model to the network intrusion detection model, the latter
model will perform better. We combine convolutional layers, pooling layers, and
activation functions into shared layers, and task-specific layers consist of fully
connected layers.
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Table 1. The parameter settings of the network traffic representation model and the
network intrusion detection model.

Module Layer Details Feature Shape

Input - 7 × 7

[Conv2d, 6, 3, 1, 1] [BatchNorm2d,6] [ReLU] 7 × 7 × 6

Shared Layers [Conv2d, 16, 3, 1, 1] [BatchNorm2d,16] [ReLU] 7 × 7 × 16

[Cov2d, 32, 3, 1, 0] [BatchNorm2d,32] [ReLU] 5 × 5 × 32

[MaxPool2d, 2 , 2] 2 × 2 × 32

Task-Specific Layers [linear, 128, 512] [ReLU] [Dropout, 0.4] 512

Output [linear, 512, n] n

The shared layer has three convolutional blocks, each consisting of Cov2d,
BatchNorm2d, and ReLu. In Cov2d layers, we gradually increase the number of
filters from 6 to 16 and 32. The kernel size is 3×3 in all Cov2d layers. At the end
of the shared layers, we used MaxPool2d, the kernel size is 2× 2, and the stride
is 2. The subsequent task-specific layers are composed of two fully connected
layers, where the number of hidden layer nodes is 512. The number of output
layer nodes is set according to the type of pseudo labels, and the learning rate
and training batch size are 0.01 and 128, respectively. Both the network traffic
representation model and the network intrusion detection model are used to
complete the classification task, and the use of the cross-entropy loss function
will facilitate the training of the classification model. Therefore, both models use
the following cross-entropy loss function.

L (Pi, ti) = ti log (Pi) + (1 − ti) log (1 − Pi) (2)

The objective function of the network traffic representation model is shown
in Function 3, where λ = 0.001, θ = θp, ti = pi. Each epoch inputs a batch
of training data, calculates the objective function corresponding to the training
data, and then updates the parameters through backpropagation technology.
This is similar to traditional DL training, where we utilize Adam optimization
method based on Stochastic Gradient Descent (SGD).

4.3 Network Intrusion Detection Model

The model used by Td is the network intrusion detection model, whose training
data is (xi, yi). Usually, the shared layers of CNN can learn data representation,
and the task-specific layers are to complete specific classification tasks. We trans-
fer the shared layers of the network traffic representation model learned above
to the network intrusion detection model, and add the same task-specific layers
as the network traffic representation model. It should be noted here that when
training the network intrusion detection model, we did not change the param-
eters of the shared layers. We only trained its task-specific layers, thus greatly
reducing the training cost of the network.
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We intentionally keep the task-specific layers simple to evaluate whether Tp

learns network traffic representations better. Like the network traffic represen-
tation model, the training learning rate and batch size are 0.01 and 128, respec-
tively. The objective function of the network intrusion detection model is shown
in Function 3, where λ = 0.001, θ = θd, ti = yi. The Adam optimization method
is also used here.

J (λ, θ, ti) = − 1
N

N∑

i

L (Pi, ti) +
1
2
λ ‖θ‖22 , Pi = Mθ (xi) (3)

5 Experiments and Results

This section first introduces our chosen dataset, data preprocessing method,
and experimental results. Then, we design three experiments to verify the effec-
tiveness of our method. The first experiment uses our proposed pseudo labels
generation method, which selects the discrete feature that can better learn net-
work traffic representation to generate pseudo labels. The second experiment
demonstrates that self-supervised learning of network traffic can improve the
performance of our model on few-shot. In the third experiment, we will compare
with other intrusion detection models on the same test set using a small number
of training samples. The details of the datasets used for Tp and Td in the three
experiments are shown in Table 2. The training set is sampled from the dataset
without replacement. Our experiments are repeated 15 times, the train and test
sets in Tp and Td are resampled each time, and the average of the 15 results
is taken as the final result. Our proposed model is implemented using Pytorch,
and the model runs on a 64-bit Centos with 16 GB RAM and a GeForce RTX
2080Ti.

Table 2. In the three experiments, the name of the dataset subset used by Tp and Td

and the usage of test and training sets.

Tp Td

Dataset Experiment Subset Train Subset Train/Test

NSL-KDD 5.3 KDDTest 5% KDDTrain 200/5000

5.4 80% -

5.5 80% 1000/500

UNSW-NB15 5.3 UNSW_NB15_ testing-set 8% UNSW_NB15 (1–4) 3%/5%

5.4 80% -
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5.1 Datasets Description

To verify the effectiveness of our proposed method, we selected the mainstream
intrusion detection datasets NSL-KDD and UNSW-NB15 for verification. NSL-
KDD is generated based on KDD-Cup’99 [20]. NSL-KDD is to solve the problem
that KDD-Cup’99 contains many redundant and duplicate records, its data vol-
ume is less than KDD-Cup’99, and these data points are all unique [16]. UNSW-
NB15 was published in 2015, including nine different modern attack types and
a wide variety of actual normal activities, and 49 features inclusive of the class
label [21].

5.2 Data Preprocessing and Evaluation Metrics

To complete the model’s training, we need to perform the following preprocess-
ing. First, we encode discrete features. The encoding method we choose is an
ordered encoder. This encoding method is straightforward to understand. All the
features of the same category are encoded into the same value. Specifically, it
converts discrete data into numbers between 0 and n−1, where n is the number
of all different categories of a feature. Then, to make the features of different
dimensions in the same numerical order, reduce the influence of the features with
large variance, and speed up the convergence speed of the learning algorithm, we
perform min-max normalization on the encoded data. Finally, fill the encoding
and normalization into a 7 × 7 matrix, and fill the insufficient with 1. It should
be emphasized here that for the Tp, the discrete features used to generate the
pseudo labels will all be set to 1 before preprocessing.

Table 3. The experimental results of Td on the test set after pseudo labels are con-
structed with different discrete features on the NSL-KDD dataset.

Feature Accuracy Precision Recall F1 Score

flag 0.928 0.942 0.937 0.936 0.936
is_guest_login 0.858 0.834 0.847 0.843 0.846
is_host_login 0.904 0.963 0.823 0.888 0.895
land 0.847 0.852 0.827 0.834 0.840
logged_in 0.866 0.904 0.952 0.912 0.909
protocol_type 0.936 0.928 0.966 0.931 0.940
root_shell 0.902 0.921 0.863 0.887 0.893
su_attempted 0.906 0.943 0.892 0.898 0.910
service 0.952 0.964 0.972 0.945 0.958

The Td’s network intrusion detection model can be regarded as a binary
classification task, which will be measured using accuracy, precision, recall, and
F1.
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5.3 Pseudo Labels Generation

Based on NSL-KDD and UNSW-NB15, we will use different discrete features
of network traffic data to generate pseudo labels, and train the models of Tp

and Td with the settings of the datasets in Table 2 respectively. In the Td task,
NSL-KDD uses 200 samples as the training set and 5000 samples as the test set.
In the Td task, UNSW-NB15 uses 3% of UNSW_NB15 (1–4) samples as the
training set and 5% as the test set. Tp is trained for 100 epochs, while the Td is
trained for 250 epochs. The score is calculated by Td’s accuracy, precision, recall
and F1 on the test set, and the discrete feature corresponding to the highest
score is selected to generate labels.

Table 4. The experimental results of Td on the test set after pseudo labels are con-
structed with different discrete features on the UNSW-NB15 dataset.

Feature Accuracy Precision Recall F1 Score

is_ftp_login 0.853 0.840 0.906 0.872 0.867
is_sm_ips_ports 0.859 0.846 0.910 0.876 0.873
service 0.873 0.877 0.896 0.896 0.886
state 0.876 0.865 0.892 0.891 0.881
proto 0.921 0.950 0.919 0.913 0.926

By observing Table 3 and Table 4, we can see that the discrete feature service
in NSL-KDD and the discrete feature proto in UNSW-NB15 generate pseudo
labels and train Tp, Td can obtain the highest score on the test set, and the
accuracy, precision, recall, and F1 are also the highest. The network traffic rep-
resentation learned by Tp is to improve the performance of Td, and the perfor-
mance on Td can reflect the quality of the network traffic representation learned
by Tp. Therefore, we can conclude that the labels generated by discrete feature
service and proto in these two different datasets are the most beneficial for Tp

to learn network traffic representation.

5.4 Improved Model Performance on Few-shot

In this part, we will verify whether the network traffic representation learned
by Tp can improve the performance of our model on few-shot. Our model will
select features with the highest score in Table 3 and Table 4 to generate pseudo
labels. NSL-KDD and UNSW_NB15 select service and proto, respectively. In
this part, our model will be compared with CNN and Fully Connected Neural
Network (FCNN) by training Td, CNN, and FCNN using different ratios of
training and test sets. To verify that the network traffic representation learned
by Tp can improve our performance on small samples, we set the structure of
CNN to be the same as that of the network intrusion detection model, and the
structure of FCNN is the same as the task-specific layers in the Table 1. The
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Fig. 2. The experimental results are obetained by using NSL-KDD and UNSW-NB15
respectively and changing the proportion of training data in Td under the same Tp.

training set used in Tp is fixed, and the proportion of the training set of Td in
the dataset is increased, the remaining data is used as the test set. The ratio is
in the range of 1% to 4%, and each time it increases by 0.25%. Tp is trained for
40 epochs in this experiment, while the Td, CNN, and FCNN are trained for 60
epochs.

The experimental results are shown in Fig. 2. When using 1% − 4% of sub-
sets of NSL-KDD and UNSW-NB15 as the training set, our proposed model
outperforms CNN and FCNN on NSL-KDD and UNSW-NB15. CNN has the
same structure as the network intrusion detection model, and the parameters
of the three convolution blocks of CNN are updated during the training pro-
cess. When training the network intrusion detection model, we only update the
parameters of the task-specific layers. And the structure of FCNN is the same as
the task-specific layers of the network intrusion detection model, which further
shows that under the same network structure, the network traffic representa-
tion is learned through shared layers, which can improve the performance of
the network intrusion detection model. Therefore, we can conclude that the net-
work traffic representation obtained by Tp through self-supervised learning can
improve the learning performance of our model on few-shot.
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Table 5. Comparison of our proposed model with other models

Model Accuracy Precision Recall F1

LR 0.91 0.91 0.91 0.87
NB 0.85 0.85 0.85 0.85
SVM 0.95 0.81 0.70 0.66
XGBoost-DNN 0.97 0.94 0.94 0.97
Our Model 0.972 0.97 0.95 0.973

5.5 Network Intrusion Detection Model Comparison

In this part, our proposed method will be compared with other existing models on
the NSL-KDD dataset. The comparison models we choose are Logistic Regression
(LR), Naive Bayes (NB), Support Vector Machine (SVM), and XGBoost-DNN
[6]. Both Td and the above models use 1000 labeled samples as the training
set and 5000 samples as the test set. Performance comparisons are made by
observing accuracy, precision, recall, and F1. The Tp is trained for 100 epochs,
while the Td is trained for 250 epochs. As we can be seen from the Table 5,
our model outperforms other network intrusion detection models, especially in
precision and recall. The comparison between our proposed method and other
models proves our method’s effectiveness. It shows that the representation of
network traffic obtained by self-supervised learning will benefit network intrusion
detection on few-shot.

6 Conclusion

With respect to the high cost of a large amount of network traffic annota-
tion, we propose a few-shot network intrusion detection method based on self-
supervised learning. This method is divided into two stages. The first stage uses
unlabeled network traffic data to obtain network traffic representation through
self-supervised learning. The second stage uses the network traffic representa-
tion learned in the first stage and fine-tunes it with a small number of manu-
ally labeled samples to get the network intrusion detection model. Since self-
supervised learning usually requires unlabeled samples to generate labels in
a non-manual way, we also propose a method to generate labels for network
traffic data. This method can generate the most beneficial labels for learning
network traffic representations. Based on the mainstream datasets NSL-KDD
and UNSW-NB15, three experiments are designed. The first experiment adopts
the discrete feature which is best for learning traffic representations to generate
labels. The second experiment demonstrates that our learned network traffic rep-
resentation will be helpful for the training of network intrusion detection models.
The third experiment demonstrates that our model outperforms other models.
We can conclude that our proposed few-shot network intrusion detection method
is novel and effective.
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Abstract. Wireless Sensor Networks (WSNs) are composed of many resource-
limited nodes which may be laid in an unattended way. As a result, the sensing
data in the transmission mechanism are sensitive to attacks launched by adver-
saries. In this paper, we propose a novel Trust Secure Data Aggregation Model
(TSDAM) with multiple attributes for WSNs. Firstly, we calculate the direct trust
based on the data accuracy, the energy consumption and the forwarding behavior
of nodes. Secondly, the indirect trust is evaluated according to the communication
behavior and the recommended credibility of neighbor nodes. Finally, the com-
prehensive trust is generated depending on various trusts, such as the direct and
the indirect trust. Different from other mechanisms, TSDAM also selects the trust
path according to the self-recommendation which is an attribute to indicate the
willingness whether a node hope to participate in the communication process or
not. The simulations show that TSDAM not only improves the reliability of the
relay node, but also promotes the efficiency and accuracy of data aggregation.

Keywords: WSNs · Self-recommendation · Direct trust · Indirect trust

1 Introduction

Many trust models are introduced into WSNs in order to protect WSNs from being
attacked by potential attacks and distinguish the credible nodes from the damaged ones
[1–3]. Based on this idea, the trust-based Data Aggregation (DA) is proposed to enhance
the security of WSNs. The prime consideration of designing related strategies is how
to choose an optimal Aggregation Node (AN) of DA according to the trust value. In
addition, some trust models are presented to improve the quantity of DA [4–8]. However,
current trust models remain to be promoted and some challenging issues focus on the
following aspects. i) Somemodels regard the factors including data, communication and
energy as a reference for trust evaluation [9–14]. However, most of these models ignore
the recommendation as a direct standard for trust evaluation, such as ADCT [7], LDTS
[10] and TRPM [11]. ii) In general, the existing trust-based DA models rarely consider
the self-recommendation of the node. iii) Some existing studies allow DA mechanism
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to re-select a new AN when the current AN is attacked or even disabled by the enemy
[13]. However, such DA models do not analyze the underlying causes of the current
aggregating failure, which may limit the update speed of the trust system.

For the above problems in theDAmodel, this paper puts forward a novel Trust Secure
Data AggregationModel (TSDAM) based on multiple attributes, which has three contri-
butions to improve the trust evaluation of WSNs. i) In TSDAM, the recommendations,
derived from the neighboring nodes, are proposed in order to strengthen the robustness
of trustworthiness evaluation. ii) We enrich TSDAM with self-recommendation which
takes the willingness of node into consideration. iii) If the trust of current AN is below
a predefined threshold in DA, TSDAM can adjust the current AN by means of the trust
message received from intermediate nodes and BS.

The structure of this paper is arranged as follows. we discussed our model in Sect. 2.
Section 3 presents the simulation experiments. Section 4 is mainly to summarize the
paper and propose the further work.

2 Trust Secure Data Aggregation Model with Multiply Attributes

2.1 Network Model

In ourmodel, the nodes are clustered at the initial stage of the network based on their one-
hop distance and adjacent relationship. We assume that the network is secure during the
initial deployment phase and each node has a unique identification (ID). The behaviors
of Cluster Members (CMs) are monitored by their neighbor nodes.

2.2 Direct Trust(DT)

For easy representation, we use A and B to represent CH and CM, respectively.

Data Trust. Assumed that a set with k elements, S, includes the sensing data perceive
by k neighbor nodes in a cluster. A element in set S, si ∈ S, is one of the sensing data and
the average of all data is ξ = 1/k

∑k
j=0 sj. Then, we can evaluate the deviation between

the sensing data si and the mean value ξ and it can be expressed as Diffi(n) = |si − ξ |
in the n-th round . Therefore, the Data trust can be formalized as

DaT i
A(n) =

⎧
⎨

⎩

DaT i
A(n − 1) + 1−DaT i

A(n−1)
ρ

,Diffi(n) < v

DaT i
A(n − 1) − DaT i

A(n−1)
σ

,Diffi(n) ≥ v
(1)

where DaT i
A(n − 1) is the data trust of i calculated by A in the (n − 1)-th iteration and

theDaT i
A(n) is between 0 and 1. v is the most deviation value. ρ and σ is used to control

the increasing and decreasing rations in DaT i
A(n). Then, the data trust of B calculated

by A is represented as DaTB
A (t).

Energy Trust. When a CM transmits the packets to CH, the remaining energy ratio of
CM, ret , is added to the packets. If a CM discovers that its ret is below a certain threshold
thre, CMwill be treated as an invalid ormalicious node andwill no longer join the normal
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data transfer process. In addition, the energy consumption rate, �p = ∣
∣pt − pt−1

∣
∣/pt−1,

is used to detect anomalies. If �p exceeds a certain threshold th�p, then CH considers
CM to be an abnormal node and can set the energy trust of CM to 0. Therefore, the
ETB

A (t) is

TB
A (t) =

{
ret(1 − �p), ret > thre &�p < th�p

0, ret < thre||�p > th�p
(2)

Forwarding Trust. In the case of malicious behavior (i.g. the Selective Forwarding),
a node may randomly drops some packets received from its neighbor nodes. As a coun-
termeasure, node A can detect this malicious behavior through listening the forwarding
activities of node B. After sending the data packets to node B, node A keeps monitoring
the forwarding packets of node B. Assumed that node B forwards pt packets and deserts
qt packets in a transmission round. Then, node A can evaluate the forwarding ratio as
FRB

A(t) = pt/(pt + qt). Then, FTB
A (t) is described as

TB
A (t) = FRB

A(t) cos(
π

2
· δt) (3)

Comprehensive DT. The comprehensiveDTof node is composedofDataTrust, Energy
Trust and Forwarding Trust and it may be formalized as Eq. (4).

DTB
A = ω1DaTB

A + ω2ETB
A + ω3FTB

A
s.t.min{DaTB

A ,ETB
A ,FTB

A } ≥ thDT
(4)

where ω1, ω2, and ω3 are weights of three attributes and their sum is 1 in order to limit
the direct trust in [0, 1].

2.3 Indirect Trust(IT)

Recommendation Trust. The uncertainty of neighbor recommendations makes it easy
to be a prime target for malicious attacks. Therefore, this paper uses the weighted
Dempster-Shaffer Theory (DST) to deal with this kind of uncertainty problem [13].

Therefore, we propose the recommendation trust,

RCB
A (t) =

{
1 − log(SBA (t))

log(θ)

0,Otherwise
, SBA (t) > θ (5)

to distinguish the legitimate recommendation from malicious ones where SBA (t) is the
similarity parameter between A and B. It denotes the similar extent between A and B in
terms of trust. The basic theory of DST can be found in [13],

m1 ⊕ m2 =

⎧
⎪⎨

⎪⎩

0, ifA = ∅
∑

Ai∩Aj=A m1(Ai)m2
(
Aj

)
, , if ∅ �= A ⊆ 


∑
Ai∩Aj �=∅ m1(Ai)m2

(
Aj

)
(6)
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where m is a mass function over a frame 
, m : 2
 → [0, 1].
According to the combination rule, the recommendation trust (RTB

A (t)) can be eval-
uated as follows. Let U = 
 = {T ,M,U } be the identification framework where T , F
andU denote the Trust, Malicious and Undecided, respectively. In D-S theory, the Mass
Function (MF) is the basic factor to fuse the evidence from different sources. Let thatmB

x
is the MF of sensor node x, mB

y is the MF of sensor node y and FTB
x the credibility of B

at node x. Some weights are used to represent the credibility of referee and we represent
them as RC∗∗ (t). If x and node B are neighboring nodes and node A computes RTB

A (t) on
B. The value of mass function is formalized as follows if node B has N neighbor nodes.

⎧
⎪⎪⎨

⎪⎪⎩

mB
x (T ) = RCx

A×RTB
x∑

x∈N−{A} RCx
A

mB
x (M ) = 0

mB
x (U ) = 1 − RCx

A×RTB
x∑

x∈N−{A} RCx
A

(7)

where x ∈ N . Next, the different MF in above equations can be combined as
⎧
⎪⎪⎨

⎪⎪⎩

mB
x (T ) ⊕ mB

y (F) = 1
K

[
mB
x (T )mB

y (T ) + mB
x (T )mB

y (U ) + mB
x (U )mB

y (T )
]

mB
x (M ) ⊕ mB

y (F) = 1
K

[
mB
x (F)mB

y (F) + mB
x (F)mB

y (U ) + mB
x (U )mB

y (F)
]

mB
x (U ) ⊕ mB

y (U ) = 1
K m

B
x (U )mB

y (U )

(8)

K = mB
x (T )mB

y (T ) + mB
x (T )mB

y (U ) + mB
x (U )mB

y (U ) + mB
x (U )mB

y (T )

+mB
x (U )mB

y (M ) + mB
x (M )mB

y (M ) + mB
x (M )mB

y (U )
(9)

The trust value of B is bel(T ) = mB
x (H ) ⊕mB

y (H ). RCB
A (t) on B is calculated by A,

then.

TB
A = mB

x (T ) ⊕ mB
y (T ) ⊕ ... ⊕ mB

y (T ) (10)

Communication Trust. The communication trust, CTB
A (t), is calculated through the

packet forwarding behavior with the neighbor and it can be regarded as an index to
detect the black and gray hole attack

TB
A (t) = τFTB

A (t) + (1 − τ)RTB
A (t) (11)

In Eq. (11), the different trusts are endowed different weights according to various
trusts. The parameter τ is evaluated according to the forwarding behaviors of nodes.

τ = It(A,B)
It(A,B)+Mt(A,B)

(12)

where It(A,B) represents that node B forwards It packets which are received from node
A.Mt(A,B) denotes that node B sendsMt packets except the packets of node A. Noticed
that as It(A,B) increases, τ increases too.

IT Computation. Two indexes, the recommendation trust and the communication trust,
directly determine the IT of a node. As the DT demonstrated in Subsect. 2.2, the
comprehensive IT of a node can be assessed according to above-mentioned analysis,

ITB
A = ω4RTB

A + ω5CTB
A

s.t.min{RTB
A ,CTB

A } ≥ thIT
(13)
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where ω4 and ω5 represent the weights of recommendation trust and communication

trust which satisfy
5∑

i=4
ωi = 1 and ensure the range of IT is 0 to 1. And thIT is used to

determine whether these trusts are reliable or not.

2.4 Total Trust Computing

Through the discussion of DT and IT in Subsect. 2.2 and Subsect. 2.3, the trust of a node
is related to both DT and IT.

TB
A = CB

ADT
B
A +

(
1 − CB

A

)
ITB

A (14)

where CB
A shows the importance of DT in the total trust and it is quantified by

CB
A = NIBA

NIBA+n
(15)

where NIBA is the number of direct interactions.

2.5 Trust Path Selection

The goal of trust path selection is to choose the trust node as the relay node and avoid
the malicious node to be selected as the next hop. In this section, we mainly consider the
self-recommendation, Rself , as one of important indexes to determine whether a node
has the willingness to transmit the data received from the downstream nodes.

Rself =
{
0, S < Savg
1, S ≥ Savg

(16)

where S ∈ [0, 1] denotes the current self-recommendation ratio and Savg ∈ [0, 1] repre-
sents the average self-recommendation ratio which can be assessed through collecting
the self-recommendation among neighboring nodes.

We redesign the format of data packet

as DP =
{
Data,Eres,Rself ,Ttj,RTn1

j

[
RTn2

j ...
]}

. Eres is the residual energy of node j.

Node i calculates Ttji after it receives the data packet of j as shown in Algorithm 1.
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Inputs: --threshold of total trust value,
--self-recommendation of node .

Outputs: --total trust value of node .

1 Node  calculates and of according to the TSDAM;

2 ;
3 If ( & ) 

4 and node  is incredible;
5 Else If ( & ) 

6 and node is credible;
7 Else If ( & ) 

8 
9 

10

and node is credible;
End If

End If
11 End If

Algorithm 1. Trust value calculation.

Algorithm 1 meets two conditions. (i) The next hop node is trustable
(
Ttji >= thTt

)
;

(ii) the next hopnode iswilling to join in the communicationwith the symbol ofRself = 1.
Figure 1 illustrates the process of trust selection.

Fig. 1. The work flow of trust path selection

2.6 Secure Data Aggregation

Detailed steps for the DA process are described in Algorithm 2 in which the
self-recommendation and the trust mechanism are applied.
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Input --total trust value of node 
Outputs: the next hop and aggregation result

1 Initialize the neighbor trust and record in the trust table;
2 Nodes= {node | the = 1 & in neighbor table};
3 If (nodes null);
4 next-hop= {node| is maximum};
5 Else
6 next-hop= {node| is maximum & in neighbor table};
7 End If
8 Calculate with credible data;
9 return and next-hop node.

Algorithm 2.The DA method of TSDAM.

Step 1: CH calculates the total trust of si according toDT and IT discussed in Sect. 2.2
and Sect. 2.3 from the neighbors of si. Meanwhile CH judges whether si is a trust one
or not. If node si is trustable, the Datai from si will be aggregated. Otherwise, the CH
broadcasts its ID to all CMs and removes the message received from the node.

Step 2: CH forwards the trusted result Data_Agg(CH ) to BS through the neighbor
CH.

Step 3: Node si continuously monitors the transmission function of the neighbor. If
the neighbor node receives and correctly routes a packet, the behavior is determined to
be normal behavior. Otherwise, the behavior is abnormal. According to the results of the
monitoring, the records in the neighbor behavior table are updated.

3 Experimental Simulation

We tested and verified the performance of our model and compared the performance
of TSDAM with other typical trust-based DA model, such as TRPM and LDTS. The
simulation parameters are demonstrated in Table 1.

Table 1. Simulation parameters.

Parameter Value

Running time 500 s

Deployment region 200 m × 200 m

Deployment manner of nodes Random

Radio coverage 50 m

Packet size 100 bytes

Memory size 50 KB

Battery capacity 25 J

ω1, ω2, ω3, ω4, ω5 1/3, 1/3,1/3, 1/2, 1/2
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3.1 Performance Evaluation

We set the same packet loss rate for each malicious in the case of selective forwarding
and Fig. 2 shows that threemodels demonstrate almost the same trendwith the increasing
of malicious nodes. In Fig. 5, we compare the network lifetime of three schemes used
in WSNs. In TSDAM, the lifetime is stable at 460 s if there are a few damaged nodes in
the network. The lifetime of TSDAM decreased slightly when the number of attackers
reached to 20. Meanwhile, the network lifetimes of the TRPM and LDTS models show
a significant downward trend as the total number of malicious nodes increases (Fig. 3
and 4).

Fig. 2. Average throughput Fig. 3. End-to-end delay

Fig. 4. Communication overhead Fig. 5. Network lifetime

3.2 Trust Computation and Accuracy

Figure 6 shows that a credible node provides good service to its neighbors that results
in a high value. The malicious node drops the packet continuously and reduces its trust
value until the value is reduced to 0. Figure 7 shows the trust value of a normal node
given by one of its neighbors while the self-recommendation mechanism is used in the
network. The figure indicates that the workload can be allocated to nodesmore rationally
by using the mechanism.

Fig. 6. Trust evolution Fig. 7. Trust evolution with self-recommdation
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4 Conclusion

In this paper, a trust secure data aggregation model with multiple attributes for WSNs is
proposed. The model includes multiple node attributes, including forwarding behavior,
the sensing data, the energy, the recommendation and the self-recommendation. Simu-
lation experiments show that TSDAM successfully mitigates negative effect of attack
on WSNs without sacrificing the network performances to a large extent. In this paper,
we only demonstrate the self-recommendation and more sophisticated trust mechanisms
are needed. Moreover, the trust model is sensitive to the thresholds, a more reasonable
threshold mechanism should be investigated in future study.
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Abstract. Identity-based proxy re-encryption (IB-PRE) is a type of
public key cryptography that allows a proxy to convert a ciphertext
under Alice’s identity into another ciphertext of the same message under
Bob’s identity, but the proxy can not access the participants’ secret keys
or underlying plaintext. As far as practical application is concerned, a key
revocation mechanism is an essential feature of an identity-based encryp-
tion system. By extending IB-PRE scheme, we propose a new cryp-
tographic primitive revocable identity-based proxy re-encryption with
re-encryption verifiability (RIB-VPRE), which allows the RIB-VPRE
scheme to support the users’ revocation, delegation of decryption rights
and re-encryption verifiability at the same time. In this paper, we give
the first concrete construction of collusion-resistant unidirectional RIB-
VPRE on lattice, which is secure under the standard model based on
learning with error (LWE) for both selective and adaptive identities.

Keywords: Lattice · IB-PRE · LWE

1 Introduction

In 2006, Green et al. [9] proposed a unidirectional identity-based proxy re-
encryption (IB-PRE) scheme, which integrates the identity-based encryption
(IBE) mechanism into the proxy re-encryption scheme, and uses some valid per-
sonal information as the user’s public key. Due to its “identity matching public
key” feature, IB-PRE effectively solves the difficult problem of public key cer-
tificate distribution and management. Since then, many attempts have been
made on IB-PRE, but most of them are based on number theory problems such
as DBDH. For lattice based construction, Singh et al. [16] proposed the first
bidirectional IB-PRE scheme under the random oracle model, in which the re-
encryption key is represented by rkA→B = skA − skB where skA and skB is the
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secret keys of the delegator Alice and the delegatee Bob. The method of obtain-
ing the re-encryption key is derived from some EIGamal-based PRE schemes.
Then, they [17] proposed a unidirectional IB-uPRE under the random oracle
model, in which the secret key is composed of two trapdoors, the one is used
to generate a re-encryption key and the other is used to decrypt. This scheme
encrypts the message bit by bit, and the size of the re-encrypted ciphertext is
larger than the original ciphertext.

The first unidirectional IB-uPRE under the standard model was proposed by
Dutta et al. [7], and the secret key extraction adopts the novel trapdoor dele-
gation technique of Micciancio and Peikert [14]. Unfortunately, it can not resist
the collusion attack. In 2022, Dutta et al. [8] proposed a specific construction of
collusion-resistant unidirectional IB-uPRE, which can withstand quantum attack
in the Standard Model.

Most of the existing lattice-based IB-PRE schemes have implemented a secu-
rity model called IND-sID-CPA security, in which a malicious third party (who is
not a participant in our IB-PRE system) must declare its intended identity before
seeing any public parameters. In this case, the adversary can declare his target
identity after seeing the master public key and querying the re-encryption keys.
For the revocable RIB-PRE scheme, we also propose a similar security model.
In the IB-PRE scheme, the proxy is modeled as a semi-honest party. In practi-
cal applications, because of the interests, the proxy is prone to some dishonest
transformations, we solve this problem by supporting functionality verifiability.

Our Contributions. Most of the existing lattice-based IB-PRE schemes only
realize a weak security model called IND-sID-CPA security. We exploit the IBE
scheme of katsumata et al. [12], and add algorithms such as re-encryption key
generation and re-encryption to generate a unidirectional IB-PRE, for both selec-
tive and adaptive identity. For internal attacks, our scheme is collusion-resistant
security. In addition, we propose a new feature called re-encryption verifiability,
in which the recipient of the re-encrypted ciphertext or a third party can verify
that the received ciphertext is correctly converted from the original ciphertext,
thus detecting illegal activities of the proxy. We use homomorphic signature tech-
nology as a black box to realize re-encryption verifiability, and obtain the first
concrete constructions of collusion-resistant unidirectional RIB-uVPRE scheme
with re-encryption verifiability under the standard model based on the hardness
of learning with error problem. Moreover, our scheme is decryption key exposure
resistance (DKER).

2 Preliminaries

Lemma 1. ([10]) Let q be a prime or some power of a prime p and let n, m
be positive integers such that m ≥ 2n log q. Let σ be any positive real such that
σ ≥ ω(

√
log n). Then for A ← Z

n×m
q and e ← DZm,σ, the distribution of u = Ae

mod q is statistically close to uniform over Z
n
q . Furthermore, for a fixed u ∈ Z

n
q ,
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the conditional distribution of e ← DZm,σ, given Ae mod q = u for a uniformly
random A in Z

n×m
q is DΛu

q (A),σ with all but negligible probability.

Lemma 2. ([2,14]) Let n, m, m̄, q > 0 be positive integers with m ≥ 2n�log q�
and q is a prime. Then, we have the following polynomial time algorithms:

TrapGen(1n, 1m, q) → (A,TA) : a randomized algorithm that outputs a
full rank matrix A ∈ Z

n×m
q and a basis TA ∈ Z

m×m for Λ⊥
q (A) such that A is

statistically close to uniform and ‖TA‖GS = O(
√

n log q) and ‖TA‖ = O(n log q)
with overwhelming probability in n.

SampleLeft(A,F,u,TA, σ) → e : a randomized algorithm that, given as
input a full rank matrix A ∈ Z

n×m
q , a matrix F ∈ Z

n×m̄
q , a vector u ∈ Z

n
q , a basis

TA ∈ Z
m×m of Λ⊥

q (A), and a Gaussian parameter σ ≥ ‖TA‖GS · w(
√

log m),
outputs a vector e sampled from a distribution statistically close to DΛu

q ([A|F]),σ.

Lemma 3. ([6,14]) Let n, m, m̄, q > 0 be positive integers with m > n and q a
prime. Then, we have the following polynomial time algorithms:

ExtRndLeft(A,F,TA, σ) → T[A|F] : a randomized algorithm that, given
as input matrices A ∈ Z

n×m
q , F ∈ Z

n×m̄
q , a basis TA of Λ⊥

q (A), and a Gaus-
sian parameter σ ≥ ‖TA‖GS · w(

√
log m), outputs a matrix T[A|F] distributed

statistically close to (DΛ⊥
q ([A|F]))m+m̄.

ExtRndRight(A,G,R,TG, σ) → T[A|AR+G] : a randomized algorithm
that, given as input full rank matrices A,G ∈ Z

n×m
q , a matrix R ∈ Z

m×m, a
basis TG of Λ⊥

q (G), and a Gaussian parameter σ ≥ ‖R‖2‖TG‖2 ·w(
√

log n) out-
puts a matrix T[A|AR+G] distributed statistically close to (DΛ⊥

q (T[A|AR+G]),σ)2m.

We recall some useful facts that will be used in our paper.

Lemma 4 (Leftover Hash Lemma). Let n, m, k be positive integers, q ≥ 2
is a prime. Assume further that m > (n + 1) log q + w(log n), k is polynomial
in n, R ← {−1, 1}m×k. Let matrices A and B sampled uniformly in Z

n×m
q and

Z
n×k
q , respectively. Then the distribution of the pair (A,AR) is negligibly close

in n to the distribution of (A,B).

Lemma 5 (Noise Re-randomization, [13]). Let q, l, m be positive integers
and r a positive real satisfying r > max{ω(

√
log m), ω(

√
log l)}. Let b ∈ Z

m
q be

arbitrary and z chosen from DZm,r. Then for any V ∈ Z
m×l and positive real

σ > s1(V), there exists a PPT algorithm ReRand(V,b + z, r, σ) that outputs
b′T = bTV + z′T ∈ Z

l
q where z′ is distributed statistically close to DZl,2rσ.

Definition 1 (Bits and Power2 functions). Let a, b ∈ Z
n
q and k = �log2 q�.

Let Bits(a) = (a1,0, · · · , a1,k−1, · · · , an,0, · · · , an,k−1), where ai,j is the j-th bit
in ai’s binary representation, bits ordered least significant to most significant. Let
Power2(b) = (b1, · · · , 2k−1b1, · · · , bn, · · · , 2k−1bn), a nk-dimensional vector.

Definition 2 (FRD map, [2]). Let q be a prime and n a positive integer. We
say that a function H : Z

n
q → Z

n×n
q is an encoding with full-rank differences

(FRD) map if: ∀ distinct id1, id2 ∈ Z
n
q , the matrix H(id1) − H(id2) ∈ Z

n×n
q is

full rank; ∀ id ∈ Z
n
q \{0}, the matrix H(id) ∈ Z

n×n
q is full rank; H is computable

in polynomail time in n log q.
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The Binary-Tree Data Structure. We use BT to represent a binary-tree. If
root represents a root node and v represents a leaf node, then Path(v) represents
the set of all nodes (both v and root inclusive) on the path from v to root. If
θ represents a non-leaf node, then θl, θr represent the left and right child of
θ, respectively. Here we present an KuNodes algorithm, a binary-tree BT , a
revocation list RL and a time t as input and a set Y as output. At time t, the
KGC determines the minimal set Y of nodes in BT such that none of the nodes
in RL with corresponding time ≤ t have any ancestor (or, themselves) in the set
Y , and all other leaf nodes have exactly one ancestor (or, themselves) in the set.
The KuNodes algorithm is in the full version.

The binary-tree BT is maintained by the KGC, and each user is assigned to
a leaf node v. The KGC provides each user with a set of private keys, which is
composed of all nodes in Path(v). At time t, the KGC issues a key update for
all nodes in set Y . If the set Y and Path(v) have a common node, the user id
assigned to leaf node v can generate a legitimate decryption key within time t.

2.1 Definition and Security Model of RIB-VPRE

Definition of homomorphic signature scheme in [11].

Definition 3 (Syntax of RIB-uVPRE). A unidirectional revocable identity-
based proxy re-encryption (RIB-uVPRE) scheme with re-encryption verifiability
as follows:
Setup(1λ, N) → (PP,msk,RL, ST ) : Outputs a public parameter PP and a
master secret key msk, a revocation list RL, and a state ST .
PriKeyGen(PP,msk, id, ST ) → (skid, ST ) : Outputs a private key skid corre-
sponding to the identity id and an updated state ST .
KeyUpd(PP,msk, ST,RL, t) → kut : Outputs a key update kut.
DecKeyGen(skid, kut) → dkid,t : Outputs a decryption key dkid,t or a special
symbol ⊥ indicating that id was revoked.
Encrypt(PP, id, t,m) → ctid,t : Outputs a ciphertext ctid,t.
ReKeyGen(PP, idi, idj , dkidi,t, t) → (rki→j,t, vki→j,t) : Outputs a re-
encryption key rki→j,t and a re-encryption verification key vki→j,t.
ReEncrypt(PP, ctidi,t, rki→j,t) → ctidj ,t : Outputs a re-encryption ciphertext
ctidj ,t under the identity idj.
ReEncVer(PP, ctidi,t, ctidj ,t, vki→j,t) → 1/ ⊥: Outputs 1 if the re-encrypted
ciphertext ctidj ,t is correctly transformed from the original ciphertext or ⊥.
Decrypt(PP, ctid,t, dkid,t) → m : Outputs a plaintext m or a error symbol ⊥.
KeyRev(id, t, RL, ST ) → RL : Outputs an updated revocation list RL.

A single-hop unidirectional RIB-uVPRE is correct, then the following two
properties hold: Decryption correctness. for any m ∈ M, id1, id2 ∈ I, t ∈
T , we have Decrypt(PP, ctidi,t, dkidi,t) = m, Decrypt(PP, dkidj ,t, ctidj ,t ←
ReEncrypt (PP, ctidi,t, rki→j,t)) = m. Verification correctness. This scheme
satisfies verification correctness if for all ctidj

generated by ReEncrypt
(PP, ctidi,t, rki→j,t) with the re-encryption key rki→j,t ← ReKeyGen(PP, idi,
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idj , dkidi,t), we have that the probability Pr[ReEncVer(PP, ctidi,t, ctidj ,t,
vki→j,t) = 1] = 1.

In previous works, this scheme had no complete definition of security. Com-
bined with the security of proxy re-encryption scheme and key revocation mech-
anism, we give a perfect security definition for RIB-VPRE in our work. The
security model is described by the game between an adversary A and a chal-
lenger C. The adversary A is given the ability to access the decryption key oracle
ODecKeyGen(·), so our scheme is decryption key exposure resistance(DKER).

Definition 4 (Single-hop RIB-uVPRE IND-sID-CPA security). To
describe the security model, we first classify all users into honest (HU) and
corrupted (CU). According to the following game between an adversary A and a
challenger C, the indistinguishability of plaintext under adaptive chosen-plaintext
and selective chosen-identity attack (IND-sID-CPA) of a RIB-uVPRE scheme
is defined.
Initial. The adversary A first outputs the challenge identity id∗(∈ HU) and time
t∗, and also some information state it wants to preserve.
Setup. The challenger C performs Setup(1λ, N) to get (PP,msk,RL, ST ) and
gives PP to adversary A.
Query phase 1. A makes the following queries. OPri(·) : On input a user identity
id ∈ CU , C returns skid by running PriKeyGen(PP,msk, id, ST ). Otherwise,
return ⊥.

OUpd(·) : On input a time period t, C returns kut by running KeyUpd(
PP,msk, t, RL, ST ).

ODecKey(·) : On input a user identity id ∈ CU and a time t, if id ∈ RL, C
returns dkid,t by running DecKey(skid, kut). Otherwise, return ⊥.

OReKey(·) : On input two identities idi, idj ∈ RL, a time t, if idi, idj ∈
HU or idi, idj ∈ CU or idi ∈ CU, idj ∈ HU , C returns rki→j,t by running
ReKeyGen(PP, idi, idj , dkidi,t, t). Otherwise, return ⊥.

OReEnc(·) : On input two identities idi, idj ∈ RL, and a cipertext ctidi,t, if
idi, idj ∈ HU or idi, idj ∈ CU or idi ∈ CU, idj ∈ HU , C returns ctidj ,t by
running ReEncrypt(PP, ctidi,t, rki→j,t). Otherwise, return ⊥.

OReEncVer(·) : On input cipertexts ctidi,t and ctidj ,t, C returns 1 or 0 by
running ReEncVer(PP, ctidi,t, ctidj ,t, vki→j,t). Otherwise, return ⊥.

ORevoke(·) : On input identity id and t, C returns an updated recocation list
RL by running Revoke(id, t, RL, ST ).
Challenge phase. A presents the same length challenge messages (m0,m1) ∈ M.
The challenger picks a random bit b ∈ {0, 1}, and returns the challenge ciphertext
ctid∗,t∗ ← Encrypt(PP, id∗, t∗,mb).
Query phase 2. A continues making queries as in Query phase 1.
Guess. A outputs a guess b′ ∈ {0, 1} and wins this game if b = b′. The advantage
of adversary A is defined as AdvIND-sID-CPA

A (λ, id∗) =
∣
∣Pr[b = b′] − 1

2

∣
∣ .

The following restrictions must always hold:
OUpd(·) and OKeyRev(·) can be queried on time which is greater than or equal

to the time of all previous queries, i.e., the adversary is allowed to query only in
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non-decreasing order of time. Also, the OKeyRev(·) cannot be queried at time t
if OUpd(·) was queried on t.
Then, we say an RIB-uVPRE scheme is IND-sID-CPA secure if the function
AdvIND-sID-CPA

A is negligible for any PPT adversary A whose time complexity is
polynomial in λ. If adversary does not announce the challenge identity and time
period (id∗, t∗) at the beginning of the game, but at the challenge phase (The only
limitation is that there was no previous key query about challenging identity.),
the resulting security concept is expressed as IND-ID-CPA.

3 Selective-RIB-VPRE Scheme

Our RIB-uVPRE scheme is described as follows.
SetUp(1n, N) : On input a parameter n and a maximal number N of users. Use
the Trapdoor(1n, 1m, q) algorithm to select uniformly random matrices A ∈
Z

n×m
q with basis TA ∈ Z

m×m and Ā ∈ Z
n×m
q with basis TĀ ∈ Z

m×m. Select
two uniformly random matrices B1,B2 ← Z

n×m
q . Select a uniformly random

vector u ← Z
n
q . Select a FRD map H(·) as in definition 2. Let RL be an empty

set and BT be a binary-tree with at least N leaf nodes, which denote N children
users. Set a state ST := BT . Output RL, ST , PP := {A, Ā,B1,B2,u,H},
msk := {TA,TĀ}.
PriKeyGen(PP,msk, ST, id) : On input the public parameter PP , the mas-
ter key msk, the state ST and an identity id ∈ Z

n
q . It picks an unas-

signed leaf node vid from ST and stores id ∈ Z
n
q in that node. For any

θ ∈ Path(BT, vid), if uθ,id, uθ,t are undefined, then uθ,id ← Z
n
q , uθ,t :=

u − uθ,id. Store uθ,id, uθ,t in node θ and update a state ST . Sample
eθ,id ← SampleLeft(A,B1 + H(id)G,TA,uθ,id, σ) for θ ∈ Path(BT, vid). Run
T[Ā|B1+H(id)G] ← ExtRndLeft (Ā,B1+H(id)G,TĀ, σ̄). Output a private key
skid := ({(θ, eθ,id)}θ∈path(vid), T[Ā|B1+H(id)G]) and a state ST .
KeyUpd(PP,msk, ST,RL, t) : On input the public parameter PP , the
master key msk, the state ST , the revocation list RL and a time t ∈
Z

n
q . For any θ ∈ KUNodes(BT,RL, t), if uθ,id, uθ,t are undefined, then

uθ,t ← Z
n
q , uθ,id := u − uθ,t. Store uθ,id, uθ,t in node θ. Sample eθ,t ←

SampleLeft(A,B2 + H(t)G,TA,uθ,t, σ) for θ ∈ KUNodes(BT,RL, t). Here
eθ,t ∈ Z

2m satisfies [A|B2 + H(t)G]eθ,t = uθ,t. Output a key update
kut := {(θ, eθ,t)}θ∈KUNodes(BT,RL,t). DecKeyGen(skid, kut) : On input a pri-
vate key skid and a key update kut. Extract P =Path(BT, vid) in skid, and
K =KUNodes(BT,RL, t) in kut. If P ∩ K = ∅, output ⊥. Otherwise for
the unique node θ∗ ∈ P ∩ K, set dkid,t = [eL

θ∗,id + eL
θ∗,t|eR

θ∗,id|eR
θ∗,t]. Run

d̄kid,t ← SampleLeft([Ā|B1 + H(id)G],B2 + H(t)G,T[Ā|B1+H(id)G],u, σ).
Output a decryption key dkid,t := (dkid,t, d̄kid,t). Encrypt(PP, id, t,m) :
On input the parameter PP , an identity id ∈ Z

n
q , a time t ∈ Z

n
q and a

message m. Construct Aid,t := [A|B1 + H(id)G|B2 + H(t)G] and Āid,t :=
[Ā|B1 + H(id)G|B2 + H(t)G]. Select uniformly random vectors s, s̄ s←− Z

n
q .

Sample error vectors e0 ← DZ,αq, e1, ē1 ← DZ3m,α′q and set c0 = uT (s +
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s̄) + e0 + m� q
2�, c1 = AT

id,ts + e1, c̄1 = ĀT
id,ts̄ + ē1. Output a ciphertext

ctid,t := (c0, c1, c̄1) ∈ Zq × Z
3m
q × Z

3m
q .

ReKeyGen(PP, dkidi,t, idi, idj) : On input the parameter PP , the decryption
key of i-th user dkidi,t = (dkidi,t, d̄kidi,t) and the identity of j-th user idj . Con-
struct Aidj ,t, Āidj ,t. Select r1, r3 ← D3mk×n

Z,r and r2, r4 ← D3mk×1
Z,r . Compute the

re-encryption key rki→j,t :=

⎡

⎣

1 01×3m 01×3m

r1u + r2 − Power2(dkidi,t) r1Aidj ,t 03mk×3m

r3u + r4 − Power2(d̄kidi,t) 03mk×3m r3Āidj ,t

⎤

⎦ .

Generate HS key (hssk, hsvk) = HS.KeyGen(n, 6mk + 1). Parse each row
from rki→j,t as wi ∈ Z

6m+1
q (1 ≤ i ≤ 6mk + 1), then sign each wi using

the algorithm σi = HS.Sign(hssk,wi). Set vki→j,t := {σi}i∈[6mk+1]. Out-
put a proxy re-encryption key rki→j,t and a re-encryption verification key
vki→j,t = {σi}i∈[6mk+1]. ReEncrypt(PP, ctidi,t, rki→j,t) : On input the cipher-
text of i-th user ctidi,t = (ci0, ci1, c̄i1) and the re-encryption key rki→j,t. Perform
the following steps: Compute ctTidj ,t = [ci0|Bits(ci1)T |Bits(c̄i1)T ] ·rki→j,t. Com-
pute a signature σi→j = HS.SignEval(g, σi(1 ≤ i ≤ 6mk+1)) homomorphically
where the circuit g(rki→j,t) is defined by original ciphertext ctidi,t = (ci0, ci1, c̄i1)
as follows: g(rki→j,t) = [ci0|Bits(ci1)T |Bits(c̄i1)T ] · rki→j,t. Output a proxy re-
encryption ciphertext ctidj ,t and a signature σi→j .
ReEncVer(hsvk, g, ctidj ,t, σi→j) : On input the verification key hsvk, a circuit
g, a ciphertext ctidj ,t, and a signature σi→j . Run 0/1 ← HS.Verify(hsvk, g,
ctidj ,t, σi→j), where the circuit g(rki→j,t) = ctTidj ,t. Output 0/1.
Decrypt(ctid,t, dkid,t) : On input a ciphertext ctid,t = (c0, c1, c̄1) and the user’s
decryption key dkid,t. Compute m′ = (c0, cT

1 , c̄T
1 )[1,−dkid,t,−d̄kid,t]T ∈ Zq.

Output 0 if m′ is closer to 0 than to �q/2� mod q; Otherwise output 1.

3.1 Correctness and Security Analysis

In this part, we prove the correctness and parameter selection are in the full
version.

Theorem 1. The above scheme is IND-sID-CPA secure assuming the hardness
of decision-LWEm,n,q,χ.

Proof. We show that a PPT adversary cannot distinguish between the games.
Game 0 : This is the original IND-sID-CPA game from definition 4.
Game 1 : Let id∗ be the identity and t∗ be the time that A intends to attack.
The Game 1 challenger randomly selects R∗

i ∈ {−1, 1}m×m for i ∈ [2] and
constructs B1 := ĀR∗

1−H(id∗)G, B2 := ĀR∗
2−H(t∗)G. The challenger samples

d̄kid∗,t∗ ← DZ3m,σ and sets [Ā|ĀR∗
1|ĀR∗

2]d̄kid∗,t∗ = u. The remainder of the
game is unchanged. The challenger maintains that matrices R∗

1, R
∗
2 and vector

d̄kid∗,t∗ are part of msk. In the challenge phase, the challenger uses R∗
1 and R∗

2

as random matrices to construct the challenge ciphertext.
Due to the leftover hash lemma 5, (Ā, ĀR∗

i ) for i ∈ [2] is statistically indis-
tinguishable with uniform distribution. Hence, (Ā, ĀR∗

1 − H(id∗)G, ĀR∗
2 −
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H(t∗)G, [Ā|ĀR∗
1|ĀR∗

2]d̄kid∗,t∗) is statistically indistinguishable with uniform
distribution.
Game 2 : In this game, we generate Ā as a random matrix in Z

n×m
q instead

of generating it with a trapdoor. The challenger runs ExtRndRight to create
a trapdoor T[Ā|ĀR∗

1+(H(id)−H(id∗))G]. We have, to answer a secret key query
against id ∈ CU , the challenger will construction Aid = [A|AR∗

1 + (H(id) −
H(id∗))G] and Āid = [Ā|ĀR∗

1 + (H(id) − H(id∗))G]. The challenger uses
TA and TG to generate a private key query skid = ({(θ, eθ,id)}θ∈path(vid),
T[Ā|ĀR∗

1+(H(id)−H(id∗))G]) and sends skid to the adversary A. The challenger
C will send ⊥, against the secret key query for id ∈ HU . The challenger C
uses TA to answer a updated key query against t. To answer a decryption key
query against id ∈ CU and a time t, the challenger will construction Aid,t =
[A|AR∗

1 + (H(id) − H(id∗))G|AR∗
2 + (H(t) − H(t∗))G] and Āid,t = [Ā|ĀR∗

1 +
(H(id)−H(id∗))G|ĀR∗

2 +(H(t)−H(t∗))G]. The challenger C uses TA and TG

to generate a decryption key query dkid,t. For the re-encryption key query from
idi = id∗ to idj ∈ HU in time t = t∗, the challenger will compute Aidj ,t∗ and

Āidj ,t∗ , then rki∗→j,t∗ :=

⎡

⎣

1 01×3m 01×3m

r1u + r2 − Power2(dkid∗,t∗) r1Aidj ,t∗ 03mk×3m

r3u + r4 − Power2(d̄kid∗,t∗) 03mk×3m r3Āidj ,t∗

⎤

⎦ .

For other re-encryption key queries the challenger maintains the restrictions as
in definition 4 and computes rki→j,t according to the algorithm ReKeyGen
to reply the adversary. For re-encryption query challenger maintain the restric-
tions as in definition 4 and computes ReEnc(rki→j , cti→j,t) according to the
algorithm ReEnc to reply the adversary.

Due to the property of gadget matrix G and function H(·), we know a trap-
door TG which is also a trapdoor for (H(id) − H(id∗))G if id = id∗. Due to
Lemma 2 and 3, since the sampled vectors and the extended trapdoors are statis-
tically independent from the trapdoors provided as input, this makes a negligible
difference.
Game 3 : The challenger samples e0 ← DZ,αq, e1 ← DZ3m,α′q, and e ← DZm,αq.
It computes v = uT s̄+e0,v = ĀT s̄+e, then c∗

0 = v+uT s+mb� q
2�, c∗

1 = AT
id∗,t∗s+

e1, where b is the random bit chosen by the challenger. It sets R∗ = [R∗
1|R∗

2] and
runs ReRand([Im|R∗],v, αq, α′/2α) → c̄∗

1. Where, Im is the identity matrix.
Finally, it outputs the challenge ciphertext as follows: ct∗ = (c∗

0, c
∗
1, c̄

∗
1).

Due to the noise re-randomization lemma 5, we have (c̄∗
1)

T =
(ĀT s̄)T [Im|R∗] + ēT

1 = s̄T [Ā|B1 + H(id∗)G|B1 + H(id∗)G] + ēT
1 , where ē1

is distributed statistically close to DZ3m,α′q.
Game 4 : The challenger samples w ← Zq, e0 ← DZ,αq, w ← Z

m
q , e ← DZm,αq

to calculate v = w + e0 ∈ Zq, v = w + e and runs the algorithm ReRand as in
Game 3. Finally, it outputs ct∗ = (c∗

0, c
∗
1, c̄

∗
1).

We now show that Game 3 is statistically indistinguishable from Game 4.
The proof process is in the full version.

4 Adaptive-RIB-VPRE Scheme

Our RIB-uVPRE scheme is described as follows.
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SetUp(1n, N) : On input a security parameter n and a maximal number N
of users. Use the Trapdoor(1n, 1m, q) algorithm to select uniformly random
matrices A ∈ Z

n×m
q , Ā ∈ Z

n×m
q with basis TA ∈ Z

m×m, TĀ ∈ Z
m×m. Select

B1, · · · ,Bl ← Z
n×m
q and D1, · · · ,Dl ← Z

n×m
q . Select a uniformly random vector

u ← Z
n
q . Let RL be an empty set and BT be a binary-tree with at least N leaf

nodes, which denote N children users. Set a state ST := BT . Output RL, ST ,
PP := {A, Ā,B1, · · · ,Bl,D1, · · · ,Dl,u}, msk := {TA,TĀ}.
PriKeyGen(PP,msk, ST, id) : On input the public parameter PP , the mas-
ter key msk, the state ST and an identity id = (b1, · · · , bl) ∈ {−1, 1}l.
It picks an unassigned leaf node vid from ST and stores id in that node.
For any θ ∈ Path(BT, vid), if uθ,id, uθ,t are undefined, then uθ,id ← Z

n
q ,

uθ,t := u − uθ,id. Store uθ,id, uθ,t in node θ and update a state ST . Sample
eθ,id ← SampleLeft(A, Σl

i=1biBi +G,TA,uθ,id, σ) for θ ∈ Path(BT, vid). Run
T[Ā|Σl

i=1biBi+G] ← ExtRndLeft(Ā, Σl
i=1biBi + G,TĀ, σ̄). Output a private

key skid := ({(θ, eθ,id)}θ∈path(vid),T[Ā|Σl
i=1biBi+G]) and a state ST .

KeyUpd(PP,msk, ST,RL, t) : On input the master key msk, the state ST ,
the revocation list RL and a time t = (t1, · · · , tl) ∈ {−1, 1}l. For any θ ∈
KUNodes(BT,RL, t), if uθ,id, uθ,t are undefined, then uθ,t ← Z

n
q , uθ,id :=

u − uθ,t. Store uθ,id, uθ,t in node θ. Sample eθ,t ← SampleLeft for θ ∈
KUNodes(BT,RL, t). Output a key update kut := {(θ, eθ,t)}θ∈KUNodes(BT,RL,t).
DecKeyGen(skid, kut) : On input a private key skid and a key update kut.
Extract P = Path(BT, vid) in skid, and K = KUNodes(BT,RL, t) in kut.
If P ∩ K = ∅, output ⊥. Otherwise for the unique node θ∗ ∈ P ∩ K, set
dkid,t = [eL

θ∗,id + eL
θ∗,t|eR

θ∗,id|eR
θ∗,t]. Run d̄kid,t ← SampleLeft([Ā|Σl

j=1bjBj +
G|Σl

j=1tjDj + G],u,T[Ā|Σl
j=1bjBj+G], σ). Output a decryption key dkid,t :=

(dkid,t, d̄kid,t) ∈ Z
3m × Z

3m.
Encrypt(PP, id, t,m) : On input the parameter PP , a time t = (t1, · · · , tl)
∈ {−1, 1}l, an identity id = (b1, · · · , bl) ∈ {−1, 1}l and a message m. Con-
struct Aid,t := [A|Σl

i=1biBi + G|Σl
i=1tiDi + G], and Āid,t := [Ā|Σl

i=1biBi +
G|Σl

i=1tiDi +G]. Select uniformly random vectors s, s̄ s←− Z
n
q . Sample error vec-

tors e0 ← DZ,αq, e1, ē1 ← DZ3m,α′q and set c0 = uT (s + s̄) + e0 + m� q
2�, c1 =

AT
id,ts + e1, c̄1 = ĀT

id,ts̄ + ē1. Output a ciphertext ctid,t := (c0, c1, c̄1) ∈
Zq × Z

3m
q × Z

3m
q .

ReKeyGen,ReEncrypt,ReEncVer,Decrypt : Similar to the above con-
struction.

The proof process is in the full version.
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Abstract. As one of the most important basic services of the Internet,
the domain name system is abused by attackers for various malicious
activities. Malicious domain detection is a key technology against attack-
ers. Previous works mainly employ manually selected features to detect
malicious domains which are easily evaded by attackers. In this paper,
we propose a novel malicious domain detection system with heteroge-
neous graph propagation network, named HGPNDom, which can jointly
consider the global relationship and higher-order features of domains.
In HGPNDom, we first model the DNS scene as a heterogeneous infor-
mation network (HIN) to capture rich information. Then, we propose
a heterogeneous graph propagation network (HGPN) to classify domain
nodes in the HIN, including semantic propagation mechanism and seman-
tic fusion mechanism. The semantic propagation mechanism can spread
information through more layers and learn higher-order domain features,
while the semantic fusion mechanism can learn the importance of differ-
ent meta-paths and fuse them for classification. Experimental results on
the real DNS dataset show that HGPNDom outperforms other state-of-
the-art methods.

Keywords: Malicious domain detection · Heterogeneous graph neural
network · Heterogeneous information network

1 Introduction

Domain Name System (DNS) contains distributed servers, provides services that
map easy-to-remember domains to IP addresses, allows users to easily locate
devices, services, or other resources on the Internet. In recent years, due to its
cheapness and flexibility, domains have been used for various malicious activi-
ties. For example, malicious domains are used to facilitate command and control
communications or host phishing webpages, often causing economic losses and
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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privacy data leakage. How to effectively fight against attackers and detect mali-
cious domains have always been a hot topic in the field of cyberspace security.

The most traditional method of malicious domain detection is to use black-
lists and rules [5,10]. However, with the rise of Domain-Flux and Fast-Flux
techniques, the rule-based methods become infeasible. To solve this issue, some
researchers propose the feature-based methods to identify malicious domains
[1–3,11]. They extract features from DNS traffic, construct a machine learning-
based classifier to distinguish malicious and benign domains. But these methods
treat each domain separately, do not consider the relationships among domains
and attackers can evade them by tampering with domain features. Recently,
researchers find that it is difficult for attackers to forge the relationship between
domains. Hence, they utilize associations between domains to construct a graph
[13,14] and use graph neural network (GNN) to recognize malicious domains.
Nevertheless, these GNN-based methods have the following drawbacks: (1) Only
use a fraction of layers to propagate information and only aggregate the infor-
mation of limited neighbor nodes, so they cannot capture the complex implicit
relationships between domains. (2) With the increase of the number of layers,
the number of aggregated neighbor nodes increases drastically. Eventually, the
information aggregated by each node is the same, which suffers from the over-
smoothing problem.

In order to address the above problems, this paper proposes a malicious
domain detection system with heterogeneous graph propagation network, named
HGPNDom. Specifically, We firstly model the DNS scene as a heterogeneous
information network with three types of nodes: hosts, domains, and IP addresses.
Secondly, we propose a heterogeneous graph propagation network, named
HGPN, which includes semantic propagation mechanism and semantic fusion
mechanism. The semantic propagation mechanism can consider the character-
istics of the domain node itself when aggregating meta-path based neighbors
through the attention mechanism, which alleviates the oversmoothing problem.
Then, the semantic fusion mechanism can learn the importance of different meta-
paths and fuse them to get the final domain representation for malicious domain
detection. Finally, we validate the effectiveness of HGPNDom on the real-world
DNS dataset. The main contributions of our paper are as follows:

(1) We analyze the oversmoothing problem in the GNN-based detection meth-
ods and first propose a novel Heterogeneous Graph Propagation Network
(HGPN) for malicious domain detection, which can alleviate oversmoothing
problem.

(2) In order to learn more representative domain node embedding, we use the
attention mechanism in both the semantic propagation mechanism and the
semantic fusion mechanism, which can learn the importance of different
neighbor nodes and the importance of different meta-paths to the current
domain node.

(3) We implement a prototype of HGPNDom and test it on real DNS dataset,
experimental results demonstrate the effectiveness of our proposed method.
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The rest of this paper is divided as follows. Section 2 introduces the neces-
sary concepts. We describe the malicious domain detection method proposed in
Sect. 3. In Sect. 4, we conduct experiments to verify the effectiveness of the pro-
posed method. In Sect. 5, we introduce the related work and Sect. 6 summarizes
the work of this paper.

2 Preliminaries

2.1 Heterogeneous Information Network

A directed graph is defined as G = (v, ε) [16], v represents the set of nodes in
the graph, ε represents the set of edges in the graph. The graph also has a node
mapping function φ : v → A and an edge mapping function ϕ : ε → R. A and
R are a collection of node types and edge types, respectively. If |A| + |R| > 2, it
means that there are different types of nodes or edges in the graph, such graphs
are called heterogeneous graphs, namely heterogeneous information networks.

2.2 Meta-path

Two objects in a HIN can be connected by different kinds of paths. A meta-
path Φ is defined as a path of the form A1

R1−→ A2
R2−→ . . .

Rl−→ Al+1 [16],
which describes a composite relation R = R1 ◦ R2 ◦ . . . ◦ Rl between objects
A1, A2, . . . , Al+1, where ◦ represents a composition operator on the relation.

Fig. 1. Overall Framework of HGPNDom.

3 The Proposed Method

Figure 1 shows the overall framework of HGPNDom, which includes four parts:
data collection, heterogeneous graph construction, meta-path extraction and
HGPN classifier. This section will describe each part in detail.
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3.1 Data Collection

In order to reflect the real DNS scene and obtain more representative DNS data,
the DNS dataset we collected includes three types of nodes: hosts, domains,
and IP addresses and three types of relationships: the request relationship
between hosts and domains, the resolution relationship between domains and
IP addresses, and the CNAME record between domains and domains.

3.2 Heterogeneous Graph Construction

We model the DNS scene as a heterogeneous graph based on the collected DNS
data. Since the real-word DNS data contains a lot of noise, in order to improve
the training time of the model, the noise nodes need to be pruned. We prune
the constructed heterogeneous graph based on the following six strategies:

• Inactive hosts: The number of domains queried by some hosts is less than
Kf , these hosts are inactive and have little contribution to identify malicious
domains.

• Large hosts: Some hosts query more than Kc% of the total domains, these
hosts may be proxies.

• Popular domains: Some domains have been accessed by more than Kq% of the
total number of hosts, if these domains are malicious, they will have a serious
impact and will be easily discovered by the network security management
department.

• Irregular domains: Some domains are visited less than Kl times, and these
domains do not provide enough information.

• Rare IPs: Some IP addresses are only mapped to a domain, and these IP
addresses do not contribute much to label delivery.

• Rare domains: Some domains are only resolved to an IP address, which makes
it difficult to pass labels.

3.3 Meta-path Extraction

Meta-path is a common method for semantic extracting of heterogeneous graphs,
each meta-path represents a specific semantic. As shown in Fig. 1, we extract
three symmetric meta-paths for malicious domain detection.

The meta-path P1 indicates that two different domains belong to the same
CNAME record. According to relevant facts, the cname domain of a malicious
domain has a high probability of being a malicious domain, vice versa. The
meta-path P2 represents the query relationship between hosts and domains. We
believe that two hosts attacked by the same attacker will have overlapping sets
of malicious domains, and the probability of a normal host querying the same
malicious domain is low. The meta-path P3 indicates the mapping relationship
between domains and IP addresses. As the number of IP addresses is relatively
stable in the Internet, domains that are resolved to the same IP address tend to
have the same category over a period of time.
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3.4 HGPN Classifier

We design a heterogeneous graph propagation network (HGPN) to classify
domain nodes in the HIN. As shown in Fig. 1, HGPN classifier includes fea-
ture extract, semantic propagation mechanism, semantic fusion mechanism and
classification function. The semantic propagation mechanism can alleviate the
oversmoothing problem at the node level, while the semantic fusion mechanism
can learn the importance of each meta-path and fuse different meta-paths by
weight. Then, the classification function can detect whether the domain node is
a benign domain or a malicious domain.

Feature Extract. We initialize the domain nodes in the HIN which constructed
in Sect. 3.2. We refer to FANCI [11] and extract 21 features as the initial feature
vector for each domain node.

Semantic Propagation Mechanism. For each meta-path Φ in the HIN, the
semantic propagation mechanism uses the semantic aggregation function gΦ

to aggregate the neighbor node features based on the meta-path, and learn a
semantic-specific node embedding, shown as follows:

ZΦ = gΦ(X), (1)

where X denotes the initial feature matrix, ZΦ denotes the specific semantic
embedding learned under the meta-path Φ. In order to alleviate the oversmooth-
ing problem at the node level, a semantic aggregation function is designed, shown
as follows:

eΦ
ij = attnode(hi,hj ;Φ), (2)

αΦ
ij =

exp(eΦ
ij)∑

j∈NΦ
i

exp(eΦ
ij)

, (3)

ZΦ,k = gΦ(ZΦ,k−1) = (1 − λ) · αΦ · ZΦ,k−1 + λ · HΦ, (4)

where hi and hj denote the feature of node i and j, respectively. eΦ
ij denotes the

importance of node j to node i, node pair (i, j) are connected by meta-path Φ,
attnode denotes the deep neural network that learns node-level attention. And αΦ

ij

denotes the normalization of eΦ
ij via softmax function, NΦ

i denotes the meta-path
Φ based neighbors of node i, αΦ denotes the attention vector composed of αΦ

ij .
Note that αΦ·ZΦ denotes aggregating meta-path Φ based neighbor nodes and HΦ

denotes the characteristics of each node itself. Here λ is the weight scalar, which
denotes the importance of each node’s characteristics in the aggregation process.
ZΦ,k is the node embedding learned through the k-layer semantic propagation
mechanism and we treat it as a learned semantic-specific node embedding based
on the meta-path Φ.
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SemanticFusionMechanism. Wedesign threemeta-pathswhich are described
in Sect. 3.3. Each meta-path represents a specific semantic information and the
node embedding of a specific semantic can only reflect the node information from
one perspective. In order to describe the node characteristics more comprehen-
sively, the semantic fusion mechanism integrates multiple meta-paths to capture
the rich semantic information on heterogeneous graphs and reflect it on node
embedding. We use semantic fusion mechanism F to aggregate the node embed-
dings of P-group specific semantics for malicious domain detection, shown as fol-
lows:

Z = F (ZΦ1 ,ZΦ2 , . . . ,ZΦP ), (5)

where {Φ1, Φ2, . . . , ΦP } denotes a set of meta-paths, {ZΦ1 ,ZΦ2 , . . . ,ZΦP }
denotes the node embeddings of P-group specific semantics. The semantic fusion
mechanism first projects different semantics into the same space and adopts
semantic fusion vector q to learn the importance of different meta-paths. Then,
it normalizes the weight of each meta-path, and fuses each semantics to get the
final node embedding Z, shown as follows:

wΦp
=

1
|v|

∑

i∈v

qT · tanh(W · zΦp

i + b), (6)

βΦp
=

exp(wΦp
)

∑P
p=1 exp(wΦp

)
, (7)

Z =
P∑

p=1

βΦp
· ZΦp , (8)

where W denotes the weight matrix, b denotes the bias vector, wΦp
denotes the

weight of meta-path p, βΦp
denotes the normalization of wΦp

.

Classification. With the final node embedding Z, the domain classification task
can be transformed into a binary classification task. We use a fully connected
network to classify domains, shown as follows:

ŷ = σ(W · Z + b), (9)

where ŷ denotes the prediction probability. W, b denote the weight matrix and
bias vector, respectively. σ denotes the ReLU activation function. We calculate
Cross Entropy and update parameters in HGPN classifier, shown as follows:

L = −
∑

l∈YL

Yl · ln(ŷ), (10)

where YL denotes the set of labelled nodes, Yl is the label vector. Under the
guide of the labelled data, we can optimize the proposed model for malicious
domain detection.
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4 Experiments

4.1 Dataset

We collect DNS traffic data from a university LAN for two weeks from 2020.8.31
to 2020.9.13, as the real DNS data used in the experiment. Firstly, we parse
the DNS data to obtain the information like domains, hosts, IP addresses and
their relationships. Secondly, We remove some noisy nodes through the pruning
strategy in Sect. 3.2. Finally, we build the DNS HIN that contains 4,330,702
domains, 251,518 hosts, 433,702 IP addresses and edges between them. The
statistic information of experimental dataset is shown in Table 1.

Since our approach is based on semi-supervised learning, we need the labelled
dataset. For benign domains, we select the domains whose 2LD appears in the
Alexa Top1M list. For malicious domains, we merge the domains in Malwaredo-
mains.com, phishtank and other lists as the malicious domain list and use the
2LD of domains to match. In addition, we use the VirusTotal and Google Safe
Browsing to validate the domains. In the end, we obtain 20,000 benign domains
and 20,000 malicious domains. We randomly divide the labelled dataset into
train set, validation set and test set according to the ratio of 3:1:1.

Table 1. Statistics of experimental dataset

DNS HIN

#Domains #Hosts #IPs

4,330,702 251,518 433,702

#Domain-Domain #Domain-IP #Domain-Host

30,792 1,318,085 4,403,977

4.2 Parameter Setting and Evaluation Metrics

According to the pruning strategy in Sect. 3.2, we set Kf = 2, Kc = 80, Kq = 50,
Kl = 100. We leverage Adam to update parameters and set the learning rate to
0.01. Relying on experience, we set the final embedding dimension to 32 for all
the methods. We use F1 score, Precision and Recall as the evaluation metrics.

4.3 Performance Evaluation of HGPN

We select five graph representation learning methods for malicious domain detec-
tion to verify the effectiveness of HGPN, including two homogeneous graph neu-
ral network methods, two heterogeneous graph embedding methods and one
heterogeneous graph neural network method. Methods are list as follows:

GAT [15]: A homogeneous graph neural network with attention mechanism.
Here we test all the meta-paths for GAT and report the best performance.
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PPNP [8]: A homogeneous graph neural network with personalized propa-
gation scheme. Here we test all the meta-paths for PPNP and report the best
performance.

Metapath2vec [4]: A heterogeneous graph embedding method which uses
meta-path based random walk and skip-gram to learn node embeddings. Here
we test all the meta-paths for metapath2vec and report the best performance.

HERec [12]: A heterogeneous graph embedding method which designs a con-
straint strategy to filter node sequences and uses skip-gram for graph embedding.
Here we test all the meta-paths for HERec and report the best performance.

HGT [6]: A heterogeneous graph neural network based on heterogeneous
mutual attention which aggregates information through meta-relational triples.

Table 2 shows the comparison results of the graph representation learning
methods. We see that the graph neural network methods outperform the graph
embedding methods Metapath2vec and HERec. It is because that graph neural
network methods consider the global relationship and node features at the same
time. For homogeneous graph neural network methods, GAT can learn the weight
of each node, and its performance is better than PPNP. For heterogeneous graph
neural network methods, the performance of HGPN outperforms HGT, because
it can propagate through more layers, aggregate more neighbor nodes. Overall,
HGPN outperforms all other graph representation methods, as it can jointly
consider the global relationship and alleviate oversmoothing problem, get more
representative embeddings for classification.

Table 2. Performance of HGPN

Method F1 Score (%) Precision (%) Recall (%)

Metapath2vec 52.93 55.57 50.52

HERec 52.35 56.49 48.47

GAT 92.33 89.70 95.13

PPNP 85.58 87.25 83.97

HGT 88.99 88.08 89,92

HGPN 95.38 95.77 95.00

Furthermore, we study the impact of different meta-paths on malicious
domain detection. Table 3 shows the weights assigned to each meta-path in
HGPN’s semantic fusion mechanism. P1 has the highest attention weight, which
is consistent with the fact that domains with the same CNAME record tend to
have the same category. The attention weights of P2 and P3 are similar, and
both are relatively low. It may be due to the existence of the DHCP protocol in
the network that the IP address of the host is not fixed, and the IP address of
domain resolution changes dynamically due to technologies such as Domain-Flux
and Fast-Flux.
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Table 3. Attention weights of different meta-paths

ID Meta-path Attention weight

P1 DD 0.7704

P3 DPD 0.1159

P2 DHD 0.1137

4.4 Ablation Studies

In order to better understand the contribution of each part of HGPN, we sepa-
rately remove the semantic propagation mechanism and semantic fusion mecha-
nism of HGPN, and observe the changes in model performance.

When the semantic propagation mechanism is removed, the λ is set to 0.
Table 4 shows that when the semantic propagation mechanism is removed, F1
Score of HGPN decreases by 9.24%, indicating that the semantic propagation
mechanism can capture higher-order domain features and learn better domain
representation.

To remove the semantic fusion mechanism is to simply average all meta-paths
when aggregating different semantics. Table 4 shows that when the semantic
fusion mechanism is removed, F1 Score of HGPN decreases by 2.47%. It shows
that different meta-paths denote different semantics and the semantic fusion
mechanism can give appropriate weights to them.

Table 4. Effect of HGPN

F1 Score (%) Precision (%) Recall (%)

(−)Semantic Propagation Mechanism 86.14(−9.24) 83.57(−12.2) 88.88(−6.12)

(−)Semantic Fusion Mechanism 92.91(−2.47) 93.27(−2.5) 92.55(−2.45)

4.5 Parameter Sensitivity

We investigate the sensitivity of HGPN to two parameters: the number of the
layers k layer and the weight scalar λ.

Figure 2(a) shows the influence of k layer on F1 Score. With the increase
of k layer, F1 Score fluctuates between 92% and 96%, indicating that the
semantic propagation mechanism can effectively alleviate oversmoothing prob-
lem. When the value of k layer is 2, 4 and 6, respectively, HGPN gets better
results. Figure 2(b) shows the relationship between k layer and runtime. With
the increase of k layer, the runtime also increases. When k layer is greater than
2, the runtime increases rapidly. Considering the model effect and running effi-
ciency, k layer is finally set to 2.
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Figure 3 shows the relationship between the weight scalar λ and F1 Score.
With the increase of λ, the effect of HGPN shows a downward trend, but it
remains above 93%. When λ is 0.1, the performance of HGPN is the best. There-
fore, the weight scalar λ is finally set to 0.1.

(a) Impact of F1 Score (b) Impact of runtime

Fig. 2. k layer analysis

4.6 Performance Evaluation of HGPNDom

In order to verify the effectiveness of HGPNDom, we compare it with the feature-
based malicious domain detection system FANCI and the association-based mali-
cious domain detection system DeepDom. The two systems are described as
follows:

FANCI [11]: FANCI is a feature-based detection system. It extracts a total
of 21 features from three aspects: structure features, linguistic features, and
statistical features. Finally, Support Vector Machine or Random Forest are used
to classify domains.

DeepDom [13]: DeepDom is the latest association-based detection system,
which models the DNS scene as a heterogeneous graph, uses SHetGCN to realize
domain classification. Sun et al. [13] analyse the impact of different meta-paths
on malicious domain detection, and find that the contribution of three meta-
paths: domain-domain, domain-host-domain, and domain-IP-domain accounted
for nearly 80%. When we construct the heterogeneous graph, we only consider
the three meta-paths with the highest weights.

Table 5 shows the detection results of each system. We can see that our pro-
posed HGPNDom outperforms FANCI and DeepDom. The reason is that FANCI
treats each domain separately without considering the relationship between
domains, which will cause some information loss and lead to poor generalization
ability. SHetGCN used by DeepDom fails to solve the oversmoothing problem of
the graph neural network, and the detection effect is slightly lower than that of
HGPNDom.
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Table 5. Comparison with other malicious domain detection systems

Method F1 Score (%) Precision (%) Recall (%)

FANCI 78.37 81.21 75.73

DeepDom 94.32 94.78 93.87

HGPNDom 95.38 95.77 95.00

Fig. 3. The weight scalar λ analysis

5 Related Work

Malicious domain detection methods are mainly divided into three categories:
rule-based methods, feature-based methods and association-based methods. The
rule-based methods are the most traditional methods and rely heavily on experi-
ence [5]. It’s hard to fight against ever-evolving cyberattacks. The feature-based
methods build classifiers based on features which are extracted from DNS traf-
fic and use classifiers to detect malicious domains [1,3,11]. The feature-based
methods do not consider the relationship between domains and rely on man-
ual features, this methods are easily evaded by sophisticated attackers. The
association-based methods considers the relationship between domains, which is
difficult for attackers to falsify. Researchers model the DNS scene as a graph
[7,9,13] and use graph neural network (GNN) to recognize malicious domains.
Due to the oversmoothing problem of GNN, each domain node cannot adequately
aggregate neighbor nodes.

6 Conclusion

This paper proposes a novel malicious domain detection system HGPNDom.
Considering the oversmoothing problem of the GNN-based malicious domain
detection methods, we propose HGPN, which includes semantic propagation
mechanism and semantic fusion mechanism. Absorbing the characteristics of
the node itself when aggregating meta-path based neighbors, HGPN can learn
more representative node embeddings with more propagation layers. Experimen-
tal results show that HGPNDom outperforms other state-of-the-art malicious
domain detection systems.
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Abstract. Unmanned aerial vehicles (UAVs) are adopted as promis-
ing platforms to provide aerial wireless communications and networks.
However, due to the line-of-sight (LoS) dominant air-ground channels,
UAVs cause stronger interference to the terrestrial network devices. In
this work, we study a novel interference mitigation method via collabo-
rative beamforming (CB) under a UAV-enabled data collection scenario.
Specifically, we form a UAV-enabled virtual antenna array (UVAA) to
transmit the collected data to the terrestrial base stations (BSs), and for-
mulate an interference mitigation multi-objective optimization problem
(IMMOP) to simultaneously enhance the data transmission efficiency,
reduce the interference affection and increase the network lifetime. Due
to the complexity and NP-hardness of IMMOP, a chaotic multi-objective
multi-verse optimizer (CMOMVO) is proposed for solving the problem.
Simulation results show that the CMOMVO can effectively solve the
IMMOP and has better performance than some benchmark algorithms.

Keywords: Collaborative beamforming · Interference mitigation ·
Multi-objective optimization · UAV communications

1 Introduction

Due to their inherent merits, unmanned aerial vehicles (UAVs) have been widely
employed in various military, civilian and commercial applications [17]. Recently,
UAV communications and networks are regarded as vital components in the
promising 5G/6G networks [15,19]. Rely on the line-of-sight (LoS) dominant air-
ground channels, UAVs can be deployed as aerial base stations (BSs) to provide
efficient and low-cost network services for the terrestrial terminals [16]. Moreover,
UAVs can be dispatched to a remote place for automated data collections after
designing their locations and trajectories [4,5].

Despite the considerable benefits of LoS dominant channels, UAV-enabled
data collection also faces some key issues. In particular, UAV networks may
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Wang et al. (Eds.): WASA 2022, LNCS 13471, pp. 557–566, 2022.
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generate stronger interference to terrestrial terminals in the LoS channel, which
can degrade the performance of the terrestrial networks. Thus, various inter-
ference mitigation methods such as power control and three-dimensional (3D)
trajectory design in the literature have been proposed for solving the interference
problems [6,7]. However, the trajectory and power allocation may decrease the
wireless communication ability of the UAV-enabled data collection systems since
the transmission distance and power may be increased and decreased, respec-
tively. Thus, it is necessary to study a novel interference mitigation approach to
reduce interference while improving the data collection efficiency.

Collaborative beamforming (CB) is an effective method that can significantly
enhance wireless communication ability in multi-UAV systems. Moreover, CB
can be adopted in UAV networks for high-performance and beneficial commu-
nications. For example, the existing works used CB to achieve physical layer
security [2], time minimization [12] and energy-efficient communications [14] in
UAV networks. However, the randomly distributed UAVs may damage the beam
pattern, thus decreasing the performance of the UVAA. Thus, the positions and
excitation current weights of the UAVs need to be carefully designed. Moreover,
the fine-tuning of the UAVs’ positions will lead to extra energy consumption of
the UAVs. Thus, we also need to restrict the total propulsion energy consumption
of the UAVs.

The main contributions of this work are summarized as follows:

i) We consider a typical UAV-enabled data collection scenario of the UAV
networks, i.e., the UAVs perform a UVAA to transmit the collected data to
the selected BS by using CB. Then, we formulate an interference mitigation
multi-objective optimization problem (IMMOP) to simultaneously minimize
the data transmission time, mitigate the interference affection and reduce the
energy consumption of the UAVs.
ii) We propose a chaotic multi-objective multi-verse optimizer (CMOMVO)
to solve the formulated IMMOP. Specifically, we enhance the solution initial-
ization, algorithm parameter update and solution update phases via the chaos
theory, thus making the algorithm more suitable for solving the IMMOP.
iii) Simulation results show that the proposed CMOMVO outmatches other
benchmark algorithms for solving the formulated IMMOP.
The rest of this work is arranged as follows. Section 2 presents the models and
formulates the IMMOP. Section 3 proposes the CMOMVO. The simulation
results are provided in Sect. 4, and the paper is concluded in Sect. 5.

2 Models and Problem Formulation

In this section, we first present the models used in this paper and then formulate
the IMMOP.

2.1 Models

As shown in Fig. 1, a UAV-enabled data collection scenario is considered, in
which a set of UAVs denoted as U = {1, 2, . . . , NUAV } are dispatched to collect
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data, while a set of terrestrial BSs denoted as B = {1, 2, . . . , NBS} can com-
municate with the UAVs and other ground users (GUs). At a certain time, i.e.,
the collected data reach the cached threshold, the UAVs will form a UVAA for
transmitting the collected data to one of the BS of B. During the process, there
are some GUs are communicating with the BSs of B, which means that these
communications may be interfered by the UVAA. Without loss of generality, we
consider a 3D Cartesian coordinate system, and the positions of the mth UAV
and the nth BS are represented as (xU

m, yU
m, zU

m) and (xB
n , yB

n , 0), respectively.
Moreover, some key models are detailed as follows.

Fig. 1. Sketch map of the UAV-enabled data collection system with the CB-based
interference mitigation.

Array Factor of UVAA. The array factor (AF) can represent the signal inten-
sity of an antenna system in all directions. In the UVAA, the positions and exci-
tation current weights of the UAVs can determine the radiation distribution of
AF. Let ωm denotes the excitation current weight of the mth UAV of the UVAA,
the AF can be modeled as follows [1]:

AF (θ, φ) =
NUAV∑

m=1

ωmej[κ(xU
m sin θ cosφ+yU

m sin θ sinφ+zU
m cos θ)], (1)

where θ ∈ [0, π] and φ ∈ [−π, π] are the elevation and azimuth angles, respec-
tively, κ = 2π/λ represents the phase constant and λ is the wavelength.
Transmission and Interference Model. Due to the high altitude of the
UAVs, we adopt a LoS channel which may suffer serious interferences. Thus,
the transmission rate from the UVAA to the receiver BS is given by [12]:

R[BSrec] = B log2

(
1 +

P rec
[BSrec]

σ2

)
, (2)

where P rec
[BSrec]

= PtK0d
−α
[BSrec]

G[BSrec] is the receiver power of the receiver BS
from the UVAA, in which Pt, K0 and α are the total transmission power of
the UVAA, constant pathloss coefficient and pathloss exponent, respectively.



560 H. Li et al.

Moreover, d[BSrec] is the Euclidean distance between the UVAA and the receiver
BS, and G[BSrec] is the antenna gain of the direction towards the receiver BS,
which can be calculated as follows:

G[BSrec] =
4π

∣∣AF
(
θ[BSrec], φ[BSrec]

)∣∣2 w
(
θ[BSrec], φ[BSrec]

)2
∫ 2π

0

∫ π

0
|AF (θ, φ)|2w(θ, φ)2 sin θdθdφ

η, (3)

where (θ[BSrec], φ[BSrec]) represents the direction towards the BS, w(θ, φ) is the
magnitude of the far-field beam pattern of each antenna element, and η ∈ [0, 1]
is the antenna array efficiency.

As for the interference model, we adopt the signal-to-interference-plus-noise
ratio (SINR) to give the theoretical upper bounds on the channel capacity of
the interfered communications. Accordingly, the SINR of the interfered BS for
receiving data from a GU under the interference of the UVAA is as follows:

Y[BSin] =
P rec
[GU ]

σ2 + P rec
[BSin]

, (4)

where P rec
[GU ] is the receiver power of the interfered BS from the GU which is set as

a constant for the sake of simplicity in this work, and P rec
[BSin]

is the interference
power from the UVAA.
Propulsion Energy Consumption Model of UAV. The expression for the
propulsion energy consumption of a rotary-wing UAV in the two-dimensional
(2D) horizontal plane can be modeled as follows [18]:

P (v) = ξ1

(
1 +

v2

ν

)
+ ξ2

(√
1 +

v4

ν2
− v2

ν

)1/2

+ ξ3v
3, (5)

where v is the velocity of the UAV and other parameters can be seen as the
constants related to the UAV, which be explained in detail in [17]. Moreover, the
propulsion energy consumption of 3D UAV trajectory is expressed as follows [17]:

E(T ) ≈
∫ T

0

P (v(t))dt +
1
2
mU (v(T )2 − v(0)2) + mgh, (6)

where v(t) is the instantaneous UAV speed of time t. Moreover, T , mU , g and h
are the end time of the flight, aircraft mass of the UAV, gravitational acceleration
and height changes, respectively.

2.2 Problem Formulation

The primary purpose of the considered CB-based communication system is
to complete the data transmission mission as soon as possible, which can be
achieved by improving the directivity towards the targeted BSs. Moreover, the
interferences of the UVAA to the other BSs should be minimized to realize the
interference mitigation. These two purposes above can be balanced by optimizing
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the beam pattern of the UVAA, which means that the positions and excitation
current weights should be designed carefully. However, due to the 3D movements,
the large amount of propulsion energy of the UAVs will be consumed. Thus, the
energy-efficient also should be considered during the flight design. Finally, the
UVAA only needs to communicate with one BS, which means that the selection
of a suitable receiver BS needs to be determined since it affects the transmission
efficiency. Therefore, the aforementioned problems need to be jointly considered
due to the existing trade-offs between them. Mathematically, the aforementioned
optimization objectives can be expressed as follows.

Optimization Objective 1: We first minimize the data transmission time
of the considered system, which can be expressed as follows:

f1(wU ,xU , yU , zU , q) =
Data

R[BSrec]
, (7)

where wU ,xU , yU and zU are the vectors of the excitation current weights,
x-axis, y-axis and z-axis coordinates of the UAVs, respectively. Moreover, q is
the ID of the selected BS and Data is total amount of the collected data. Note
that X =

{
wU ,xU , yU , zU , q

}
is the solution of the problem. Specifically,

{wU ,xU , yU , zU } are continuous dimensions and q is the discrete dimension.
Optimization Objective 2: We need to maximize the total SINRs of the

interfered BSs for interference mitigation, which can be expressed as follows:

f2(wU ,xU , yU , zU , q) =
∑

n∈{B−q}
Y[BSn], (8)

where Y[BSn] is the SINR of the nth BS.
Optimization Objective 3: To increase the service time of UAVs, we min-

imize the energy consumption of the UAVs as follows:

f3(xU , yU , zU , q) =
NUAV∑

m=1

Em(T ), (9)

where Em(T ) is the propulsion energy consumption of the mth UAV, and the
corresponding calculation method can be found in [14]. Accordingly, the IMMOP
consists of the three optimization objectives can be formulated as follows:

(P1) min
X

{f1,−f2, f3} (10a)

s.t. 0 � ωm � 1,∀m ∈ U (10b)

(xU
m, yU

m, zU
m) ∈ C

3,∀m ∈ U (10c)
q ∈ {1, 2, ..., NBS} (10d)
D(m1,m2) ≥ Dmin,∀m1,m2 ∈ U (10e)

where C
3 is the coordinate set of the 3D movable range of the UAVs. More-

over, the constraint in Eq. (10e) indicates that the minimum separation distance
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between two adjacent UAVs must be greater than Dmin to avoid collision. Note
that the formulated IMMOP is NP-hard since the second optimization objec-
tive can be simplified to be a nonlinear knapsack problem [3], and the proof is
omitted due to the page limitation.

3 The Proposed Method

The IMMOP is NP-hard and sophisticated. Thus, we propose a CMOMVO
method via the chaos theory to solve it in this part.

Algorithm 1: CMOMVO
Input: population size Npop, maximum iteration tmax and archive set Archive,

etc.;
Output: Pareto solution set

1 for i = 1 to Npop do
2 Initialize the ith solution Xi of P by using Eq. (11);
3 for t = 1 to tmax do
4 Calculate the objective function values of all solutions of P and update

Archive;
5 Update the algorithm parameters by using Eq. (12);
6 for i = 1 to Npop do
7 Update the continues part of the ith solution (i.e.,

Xi(w
U , xU , yU , zU )) by using method of conventional MOMVO;

8 Update the discrete part of the ith solution (i.e., Xi(q)) via Eq. (13);

9 Return Archive;

3.1 CMOMVO

CMOMVO is extended and enhanced from the conventional MOMVO by intro-
ducing the concept of chaos theory, and the details are presented as follows.
Solution Initialization. We introduce the non-linear and semi-random of the
chaos theory for improving the initial solution quality, i.e.,

Xi = LB + C1
a × (UB − LB ), (11)

where Xi is the ith solution of the population P . Moreover, LB and UB are the
lower and upper bounds of a solution, and C1

a is the chaotic array generated by
the Logistic map [13].
Algorithm Parameter Update. We map the chaotic array into the algorithm
parameter space. Thus, TDR and WEP are updated as follows:

TDRt = TDRt × C2
a(t), WEPt = WEPt × C3

a(t), (12)
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where TDRt and WEPt are the values of TDR and WEP in tth iteration, respec-
tively. Moreover, C2

a(t) and C3
a(t) are the tth element of the Sine and Circle

maps [13], respectively.
Solution Update. MOMVO cannot handle the discrete dimension q. Thus, we
propose a chaos-based discrete solution update method as follows:

qt+1,i =
{
qbest

t C2
a(t) > rand

qt,i otherwise , (13)

where qt,i is the discrete dimension of the ith solution in the tth iteration, qbest
t

is the discrete dimension of the best solution (defined by MOMVO), and rand
is a random value.

3.2 Main Steps and Analysis of CMOMVO

The pseudo-code of the proposed CMOMVO is shown in Algorithm1. Note that
Archive is a set for storing the optimal solutions since the multi-objective opti-
mization can obtain several Pareto optimal solutions (PSs) [9]. Moreover, the
complexity of the proposed CMOMVO is O(Nobj · N2

pop) when Nobj represents
the number of optimization objectives.

4 Simulation Results and Analysis

In our simulation, the pathloss exponent, transmit power of a UAV, transmit
power of a GU and carrier frequency are set as 3, 0.1 W, 2 W and 2.4 GHz,
respectively. Moreover, the number of the UAVs and BSs are set as 8 and
8, respectively. Other key parameters follow [12,18]. In addition, the multi-
objective ant lion optimizer (MOALO) [10], multi-objective dragonfly algorithm
(MODA) [8], multi-objective grasshopper optimization algorithm (MOGOA) [11]
and MOMVO are introduced as the benchmarks.

Fig. 2. Solution distributions of different algorithms.
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Table 1. Numerical results obtained by different algorithms.

Method f1 [s] f2 [dB] f3 [J]

CMOMVO 82.91 81.13 9.80× 103

MOALO 84.78 74.48 9.85 × 103

MODA 90.60 73.10 1.03 × 104

MOGOA 99.06 75.93 1.39 × 104

MOMVO 83.69 70.02 1.74 × 104

Table 1 shows the numerical results in terms of data transmission time (f1),
total SINRs (f2) and total propulsion energy consumptions (f3) obtained by dif-
ferent algorithms. As can be seen, the other BSs can obtain sufficient SINR for
communication. Moreover, the proposed CMOMVO achieves the best results on
all the optimization objectives. In addition, the solution distributions obtained
by different algorithms are given in Fig. 2, which shows that the solutions
obtained by CMOMVO are much closer to the true Pareto front (PF) [9] and
have a more uniform distribution. Thus, the proposed CMOMVO has the best
performance among all benchmarks. The reason may be that the introduced
chaos-based methods can balance the exploitation and exploration abilities of
the algorithm, thereby increasing the search efficiency. In summary, the proposed
method can solve the IMMOP efficiently and outperforms other benchmarks.

5 Conclusion

In this work, we propose a novel CB-based interference mitigation method of
the UAV-enabled data collection scenario and formulate an IMMOP which can
simultaneously reduce the data transmission time, improve the SINRs of the ter-
restrial networks and reduce the propulsion energy consumptions of the UAVs.
Moreover, a CMOMVO with several improved factors is proposed for solving the
IMMOP. Simulation results demonstrate that the proposed CMOMVO outper-
forms MOALO, MODA, MOGOA and MOMVO.
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Abstract. When wireless network technology is applied to industrial
scenes, the open channel environment makes industrial equipment more
vulnerable to attacks and threats from illegal nodes, such as eavesdrop-
ping, deception and identity information forgery. The complexity and
variety of attack methods make the supervised machine learning algo-
rithm insufficient to establish a low complexity, lightweight and high
security authentication mechanism in industrial wireless sensor networks.
Moreover, the wireless electromagnetic wave will be affected by additive
noise and fading in the propagation process, making the wireless chan-
nel in a dynamic state. Based on this, we study a new authentication
mechanism based on physical layer security for wireless sensor networks
in dynamic industrial scenarios. Using more precise physical layer chan-
nel information, and building an authentication model around positive-
unlabeled (PU) learning and bootstrap aggregating (bagging) strategy,
we can accurately distinguish legal nodes and illegal nodes in the received
channel information in the industrial scene where only the channel infor-
mation of legal nodes is known. Finally, the effectiveness of the scheme
is verified by using the public data set collected by the national institute
of standards and technology (NIST) in a real industrial scene.
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1 Introduction

When wireless network technology is applied to industrial scenarios, the open
channel environment makes industrial equipment more vulnerable to attack
threats from illegal nodes, such as eavesdropping, spoofing, and identity informa-
tion forgery. In addition, wireless communication terminals have limited comput-
ing power, and traditional cryptography-based security encryption mechanisms
are difficult to execute on the terminals [1–3]. Therefore, the main problem faced
by wireless sensor networks in industrial scenarios is to find a lightweight and
high-security authentication scheme. The authentication research based on phys-
ical layer security [4–7] solves the dilemma of limited resources and high secu-
rity requirements in a mobile communication system with the characteristics of
lightweight and high reliability. Therefore, this paper proposes a new authenti-
cation scheme based on physical layer security for wireless sensor networks in
industrial scenarios to detect nodes from illegal sources.

Our first contribution is to consider a more reasonable intrusion scenario
of illegal nodes. Assuming that the physical layer channel information of all
legal nodes is known and the physical channel information of illegal nodes is
unknown, an authentication model based on PU bagging strategy is constructed;
The second contribution is to use more refined physical layer channel informa-
tion to transform the high-dimensional channel information data set into a low-
dimensional feature set, so as to improve the authentication performance and
efficiency of the model. Finally, the authentication strategy is applied to the
public data set in the real industrial scene, and the simulation results verify the
effectiveness of the scheme.

2 Related Work

Considering that industrial networks are vulnerable to intrusion and attacks,
researchers have also developed many effective authentication schemes. Liao et
al. [8] proposed a physical layer authentication scheme based on multiuser com-
bined with deep neural network algorithm. The effectiveness of the scheme is ver-
ified in static and dynamic industrial scenarios; F. Pan et al. [9] transformed the
physical layer authentication process of distinguishing legitimate and attacker
into a binary classification process, and proposed a threshold free physical layer
authentication method based on machine learning to learn and classify the chan-
nel state information (CSI) of legitimate and illegal nodes; in order to improve
the accuracy of model detection, F. Pan et al. [10] used the physical layer reputa-
tion obtained by channel state information accumulation and back propagation
neural network for clone detection; S. L. Chen et al. [11] used the difference
of physical layer channel information between legal nodes and illegal nodes to
propose a physical layer authentication scheme based on unsupervised and super-
vised learning to detect clone attack and sybil attack at the same time; Marabissi
et al. [7] used classification and regression tree (CART) algorithm and random
forest algorithm to propose a scheme of Internet of things node authentication
and identity spoofing detection based on physical layer security.
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The above authentication schemes based on physical layer security assume
that the attacker’s physical channel information is known, that is, the authen-
tication model is constructed by using supervised machine learning algorithm.
However, data exchange in industrial wireless sensor networks mostly requires
real-time transmission, and the attack methods of illegal nodes are complex and
changeable. It is obviously difficult to record the physical layer channel informa-
tion of illegal nodes detected each time for subsequent authentication. Therefore,
only using supervised machine learning algorithm to build authentication model
is not enough for practical industrial scene applications. In order to overcome
this shortcoming, we propose a physical layer authentication strategy based on
PU bagging algorithm. This scheme is more suitable for industrial scenarios that
do not require high types of illegal nodes and attack methods.

3 Authentication Mechanism Based on Physical Layer
Security

In the framework shown in Fig. 1, this paper assumes that only the channel
information of legitimate nodes is known, while the channel information of ille-
gal nodes is unknown. That is, the system already knows who the legal node is.
This is because when the terminal node accesses the communication system for
the first time, it will first carry out the traditional upper layer authentication
to obtain the initial physical layer channel information. After the first upper
layer authentication is successful, the system extracts the physical layer chan-
nel information from the initial information packet and pastes corresponding
labels (for example, node 1, node 2,..., node n) to carry out the physical layer
authentication of subsequent information packets.

When a new node accesses the communication system, if you want to judge
whether the node belongs to a legal node or an illegal node, you only need to
identify and authenticate the channel information in the physical layer. The
specific process is as follows: firstly, we extract the amplitude, phase, carrier fre-
quency offset (i.e. phase change) and variance features of physical layer channel
information to form a feature set representing channel state information and
verify its importance; then, under the condition that the physical layer channel
information of the legal node is known, a physical layer authentication scheme
based on PU bagging is constructed to distinguish the legal node and the illegal
node in the newly received channel information.

3.1 Construction of Feature Set of Channel State Information

The difference of channel state information in amplitude, phase and carrier fre-
quency offset information is the key to distinguish legal nodes from illegal nodes.
Carrier frequency offset information is the change of phase. These characteris-
tics can enhance the recognition and classification effect of authentication process
[12–14]. In this paper, the mean and variance of amplitude information, phase
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Fig. 1. Physical layer authentication framework based on integrated PU learning.

information and carrier frequency offset information of channel state informa-
tion are extracted, and the feature set is constructed by combining their variance
characteristics. The details are as follows:

In the industrial scenario, the physical layer channel state information is
collected by the legal receiver, and its signal model can be expressed as follows
[11]:

r(t) = Hx(t) + n(t), (1)

where t represents the time slot, that is, the time interval between each data
frame; r(t) is the signal vector at the receiving end; x(t) is the signal vector
at the transmitting end; H represents the channel state matrix; n(t) stands for
Gaussian white noise. The channel state information is the channel state matrix
H, which is the set of channel information of each subcarrier:

H = [H1,H2, ...,Hn, ...,HN ]T, (2)

where each Hn represents a subcarrier, n = 1, 2, ..., N ; N is the number of
subcarriers contained in each channel state information. Each subcarrier in the
channel state matrix H appears in the complex form a(t) + b(t) ∗ i.

The instantaneous amplitude and instantaneous phase of the channel state
information can be calculated as follows:

A(t) = [a2(t) + b2(t)]
1
2 , (3)

θ(t) = tan−1[
a(t)
b(t)

], (4)

where a(t) and b(t) represent the in-phase and quadrature components of the
complex vector. The carrier frequency offset information is the change of phase,
which can be calculated as follows:
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ω(t) =
1
2π

dθ(t)
dt

. (5)

The physical layer channel state information data set [17] collected by NIST
are 8188 × 1 dimensional complex vectors. Therefore, this paper maps high-
dimensional features to two-dimensional features by calculating the mean and
variance of each complex vector feature. Taking the instantaneous amplitude as
an example, note that the amplitude of the nth frame transmitted by the kth

node in the acquisition environment is Ak(n), where n = 1, 2, ..., N . Calculate
the mean and variance of the amplitude samples collected at the kth node:

Mean(Ak) =
1
N

N∑

n=1

Ak(n). (6)

V ar(Ak) =
1
N

N∑

n=1

[Ak(n) − Mean(Ak)]2. (7)

Similarly, note that the phase and carrier frequency offset information of the
nth frame transmitted by the kth node in the acquisition environment are θk(n)
and ωk(n) respectively, where n = 1, 2, ..., N .

Owing to the influence of random noise and other factors, the collected physi-
cal layer channel information usually fluctuates randomly in a certain range. The
variance feature can describe the fluctuation range of channel state information
[15,16], which can further enhance the authentication effect of legal nodes and
illegal nodes. It can be calculated as follows:

σ2 =
1

N − 1

N∑

n=1

|Hn − Hµ|2, (8)

where Hn represents the subcarrier data of a node in the nth frame, and Hµ

represents the average value of subcarrier data of a node. To sum up, this paper
extracts the amplitude information, phase information, carrier frequency off-
set information (i.e. phase change) and variance characteristics of channel state
information to construct a feature set with dimension 7, as shown below:

F ′
k = <Mean(Ak), V ar(Ak), Mean(θk), V ar(θk), Mean(ωk), V ar(ωk), σ2>. (9)

The importance of the extracted channel state information features in an
automotive assembly factory environment is shown in Fig. 2. From the effective
value distribution of features, the channel state information features extracted
in this paper behave differently under this dataset, but they are all important.
The subsequent simulation results also verify the effectiveness of the feature set.

3.2 Authentication Model Based on PU Bagging Strategy

In a real industrial scenario, the number of illegal nodes is far less than that of
legal nodes. Considering this situation, we use bagging algorithm as the framework
to build a physical layer authentication scheme based on PU learning. According
to the experimental verification, the PU bagging algorithm is more suitable for
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Fig. 2. Feature importance in Automotive Assembly Factory.

this data distribution and inherits the advantages of the bagging method. When
the unlabeled sample set is large, the data processing speed can be accelerated
through parallel operation, so as to improve the authentication efficiency. Firstly,
we transform the authentication process of legal nodes and illegal nodes into a
binary classification process. Then, PU bagging strategy is used to learn and clas-
sify the channel state information, so as to accurately distinguish legal nodes from
illegal nodes. The specific authentication process is shown in Algorithm 1. Where
P represents the sample set of physical layer channel state information of known
legal nodes, which is recorded as a positive sample; U represents the unlabeled
physical layer channel state information sample set, which is recorded as a nega-
tive sample; M is the number of hypothetical prediction samples; NU is a subset
of negative samples with the same number of elements as P .

Algorithm 1: Authentication Model

input: P , U .
output: Average prediction probability of T weak classifiers.
1. Constructing a seven-dimensional feature set:
F ′
k =< Mean(Ak), V ar(Ak), Mean(θk), V ar(θk), Mean(ωk), V ar(ωk), σ2 >;

2. Use bootstrap method to randomly and repeatedly select NU from U and iterate T times;
3. P and NU are trained together as training sets to obtain T weak classifiers;

4. The prediction probability matrix of each weak classifier is obtained:

⎡
⎢⎢⎢⎣

Pl1 Pi1

Pl2 Pi2

...
...

Plm Pim

⎤
⎥⎥⎥⎦ , m = 1, 2, ..., M ;

5. Each iteration repeats the process of sampling, training and prediction;

6. The average prediction probability matrix of T weak classifiers is obtained:

⎡
⎢⎢⎢⎣

P l1 P i1

P l2 P i2

...
...

P lm P im

⎤
⎥⎥⎥⎦ ;

7. When P lm > P im, the unmarked channel information belongs to a legal node;

when P lm < P im, the unmarked channel information belongs to an illegal node;
8. Authentication complete.
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4 Simulation Results and Analysis

This paper mainly studies the physical layer authentication of wireless commu-
nication system in dynamic industrial scene, that is, the authentication scheme
of wireless channel in dynamic situation. We use the channel state informa-
tion dataset collected by NIST under an automobile assembly factory of the
real industrial site to conduct the scheme feasibility study [17]. There are many
obstructions in the environment of automobile assembly factory, resulting in no
line of sight component from the transmitter to the receiver, which is a typical
Rayleigh fading channel. Rayleigh fading is a special kind of multipath fading,
so the channel information data set collected by NIST meets the requirements
of wireless channel in dynamic condition [18]. In this scenario, a total of 106
channel measurement positions were measured, and each measurement position
had 300 records. Due to the unexpected pause and slow movement of the trans-
mitter during the data measurement, 60 positions are selected as the effective
node positions. The moving speed was slightly different in different sections, and
the average moving speed was 4.4 mm/s.

Fig. 3. Simulation experiment of illegal node intrusion under automobile assembly.

As shown in Fig. 3, in order to meet the condition that the number of ille-
gal nodes accounts for different proportions of all nodes, we assumed that a
fixed channel measurement location was a legal receiver node and other loca-
tions were legal nodes and illegal nodes deployed according to the corresponding
proportion. For example, 60 nodes are deployed in the network. According to
the proportion of illegal nodes accounting for 20% and 40% of all nodes, the
number of illegal nodes is 12 and 24 respectively. By changing the proportion
P ratio = 0.1, 0.2, 0.3, 0.4, 0.5 of known label legitimate node sample set, the
classification effect of PU bagging strategy is investigated. In order to get the
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best performance of the prediction model in the authentication scheme, our data
are recorded under the optimal threshold. The optimal threshold thr best refers
to the threshold corresponding to the maximum difference between the true pos-
itive rate (TPR) and the false positive rate (FPR). Under the optimal threshold,
the model can distinguish legal nodes from illegal nodes to the greatest extent;
the predicted performance is the best; the Accuracy value is also the highest.

Simulation of Different Proportions of Illegal Nodes. Next, we ver-
ified the authentication performance of the PU bagging strategy under
Ill nodes ratio. Ill nodes ratio represents the proportion of illegal nodes in all
nodes. Figure 4 intuitively show the Accuracy and AUC values of the authentica-
tion model under different proportions of illegal nodes. The test data show that
the Accuracy and AUC value of the authentication model improved with the
increase of the proportion of CSI sample set of legal nodes with known labels,
and the difference interval is [0.009, 0.019]; with the increase of the proportion
of illegal nodes, the Accuracy and AUC values predicted by the model gradually
increase, and the growth range is [0.009,0.023]. The simulation results show that
in the industrial scene with a small number of illegal nodes, the authentication
strategy proposed in this paper can accurately distinguish between legal nodes
and illegal nodes.

Fig. 4. Accuracy, TPR, FPR, AUC at Ill nodes ratio = 20%, 40%.

Comparative Experiment. We compare the Accuracy, AUC and efficiency
of the model when three channel matrices with different dimensions are used
as input respectively. The original dimension of the channel state information
is 8188 dimensions. In order to reduce the amount of computation: in [8], the
matrix dimension obtained by downsampling is 1638 dimensions; in reference
[18], the optimal channel matrix dimension is 328 dimensions through downsam-
pling processing. As shown in Fig. 5, the Accuracy difference of three channel
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Fig. 5. Model prediction results of channel matrices with different dimensions.

state information matrices with different dimensions is very small; the AUC dif-
ference is distributed between the interval [0.053, 0.055]. However, in terms of
authentication time, the scheme in this paper can distinguish legal nodes from
illegal nodes in 60 nodes in only 2.8s; when using the channel matrix dimension
processed by downsampling in [8,18] as the input, it takes 105s and 524s respec-
tively to complete an authentication process. This shows that the authentication
scheme proposed in this paper achieves better authentication performance and
efficiency at the same time.

To better verify the authentication strategy proposed in this paper, a com-
parative experiment is carried out with the physical layer authentication scheme
in [11]. Comparing the authentication performance of the two schemes to dis-
tinguish between legal nodes and illegal nodes, both are simulated to deploy 60
nodes in the network, and the illegal nodes account for 20% of all nodes, that
is, under the same condition that the number of illegal nodes was 12. As shown
in Fig. 6 and Table 1, we can observe that the authentication strategy proposed
in this paper is close to the authentication performance of the scheme in [11]
in terms of the distinction between legal nodes, illegal nodes and clone nodes.
Under the condition of low FPR, the TPR value on the red and blue curves can
reach 1, indicating the effectiveness of detecting illegal nodes and clone nodes;
compared with the performance of distinguishing legal nodes and sybil nodes in
[11], the scheme in this paper can distinguish legal nodes and illegal nodes more
accurately. To sum up, the authentication scheme proposed in this paper does
not pay attention to distinguish which attack type the illegal node belongs to.
It is obviously more universal and more suitable for user security management
in practical industrial wireless sensor networks. At the same time, compared
with the supervised learning model, PU learning can reduce the requirements of
training data. Unknown illegal nodes in the physical layer channel information
can be mined only through the legal node data, which effectively reduces the
collection of physical layer channel information of illegal nodes.
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Table 1. Comparison of model prediction results

Threshold AUC Accuracy

Legal nodes and illegal nodes 0.3868 0.976 0.945

Legal nodes and clone nodes [11] 0.7 0.998 1

Legal nodes and sybil nodes [11] 0.9 0.789 1

Fig. 6. Comparison diagram of simulation experiment results.

5 Conclusion

This paper proposes a PU bagging authentication scheme based on physical layer
security for industrial wireless sensor networks. This strategy does not need to
collect and record a large number of illegal node channel information in advance,
which saves some overhead, and can accurately distinguish legal nodes and illegal
nodes in the received channel information when only the channel information of
the legal node is known. In order to improve the authentication efficiency, this
paper extracts the amplitude, phase, carrier frequency offset (i.e. the change of
phase) and variance of channel state information, constructs a feature set and
verifies its feature importance. Thus, it solves the limitation of many machine
learning problems owing to the direct use of high-dimensional CSI data for sim-
ulation experiments. Finally, the effectiveness of the scheme is verified by using
the data set in the real industrial environment. In future research, we will study
other characteristics of physical layer channel information and try to use other
machine learning schemes to further improve the authentication performance
and enhance the universality of the scheme.
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Abstract. In Unattended Wireless Sensor Networks (UWSNs), an itin-
erant sink does not establish a continuous real-time channel with sen-
sors. The sensed data needs to be temporarily stored in the off-line
nodes. Due to the unattended nature of sensors, adversaries can eas-
ily compromise the sensors and tamper with data by physical method.
Therefore, it is necessary to design a data authentication scheme to iden-
tify the tampered data and against physical attacks. Existing research
mostly relies on a trusted long-term third party or cooperation mech-
anism, which makes the scheme difficult to be implemented. In this
paper, we introduce Physically Unclonable Functions (PUF) to design
a practical data authentication scheme for UWSNs. In the scheme, we
first design an authentication and key agreement (AKA) protocol using
challenge-response pairs (CRPs). After establishing a symmetric channel,
we propose a PUF-based Message Authentication Code (MAC) scheme
to ensure data security from the source. We also give a security analysis
and a practical implementation of PUF. The result shows the imple-
mentable and security of our scheme.

Keywords: Unattended Wireless Sensor Networks · Physically
unclonable functions · Data authentication

1 Introduction

Wireless Sensor Networks (WSNs) have been widely used in environmental mon-
itoring and data collection in recent years. Traditional WSNs establish the long-
term real-time channel between sensors and sinks by multi-hop routing proto-
col. But considering some extreme scenarios (battlefield, underwater environ-
ment, forest, etc.), it is difficult to pre-plan a complex multi-hop network [1]. It
would be convenient to deploy a network in which sensors are distributed in an
impromptu manner and no multi-hop communication is created, which is named
the Unattended Wireless Sensor Networks (UWSNs).

In UWSNs, the data collection model changes from real-time to offline. The
itinerant sinks move among sensors and present in the network periodically.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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Sensors have to wait until the sink is available so that they can upload their
sensed data. Therefore, the sensed data must be temporarily stored in the sen-
sor nodes. In addition, unattended sensors are usually mass-produced devices
with no secure hardware or tamper-resistance components, and are frequently
deployed in hostile environments. The above properties of UWSNs introduce
a vulnerability period in which a mobile adversary (ADV from now on) can
compromise nodes and alter or erase sensitive data that has not been uploaded
to sinks [2]. Therefore, a data authentication scheme is needed to ensure the
integrity and availability of sensed data.

Extensive studies have focused on the subject of data authentication for
UWSNs. Traditional encryption schemes use Message Authentication Code
(MAC) to ensure the reliability of data. But unattended sensors face the risk
of key exposure [3]: ADV can physically hack the circuits to cause a mem-
ory dump. [4] presents more discussion about the application of encryption in
UWSNs. To propose a reasonable data authentication scheme, previous research
generally made two kinds of compromises on the network model: long-term con-
nection or multi-hop route. At the long-term connection compromise, several
research describe sink-to-sensors broadcast authentication schemes [5,6]. But
they assume a constantly present sink, so they are not suitable for applying to
UWSNs. At the multi-hop route compromise, the schemes assume that any two
sensors can communicate either through a multi-hop network. For example, [7,8]
propose an authentication scheme based on a list of MAC-s which indicate the
route towards the sink and will be verified recursively along the route. Other
studies focus on collaborative authentication scheme [2,9]. They achieve data
authentication based on sensor co-operation. However, it is not easy to establish
a multi-hop network in the complex environment of UWSNs, which will cause a
relatively high communication complexity. Therefore, a more practical scheme
is needed to ensure data reliability and against physical attacks in UWSNs.

Physically Unclonable Function (PUF) is believed to play an important role
in protection against physical attacks. It was first proposed as a hardware feature
of CMOS caused by physical random nanoscale disarray phenomenon [10,11].
This phenomenon can be used to generate keys without having to store any
sensitive information in devices’ memory [12,13]. The key generated in this way
is unclonable and anti-physical-attack, any manipulation of circuit will destroy
the secret. Several schemes have been proposed for device authentication and key
establishment using strong PUF in the past [14,15]. To the best of our knowledge,
we are the first to consider in UWSNs using PUF for data authentication.

In this paper, we propose a practical data authentication scheme for UWSNs
based on a lightweight PUF implementation. First, we analyze the UWSNs net-
work model and focus on the sensor-to-sink data authentication process. Second,
we ensure the premise of data reliability, which is authenticating sensors’ identity
and establishing a secret key between sensors and sinks. Only if this achieved,
the security mechanism can protect data both in the transmission period and
the temporary storage period. Next, we design a round-by-round MAC scheme
running at the data source to resist the physical attack from ADV. We also
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provide a brief security analysis and a practical implementation of PUF, which
proves the practicality and security of our scheme. The main contributions of
this paper are as follows:

1. We propose a lightweight authentication and key agreement protocol based
on PUF (PUF-AKA) for both forward and backward security, relying on
challenge-response pairs (CRPs) to generate a secret key that does not need
to be stored in the memory.

2. We propose a PUF-based MAC scheme (PUF-MAC) to protect data from
altering by ADV. We use the symmetric key and CRPs of PUF to perform
round-by-round MAC and encryption operations.

3. We conduct a security analysis of our scheme. The result shows that our
scheme has the weakest assumption and the best security performance.

The remainder of the paper is organized as follows. In Sect. 2, we introduce
the system model and the network assumptions. In Sect. 3, we propose the prac-
tical data authentication scheme, in particular the PUF-AKA and PUF-MAC.
In Sect. 4, we provide a security analysis and evaluate the performance. Finally,
Sect. 5 concludes the paper.

2 System Model

2.1 Network Model

Fig. 1. Network model of UWSNs

The network model of UWSNs is shown in Fig. 1. This model consists of three
entities: a set of sensors {s1, s2, ..., sn}, an itinerant sink, and a trusted server.
Salient details and assumptions are as follows:
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• Sensors are installed in an impromptu manner with uniform distribution
in the coverage area. They do not need to communicate with each other.
Assuming that every sensor is equipped with a PUF that possesses enough
CRPs.

• Itinerant sink is a mobile device (Unmanned Aerial Vehicle, Autonomous
Underwater Vehicle, soldiers, etc.) to collect sensed data from sensors. It will
patrol periodically over a certain geographical area and visit the available
sensors. Compared with sensor nodes, sink has higher computing resources
and more energy. Assuming that the sink is enclosed in a self-destructive
envelope to against physical attack. We also assume it has the ability to
establish a long-term secure channel with a trusted server.

• Sever is the only trusted authority in this network. We assume that CRPs of
all sensors have been registered on the server in network initialization phase.
This process can be done using physical layer key extraction scheme [16] or
time-based one-time password algorithm (TOTP) [17].

• Data collection: in the data collection task, the unit of time is rounds. Each
sensor synchronously collects a single data per round. Itinerant sink periodi-
cally visits the sensors to collect data at most v rounds apart. Assuming that
the sensors have enough storage to save these v rounds data.

• PUF is implemented on the off-the-shelf SRAM so that it does not cause
extra hardware costs. We assume that PUF in each sensor is unique and the
communication between each sensor’s MCU and its PUF is secure.

2.2 Adversarial Model

We assume that the ADV in our scheme focuses on modifying or manufactur-
ing data in UWSNs rather than deleting or delaying data. This assumption is
classical, which can referred to [2,9]. The ultimate goal of ADV is to introduce
a single fraudulent data in device si at round r. The security mechanism has no
idea about si and r, so we need to be concerned with all the data collected at
all rounds. ADV will achieve success if the data he injected finally becomes the
measurement of si at round r through the data authentication scheme. Other-
wise, the ADV fails. Emphasizing that we do not consider the problems of data
survival [3], which is another branch of UWSNs data security.

Our adversary model has the following capabilities:

• Compromising capabilities: ADV can compromise any number of sensors
at any round, because our scheme does not rely on the co-operation mech-
anism and sensors protect their data by themselves. ADV can acquire any
secret information stored in memory and monitor all the communications
incoming and outgoing of the compromised sensor.

• Proactive: ADV starts to compromise sensors at round 1, before receiving
any information about the target sensor and the target data collection round.

• Minimal Disruption: ADV does not interfere with sensor behavior. So it
will be undetected.

• Network knowledge: ADV knows the composition and the topology of the
network.
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3 Proposed Practical Data Autnentication Scheme

3.1 PUF-AKA Protocol

Initialization: Session key Sk1 has been established between itinerant sink and
trusted server. Each sensor has registered its round 0 information (including
IDInit and (C0,K0)) on the server. Server maintains a RigestList with n key-
value pairs (ID, (C,K)). A hash function Hash and two non-linear functions
F1, F2 have been implemented which is public to everyone (Fig. 2).

Fig. 2. Authentication and key agreement protocol between sensors and the sink

Authentication and Key Agreement Protocol: Suppose that the sensor s
visits the sink for i times before round ri. If s wants to visit sink in round ri, it
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generates a nonce N1 and obtains a CRP (Ci,Ki) through PUF. Then it sends
a message to sink with MsgS2L = {IDi,D1, ri}, in which:

D1 = N1 ⊕ Hash(Ki) (1)

Sink L needs to request the corresponding CRP from the trusted server T . So
it forwards the message to server with MsgL2T = {IDi, ri}. Server T searches
the IDi in RigestList for the (Ci,Ki) and encrypts the target CRP with Sk1.
Then it replies a message to L with MsgT2L = Enc([Ci,Ki], Sk1).

When the L receive the MsgT2L, it decrypts the message with Sk1 to obtain
(Ci,Ki), in which Ki can be split into m + 1 sub-strings:

Ki = (K0
i ,K

1
i , ...,K

m
i ) (2)

According to Eq. 1, L can calculate N1 as below:

N1 = D1 ⊕ Hash(Ki) (3)

Then L generates a nonce N2 to challenge the sensor. To encrypt the mes-
sage, sink needs a simple encryption mechanism. We choose a XOR-based block
encryption algorithm refer to [17]:

M1 = N1 ⊕ F1(K0
i , N2)

M2 = N2 ⊕ F1(K1
i ,M1)

M3 = M1 ⊕ F1(K2
i ,M2)

...

Mm−1 = Mm−3 ⊕ F1(Km−2
i ,Mm−2)

Mm = Mm−2 ⊕ F1(Km−1
i ,Mm−1)

M = (Mm−1||Mm) ⊕ Km
i (4)

After calculation, L sends ciphertext M along with a message authentication
code MAC(IDi||M ||N2), which is used to ensure several security features. IDi

is used to verify the correct sensor. M is the tamper proof of message. The
verification of decryption results is realized by N2.

On receiving the message from L, sensor s requests Ki from PUF using
challenge Ci. Then it decrypts M with Ki as shown below:

Mm−1||Mm = M ⊕ Km
i

Mm−2 = Mm ⊕ F1(Km−1
i ,Mm−1)

...

M1 = M3 ⊕ F1(K2
i ,M2)

N2 = M2 ⊕ F1(K1
i ,M1)

N1 = M1 ⊕ F1(k0i , N2) (5)
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s verifies the validity of the message. First, it judges whether sink has passed
the random number challenge through N1. Then it verifies the MAC to ensure
the above several security traits. If it fails, s will terminate the authentication.
If not, s generates a nonce N3 and encrypts it as follow:

P = N3 ⊕ Hash(Ki) (6)

Then s can calculate the session key when it needs to encrypt sensitive data:

Sk2 = F2(Ki, N1) ⊕ F2(Ki, N3) (7)

Emphasizing that Sk2 will only be calculated when uploading data. Once the
encryption task is completed, it will be deleted from memory.

Sensor s sends P along with MAC(IDi||Ns) to the sink. Sink L restore the
N3 using P and Ki, and calculates session key Sk2 using N1, N3 and Ki. Then
it verifies the MAC. So far, we have successfully establish a pair of session keys
between sensor s and sink L.

N3 = P ⊕ Hash(Ki) (8)
Sk2 = F2(Ki, N1) ⊕ F2(Ki, N3) (9)

3.2 PUF-MAC Scheme

After AKA process, a pair of symmetric key Sk2 has been established between
sink and sensor. Sink has got the CRPs corresponding to sensors. Then we design
a multi-round MAC based on the symmetric key and CRPs to ensure the data
integrity.

Suppose a sensor s has a connection with sink L in round t and the next
connection will happen in round t + v. Sensor s collects data Di in each round
i (t < i ≤ t + v). Once the data is collected, MAC needs to be generated.
Otherwise, ADV can tamper with the data in the memory without being found.
As an example, Fig. 3 shows the specific calculation process at round i and
round i + 1. The basic framework of PUF-MAC is Encrypt-and-MAC (E&M).
Considering the large bits of MAC generated by multiple rounds of data, we
use a MAC chain to reduce the amount of MAC value and finally reduce the
communication complexity. At round i, sensor s generates the tamper proof
messages Ci by:

Ei = E(Di, Sk2) (10)
MACi = HMAC(Di||MACi−1,Ki) (11)

Ci = Ei||MACi (12)

The symmetric encryption algorithm is AES with 256-bit key. The HMAC
function is HMAC SHA-256. Ki is a response generated by a PUF using Ci.
When the scheme runs to round t + v, sensor s finally send R to sink including
all the encrypted data and the MAC value of the last round.

R = Et || Et+1 || ... || Et+v−1 || Ct+v (13)
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Fig. 3. PUF-MAC scheme

4 Analysis and Experiment

4.1 Security Analysis

The comparison of security features between our scheme and other existing
works is shown in Table 1. “�” indicates that scheme can against certain attacks
or has corresponding security feature. A blank indicates this work lacks the
feature.

[6,18] introduce a constantly present sink, so they are difficult to implement
in UWSNs with an itinerant sink. Our scheme has a weak assumption that sink
only needs to visit the sensors at most v rounds apart.

Several research relies on multi-hop routing network [7,9] which will cause a
relatively high communication complexity. Our scheme only establishes a direct
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Table 1. Comparison of security feature

Features [6] [18] [7] [9] [4] Our scheme

Ltinerant sink � � � �
Single-hop route � � � �
Proactive adversaries � � � �
Forward security � � � � �
Backward security � � � �
Physical security ∗1 ∗2 �
∗1: The scheme has the probability to against physical attacks

(the probability is related to the number of routing hops).

∗2: ADV can physically compromise a limited constant number k.

channel between sink and sensors. So we can work without complexity multi-hop
route.

Compared with the collaborative solution, the security of our scheme does not
rely on the network topology and the threshold of redundant storage, but only
relies on the security of standard symmetric cryptographic primitives (HMAC,
AES, etc.) and the robustness of PUF. This feature provides great contribution
for the security of our scheme. First, due to the single-hop connection between
sink and sensors, a proactive adversary can not get more information than a nor-
mal adversary. Because in our network, all sensors are completely equal without
topological difference. Furthermore, the leakage of a single Sk2 will not affect
the future or past data security. Because of the unclonable nature of PUF, ADV
has no ability to know (Ci,Ki). Sensors can periodically conduct a key update
protocol based on CRPs to ensure the security of symmetric keys. So our scheme
can easily achieve forward security and backward security.

The most important advantage of our scheme is unconditionally against phys-
ical attacks. Collaborative data authentication can partly meet the physical secu-
rity feature. For example, [7] has the probability against physical attacks and
the probability is related to the number of routing hops. [9] can ensure security
when k nodes are physically corrupted in each round. Our scheme assumes the
communication between sensor’s microcontroller and its PUF is secure because
they are both on the same chip. Thus, even though ADV capture the sensors,
they can not get any secrets.

4.2 PUF Experiment

One of the challenges of data authentication schemes for UWSNs is the imple-
mentation on commercial microcontrollers. We use off-the-shelf MCU and SRAM
to obtain a set of PUFs and test its suitability as CPRs for PUF-AKA and PUF-
MAC in Sect. 3.

We have implemented the PUF on two testbeds with STM32F103RBT6
microcontrollers. Each of them is equipped with a 256 kbit SRAM Cypress
CY62256NLL. In total, we took 200 readings of SRAM from each testbed. The
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environment temperature of testbeds was 18 ◦C. The working voltage of SRAM
was 5 V ± 0.2 V.

The main purpose of PUF is to provide a device-specific response that can be
easily extracted again. We use fractional Hamming Distance (fHD) to evaluate
the percentage of different bits between PUF responses. Suppose rif represent
the response of a PUF f to the challenge i. l is the length of response vector in
bits. The fHD can be defined as:

fHD(rif , r
j
g) =

1
l

l−1∑

k=0

rif [k] ⊕ rjg[k] (14)

If the responses come from the same PUF (f = g) and driven by the
same challenge (i = j), then Eq. 14 represents the intra-chip Hamming distance
(intra − fHD), which indicates the reproducibility of a PUF. If g and f are
not the same PUF, but the responses rif and rjg are driven by a same challenge
(i = j), then Eq. 14 represents the inter-chip Hamming distance (inter− fHD),
which indicates the uniqueness of the PUFs. In ideal PUFs, fHDintra should
be 0 and fHDinter should be 50%.

Fig. 4. Distribution of intra− and inter − fHD with a same challenge

Figure 4(a) shows the distribution of intra − fHD in one chip with a spe-
cific challenge. The intra − fHD can be controlled at about 2.10%, which can
be easily recorrected by a fuzzy extractor ([12] has given an implementation
of fuzzy extractor which can recorrect 23.8% of the data length). Figure 4(b)
shows the distribution of inter − fHD between two chips. The result indicates
a normal distribution with an expected value 50%. It can be seen that our PUF
implementation is robust and secure.
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5 Conclusion

In this paper, we propose a practical data authentication scheme for UWSNs
using PUF. Considering unattended nature of sensors, we introduce PUF to
against the physical attack from adversaries. In detail, we propose a lightweight
authentication and key agreement protocol based on PUF. We also propose a
PUF-based MAC scheme using symmetric keys and CRPs. Compared with exist-
ing studies, our scheme has fewer network assumptions and simpler implemen-
tation. Real-world experiments show that our PUF-based data authentication
scheme is effective and robust.

Acknowledgements. This work is supporteed by Dalian Science and Technology
Innovation Fundation, NO. 2021JJ12GX013.
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Abstract. RFID as an important component technology of IoT is
rapidly applied in recent years. But it also faces severe security risks
like malicious intrusion, most operated by unauthorized reader (UR).
There are some researches proposed the unauthorized reader detection
algorithms based on commercial off-the-shelf (COTS) devices, but these
detection algorithms are often easily affected by moving objects blocking
interference, causing false alarms. We adopt a new parameter adjacent
signals time interval (ASTI) to improve the UR detection algorithm by
reducing the time-delay and propose a new method of eliminating mov-
ing object interference, which can reduce the system false alarm rate to
less than 7.9% by experimental testing.

Keywords: RFID security · Intrusion detection · Human-centered
computing · Privacy protection

1 Introduction

IoT has gained more and more attention in recent years for its rapid development.
RFID, as one of the most important IoT technologies, is also applied in many
fields like, supply chain [9], retail business [10], identification [11] and etc.

RFID devices can be divided into two categories: commercial off-the-shelf
(COTS) devices based on common protocols and customized devices using spe-
cial protocols. Specialized devices are usually deployed for special demand and
what we use most in daily life are COTS devices. The rapid promotion of RFID
can’t be achieved without the support of common protocols. In UHF RFID, there
is one common protocol proclaimed by the standard organization: ISO 18000-6C
[1] (EPC C1 G2). The devices can communicate with each other as long as they
use the same protocol.

But ISO 18000-6C protocol used by the COTS devices lacks security certifi-
cation between the tags and the readers. So any unauthorized reader in the space
can communicate with the tags and get access to the tags data, resulting in data
leakage, data tampering, and other security threats [2]. Due to the reader is the
main way to obtain the UHF RFID air interface data, it means unauthorized
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Wang et al. (Eds.): WASA 2022, LNCS 13471, pp. 591–602, 2022.
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reader (UR) detection is the major concern for intrusion detection of the UHF
RFID system.

Most researches about RFID security rely on customized devices or arranging
special protocols. But these method faces cost and scalability concern when
deployed. Using the COTS reader itself as monitoring equipment, without other
attachment, is a new trend of researches.

COTS reader can obtain the data like received signal strength indicator
(RSSI), Phase, timestamp, throughput rate. Some UR detection researches [5,6]
used throughput rate and achieved good performance. But one of the problems
of throughput rate is the alarm time-delay because the UR detection system
has to accumulate data within the set time window. We found a new parameter
ASTI (adjacent signals time interval) to make the UR detection system more
sensitive to the abnormal data. When using these methods in the office envi-
ronment, we found that the surrounding pedestrian walking or blocking (like
left part of Fig. 1) will affect the signal, causing a false alarm. It inspired us to
eliminate the blocking interference of these moving objects.

Radio-based human sensing is a hot topic in recent years, mainly focusing
on activity recognition [12] and localization [13]. However, the ID or gesture
of a person or object blocking our RFID system is not important. We made a
hypothesis that velocity is the key for eliminating the interference and arranged
experiments to prove it.

Fig. 1. System architecture overview

Figure 1 is the architecture of our system. In the experiments, we deployed
one normal reader and tags array (five tags equally spaced at the board in front of
the reader). Normal reader was set at default settings. The UR randomly entered
and started. Sometimes, moving object passed by and blocked the line-of-sight
(LOS) path between reader and tags. The normal collected data including our
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main parameters: ASTI and RSSI. When anomaly was detected, the system
began to save one-frame-time data for UR detection algorithm and found out if
alarming. Next, the interference eliminating part worked. First, checking whether
there was object blocking. If not, we determined the UR occurred. If object
blocking existed, we used velocity estimation algorithm combined with velocity
database to calculate the interference time of blocking. Then added interference
time to the detection frame and data within that time to UR detection algorithm.
If the system still alarmed, that’s the real alarm caused by UR.

The main contributions of this work are as follows:

1. This is the first work using ASTI for unauthorized reader detection algorithm
which significantly reduces the time-delay compared with the algorithm using
throughput rate.

2. Analysing model of human moving through RFID system and relating the
blocking time with the energy of RFID transmitting signal of multipath put
up an assumption line-of-sight (LOS) is the main reason for blocking inter-
ference.

3. We propose a method based on velocity estimation for eliminating the inter-
ference to the UR detection. Extensive experiments verify our system. The
results show perfect performance.

2 Related Work

Most RFID security researches focus on specialized protocol or data encryption
such as Pramod present physical unclonable function-based unilateral authen-
tication protocol for RFID system [3]. The algorithm has been implemented
on an 8-bit open-loop resonator-based chipless RFID tag-based system and is
validated using BASYS 2 FPGA board-based platform [4]. But these methods
rely on customized devices or additional chips and will increase the cost of the
system.

Due to the open-air interface transmitting of the UHF RFID system, the
signals can be captured using Universal Software Radio Peripheral (USRP).
Based on these physical layer signal characteristics, many researchers like Savry
[14], Katabi [15] Ding [16] have proposed a variety of effective physical layer
security mechanisms. The major drawbacks of these studies are expensive devices
and scenario customization.

There are also some security researches using data from COTS RFID. Huang
[5] proposed an unauthorized reader detection system based on throughput. Then
Sun [6] managed to trace the unauthorized reader using deep reinforcement
learning. Razm [17] introduced fuzzy logic into the RFID intrusion detection.
However, they all face the challenge of time-delay.

3 Unauthorized Reader Detection System Analysis

In this section, we will analyze the RFID unauthorized reader (UR) detection sys-
tem based on ASTI (adjacent signals time interval) which is an optimal param-
eter compared to throughput rate because of lower time delay [5]. In addition,
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according to the needs of actual use, we chose a common scenario to arrange the
experiment - placing the reader at the corridor (as Fig. 1). And when a human
or other object passes by, how does the performance of the UR detection system
change.

3.1 Analysis of the Parameter in UR Detection System

We set up the pre-experiment as Fig. 1, the normal reader was set at the corridor
and started up to communicate with the five tags equally spaced at the board
in front of the reader. Then the UR randomly entered and started.

The reader communicates with the tags and receives the signal reflected
from tags. Once the signal is received, the reader records the time (Timestamp).
Received signal strength indicator (RSSI) is a measurement often used in the
RFID system of the power present in a received radio signal. Adjacent signals
time interval (ASTI) means the time interval of signals received by the reader
and is calculated by Eq. 1:

ASTI = Timestamp(i) − Timestamp(i − 1) (1)

of which, Timestamp(0) is the set as 0 that means the time reader starts to
work, i ≥ 1.

Fig. 2. Parameters under unauthorized reader

Figure 2 shows one of the results, the black dotted line indicates the time UR
starts. After UR starts, the variation of ASTI and throughput are both significant
but the former one at a lower time-delay. As for the RSSI and Phase, we can see
from Fig. 2(b) that RSSI varies as small fluctuations and the Phase fluctuates
up and down around the stable value except there are some sudden peaks. So
the change rate of ASTI can be adopted as a parameter for UR detection.

In the next part, we started the normal reader and UR, then a man walked
through the corridor to simulator the true environment for daily use. Figure 3
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Fig. 3. ASTI & RSSI under unauthorized reader and passing-by

shows one of the experiment results. The light blue dotted line indicates when
the man blocks the LOS path between tags and normal reader.

In general scenarios, the parameter more commonly used for human sensing
is Phase. However, in cases with UR, as shown in Fig. 2, the phase signal plots
will irregularly and suddenly occur a peak, which makes it inaccurate when using
this indicator for sensing tasks.

From the result, we can find that ASTI also changes noticeably as humans
passing so does the RSSI. But because the RSSI is not sensitive to whether UR
is at present, we can use RSSI as the parameter for human-centered computing.

Human passing-by and UR cause the same result for the ASTI UR detection
so the false-alarm rate (FPR) will be high in the real environment. It’s vital to
find a way to eliminate the interference of humans.

3.2 UR Detection System

This is the key part of the RFID intrusion detection system. Huang et al. [5]
proposed a UR detection system based on the change rate of throughput. But as
the previous experiments have shown, the system based on throughput suffers
from the time-delay. Taking advantage of the new parameter ASTI, we propose
a new algorithm for the RFID UR detection system.

Anomaly Detection: Our goal is to detect the UR while the normal RFID
system working. First, we collect the data in a steady environment named ASTIS

as the reference, set a threshold θR according to the change rate R from ASTIS

when UR appears. The normal reader received data including ASTI, if the change
rate R is larger than θR, there is an anomaly value.

R =
ASTI − ASTIS

ASTIS
(2)

Save Data for One-Frame-Time: When a anomaly value occurs, the UR
detection system begins to collect and save data into an array Risk[], which data
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pattern is like Risk[i] = [Timestamp[i], ASTI[i], RSSI[i]]. The Timestamp of
the first data is Timestamp[0], which is the sign of frame beginning. We define
a time window named frame to indicate the system save how much data for the
detection.

Statistics of the Percentage of Anomalies: We think the system has
obtained enough data for the detection and the storage is stopped, if
Timestamp[i]−Timestamp[0] ≥ frame. Then the system calculates how many
data points in Risk[i] called N and in which how many data points are anomaly
value by Eq. 2 called A. Define a threshold θa, if the rate of A

R ≥ θA, there
appears an unauthorized reader, otherwise ignores this alarm.

Some indicators need to be set before the RFID UR detection system starts
to work: the steady value in environment ASTIS two thresholds θR and θA. All
of them can be calculated trial and error by pre-experiments.

3.3 Model of Moving Human

First, we model and analyze the action of a moving object as an example with
top view like Fig. 4. The reader antenna is deployed on the left and the tags
array (3 tags in the picture) is deployed on the right side. The blue square is
treated as a pedestrian with size of length lh and width dh respectively. He
passes the corridor in the middle at speed V m/s. The corridor distance from
left to right is dlr. The tags are equally spaced at dset, the effective length of
the signal reception of the tags is ltagi, the red line part is the angle of the
human body completely blocking the LOS path between tag1 and the antenna,
the corresponding impact distance of din and impact time Tin can be calculated
as follows:

din =
1
2 (dlr + lh)

tan(π
2 − θtag1B)

−
1
2 (dlr − lh)

tan(π
2 − θtag1A)

+ dh (3)

Tin =
din

V
(4)

In the RFID system, the signal received by the reader antenna can be divided
into line-of-sight (LOS) signal and multipath effect signal superposition caused
by other reflection paths.

H(f) =
N−1∑

n=0

ρnejθne−j2πfτn (5)

Equation (5) represents the superposition of the arrival signals of N paths.
Where: ρn denotes the intensity of the signal; θn denotes the phase of ‘n’ path;
τn denotes the arrival delay. In general, the signal energy of the line-of-sight path
(the straight-line path between the sender and the receiver, denoted as n = 0
part). ρn in Eq. 5 is much larger than the signal energy of the other paths and
thus dominates in the superposition dominant position. In an ideal environment,
when multipath effects do not exist, it can be considered that Tin

.= Δttagi.
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Fig. 4. Model of moving object passing RFID system

In practice, the tag acquires multivariate data due to environmental multi-
path and the passage of objects generating new multipath effects. Before the
object blocks the LOS path, new multipath will be generated with the object
moving until the LOS path is blocked which means the most energy tags received
are lost. Then the object moves forward and it’s a mirroring process, so the signal
changes will be mirroring similar to the former.

4 Eliminating Blocking Interference Method

From the previous experiments and modeling analysis, we figure out the inter-
ference time of passing by depends on the velocity of the object and RSSI is the
best metric for velocity sensing. So in this section, we will introduce the method
using RSSI for velocity estimation and eliminating the blocking interference.

4.1 Data Pre-processing

ALL RSSI data received by reader should be pro-processing first. We use a Mov-
ing Average Filter (MAF) to smooth the acquired data for further processing.
And due to its polling mechanism, the RFID reader can only communicate with
one tag at a time and the sampling frequency of commercial readers may only
30 Hz [18] in the environment, however, since the object is always in motion,
we want to capture more readings at the same time. Therefore, we use the Her-
mite Interpolating Polynomial (PCHIP) method to interpolate the data samples
at the desired point in time, which allows for more accurate interpolation at a
considerably higher efficiency.
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4.2 Velocity Database

In the beginning, a database of moving object speed should be built as the
reference for matching. To achieve this, we arranged a dummy placing at a
vehicle fixed on the slide rail, which would move in the set direction with a set
velocity. We used the machine to simulate real humans or other objects passing
through the door like Fig. 1. The velocity is raised in steps of 0.02 from 0.2 m/s
to 0.8 m/s (interval of daily human walking speed [8]) and at each velocity tested
for 200 times than taking the average number as the result.

We use Pearson correlation coefficient [7] for velocity matching. The Pearson
correlation coefficient between two variables is defined as the product of the
covariance of the two variables divided by their standard deviations:

ρX,Y =
cov(X,Y )

σXσY
=

E[(X − μX)(Y − μY )]
σXσY

(6)

Because the calculation of PCCs only needs (Y − μY ) and σY which means
that the setup of velocity database needs a two-dimensional array for each veloc-
ity.

4.3 Eliminating Blocking Interference

When the UR detection algorithm sends an alarm, the system has to decide
whether there is someone passing through causing false alarm or real UR existing.
The velocity estimation algorithm will use the RSSI data saved in one-frame-
time.

From the pre-experiments, we found out that the change rate of RSSI with
UR is less than 5%. So it can be used as a threshold to judge object passing-by.

Then, the RSSI data will be pre-processed and use Pearson correlation coef-
ficient for matching its velocity to the database. We select the velocity which
PCC is the closest to 1 as the estimation of the velocity of the moving human
or object. And Tin can be calculated by Eq. 4.

In summary, the moment the UR detection system sends an alarm, the RSSI
change rate is calculated and if the rate is larger than 5%, the velocity estimation
part work to match the object speed and get Tin.

At last, Tin the time of UR detection influenced add the set window time
will be thought as the new window time back to UR detection system: frame =
frame + Tin. If the system still alarms, We think UR is shown up.

5 Experiment

In this section, we arranged some experiments to evaluate our method. The
experiment environment was a normal office, devices setup like Fig. 1, tested
500 times each group. We choose several devices that are often applied in the
commercial scene: two Impinj R420, one alien 9900 and one handle reader ORCA-
50 as readers (one Impinj R420 for the normal reader and others for unauthorized
readers) and tags are of H47. One vehicle with a railway and a dummy to move
at a set speed (Fig. 5).
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(a) readers (b) vehicle on the railway

Fig. 5. Experiment devices

5.1 Accuracy of UR Detection System

We tested the accuracy of the UR detection system using three kinds of unau-
thorized readers in the three conditions:

– without human passing-by: free
– with human passing-by: interference
– with human passing-by and eliminating method: eliminated
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Fig. 6. Accuracy of UR detection system

The result shows in Fig. 6. For accuracy, the system with ASTI and through-
put performs very close, the accuracy for detecting different kinds of unautho-
rized readers shows only minimal changes. When facing interference, the system
with throughput act better. And our method can reduce the interference of
human passing-by for both systems obviously.

5.2 Time-Delay of UR Detection System

In this section, we tested the time-delay of the UR detection system with ASTI
and throughput. We set four different length frames for experiments divided
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Fig. 7. Time-delay of two system based different parameters

into four groups. From the previous experiments it can be seen that different
UR doesn’t affect the performance of the system, so we just use R420 as UR.
Each group was intruded on by UR 100 times. Results are depicted in Fig. 7.
With a longer frame, the time-delay of the throughput system also gets longer
but the ASTI system keeps at 0.08s nearby.

5.3 Evaluation of FPR

Because the moving human affects the FPR mostly, so in this experiment, we
tested for evaluation of FPR which is the most concern of our method. It’s can be
seen from Fig. 8, our eliminating method significantly lower the FPR compared
to the unused one at 7.9%.

Fig. 8. Evaluation of FPR in three conditions



On Eliminating Blocking Interference of RFID UR Detection 601

5.4 Accuracy of Velocity Estimation

In this experiment, we arranged an experiment for testing the velocity estima-
tion part. Because the resolution of the velocity database is only 30, we define
the accuracy of velocity estimation that if the velocity predicted value of the
estimation system is the closest to any other values in the velocity database, we
think it’s a correct estimation. We arranged four groups of experiments 150 times
for each group. High accuracy has occupied in all four groups of the experiments
shown in Fig. 9.
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Fig. 9. Accuracy of velocity estimation

6 Conclusion

In this paper, we propose a new parameter and a method of eliminating the
human or other object moving in the area causing false alarm for the unautho-
rized reader detection system. At first, analyze the parameters obtained in COTS
RFID readers and select ASTI for the UR detection system and modeling mov-
ing humans, then find the key of velocity estimation. Next, by building a speed
database and using PCCs, put forward the method to eliminate the interference.
At last, test our method through experiments and the results show excellent per-
formance. In the future, we will deploy our system in different environment to
test the transfer scenario capability and explore new velocity estimation method.
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Abstract. Deep learning plays a vital role in malware detection. The
Malconv is a well-known deep learning-based open source malware detec-
tion framework and is trained on raw bytes for malware binary detection.
Researchers propose adversarial example generation strategies to evade
the Malconv by modifying the PE headers or the end of malware. How-
ever, these strategies that focus on non-executable portions can be easily
pre-processed before classification. Therefore, we propose a new instruc-
tions replacement strategy to overcome these flaws. This paper reviews
the research progress on adversarial example generation strategies for
the Malconv in recent years, analyzes the reason why the Malconv can
be evaded by adversarial examples and identifies two layers of the Mal-
conv that can be attacked, and propose the gradient-based instructions
replacement strategy named EFGSM that is an enhanced Fast Gradi-
ent Sign Method (FGSM), and sheds light on future work in adversarial
example defense strategies for the Malconv. The paper assesses the per-
formance of our EFGSM and existing adversarial example generation
strategies upon 200 malware. The results of the evaluation show that
our strategy improves the success rate from 68% to 81.5% and takes less
time to generate malware examples. The paper also assesses the evasion
performance of adversarial examples in three antiviruses. The results
depict that our strategy is the state of the art.
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1 Introduction

Machine learning and deep learning have been widely used in the field of malware
detection and have already achieved remarkable improvements. However, there
is still some specialized and custom-built malware that can evade deep learning
detection. Researching adversarial malware examples can discover the defects of
the deep learning detection model, and then be used to adjust its architecture
to avoid being evaded by hackers. Meanwhile, training with a large number of
adversarial examples can improve the detection strength and robustness of the
deep learning detection model.

Due to the constraints of the PE file structure, it is extremely restrained
to modify malware samples. Related works have evaded static malware detec-
tion models by adding or modifying special areas that do not affect program
execution. Many strategies [1–5] have been made in the research of adversarial
examples for the Malconv models. According to the different areas, their strate-
gies can be divided into PE headers, slack regions between sections, and the
end of PEs. These strategies focus on dealing with bytes at non-executable por-
tions of the PE file. Thus, the adversarial examples can be pre-processed before
classification, by removing NOPs and irrelevant information.

In the paper, we propose a new strategy named EFGSM which is an enhanced
Fast Gradient Sign Method (FGSM) to modify the align instruction in the text
section to overcome the flaw. Through FGSM [6], we can avoid the high time
overhead caused by multiple iterations. This paper assesses the performance of
our EFGSM and existing adversarial example generation strategies in 200 mal-
ware. The results of the evaluation show that our strategy improves the success
rate from 68% to 81.5% and takes less time to generate malware examples. The
paper also assesses the evasion performance of adversarial examples in three
antiviruses. The results depict that our strategy generates a higher percentage
of samples that can evade the antivirus than existing strategies. The main con-
tributions of this paper are summarized as follows:

– The paper analyze the reason why the Malconv can be evaded by adversarial
examples and use the EFGSM to modify the align instructions to evade the
Malconv.

– Our experiments demonstrate that our strategy can generate adversarial
examples in less time and an evasion rate of 81.5%, while also being effective
on deep learning-based antivirus.

– According to our strategy, we propose defenses to overcome the shortcomings
of Malconv.

2 Background

2.1 Malconv for Malware Detection

This section mainly introduces the framework of the Malconv [7], a byte-based
convolutional neural network detection model. The architecture diagram of the
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Malconv is shown in Fig. 1. The input file size is bounded to 2 MB. If its size
is smaller than 2 MB, the file is padded with the value 0xff. If it is bigger than
2 MB, only the first 2 MB are analyzed. The first layer of the network is an
embedding layer, it maps byte to an 8-dimensional embedding matrix. Then the
embedding matrix is divided into two matrices. One of the two matrices enters
the convolution layer and the other enters the convolution layer with sigmoid.
The results are multiplied and passed through a temporal max-pooling layer and
a final fully-connected layer. The output F (x) is given by a softmax function.

Fig. 1. The framework of the Malconv [7]

2.2 Adversarial Malware Example

Adversarial examples, proposed by CHristian Szegedy et al. [8], are specialized
inputs created to get the misclassification of a given input. The adversarial mal-
ware example includes padding data into the PE file or changing the PE file
data to generate a new example, causing misclassification (Fig. 2).

Fig. 2. The framework of our work
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3 Methods and Techniques

The details of our strategy are described in this section. The summary of our
strategy is shown in Fig. 2. Our strategy is divided into three parts. The first part
is the foundation of our approach. It takes the raw bytes and creates the noise
vector X ′, which is used to replace instructions. The second part takes the raw
bytes and generates an offset address align instruction vector Y ′ that contains
all of the align instructions’ offset addresses. The final part generates adversarial
malware using the vectors X ′ and Y ′. In the first part, we take the raw bytes
to get the prediction from the Malconv. According to the prediction, we use
the instruction replacement strategy to create a noise vector. Using different
instructions replacement generation strategies will affect the efficiency of the
final sample, so this is the core of our strategy.

In Sect. 3.1, We introduce two instruction replacement generation strategies
that replace align instructions with benign sequences, coming at a considerable
penalty in terms of time. In Sect. 3.2, we introduce the EFGSM that can get the
best results.

3.1 Benign Sequences Instructions Replacement

We try a similar strategy to Luca et al. [2] which inserts benign instructions
into parts of the areas that are not executed at run time. Replacing with benign
instructions into every align areas may results in different prediction values.
Thus, our strategy can then be equivalent to solving the globally optimal solution
from the locally optimal solution. We use the number of iterations as a baseline
to assess feasibility, with each iteration taking 0.1 s to get the prediction value for
malware (filesize = 200 KB). It is almost impossible to directly solve the globally
optimal solution because it need cost m ∗ n iterations (where m is the number
of align areas, n is the number of replaced benign instructions sequences). We
consider using “continuous replacement” and “repeat replacement”. We choose
100 benign files and extract 300 benign instruction sequences from functions
whose prediction values are less than 0.5.

Repeat Replacement. We use “repeat replacement” strategy that replaces all
align instructions with the same benign instructions sequences. Taking the mal-
ware 1 as an example, the malware has 34 align areas and it costs 300 iterations
to get the benign instructions sequences that reduce the maximum prediction
value. Although the entire replacement takes 30 s to complete, it only decreases
the prediction value from 0.97 to 0.6 in Fig. 3.

1 MD5:c37b02e060fa169e4d6f0c6e77ddb500.
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Fig. 3. The effect of replacement instruc-
tions by repeat replacement.

Fig. 4. The effect of replacement instruc-
tions by continuous replacement.

Continuous Replacement. We use “continuous replacement” strategy that
replaces each align instructions block with benign instructions sequences that
reduce the maximum prediction value to get the locally optimal solution. Taking
the same malware as an example, it costs 10,200 iterations to get the result. We
randomly select 5 align areas as starting points to verify different starting points
has the same effect and then in address order replace align instructions with
benign instructions sequences that reduce the maximum prediction value. In
Fig. 4, we find “continuous replacement” can decrease the prediction value to
0.5 below every time, but the entire replacement takes 30 min to complete.

3.2 Gradient Attack

Goodfellow et al. [6] explain that CNNs are vulnerable for being too “linear” in
his article, and introduce the Fast Gradient Sign Method (FGSM) to produce
adversarial image samples. The Malconv is a CNN-based detection model, thus
we use the FGSM to replace align instructions. The FGSM will take less time
than the previous strategies (repeat replacement and continuous replacement)
because it just requires one iteration. Different from adversarial image examples,
instructions sequences should have concrete program semantics and replacement
should follow Portable Executable format. We enhance the FGSM to generate
adversarial malware examples. The core of the FGSM is to obtain the gradient
loss value of the aim model and amplify the loss to perturb the aim model,
making it misclassify. The specific formula is as follows.

A′ = A + ε ∗ sign(∇AJ(A,B)) (1)

where (1) A is the embedding matrix transformed by malware raw byte, B is
the null matrix that only contains zero, ε is perturbation coefficient, sign() is to
take out the sign of the loss function J(A,B), A′ is the perturbation matrix.
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The perturbation matrix obtained by the FGSM is not suitable to generate
malware examples, since replacement with the perturbation matrix does not fol-
low the Portable Executable format and the data in the perturbation matrix
has no concrete program semantics. To solve the problem, we reduce its dimen-
sion and use a mapping method that converts the data to x86 instructions. In
Algorithm 1, we introduce how to enhance the FGSM to get a noise vector that
contains x86 instructions and how to index the align instructions.

In the function EFGSM, we input the original malware file X0 and output the
replacement instructions vector X ′. We first get the null matrix which presents
the benign label and the embedding matrix from the Malconv. We input them
to FGSM and get the perturbation matrix. To keep the same dimension as the
input file, we reduce the perturbation matrix dimension and get a noise vector.
We set the x86 instruction InstructionList as a mapping table, round and map
the data in noise vector to the X ′. Since the rounding of some data is not in
the InstructionList, we use the function Getnear to traverse to get the closest
instruction. All the mapped instructions are stored in X ′. By mapping, we can
replace align instructions with other instructions, breaking reverse analysis.

In the function AIVG, we first input the PE file X0, then get the address of
the .text section, divide the functions and record the address of each function.
Each function block is queried to record the offset addresses of all align instruc-
tions, and save them in the vector Y ′. All align instructions in the malware are
replaced with instructions that are in X ′, according to the Y ′ which contains the
offset addresses of all align instructions. The flow chart of the gradient attack
strategy is shown in Fig. 5.

Fig. 5. Gradient attack strategy flow chart
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Algorithm 1. Replace Align instructions with the EFGSM
Input: X0: original malware file ;

function EFGSM(X0)
Nullmatrix,Embeddingmatrix ← Malconv(X0);
Perturbationmatrix ← FGSM(Nullmatrix,Embeddingmatrix);
Noisevector ← Reduce Dimension(Perturbationmatrix);
for x in Noisevector do

if �x� in InstructionList then
X ′ ←�x�;

else if �x� in InstructionList then
X ′ ←�x�;

else
X ′ ← Getnear(x);

function AIVG(X0)
O ← GetTextSection(X0);
base ← GetBaseAddress(X0);
Y ′ ← Array(0);
Func block ← GetFuncBlock(O);
for addr start,addr end in Func block do

i ← addr start;
while i < addr end do

if X0[i] is align instruction then
Y ′ ← (i − base);

i + +;

return Y ′;
Output: The adversarial malware;

4 Evaluation

We evaluate the superiority of our strategy through comparative experiments
and use antiviruses to test the evasion effect of the generated samples.

4.1 Dataset and Malconv Setup

Our malware come from virusshare and vx-underground, which provide 100+
new malware families. We collect 200 malware which are come from 11 malware
families and 100 benign PE files. All experiments run over Ubuntu16.04 and a
system of i7-9700 CPU operating, with 16 GB DDR4 RAM.

4.2 Experiment Results

We firstly train a Malconv model using the dataset ember 2018 [9]. Our dataset
contains 196 malware and 86 benign files that are correctly predicted. The num-
ber of each malware family in our dataset shows in Fig. 6.

In order to verify the accuracy of the EFGSM and prove that it is superior to
the previous strategies, we compare the PE head strategy, the PE tail strategy,
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Fig. 6. The number of each malware
family in our dataset

Fig. 7. The number of malware that
evade the Malconv detection

“repeat replacement” strategy and “continuous replacement” strategy with our
gradient attack strategy in the same dataset. 163 adversarial malware samples
and 48 adversarial benign samples that the EFGSM generated can make the
Malconv misclassification. We analyze samples that don’t make the Malconv
misclassification. We find that such samples have few align instructions so sam-
ples do not have enough instructions to reduce the prediction value below 0.5.
We reproduce the PE head strategy that perturbs the DOS headers in 150 iter-
ations to generate adversarial malware samples. Only 116 samples can evade the
Malconv. The reason the rate of evasion is low that is our benign byte sequences
maybe not be enough. We also reproduce the PE tail strategy that pads benign
byte sequences to the PE tail to evade the Malconv. 136 samples can evade the
Malconv. We analyze the samples that can not evade the Malconv generated
by the PE tail strategy. Their size is more than 2 MB, so the padding strategy
may fail. The “repeat replacement” only generate 40 malware that can evade
the Malconv and the “continuous replacement” generate 139 malware. The effi-
ciency comparison results are shown in Fig. 7 and the total time to generate 196
examples with every strategy shows in Fig. 8.

Fig. 8. Total time to generate 196 exam-
ples

Fig. 9. The number of malware that
evades antivirus

Modifying PE Header and padding the end of malware for the total 196
samples both take more than 13 min, but our EFGSM only takes 8 min to gener-
ate adversarial examples. “Repeat replacement” takes 100 min and “continuous
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replacement” takes 2263 min, they come at a considerable penalty in terms of
time. By comparing the generation time and the detection rate, our strategy
takes less time and has a better effect.

Our goal is not only to evade the Malconv detection but also to further eval-
uate the effect in the real world. We install locally three anti-virus software (the
sophos and the Acronis are based on deep learning detection and the Antiy is a
famous static detection), and generated examples with our strategy and previous
strategies are tested on them. Figure 9 depicts the total example’s evasion effect
on antivirus. The number of malware generated by our strategy that can evade
one antivirus is 40, but samples generated by other strategies are no more than
20. We speculate modifying the align instructions perturb static detection, so
our samples may evade antivirus.

5 Related Work

Especially for the Malconv architecture, many attack schemes have been pro-
posed. Kolosnjaji et al. [1] appends benign bytes to the end of malware to
evade the Malconv detection. It uses gradient descent to select each byte that
is appended to the file. They achieve a 60% evasion rate against the Malconv
with 200 samples, a byte appending limit of 10,000, and a max iteration count
of 20. Yuan et al. [10] implement a Generative Adversarial Network to generate
payloads that are appended to the end of the malware to generate an adversarial
malware. Luca et al. [2] insert benign bytes into locations relevant to the header.
It was found that from their 60 sample dataset, 52 of these samples can evade the
Malconv. Suciu et al. [3] extend the gradient-based approach and systematically
evaluated strategies for slack spaces injection and end injection. Their research
shows that the strategy of injecting into the slack space that is between PE sec-
tions is better than the strategy of injecting into the end of malware. Because
of the Malconv’s file size limit, the strategy of injecting into the end may fail.
Park et al. [11] propose AMAO (Adversarial Malware Alignment Obfuscation),
which inserts NOPs into locations of malware. But they get an evasion rate of
100% with an undisclosed amount of samples.

6 Conclusion

In the paper, we mainly do research on the align instructions replacement strat-
egy. We find that a tiny replacement can cause the Malconv’s prediction value to
float. Based on such findings, we enhance FGSM which is not suitable to generate
malware samples by mapping data in perturbation matrix to x86 instructions.
Conducting experiments and comparisons on the collected 200 malware and 100
benign files, we get a successful evasion rate of 81.5%. Some examples we gener-
ate can also evade the detection of anti-virus software.

The Malconv is vulnerable as a CNN model because it is too “linear”. Not all
information is useful for malware detection, and modifying meaningless informa-
tion can affect malware detection. Therefore, we propose Malconv add a filtering
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layer to retain only valid information, such as file headers, valid instructions in
“.text section”, “.data section”, etc. Doing so can also increase the cost of mod-
ifying malware to evade detection. It is also difficult for attackers to add the
perturbation matrix into the malware to affect the final detection result. In the
follow-up work, we will also do research on other adversarial malware example
generation strategies, such as Linux malware and IoT malware.
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Abstract. In opportunistic network with node clusters, it is usually nec-
essary to set up ferry nodes to connect each cluster to achieve the overall
connectivity of the network, and the movement pattern of ferry nodes
has an important impact on the overall performance of the network. The
existing opportunistic network routing algorithms based on ferry nodes
suffer from insufficient resource utilization and inefficient collaboration
among multiple nodes in resource optimization and collaborative work,
which often leads to low overall network delivery probability and high
network load. Therefore, this paper proposes a cooperative routing algo-
rithm for multiple ferry nodes based on active motion mode (ORABAC),
in which ferry nodes actively realize the planning of motion paths accord-
ing to their states and network message forwarding requirements, while
multiple ferry nodes in the network realize cooperative work. Simula-
tion results show that the proposed routing algorithm achieves higher
delivery probability and less delivery latency while reducing the energy
consumption of ferry nodes and restraining network overhead.

Keywords: Ferry node · Active motion · Path planning ·
Collaborative computing · Resource optimization

1 Introduction

Opportunistic Network [1] is a kind of wireless mobile ad hoc network that does
not have stable links between nodes and relies on node encounters to transmit
messages, especially for communication and data collection in remote, disaster or
field environments. In an opportunistic network with sparse nodes, the network
form disjoint “clusters”. It is usually necessary to set up ferry nodes between
the fragmented clusters to improve inter-cluster connectivity and help different
clusters to complete message transmission. These ferry nodes have larger caches
and more energy than other nodes in the network. Since the ferry nodes moving
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
L. Wang et al. (Eds.): WASA 2022, LNCS 13471, pp. 615–626, 2022.
https://doi.org/10.1007/978-3-031-19208-1_51
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along a fixed route will frequently move and wait for message transmission in
the region without message, it causes a waste of resources of ferry nodes and
increases time delay. Therefore, it is important to design ferry node movement
rules based on the optimal utilization of resources to improve the delivery ratio
and reduce the network overhead.

The existing ferry node-based opportunistic network routing algorithms are
mainly: the fixed path-based routing algorithm, the multi-level ferry node col-
laborative routing algorithms, and the ferry node motion path active planning
routing algorithm. The routing algorithm based on a fixed path makes ferry
nodes move along the fixed path to complete the communication between nodes.
However, in opportunistic network, message generation has characteristics such
as uncertainty and unevenness, and accessing node clusters along fixed paths has
low utilization of ferry nodes; at the same time, in opportunistic network with
uneven message distribution, ferry nodes have high resource consumption and
large network delay, which may lead to the existence of urgent messages that
cannot be handled effectively and low message delivery probability. The rout-
ing algorithm of multi-level ferry nodes usually sets up multiple levels of ferry
nodes in the network. All messages in the node cluster are collected by the lower-
level ferry nodes, and then the highest-level ferry nodes visit these lower-level
ferry nodes along a fixed path, to achieve the delivery of messages. This method
reduces the time spent by ferry nodes in clusters to collect messages and can
reduce the network latency to a certain extent, but the top-level ferry nodes still
move along the fixed path, which does not solve the problem of poor utilization
of ferry nodes in the opportunistic network with uneven message distribution. In
the routing algorithm based on the active planning of ferry nodes’ motion path,
ferry nodes dynamically adjust their motion trajectory according to their state
and the message forwarding demand in the network, which effectively solves the
problems of low utilization of ferry nodes’ resources and timely message delivery
caused by the motion along the fixed path. But the current research in this field
mainly focuses on the case where only one ferry node and little consideration is
given to the cooperative work under multiple ferry nodes.

The innovation of this paper is as follows. This paper combines the state of
ferry nodes and context information to determine the mobile path, and supports
multiple ferry nodes to work at the same time, which overcomes the problem of
low utilization of ferry nodes in fixed path routing algorithm and improves the
efficiency of cooperative work of multiple ferry nodes.

2 Related Work

The routing algorithms for ferry nodes are mainly divided into three types of
routing algorithms based on fixed paths [2–5], on hierarchical ferry nodes [6–10],
and on active planning of ferry node motion paths [11–16]. However, the existing
studies do not apply to clustering routing algorithms with ferry nodes.

In fixed-path-based routing algorithms, ferry nodes realize the communica-
tion between clusters in the network by moving along a fixed path. Therefore,
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limited to fixed paths, how the ferry node efficiently forward messages becomes
particularly important. Zhao, G et al. proposed FTFPF algorithm [2], which
gathered messages to the nodes with the highest forwarding tendency in the
cluster, got them by ferry nodes, and forwards them between clusters. This
algorithm maximizes the single visit revenue of node clusters, but low utilization
ratio. Liu, C et al. proposed in CBSW routing algorithm [3] let some ordinary
nodes through the cluster center, improved the chance of meeting between ordi-
nary nodes and ferry nodes, and reduced the time of waiting for messages on
some ordinary nodes, but the message coverage area of ferry node is small. So
OFR routing algorithm [4] was proposed, which allowed ferry nodes to adjust
the communication range adaptively. Xue, L. et al. proposed in ADMF [5] to
elect temporary ferry nodes from ordinary nodes to participate in network com-
munication according to network load. The algorithm solves the performance
limitation of using a single ferry node, but the limitation caused by the fixed
path movement still exists and does not consider the problem of repeated access
to clusters by multiple ferry nodes.

A hierarchical ferry node strategy can solve the problem of insufficient mes-
sage coverage caused by a single access cluster of fixed path routing algorithms,
but the excessive dependence of this type of strategy on a global ferry node is
easy to cause network congestion and even paralysis [6,7]. The strategy mainly
uses message aggregation, which is divided into local ferry nodes and global ferry
nodes. Find a node in each cluster as a local ferry node to collect messages in
the current region. For example, Niitsu, Y proposed to use a regional central
node as a local ferry node [8], and then forward messages from the regional ferry
node to the global ferry node [9,10]. Ferry nodes at different levels cooperate to
complete the global message forwarding of the network, which limits the energy
waste caused by the invalid message forwarding between ordinary nodes. How-
ever, setting only one global Ferry node under high network load cannot meet
the network requirements.

To make full use of the resources of ferry nodes, some scholars proposed to
actively plan the ferry node path according to the context information [11,12].
Context information includes access distance, message number, TTL, etc. How-
ever, there is a waste of resources when multiple ferry nodes visit the same
node region according to the same route. Due to the sociality of nodes, Chen,
W et al. [13] defined the relationship strength to plan the movement route of
ferry nodes. However, measuring the relationship strength based on historical
encounter information is only applicable to the network with strong social rela-
tions, and is not suitable for the network with completely random movement of
nodes. To maximize the energy utilization of ferry nodes and prolong the network
service time, the MPBF routing algorithm [14] was proposed, which considered
the energy consumption of ferry nodes. In [15], the selection of cluster heads
was based on their residual energies and their distances to the ferry path. This
algorithm can effectively reduce the message delivery latency, but in the case of
serious network isolation, it will cause the growth of the motion path of the ferry
node. To achieve higher data arrival number and hop count reduction, Kazuma
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Ikenoue et al. [16] proposed a new message ferry method that enables each node
to establish a route to increase the number of data arrivals by shortening paths,
but this algorithm lacks consideration of ferry’s state.

In summary, the existing routing algorithm based on the active planning of
the ferry node motion path is more suitable for the opportunistic network of
network node partition, but the delivery ratio is still low when the nodes in the
cluster move randomly and the network isolation is serious, and multiple ferry
nodes cannot work together efficiently. To solve the above problems, this paper
proposes a routing algorithm using the ferry nodes’ state and message passing
requirements as evaluation indexes to evaluate the utility value of ferry nodes
for each node cluster, and dynamically plan the motion path of ferry nodes
according to the utility value.

3 Routing Arithmetic Design

To realize the purpose of ferry node planning the motion path actively accord-
ing to its state and the communication requirements in the network, ORABAC
is proposed in this paper, which combines the energy, historical encounter, dis-
tance, message number, TTL and other dimensions to calculate the utility value
of ferry nodes. This utility value can evaluate the rationality of the planned
route, so that the planned route can avoid the repeated and inefficient use of
the ferry node communication resources, to optimize the network performance.
For the whole network, when multiple ferry nodes work together, the node with
more energy left is preferred for message forwarding, which can balance the
energy consumption of ferry nodes, and prevent these nodes from dropping out
of the network service due to excessive energy consumption, resulting in net-
work performance degradation. For a single ferry node, choosing a node cluster
with a strong relationship or with more messages as the destination of the next
hop can maximize the benefits of single delivery; the nodes with closer access
distance can enhance the coverage of ferry nodes on the network without con-
suming too much energy; At the same time, selecting a node cluster that travels
to a smaller message TTL can avoid messages being discarded due to timeout,
thereby increasing the network delivery probability.

3.1 Relevant Definitions

These related indicators used to calculate the utility value of ferry nodes are
defined as follows:

Definition 1. Node Residual Energy Ratio
In the process of message delivery, whether the residual energy of the ferry

node is sufficient is the key to whether the message can be delivered. Therefore,
when selecting the ferry node, the energy should be considered. In this paper,
the node residual energy ratio is used as the judgment basis of the node energy
state. En(t) represents the node residual energy ratio of node N at t time, and
its definition is shown as Eq. (1).
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En(t) =
Ecut(t)
Emax

(1)

We use Emax to represent the maximum energy stored by node N, and use
Ecut(t) to represent the residual energy of node N at time t.

Definition 2. Node Relationship Strength
The encounter frequency between nodes can be used to indicate the degree of

closeness between them. The more frequent encounters, the more frequent infor-
mation communication between nodes, that is, closer relationships. Ferry nodes
also have frequently visited regions and not frequently visited regions. The fre-
quency of encounters between ferry nodes and nodes in frequently visited regions
is often higher, and the messages carried by ferry nodes to this region will also be
more. Handing these messages to ferry nodes with closer relations can complete
the delivery, and more messages can be delivered when the node moves to this
region, to maximize the use of the energy of node movement.

This paper reflects the social relationship between nodes according to the num-
ber of historical encounters between nodes. Within the time length t, the rela-
tionship strength between node i and node j is expressed as F(i,j)(t), and the
calculation method is shown in Eq. (2):

F(i,j)(t) =
E(i,j)(t)
Ni(t)

(2)

where E(i,j)(t) represents the number of encounters between node i and node
j within time length t, and Ni(t) represents the total number of encounters
between node i and all its neighbors within time length t.

Definition 3. Distance Between Node and Message Source Node
When selecting the ferry node to actively move to the vicinity of the message

source node for message reception, the closer the distance Di between the ferry
node and the message source node is, the faster the ferry node receives the mes-
sage and the shorter the time it takes to complete the message delivery. In this
paper, the normalized distance between the message source node i and the ferry
node is used as the distance metric between nodes, and the calculation method
as Eq. (3) shows:

Di =
di∑n
i=1 di

(3)

di =
√

(xf − xi)2 + (yf − yi)2 (4)

In Eq. (3), n is the number of nodes in the network, and di is the Euclidean
distance between the ferry node and the message source node i. The calculation
method is shown in Eq. (4), where xf and yf are the positions of the ferry node,
and xi and yi are the positions of the message source node i.
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Definition 4. Normalized Message Number
The more messages ferry nodes carry to a certain node cluster, the longer

the total waiting time of messages, and the greater the probability of the cluster
being selected as the next hop. Designing a ferry node to move to the cluster
with more messages can increase the number of successful messages delivered and
reduce the waiting time of messages, thereby increasing the delivery probability
of the network and reducing the average delay of the network. Defines Mi as the
normalized number of messages of all destination addresses carried by the ferry
node as messages of nodes in node region i, as shown in Eq. (5):

Mi =
mi∑n
i=1 mi

(5)

In the expression, mi is the total number of messages carried by the current
ferry node to the node in cluster i, and n is the number of clusters.

Definition 5. Normalized Message Waiting Time Simply considering the num-
ber of nodes may lead to the abandonment of messages with smaller TTL. There-
fore, the method in this paper gives priority to sending TTL smaller messages
when planning the motion path. When the number of messages carried by ferry
nodes to each cluster is more than one, we judge the cluster with a smaller total
message waiting time by Definition 5. ti is defined as the sum of messages TTL
of all destination nodes carried by nodes in cluster i, and the calculation method
is as follows:

ti =
n∑

m=1

TTLm (6)

where n is the number of messages in the destination node cluster i and TTLm

is the TTL value of message m.
Ti is defined as the normalized message waiting time of cluster i, which is

calculated as follows:
Ti =

ti∑n
j=1 tj

(7)

where n is the total number of clusters in the network.

3.2 An Active Path Planning Routing Algorithm for Multi-ferry
Nodes

To select the ferry node with the best overall network performance from multiple
ferry nodes for forwarding, the ORABAC algorithm proposes the utility value to
measure the forwarding message benefit of the ferry node based on the contex-
tual information such as remaining energy, relationship strength, node distance,
message number and message normalization waiting time. The ferry node to
cluster i is evaluated as shown in Eq. (8)

Vi = −lb
En(t) × F(i,j)(t) ×Mi × Ti

Di
(8)
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When a node has a message to send, it sends MR information to the sur-
rounding by broadcasting while suspending its motion. MR information is used
to request ferry node access messages, which include the location of the current
node, the destination node of the message, and the message to be transmitted.
The ferry node within the scope receives the broadcast MR information first to
determine whether it has carried the message, and if not, calculates its utility
value Vi for the message through Eq. (8) based on the data in the MR informa-
tion, and also transmits the message back to the source node through broadcast.

The source node receives the utility value of the Ferry node and selects the
Ferry node with the largest value as the message delivery service. The selected
ferry node actively moves to the location of the message source node and obtains
the message that needs to be forwarded and recalculates the node cluster to be
accessed in the next step after obtaining the message, or continues to move
according to the original plan. After the ferry node reaches the cluster where the
destination node is located, all messages carried by the destination node for the
current node in the cluster are transmitted to the encountered node, and then
these messages are continuously forwarded in the cluster through flooding until
delivery is completed.

4 Experimental Simulation and Result Analysis

4.1 Experimental Parameters and Scene Settings

This paper uses The ONE 1.4.1 to verify the proposed algorithm. In this paper,
simulation experiments are designed for different scenes such as sparse distribu-
tion of nodes and dense distribution of nodes. The performance of the ORABAC
algorithm proposed in this paper is analyzed and the effects of the ORABAC
algorithm, ERMF [10] algorithm, and FTFPF [2] algorithm are compared. The
parameter settings in the ONE are shown in Table 1.

Table 1. Simulation experiment parameter settings

Parameter Value

Experimental area size 6450 × 5340

Number of node clusters 4–6

Node mobility model in cluster RandomWayPoint

Number of nodes in cluster 5–50

Moving speed of cluster nodes 3.5–5.5m/s

Number of nodes between clusters 1–7

Mobile model of interregional nodes MapRouteMovement

Speed of interregional nodes 18.5–20.5m/s

Communication radius of high-speed interface 50m

Communication radius of low speed interface 2000m

Experimental simulation time 24 h
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The simulation scenes are shown in Fig. 1, where the number of node clusters
and the closeness of their distribution vary from scene to scene. The nodes in the
cluster move randomly, and single or multiple ferry nodes are set between the
clusters. The specific scenes are as follows: 1) scene 1: The operation environment
with sparse node distribution in practical application is simulated, such as the
application of opportunistic network in grassland, village, remote agricultural,
and pastoral areas. In this scene, the number of node clusters is small, and the
distribution of node clusters in geography is also sparse. There are four clusters,
and 1–5 ferry nodes are set between node clusters. 2) scene 2: Simulation of
the operating environment in which nodes are densely distributed in practical
applications, such as campus and urban opportunistic network node deployment.
Compared with scene 1, the scene has more node clusters and the distribution
of node clusters is more intensive, which contains 6 clusters, and there are 1, 3,
5, 7 ferry nodes among the node clusters.

Fig. 1. Simulation environment.

4.2 Experimental Results and Analysis

Fig. 2. Performance comparison of single ferry node.

Figure 2 and Fig. 3 are the experimental results of the delivery probability and
latency of different ferry nodes in the scene of sparse node cluster distribution.
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The left ordinate axis represents the message delivery probability, and the right
ordinate axis is the average delay. Figure 2 is the delivery probability of the mes-
sage and the average latency of the three routing algorithms when only one ferry
node is set in the network. Figure 3 is the comparison of network performance
indicators when 2–5 ferry nodes are set in the network. By comparing Fig. 2 and
Fig. 3, it can be seen that the delivery success ratio of the ORABAC routing
algorithm proposed in this paper is significantly higher than that of ERMF and
FTFPF algorithms, and the latency average is significantly smaller, no mat-
ter whether a single ferry node or multiple ferry nodes are set in the network.
Therefore, the ORABAC routing algorithm has good applicability in the case
of sparse distribution of node clusters in the network. It can also be found from
the figures that in most cases, the delivery probability of ERMF is similar to
that of FTFPF. This is because the routing algorithm based on the hierarchical
ferry node is still essentially moving along a fixed path. The problem of resource
waste in FTFPF, a routing algorithm based on a fixed path, has not been well
solved, so the delivery probability is not greatly improved. The proposed active
path planning method can effectively solve the problem of resource waste, so the
delivery probability is greatly improved compared with the other two algorithms.

Fig. 3. Performance comparison of multiple ferry nodes
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Fig. 4. Performance comparison of multiple ferry nodes

Figure 4 is the experimental results of different routing algorithms in scene
2 with different numbers of ferry nodes. Figure 4(a)is the algorithm comparison
graph of setting a single ferry node in the network. Figure 4(b), 4(c) and 4(d)
are the network performance comparison graphs when 3, 5, 7 ferry nodes are
set in the network. It can be seen from the figure that in scene 2, the delivery
probability of the ERMF algorithm and FTFPF algorithm is lower than that
of the ORABAC algorithm, while their latency is much higher than that of the
ORABAC algorithm, indicating that the algorithm proposed in this paper can
effectively improve the delivery probability and reduce the network overhead. By
analyzing and comparing the latency of three algorithms, it can be found that
the ORABAC algorithm is far less than the ERMF algorithm based on node
stratification. This is because the ORABAC algorithm analyzes the carrying
time of node messages in path planning, and preferentially transmits messages
with a long waiting time.

To sum up, the routing algorithm proposed in this paper has good perfor-
mance in both scenes, which can improve the delivery probability while signifi-
cantly reducing latency, effectively improving network performance, and also has
good support for multiple ferry nodes to work together.
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5 Conclusion

This paper proposes an opportunistic network routing algorithm based on coop-
erative computing active mobility of ferry nodes, which solves the problem that
ferry nodes exit the network due to insufficient network resources and the low effi-
ciency of inter-cluster cooperation. This algorithm combines the residual energy
ratio of the ferry node, the strength of the relationship between the encounter
state of the nodes, the Euclidean distance between the ferry node and the source
node, the number of messages carried on the ferry node, and the normalized
waiting time of the messages carried to propose the utility value of the ferry
node, which is used as the judgment basis to select the appropriate ferry node
as the carrier for message transmission. It solves the problems of uneven energy
consumption of nodes in the two routing algorithms based on the fixed path
motion algorithm and the ferry node hierarchical algorithm and frequent mes-
sage congestion when there are too many messages. It effectively improves deliv-
ery probability, reduces the network overhead, balances the energy consumption
speed of each ferry node, and greatly prolongs the network lifetime.
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Abstract. As an alternative to traditional vehicles, electric vehicles
(EVs) have significantly increased their market share in recent years.
However, the limited battery capacity of EVs may become a bottle-
neck in their development. Mobile charging vehicles (MCVs), as emerg-
ing charging devices, can provide a more portable charging mode. The
MCV deployment and charging strategy plays a decisive role in the effec-
tive operation of the whole Internet of Electric Vehicles (IoEV). In this
paper, we investigate the joint MCV deployment and charging schedule
(JMDCS) in one-to-many mode. An integer linear programming problem
is formulated to minimize the completion time, consisting of the deploy-
ment time of the MCVs and the time of the charging schedule. Since
this problem is NP-hard, an approximate algorithm is proposed, where
a special rounding technique is employed to assign jobs to the plugs.
The simulation results show that when the number of EVs is small, the
proposed algorithm is close to the optimal algorithm. When the number
of EVs is large, the proposed algorithm outperforms its counterparts in
scheduling performance and shows superiority over the optimal algorithm
in scheduling efficiency.

Keywords: Mobile charging vehicles (MCVs) · Internet of electric
vehicles (IoEVs) · Rounding technique

1 Introduction

In recent years, one goal has been to use electricity to replace oil, and as a
new type of energy, electricity has been applied to automobiles. Electric vehicles
(EVs) are more environmentally friendly than traditional petroleum vehicles.
However, the limited electric capacity of EVs hampers their development so
that they cannot be applied on a large scale. Compared with gasoline vehicles,
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EVs require a longer charging time and have a shorter cruising range. Therefore,
EV charging is a great challenge. For this challenge, a variety of solutions have
been proposed, such as battery swapping and fixed charging stations (FCSs).

Swapping batteries is a large economic investment, and it can also lead to
much battery waste. In addition, the battery models of different EVs are not
necessarily compatible, so it may cause damage to the EVs as well as much
waste; FCSs can alleviate the battery anxiety of EV users to a certain extent, but
the fixed locations of FCSs will make it impossible to provide charging services
for EVs that are randomly distributed, especially in remote areas. During a
low charging period, a large number of charging piles are idle, but during a
peak charging period, a large number of charging requests cannot be satisfied.
Intensive construction of FCSs in a city will inevitably lead to wasted space. For
users who need emergency charging, FCSs seem unsatisfactory.

To address the above challenges, in the Internet of Electric Vehicles (IoEV),
mobile charging stations (MCSs) provide an efficient charging alternative: by uti-
lizing mobile charging vehicles (MCVs) as an alternative mobile charing method.
Compared with battery swapping, MCVs do not cause much waste on the facility
utilization, and they do not require much capital investment and only provide
charging services. In addition, MCVs are more flexible than FCSs and can pro-
vide charging services at any place and any time without requiring much floor
space. For users who need emergency rescue, MCVs can be quickly deployed to
designated service locations.

The MCV deployment and charging strategy becomes the key to providing
charging services for EVs. In this paper, we consider a situation in which emer-
gency rescue is provided for EVs and users in a certain area initiate charging
requests. The MCV is equipped with multiple plugs that can provide one-to-
many simultaneous charging. When users in an area initiate a request, the MCV
selects a deployable location in the area (such as a parking lot) to provide ser-
vices for the requesting users. When the MCV selects a deployment location,
users who need charging can move to a small area in the parking lot that the
initial power of each EV is guaranteed to reach. The MCV decides which plug to
assign the users to in order to achieve the goal of completing all charging tasks
as quickly as possible. The MCV is concerned with two aspects of the scenario:
the deployment site and the plug assignment strategy. In general, since a certain
amount of energy will be consumed when an EV moves to the designated loca-
tion, resulting in changes in the charging time, the selection of the deployment
location will affect the allocation strategy. In this paper, we formulate this prob-
lem of deployment and assignment as an integer linear programming problem.
The main contributions of our work are as follows:

– To address the challenges of battery swapping and FCSs, we propose the
concept of mobile charging. The MCV is equipped with multiple charging
plugs, which can provide simultaneous one-to-many charging.

– We model the deployment problem and the charging schedule problem as an
integer linear programming problem. Since this is an NP-hard problem, we
propose an approximate algorithm to solve it.
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– Simulations are carried out to verify the performance efficiency of our algo-
rithm and other algorithms. The results show that our approximation algo-
rithm outperforms the other algorithms on small-scale problems but does not
achieve optimal results. On large-scale problems, we cannot obtain optimal
results, but the approximate solution obtained by the proposed algorithm has
a large advantage over those of the other algorithms.

The remainder of this paper is structured as follows: The related work is
given in Sect. 2. Section 3 describes the system model. In Sect. 4, we introduce
the formulation of our problem. Section 5 proposes an approximation algorithm.
The numerical results and analysis are presented in Sect. 6. Finally, conclusions
are drawn in Sect. 7.

2 Related Work

In this section, we discuss works that exploit MCVs for charging EVs. In the lit-
erature, much work revolves around how the MCV determines the next charging
target. Huang et al. in [1] proposed a mobile charging service in an urban envi-
ronment, and then a queuing-based model was used to determine the scope of the
MCV implementation. A nearest-job-next (NJN) service strategy was adopted
to determine the next EV to serve. Liu et al. in [2] proposed an assignment
rescheduling mechanism that replans the service object of the MCV to reduce
the charging expenses of EVs. Chen et al. in [3] considered the dynamic arrival of
EVs and aimed to maximize the long-term average profits of MCVs; a stochas-
tic optimization problem was proposed to determine the scheduling of MCVs.
Finally, based on Lyapunov optimization theory, a Lyapunov-based online dis-
tributed algorithm was proposed to obtain the optimal solutions. In [4], Zhang
et al. used neural networks to predict charging needs in cities. Based on this, the
charging pressure in a region is relieved by externally dispatching MCVs. Finally,
an optimal service location is found through teaching-learning-based optimiza-
tion. Wang et al. in [5] proposed a multi-objective MCV scheduling problem
aiming to maximize the average charging benefits of all EVs and minimize the
average waiting time of all EVs. Deep reinforcement learning was then used to
find the Pareto fronts for multi-objective optimization. All the above studies
concern the scheduling problem of mobile charging vehicles finding a charging
sequence through different methods. However, they only provide one-to-one ser-
vices, which is not efficient in the IoEV.

In the field of mobile charging, one-to-many services must be more efficient
than one-to-one. When charging wireless sensor networks, one-to-many charging
mode is mostly used. Ma et al. in [6] proposed a one-to-many charging scheme
that allows multiple sensors to be charged simultaneously by a single charger.
Through trajectory planning of the MCV, the sensor energy expiration time was
minimized. In [7], Xu et al. formulated a novel longest charging delay minimiza-
tion problem to address fair scheduling in one-to-many charging mode. Based
on this, we can study the use of one-to-many charging methods when charging
EVs.
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3 System Model

Fig. 1. Illustration of the IoEV network model.

In this paper, we consider an IoEV network model consisting of one MCV and
N electric vehicles (EVs) denoted by the set N = {e1, e2, ..., en} distributed in a
two-dimensional plane, as shown in Fig. 1. Each vehicle is equipped with a sensor
to monitor the state of charge (SOC) in the battery and collect data. When the
SOCs of the EVs are low, the EV users send requests to the base station, and
then an MCV is dispatched to a parking lot. In addition, there are multiple
plugs on the MCV. Let F = {f1, f2, ..., fm} denote the plugs of the MCV. With
multiple plugs in an MCV, the simultaneous charging needs of multiple vehicles
can be met. Since it is necessary to complete all charging tasks in the area and
eliminate repeated scheduling of the MCV, we consider gathering nearby EVs
into one parking lot. The MCV needs to find an existing parking lot (such as
parking lot 2 in Fig. 1) and assign EVs to plugs reasonably to minimize the total
time consumption.

When the MCV is fully charged, the power consumption of the MCV itself is
ignored. In the case of emergency charging, the EVs send a charging request to
the base station. The base station calculates the deployment parking lot of the
MCV after processing, and the EVs move to the parking lot to wait for charging.
In this process, each EV ensures that the remaining power enables it to move to
the selected parking lot. We consider Cartesian coordinates and denote the posi-
tions of MCV m and EV i as rm = (xm, ym) and rev

i = (xev
i , yev

i ), i = 1, 2, ..., n,
respectively. There are several different parking lots located in this area, denoted
by the set L = {l1, l2, ..., lq}, and their coordinates are rl

q = (xl
q, y

l
q). When an EV

moves to the selected parking lot, energy loss will occur, which will inevitably
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affect the subsequent charging time. Next, we define the energy consumption
model of the EVs.

During the movement of an EV to a parking lot, the energy consumption is
denoted as:

Cev
i = αdi

des, (1)

where α is the consumption per kilometer and di
des = ‖rev

i −rdes‖2 is the distance
between EV ei and the selected parking lot. We use t to represent the time
consumption of the MCV,

t =
‖rm − rdes‖2

v
, (2)

where v is the speed of the MCV. Since the EVs are close to the parking lot,
we assume that the EVs arrive before the MCV. Therefore, the total time con-
sumption of MCV deployment is t.

After all EVs arrive at the parking lot, the power of an EV is Einit − Cev
i ,

where Einit is the initial quantity of electricity of the EV. The MCV is equipped
with m plugs, and they work in the same way. We consider our scheduling
problem, where there is a fixed charging time pij associated with each plug
fj , j = 1, 2, ..,m and each ei, i = 1, 2, ..., n. The total charging time of each
plug is Tj . Our goal is to make every plug charging time as close to the average
possible and to complete all tasks in the shortest time. During movement, the
consumption of each EV is Cev

i , the residual energy is Einit−Cev
i , and the energy

required by ei is Ed
i = Emax − Einit

i + Cev
i . The charging time pij of each EV is

pij =
Ed

i

γ
, (3)

where γ is the charging rate.

4 Problem Formulation

In this section, we describe the formulation of the deployment problem and charg-
ing schedule. Because one of the Q parking lots needs to be selected as the desti-
nation, we use τq ∈ {0, 1} to represent whether parking lot q is selected; if τq = 1,
then parking lot q is selected; otherwise, it is not. Vector F ′ = {τ1, τ2, ..., τQ} is
the deployment vector. To ensure that only one location is selected, we have the
constraint that

∑Q
q=0 τq = 1.

Considering the relationships between EVs and the charging plugs, the fol-
lowing 0 − 1 variables are defined:

xij =

{
1, if EVi assigned on plug j;
0, otherwise.

(4)

The total time of plug j is Tj =
∑n

i=1 xijpij . The maximum processing time
of the plugs is Tmax = max(T1, T2, ..., Tm). Therefore, the total time model is
given by
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P0 : min
τq,xij

t + Tmax (5)

s.t. Cev
i ≤ Einit

i , i = 1, 2, ..., n; (6)
n∑

i=1

xijpij ≤ Tmax; (7)

m∑

j=1

xij = 1, i = 1, 2, ..., n; (8)

xij ∈ {0, 1}; (9)
Q∑

q=0

τq = 1; (10)

τq ∈ {0, 1}. (11)

Here, constraint (6) states that the amount of electricity consumed is less than
the initial capacity of each EV during EV movement. Constraint (7) ensures that
the overall charging time of each plug is less than the maximum time. Constraint
(8) indicates that each EV can only be assigned to one plug. Constraint (10)
means that only one of the parking lots is selected. Constraints (9) and (11)
indicate that these are 0–1 variables. Our objective function is to minimize the
time for the MCV to complete all tasks.

5 Solutions

In this section, we decompose the problem into an unrelated parallel problem
(UPM) [8] and then relax the 0–1 binary variable to a continuous variable to
obtain a set of continuous solutions. The solution of P0 determines the assign-
ments of all EVs to their corresponding plugs. However, the actions regarding
assignment decisions should have integer values. We adopt a rounding technique
to achieve an approximate solution.

5.1 Problem Decomposition

First, in the overall charging process, a parking lot needs to be selected as the
destination of the MCV, and then the charging service can be performed. After
the parking lot is selected, the MCV and EVs move to the destination for charg-
ing. When the location is selected, the battery consumption of each EV in moving
to the destination will change, resulting in a change in the charge level pij . In
addition, the time needed for the MCV to move to different parking lots will
be different, which will affect t in P0. The change between the two will directly
affect our final objective function.
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We iterate over a small number of parking lots. Every time a parking lot
is calculated, the process can be considered to have a fixed t and pij , and the
calculation in the deployment phase in P0 can be eliminated.

Therefore, P0 can be transformed into an unconstrained minimization prob-
lem (UMP) as follows:

P1 : min
xij

Tmax (12)

s.t. Cev
i ≤ Einit

i , i = 1, 2, ..., n, (13)
n∑

i=1

xijpij ≤ Tmax, (14)

m∑

j=1

xij = 1, i = 1, 2, ..., n, (15)

xij ∈ {0, 1}. (16)

Since the UMP is an NP-hard problem, P1 will increase exponentially with the
increasing number of EVs. In the next section, an approximate algorithm is
provided to solve the UMP.

5.2 EV Assignment Algorithm (EAA)

In P1, we relax the binary linear constraint and require only xij ≥ 0 for all i, j
[9]. The linear relaxation for Constraint (16) is described as follows:

0 ≤ xij ≤ 1, i ∈ E, j ∈ F. (17)

Then, we have the relaxed P1 as follows:

P2 : min
xij

Tmax (18)

s.t. (13), (14), (15), (17). (19)

P2 can be solved to optimality by CVX. The solution of P2 determines the
assignments of all EVs and their corresponding plugs. The outcome of P2 is a
set of continuous values. Now, we only have to approximate a set of continuous
solutions as a set of integer solutions [8,10]. The rounding technique has three
parts:

1) Continuous Values: From P2, we can obtain an m × n matrix X = (xij),
where xij means ei is assigned to plug j and 0 ≤ xij ≤ 1.

2) Form a Bipartite Graph: We will apply the rounding technique to convert
the continuous solutions to integers [8]. A bipartite graph G = (V,W,E)
represents the relationships between EVs and plugs. W = {wi : i = 1, 2, ..., n}
is one side of the bipartite graph, representing the EV nodes. V = {vjs :
j = 1, 2, ...,m; s = 1, ..., kj} is the other side of the bipartite graph, where
kj = �∑n

i xij� are virtual nodes associated with plug nodes j; that is, ki
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nodes {vjs : s = 1, ..., ki} are derived from plug node j, j = 1, ...,m. Next,
we consider the edge values of the nodes. We use ejs,i to denote the value
between node wi and node vjs.

Before constructing, we sort the tasks pij on each plug in 6nonincreasing
order. If

∑n
i=1 xij ≤ 1, there is only one node vj1 ∈ V , which means only one

EV is assigned to plug j. In this case, for each xij > 0, we add an edge between
nodes wi and vj1 and set x∗

j1,i = xij . Otherwise, for each s ∈ {1, 2, 3..., kj −1},
we need to find the minimum index is that satisfies

∑is
i=1 ≥ s. For each

i ∈ {is−1 + 1, ..., is − 1} and xij > 0, we let E contain edges (vjs, wi) and
set x∗

js,i = xij . Then, we add edge x∗
js,i to E if i = is and set x∗

js,i =
s − ∑is−1

i=1 xij . If
∑is

i=1 xij > s, we add one more edge (wi, vj(s+1)) and set
x∗

j(s+1),i =
∑is

i=1 xij − s. Algorithm 1 presents the construction of a bipartite
graph.

3) Find the Maximum Matching: After building the bipartite graph, we use the
Hungarian algorithm to obtain the maximum matching of the bipartite graph.
Since nodes V need more than nodes W when constructing a bipartite graph,
all W = {wi : i = 1, 2, ..., n} nodes can be matched. If (wi, vjs, x

∗
ijs) in the

matching, we set xij = 1; otherwise, xij = 0. The obtained integer solution
xij indicates that ei is assigned to plug j if xij = 1 and otherwise is not.
Thus, we obtain the assignment schedule.

Algorithm 1. Construction of the Bipartite Graph
1: Set E = ∅
2: if

∑n
i=1 xij ≤ 1 then

3: There is only one node vj1 corresponding to plug j.
4: for each xij > 0 do
5: Add edge (wi, v1j) to E and set x∗

j1,i = xij .
6: end for
7: else
8: for s ∈ {1, 2, ..., kj − 1} do
9: Find the minimum index is that satisfies

∑is
i=1 ≥ s

10: if s = 1 then
11: is−1 = 0
12: end if
13: for i ∈ {is−1 + 1, ..., is − 1} and xij > 0 do
14: E contains edges (vjs, wi) and x∗

js,i = s − ∑is−1
i=1 sij .

15: end for
16: if i = is then
17: Add edge (wi, vjs) to E and set x∗

js,i = s − ∑is−1
i=1 xij .

18: end if
19: if

∑is
i=1 xij > s then

20: Add one more edge (wi, vj(s+1)) and set s∗
j(s+1),i =

∑is
i=1 sij − s.

21: end if
22: end for
23: end if
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5.3 MCV Deployment and EV Assignment

After completing the problem decomposition and solving the plug allocation
problem, we need to integrate these two problems into a whole. The above
approximation algorithm solves the problem P1, so in this section, we solve
the problem P0. Algorithm 2 shows the specific solution process.

Algorithm 2. MCV deployment and EV assignment
Input: N , F , L
Output: Minimum completion time
1: for Each l ∈ L do
2: Problem Decomposition
3: Algorithm 1
4: find the minimum completion time
5: end for
6: return minimum completion time

6 Simulation Results

In this section, first, we evaluate the performance of the EAA by comparing it
with the optimal value for 15 EVs. Second, the proposed algorithm is compared
with the greedy algorithm and random selection algorithm.

6.1 Parameters and Settings

We consider a rectangular area with a length of 40 km. Within this region, EVs
are randomly distributed. The MCV is outside the zone and will be dispatched
from outside. In our experiments, we use 20 EVs and 50 EVs for testing. We
consider the initial power Einit

i of the EV to be 5 to 30 kWh. To consider
different EV models, we use EVs with battery capacities Emax ranging from 30
to 80 kWh. We assume that the MCV has enough power to complete all charging
tasks and move toward the selected parking lot with a speed v of 60 km/h and
that the MCV is equipped with five plugs, each with a charging rate γ of 150
kWh/h (2.5 kWh/min). In addition, the EV consumption rate α is 0.2 kWh/km
while moving to the parking lot.
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6.2 Results and Discussion

First, we use 15 EVs to compare the results with the optimal value. In Fig. 2, we
can see that the EAA has the smallest gap with the optimal algorithm, compar-
ing the results of the greedy algorithm and the random selection algorithm. In
addition, the results of the EAA are gentler; that is, the time difference between
the plugs is small.

WhenthenumberofEVs increasesto20,wecannotobtaintheoptimalresults, so
we compare the EAA, greedy algorithm and random selection algorithm under dif-
ferent numbers of EVs. Under the greedy algorithm and the random selection algo-
rithm, the overall charging time of eachplug is calculated. Figure 3 shows the charg-
ing time of each plug. The results show that the charging times under the EAA are
(76, 64, 81, 62, 67). The results of the greedy algorithm and the random algorithm
are (40, 58, 73, 81, 97) and (28, 131, 80, 73, 38), respectively. It can be seen from the
resultsthatthemaximumchargingtimeoftheEAAis81 min.Comparedwith97 min
forthegreedyalgorithmand131 minfortherandomalgorithm,theEAAhasobvious
advantages in completing the charging tasks.

Then, we used 50 EVs to verify the superiority of our algorithm, and in the fol-
lowing experiments, we used 50 EVs as a standard for comparison. In Fig. 4, we
can see that when the number of EVs increases from 20 to 50, under the EAA,
the charging times of the plugs are (197, 165, 198, 179, 168). The results of the
greedy algorithm and the random selection algorithm are (86, 158, 190, 214, 259)
and(236, 108, 217, 132, 215).Themaximumcompletion timeof theEAAis198 min,
while themaximumcompletion timesof thegreedyalgorithmandthe randomselec-
tion algorithm are 259 min and 236 min, respectively. Although the number of EVs
is increased, theperformanceof theproposedalgorithmis still relativelyefficient.To
avoid accidental outcomes caused by a single experiment, we conducted ten exper-
iments with the same specification, and each time, the distribution of the EVs was
different. Then, we averaged the ten results, as shown in Fig. 5.
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Since our goal is to minimize the maximum charging time, we can compare
the differences between the maximum and minimum values of the plugs from the
perspective of different algorithms. From Fig. 4, we can see that the differences
between the EAA, greedy algorithm, and random selection algorithm are 33 min,
173 min, and 128 min, respectively. According to this result, we can conclude that
the time differences between the plugs for the proposed algorithm are relatively
small, so the charging time is not distributed unevenly among the plugs, which
would cause some plugs to be in an idle state. Figure 6 shows the relative fairness
of the proposed algorithm by comparing Tmax and Tmin for the three algorithms.

The above comparison is only for problem P1. Next, we will show the effi-
ciency of our algorithm for different parking lots. After completing P1, the move-
ment time of the MCV needs to be integrated; that is, problem P0 is examined.
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We randomly generate 5 parking lots in the area and then calculate the time
t taken for the MCV to arrive at each parking lot. Then, Tmax is calculated
according to Algorithm 1. We compare the overall time (deployment time t and
maximum charging time Tmax) of different algorithms under different parking
lots. Figure 7 shows the overall time comparison between the different algorithms.

In the EAA, the overall times for different parking lots are (221, 206, 217,
212, 214). The result of the greedy algorithm is (321, 298, 311, 287, 254). (278, 260,
283, 266, 276) is the result of the random selection algorithm. According to the
results, we can clearly see that the EAA will take less time than the greedy
algorithm and the random selection algorithm regardless of the selected parking
lot. Moreover, the proposed algorithm does not have a very large time difference
between different parking lots and is more stable than the greedy algorithm and
the random selection algorithm.

7 Conclusions

In this paper, we study the deployment of an MCV and the charging scheduling
problem in the IoEV. To improve the charging efficiency of the MCV, a one-
to-many charging model is proposed. We formulate the deployment problem
and the charging schedule as an integer linear programming problem. Since this
is an NP-hard problem, an approximate algorithm is applied. We verify the
efficiency of our model through the comparison of different characteristics. First,
we compare it with the optimal value under 15 EVs. The results show that there
is little difference between our results and the optimal value. Then, we use 20
EVs and 50 EVs for comparison. When the amount of data increases, the EAA
still performs well. To avoid accidental events, we use ten different groups of
data and average the results to verify the advantages of our algorithm. After
that, we verify the fairness of our algorithm through the difference between the
maximum and minimum times of different plugs. Finally, we consider the impact
of different parking lots on the overall goal. Even for different parking lots, our
algorithm can still perform well.
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Abstract. In this paper, we consider a reconfigurable intelligent surface
(RIS) assisted rate splitting multiple access (RSMA) transmission system
with estimated channel state information (CSI). The RIS is used to arti-
ficially construct the transmission environment to achieve more energy
efficient transmission. An energy efficiency maximization problem is for-
mulated by satisfying the constraint of power budget, the design princi-
ples of RSMA and RIS. To solve this problem, fractional programming is
first used to decouple the single ratio objective function. Then the opti-
mal power allocation coefficients and the phase shift matrix of RIS are
obtained by the proposed alternative optimization method, respectively.
Numerical results demonstrate that the energy efficiency performance
of the RIS assisted RSMA system can be significantly improved by the
proposed alternative joint optimization.

Keywords: Energy efficiency · Reconfigurable intelligent surface ·
Rate splitting multiple access · Imperfect channel state information

1 Introduction

Recent studies emphasize the importance of integrating rate splitting multiple
access (RSMA) with the next generation wireless technologies, e.g., reconfig-
urable intelligent surface (RIS) [1–3]. RSMA is a candidate of green potential
for the next generation radio access [4,5]. RSMA splits user messages into two
parts, common and private, which are encoded respectively at the transmitter
side. The common message is encoded into a common data stream and the pri-
vate messages are encoded into the respective private data streams. The main
advantage of RSMA technology is the flexibility of interference management,
which can effectively facilitate the system spectral efficiency (SE) and energy
efficiency (EE) [6].
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Energy efficiency is one of the key design metrics for next-generation wireless
systems. [7] investigated the EE problem in Cloud Radio Access Networks (C-
RAN) under incomplete channel state information (CSI). [8] considered the EE
maximization problem in a relay-assisted network, which proposed an energy
efficient resource allocation scheme under the power limitation at the transmitter
side and the system throughput demand. [9] investigated the energy efficiency
problem under three strategies, RSMA, space division multiple access (SDMA)
and non-orthogonal multiple access (NOMA), in the multiple-input single-output
(MIMO) broadcast channel scenario. It was demonstrated that in a wide range of
user deployments, RSMA achieved better energy efficiency compared to SDMA
and NOMA.

Reconfigurable intelligent surface [10,11] has been adopted as a promising
technology for the sixth generation (6G) wireless communication system. RIS is
a device consisting of multiple reflective elements with reconfigurable electromag-
netic characteristics that can control the propagation direction of the incident
wave. By independently controlling the reflection phase and amplitude of the RIS
unit, the radiation pattern can be manipulated. This new technology is able to
reduce power consumption and thus improve the system energy efficiency perfor-
mance. [10] investigated the energy efficiency problem in RIS assisted broadcast
communication systems, where the experimental results showed that RIS can
significantly improve energy efficiency. [12] considered the energy efficiency max-
imization problem of RIS assisted multi-cast communication. [13] proposed to
design the phase shift and co-variance matrices to investigate the EE-SE trade-
off problem in RIS assisted uplink systems. As a passive device, the unknown CSI
has become a key challenge for the RIS-assisted system design. Researches on
channel estimate in RIS-assisted systems have drawn a lot of attention [14–16].

In this paper, we consider an RIS assisted RSMA transmission system based
on the estimated CSI. In the considered RSMA scenario, the common and private
messages are transmitted to the users simultaneously, in which the common
message is addressed to all users and each private message is transmitted to a
single user. Moreover, the RIS is introduced to artificially improve the wireless
transmission environment. We formulate an EE maximization problem by jointly
optimizing the power allocation among the common and private transmission and
the RIS phase shift matrix, which is non-convex. To make the problem tractable,
we first use fractional programming to transform the objective function into a
decoupled form. Then, we obtain the optimal power allocation coefficients and
the phase shift matrix of the RIS by the proposed alternative optimization (AO)
based solution. The numerical results demonstrate that the EE performance of
the RIS assisted RSMA system can be significantly improved compared to those
without joint optimization schemes.

The rest of this paper is organized as follows. Section 2 introduces the RIS
assisted RSMA system and signal model. In Sect. 3, we formulate and solve the
joint optimization problem of EE maximization. Numerical results are given in
Sect. 4 to prove the effectiveness of the proposed algorithm, and we conclude the
paper in Sect. 5.
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Fig. 1. Network model for RIS assisted RSMA transmission.

2 RIS Assisted Communication System Model

2.1 System Model

As depicted in Fig. 1, we focus on the single-cell downlink transmission sce-
nario. In the considered RSMA based system, the signal is transmitted by the
base station (BS) to K single-antenna users. The set of K users in the cell
is K = {1, 2, . . . ,K}. Moreover, RIS is proposed in the system to assist the
wireless transmission with N reflective units. The set of N reflective units is
N = {1, 2, . . . , N}.

The message mk at the BS intended for user uk is split into two parts includ-
ing a common part mc

k and a private part mp
k, and mk = mc

k + mp
k. Each

private message mp
k, k ∈ K, is encoded into the independent private streams

sp
1, s

p
2, . . . , s

p
K , respectively. All common messages mc = [mc

1,m
c
2, . . . ,m

c
K ] are

jointly encoded into a common stream sc. In this RIS assisted RSMA system,
the signal received at uk is given by

yk = hk(
√

pcsc +
∑

k∈K

√
pp

ksk) + nk, k ∈ K, (1)

where nk ∼ CN (0, σ2) is the additive white Gaussian noise (AWGN) with zero
mean and variance of σ2. pc and pp

k are the power allocated to sends the common
data stream and each user’s private data streams at the BS, respectively. Under
the assistance of the RIS, the equivalent channel hk from the BS to each uk can
be expressed as

hk = tH
k Θh + gk, k ∈ K, (2)

where tk ∈ C
N×1, h ∈ C

N×1, gk represent the channel responses from RIS to
user, BS to RIS and BS to user, respectively. Additionally, Θ = diag(θ1, ..., θN ) ∈
C

N×N is the RIS phase shift matrix, where the phase of the reflection unit n is
θn = ejφn , and φn ∈ [0, 2π), n ∈ N .
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At the receiver side, each user first decodes the common message while
treating the private messages as noise. The signal-to-interference-plus-noise-ratio
(SINR) of decoding the common message at uk is given by

γc
k =

pc|hk|2∑
j∈K

pp
j |hk|2 + σ2

, k ∈ K. (3)

The achievable rate of decoding the common message at uk is

Rc
k = log2 (1 + γc

k) , k ∈ K. (4)

To ensure that the common message can be successfully decoded by all users,
the achievable data rate of transmitting the common message Rc must satisfy
the following requirement

Rc ≤ min
k∈K

Rc
k, (5)

where Rc =
∑

k∈K
rc
k, k ∈ K, and rc

k indicates the achievable common rate when

uk decodes the common message.
After the common message is decoded, the SINR of decoding the private

messages using successive interference cancellation (SIC) at uk is

γp
k =

pp
k|hk|2∑

j∈K\k

pp
j |hk|2 + σ2

, k ∈ K. (6)

The achievable rate of decoding the private message at uk is

rp
k = log2(1 + γp

k), k ∈ K. (7)

Finally, the overall achievable data rate of user uk can be derived as

Rk = rc
k + rp

k, k ∈ K. (8)

2.2 Channel Estimation

In this work, we consider the case where the position of the RIS and BS are fixed
[17]. RIS can be placed in an open area so that the channel between RIS and BS
is in relatively stable condition. Hence, there is no need to estimate h frequently.
In contrast, the wireless channels connecting the RIS and the users need to be
estimated more frequently since the mobility of the users. In this context, it is
more important to estimate tk and gk, respectively.

Given h, the received signal after the lth adjustment of the RIS parameters
can be expressed as

yl
k =

(
tH
k Θlh + gk

)
s + nl

k, (9)

where s = (
√

pcsc+
∑

k∈K
√

pp
ksk), and Θl = diag(θl

1, ..., θ
l
N ) for l = 0, 1, ..., L−1.
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We resort to the assistance of phase changes at the RIS, which can provide
additional channel measurements. Without loss of generality, we select Θ0 as
the reference. Suppose that L ≥ 2, then we have

y0
k = tH

k Θ0hs + gks + n0
k, (10)

yl
k = tH

k Θlhs + gks + nl
k, l ∈ {1, ..., L − 1}. (11)

By subtracting (10) from (11), we can remove the unknown term gks as
follows

y0
k − yl

k = tH
k (Θ0 − Θl)hs + n0

k − nl
k. (12)

For l = 0, 1, ..., L − 1, L − 1 subtractions can be obtained following (12). We
summarize these subtractions as follows

Ystack = AtH
k x + Nstack, (13)

where
A = [(Θ0 − Θ1)T hT , ..., (Θ0 − ΘL−1)T hT ]T ,

Ystack =
[(

y0
k − y1

k

)T
,

(
y0

k − y2
k

)T
, · · · ,

(
y0

k − yL−1
k

)T
]T

,

Nstack = [n0
k − n1

k, n0
k − n2

k, · · · , n0
k − nL−1

k ]T .
Then the least square estimation of tH

k can be derived by

t̂H
k = (AHA)−1AH (Ystack − Nstack) s−1. (14)

Once the estimated tH
k is obtained, we can quickly calculate the estimation

of gk according to (10) or (11).

3 RSMA-Based EE Maximization

3.1 Energy Efficient Problem Formulation

With the RSMA based signaling, the EE of the RIS assisted system can be
expressed as

ηEE =

∑
k∈K

Rk

1
η P + Pc

=

∑
k∈K

(rc
k + rp

k)

1
η P + Pc

, (15)

where P = pc +
K∑

k=1

pp
k is the total transmit power of the BS,

∑
k∈K

Rk is the sum

rate of all users, and η ∈ (0, 1) denotes the efficiency of the power amplifier. The
circuit power consumption Pc includes the dynamic power consumption and the
static power consumption, which can be modeled by

Pc = τ
∑

k∈K
Rk + Ps, (16)
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where τ is a constant denoting the dynamic power consumption per unit through-
put, and Ps is the static power at the BS in transmission mode.

We formulate an objective to maximize the EE by jointly optimizing the
power (i.e., pc, pp

k) at the BS and the phase-shift matrix (i.e., Θ) at the RIS.
The formulated optimization problem is presented as follows

q∗ = maximize
{pc},{pp

k},{Θ}

∑
k∈K

(rc
k + rp

k)

1
η P + Pc

(17a)

s.t.
∑

k∈K
rc
k ≤ Rc, (17b)

pc +
K∑

k=1

pp
k ≤ PT , (17c)

|θn| = 1, n = 1, ..., N. (17d)

In problem (17), constraint (17b) ensures that the common message can be
successfully decoded by each single user in the system, constraint (17c) ensures
the total transmit power limit. The formulated objective (17a) is a non-convex
single ratio fractional function. The constraint (17b) is also non-convex. There-
fore, the proposed optimization problem (17) is a non-convex problem that can-
not be solved directly. In the next subsection, the alternative optimization (AO)
based solution is proposed to solve problem (17) in turn to obtain sub-optimal
solutions.

3.2 Joint Design of Power Allocation and Reflection Phase Shift
Matrix

In general, it is difficult to solve problem (17) directly. Instead, by adopting
fractional programming [18], we can first rewrite (17) for a fixed q as follows

f(q) = maximize
{pc},{pp

k},{Θ}

∑

k∈K
(rc

k + rp
k) − q

(
1
η
P + Pc

)
(18a)

s.t.
∑

k∈K
rc
k ≤ Rc, (18b)

pc +
K∑

k=1

pp
k ≤ PT , (18c)

|θn| = 1, n = 1, ..., N. (18d)

We denote {pcq, ppq
k ,Θq} as the optimal solution for (18) with the fixed q. The

optimal value q∗ of problem (17) is the solution of the equation f(q) = 0.
If q = q∗, problems (17) and (18) have the same optimal solution, which is
{pc∗, pp∗

k ,Θ∗} = {pcq, ppq
k ,Θq}.

Problem (18) is also non-convex. In general, there are no standard and effec-
tive methods to solve such a complex optimization problem. However, if we fix
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the phase shift and optimize the power allocation directly, the corresponding
sub-problem is a convex problem. Thus, an AO-based algorithm is proposed to
obtain a local optimal solution for problem (18). Specifically, we first optimize
the power allocation {pc, pp

1, ..., p
p
K} with given phase shift matrix Θ.

Given any feasible RIS phase shift matrix Θ, the power allocation optimiza-
tion problem can be written as

maximize
{pc},{pp

k}

∑

k∈K
(rc

k + rp
k) − q

(
1
η
P + Pc

)
(19a)

s.t.
∑

k∈K
rc
k ≤ Rc, (19b)

pc +
K∑

k=1

pp
k ≤ PT . (19c)

Problem (19) is a convex optimization problem. Therefore, standard convex opti-
mization methods can be used to solve the EE optimization problem, such as
the interior point method.

Given the achieved optimal power allocation of problem (18), the phase shift
matrix optimization problem can be written as

maximize
{Θ}

∑

k∈K
(rc

k + rp
k) − q

(
1
η
P + Pc

)
(20a)

s.t.
∑

k∈K
rc
k ≤ Rc, (20b)

|θn| = 1, n = 1, ..., N. (20c)

Considering the determined power allocation, the monotonic of the logarithmic
function, and the phase shift matrix Θ of the RIS is a diagonal matrix, we move
to seek the optimal diagonal element θ = [θ1, ..., θN ]H for problem (20). Then,
problem (20) can be rewritten as

maximize
θ

∑

k∈K
log(1 +

pp
k|hk|2∑

j∈K\k

pp
j |hk|2 + σ2

) +
∑

k∈K
rp
k (21a)

s.t.
∑

k∈K
rc
k ≤ Rc, (21b)

|θn| = 1, n = 1, ..., N. (21c)

To solve (21), Jk = diag(hH)tk is introduced. We have tH
k Θh = θHJk and

|hk|2 = |tH
k Θh + gk|2 = |θHJk + gk|2.

By introducing θ̄ = [θ; 1] and Sk=
[
JkJH

k Jkgk

gkJH
k 0

]
, we have

|θHJk + gk|2 = θ̄
HSkθ̄ + g2k = Tr(Skθ̄θ̄

H) + g2k

= Tr(SkE) + g2k,
(22)
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where E = θ̄θ̄
H . Thus, problem (21) is equivalent to

maximize
E

∑

k∈K
(log(1 +

pp
k(Tr(SkE) + g2k)∑

j∈K\k

pp
j (Tr(SkE) + g2k) + σ2

) + rc
k) (23a)

s.t.
∑

k∈K
rc
k ≤ log(1 +

pc
k(Tr(SkE) + g2k)∑

j∈K
pp

j (Tr(SkE) + g2k) + σ2
), (23b)

|θn| = 1, n = 1, ..., N, (23c)

where the optimal RIS phase shift matrix can be obtained by deriving the
Lagrangian function and solving it using the Karush-Kuhn-Tucker (KKT) opti-
mal condition.

Our proposed algorithm for the proposed AO-based solution is summarized
as follows.

Algorithm 1. Proposed AO-based Algorithm

Initialization: Set feasible
{

θ(0), p
c(0), pk

p(0), q(0)
}

, i ← 1, and the convergence toler-

ance ε > 0. Update q(1) of (18) using pk
p(0) , pc(0) and θ(0).

1: While |q(i) − q(i−1)| > ε Do
2: Given fixed θ(i−1), solve (19) and obtain

{
pc(i), p

p(i)
k

}
.

3: Given the achieved
{

pc(i), p
p(i)
k

}
, solve (23) and obtain θ(i).

4: Compute the maximize value of (17) using
{

pc(i), p
p(i)
k

}
and θ(i) and update q(i+1).

5: Set i ← i + 1.
6: End While

4 Numerical Results

We provide numerical results to evaluate the performance of our proposed solu-
tion against three benchmarks. The channel model parameters are consistent as
in the reference [19]. We consider a two users system, where BS, RIS, u1 and
u2 are located at (0, 0), (d0, dh), (d1, 0) and (d2, 0) meters (m), respectively. The
horizontal distance between the base station and the RIS is dh = 50m. The
tolerance of convergence parameter is set as ε = 0.0001.

Figure 2 shows the impact of increasing the number of RIS units on the energy
efficiency for the estimated channel. It can be seen that the RIS-assisted system
has a significant improvement on the energy efficiency performance compared to
the communication system without RIS. Moreover, the EE of the RIS assisted
system is maximized by the proposed joint optimizing over the phase shift matrix
of the RIS and power allocation coefficients at the BS compared to the ones
without joint optimizing. It can also be observed that more reflective units at the
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Fig. 2. Energy efficiency versus the number of RIS reflective elements N , PT = 30 dBm,
d0 = 10 m, d1 = 200m, d2 = 201m.
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Fig. 3. Energy efficiency versus the horizontal distance between BS to RIS with N =
20, PT = 30dBm, d1 = 200m, d2 = 201m.

RIS does not necessarily mean a better EE. This is because more reflective units
at RIS can provide more degrees of freedom to increase the system capacity, yet
too many reflective elements can also increase the total power to ensure quality
of service of the communication system, which may reduce the energy efficiency
of the RIS assisted system. Thus, a proper number of N needs to be optimized
in future work with an objective of EE maximization.

In Fig. 3, it can be found that the proposed algorithm can achieve better
energy efficiency when the RIS is close to the base station or the user end.
The energy efficiency drops to its minimum when the position of the RIS is in
the middle between the BS and the user. In addition, the proposed AO-based
solution achieves much better EE performance than the benchmarks.
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Fig. 4. Energy efficiency versus the transmit power PT with N = 20, d0 = 10 m,
d1 = 200 m, d2 = 201 m.

Figure 4 investigates the impact on the energy efficiency performance against
the maximum transmit power at the BS under the estimated channel state infor-
mation. In this figure, the energy efficiency increases with increasing transmit
power for all schemes. Increasing the transmit power can improve the energy
efficiency of the system since more power can provide better system through-
put. By joint considering of the numerical results in Fig. 2, we can infer that the
performance gap between our proposed algorithm and the benchmarks will get
larger when more RIS reflective elements is available.

5 Conclusion

In this paper, we consider the EE maximization problem in RSMA system with
the assistance of the RIS. The energy efficiency maximization problem is for-
mulated and solved using fractional programming and alternative optimization.
Compared to those without joint optimization between power allocation and the
RIS design, numerical results show that the energy efficiency performance of the
proposed solution can be significantly improved.
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