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Modeling Combined Shunt/Series FACTS 
in Power Flow Solutions: A 
Comprehensive Review 

Mohamed Ebeed, Salah Kamel, Francisco Jurado, 
Shady H. E. Abdel Aleem , and Ahmed F. Zobaa 

1 Introduction 

Flexible Alternating Current Transmission System (FACTS) are power electronic-
based controllers that can regulate electrical systems’ power flow [1–5]. FACTS 
plays a vital role in electrical systems where several benefits can be captured by 
integration of FACTS devices, which can be summarized as follows:

. Enhance the system loadability and the power transfer capability

. Reduce the generation cost

. Alleviate the thermal loading of the congested transmission lines and limit the 
overloads

. Provide the controllability of systems parameters such as the power flow, the line 
impedance, the magnitudes, and phase angles of voltages of certain buses 
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Fig. 1 Types of FACTS 
controllers based on their 
connection. (a) Series  
controller, (b) shunt 
controller, (c) combined 
series-shunt controller, and 
(d) combined series-series 
controller 

Series 
Controllers 

Static Synchronous 
Series Compensator 

(SSSC) 

Thyrister Controlled 
Series Capacitor 

(TCSC) 

Thyristor Controlled 
Series Reactor (TCSR) 

Thyristor Switched 
Series Reactor (TSSR) 

Thyristor Switched 
Series Capacitor (TSSC) 

(a) 

Shunt 
Controllers 

Thyristor Controlled 
Reactor (TCR) 

Static synchronous 
Compensator 
(STATCOM) 

Static Var 
Compensator (SVC) 

Thyristor Switched 
Capacitor (TSC) 

Thyristor Controlled 
Braking Resistor 

(b) 

Combined series-shunt 
Controllers 

Unified Power Flow 
Controller (UPFC) 

Thyristor Controlled Phase 
Shifting Transformer 

(TCPST) 

Generalized Unified Power 
Flow Controller (GUPFC) 

(c) 

Interphase Power 
Controller (IPC) 

Combined series-series 
Controllers 

Interline Power Flow 
Controller (IPFC) 

(d)
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Variable impedance 
controllers 

Static Var Compensator 
(SVC) 

Thyristor Controlled 
Phase Shifting 

Transformer (TCPST) 

Thyrister Controlled 
Series Capacitor (TCSC) 

FACTS 

VSC based controllers 

Static Synchronous Series 
Compensator (SSSC) 

Static synchronous 
Compensator (STATCOM) 

Unified Power Flow 
Controller (UPFC) 

Generalized Unified Power 
Flow Controller (GUPFC) 

Interline Power Flow 
Controller (IPFC) 

type 2 

type 1 

Fig. 2 Types of FACTS controllers based on the power electronic devices

. Reduce the system active and reactive power loss

. Improve the power factor

. Mitigate the harmonics

. Enhance the system security

. Limit the faults currents

. Damp the oscillations

. Enhance the transient and dynamic stability 

With the continued progress of the power electronics manufacturing technolo-
gies, several types of FACTS devices are produced. Figure 1 shows types of FACTS 
devices based on their connection, while Fig. 2 shows classifications of FACTS 
based on power electronic devices. 

Modeling FACTS devices is an important issue to assess and evaluate the impact 
of the inclusion of the FACTS devices on modern power systems. It should point 
out here that the capital costs of these devices are very high. Thus, it is crucial to 
investigate the influence of the inclusion of FACTS devices before installing them 
in the system. 

Modeling of the FACTS devices into power flow solution methods (Gauss-Seidel 
method, Newton-Raphson (NR) method, the decoupled Method) needs several 
modifications which can be summarized as follows: 

– Changes in the original admittance matrix to incorporate the impedances of the 
FACTS devices 

– Auxiliary reference buses to the original networks are added, representing the 
FACTS devices’ terminals 

– Modifications of the Jacobian matrix, the correction matrix, and the power 
mismatch matrix to consider parameters of the FACTS devices as control 
variables
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Table 1 Types of buses in 
load flow solution 

Classification Known Unknown 

Load bus (PQ) P, Q V, δ 
Voltage-controlled bus (PV) P, V Q, δ 
Slack bus (swing bus) V, δ P, Q 

This chapter presents a survey about modeling the common FACTS devices in 
power flow solutions and the advantages and disadvantages in each way. 

2 Power Flow Solutions 

The power flow analysis is essential for planning, controlling, and operating the 
electric power systems and planning for future expansion. Power system analysis 
includes several technical activities in transmission planning, such as power flow, 
optimal power flow, voltage stability, contingency analysis, transient stability, and 
others. 

The power flow problem solution was studied earlier by Ward and Hale method 
in 1956. The primary goal of the power flow solution is to determine the bus 
voltages and line power flows in an extensive electrical grid for known loads and 
generation schedules – the nonlinear relationship between the system voltages, 
currents, consumed powers, and the generated powers. Hence, the power flow 
problem is solved by iterative methods. The most common methods that have been 
implemented in the system analysis are the Gauss-Seidel method, Newton-Raphson 
method and decoupled method. 

2.1 Power Flow Methods 

The main work of the power flow solution is to provide accurate information on 
the steady-state operating characteristics of the electric system under particular load 
demands. Generally, in an electric network, the four quantities include the voltage 
magnitude |V|, phase angle δ, real power P, and reactive power Q are associated 
with each bus. The buses in the load flow problem are classified as: (1) Slack bus, 
(2) Load buses, and (3) Voltage-controlled buses. Each bus has known and unknown 
quantities, illustrated in Table 1. 

The relationship between the injected current at bus i voltage and current is 
defined as follows: 

.Ii = Vi

n∑

j=0

yij −
n∑

j=1

yijVj j /= i (1) 

The active and reactive powers are represented as follows: 

.Pi + jQi = V I ∗
i (2)
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By substituting of Ii form (1) in (2). 

.
Pi − jQi

V ∗
i

= Vi

n∑

j=0

yij −
n∑

j=1

yijVj j /= i (3) 

where, yij is the actual impedance between buses i and j. From expanding Eq. (3), 
the active and reactive powers flow can be defined as: 

.Pi,calc = Vi

NB∑

j=1

Vj

(
Gij cos δij + Bij sin δij

)
(4) 

.Qi,calc = Vi

NB∑

j=1

Vj

(
Gij sin δij − Bij cos δij

)
(5) 

Pi, calc and Qi, calc denote the calculated net active and reactive powers injected 
of bus i. Gij and Bij are the conductance and susceptance between bus i and bus j, 
respectively. 

The scheduled active and reactive powers at bus i are set as follows: 

.Pi,sch = Pg,i − Pd,i (6) 

.Qi,sch = Qg,i − Qd,i (7) 

where, Pg, i and Qg, i denote the generated active and reactive powers of bus i, 
respectively. Pd, i and Qd, i denote the active and reactive load demands of bus i. 
The mismatched of active and reactive powers of bus i are given as: 

.�Pi = Pi,sch − Pi,calc (8) 

.�Qi = Qi,sch − Qi,calc (9) 

(a) Gauss-Seidel Power Flow Solution Method 

This method is one of the common methods implemented to solve the power 
flow solution problem. Gauss-Seidel is an iterative method where the voltages are 
updated in the iterative process, according to (3), as follows: 

.Vi
(m+1) =

⎡

⎢⎣

Pi,sch−jQi,sch

V ∗
i

(m) + ∑n
j=1 yijVj

(m)

∑n
j=0 yij

⎤

⎥⎦ (10)
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Hence, Eq. (10) can be represented in terms of the admittance matrix Ybus as: 

.Vi
(m+1) =

⎡

⎢⎣

Pi,sch−jQi,sch

V ∗
i

(m) − ∑n
j /=i YijVj

(m)

Yii

⎤

⎥⎦ (11) 

where m is the iteration number. Yij = −  yij and .Yii = ∑n
j=0 yij . The solution 

procedures of the Gauss-Seidel method are summarized as given below: 

1. Read the system data, including the bus, line, and tolerance values (typical 
tolerance is 0.00001 p.u). 

2. Form the admittance matrix. 
3. Initialize the voltages as: 

– For PQ buses, V = 1 / 0. 
– For PV buses (including the swing bus), V = Vsp / 0. 

4. Update the initialize voltage according to (11). The voltage angle is only updated 
for PV buses, while the voltage magnitude is set constant at the specified value. 

5. According to (8) and (9), check the mismatch between active and reactive power. 
Suppose the maximum value of power mismatch is more than the selected 
tolerance value, repeat steps (4) and (5). Otherwise, stopover the iterative process 
and find the final solution. 

– Merits of Gauss-Seidel Method

. Simplicity in the application.

. It needs less computer memory.

. It needs less commotional time per iteration. 

– Demerits of Gauss-Seidel Method

. It is applied for small-scale systems.

. It has a slow convergence rate. 

It should be highlighted that the Gauss-Seidel method is applied for small-scale 
systems. 

(b) Newton Raphson (NR) Power Flow Solution Method 

Newton Raphson solution is the commonly applied method, especially in large-
scale systems. The Newton Raphson method is applied to solve the Taylor series’s 
nonlinear equations. Thus, linearize Eqs. (4) and (5) by Newton Raphson method, 
the following equation can be returned: 

.

[
�P

�Q

⎤
=

[
JPδ JPV

JQδ JQV

⎤ [
�δ

�V/V

⎤
(12)
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where, JPδ , JPV , JQV , JQδ are elements of an N × N matrix of partial derivatives, 
known as the Jacobian matrix. These elements can be originated as follows: 

.(JPδ)ij = ∂Pi

∂δj

(13) 

.(JPV )ij = ∂Pi

∂Vj

Vj (14) 

.
(
JQδ

)
ij

= ∂Qi

∂δj

(15) 

.
(
JQV

)
ij

= ∂Qi

∂Vj

Vj (16) 

If i /= j, the members in the Jacobian matrix are given as follows: 

.(JPδ)ij = −ViVj

(
Gij sin δij − Bij cos δij

)
(17) 

.(JPV )ij = −ViVj

(
Gij cos δij − Bij sin δij

)
(18) 

.
(
JQδ

)
ij

= ViVj

(
Gij cos δij − Bij sin δij

)
(19) 

.
(
JQV

)
ij

= −ViVj

(
Gij sin δij − Bij cos δij

)
(20) 

If i = j, the members in the Jacobian matrix are given as follows: 

.(JPδ)ii = −Qi − Bii |Vi |2 (21) 

.(JPV )ii = Pi + Gii |Vi |2 (22) 

.
(
JQδ

)
ii

= Pi − Gii |Vi |2 (23) 

.
(
JQV

)
ii

= Qi − Bii |Vi |2 (24) 

After initializing the values of V and δ, the Jacobian matrix is constructed from 
(12), the values of �δ and �V are determined, and then V and δ are updated. The 
solution procedures of Newton Raphson are summarized as follows:
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1. Read the system data, including the bus, line, and tolerance values (typical 
tolerance is 0.00001 p.u). 

2. Form the admittance matrix. 
3. Initialize the voltages as: 

– For PQ buses, V = 1 / 0. 
– For PV buses (including the swing bus), V = Vsp / 0. 

4. Construct Jacobian matrix elements according to (13) and (24). 
5. Find the values of �δ and �V by solving Eq. (12). 
6. Update the voltages as follows: 

.(V )m+1 = (V )m + �V (25) 

.(δ)m+1 = (δ)m + �δ (26) 

The voltage angle is only updated for PV buses, while the voltage magnitude is 
set constant at the specified value. 

7. According to (8) and (9), check the mismatch between active and reactive power. 
Suppose the maximum value of power mismatch is more than the selected 
tolerance value; repeat steps (4) and (6). Otherwise, halt the iterative process 
and get the final solution. 

– Merits of Newton Raphson Method

. More robust and it is suitable for large scale systems.

. It converges rapidly where it needs about 3–5 iterations.

. It needs low commotional time. 

– Demerits of Newton Raphson Method

. It needs large computer memory.

. It has more calculations, whereas the Jacobian matrix is calculated per 
iteration.

. Its programming code is complicated. 

(c) Decoupled Power Flow Solution Method 

The decoupled method is driven from the NR method, which is considered an 
approximate version of the NR method by modifying the Jacobian matrix. It should 
be pointed out that the change of real power flow is primarily affected with voltage 
phase angle (δ) while the reactive power flow is unchanged with |V|. Thus (JPV )ij 
equals to zero. Likewise, the change of reactive power flow is primarily affected by 
voltage magnitude (|V|) while the reactive power flow is unchanged with δ. Thus 
(JQδ)ij equals to zero. Hence, Eq. (12) reveals to:
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.

[
�P

�Q

⎤
=

[
JPδ 0

0 JQV

⎤ [
�δ

�V/V

⎤
(27) 

hence, 

.�P = (JPδ) �δ (28) 

.�Q = (
JQV

)
�V/V (29) 

Several considerations related to transmission system can be taken into consid-
eration as follows: 

– The voltage phase angles between buses are small. Thus, 

. cos
(
δi − δj

) ≈ 1, sin
(
δi − δj

) ≈ δi − δj (30) 

– The X/R value is high in transmission system, thereby 

.Gij sin δij << Bij cos δij (31) 

– The reactive power injected into bus i is less than the reactive power flow if all 
the lines are connected. Thus, 

.Qi << |Vi | Bij (32) 

.(JPδ)ij = ∂Pi

∂δj

= ∂Qi

∂Vj

Vj = −ViVjBij (33) 

.(JPδ)ii = ∂Pi

∂δi

= ∂Qi

∂Vi

Vi = −Vi
2Bii (34) 

The decoupled method is much faster than the NR method. Also, storage 
requirements are more diminutive.
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3 Modeling Methods of the FACTS Devices 

3.1 Modeling of the Variable Impedance-Based FACTS 

3.1.1 Static VAR Compensator (SVC) 

The Static VAR Compensator (SVC) is a shunt-connected FACTS device that 
absorbs or generates reactive power. SVC consists of a set of capacitors parallel 
with Thyristor Controlled Reactor (TCR), as shown in Fig. 3. Thus, SVC can be 
considered a controllable shunt reactance that can control the reactive compensation 
and the voltage magnitude of the connected bus [6, 7]. The equivalent circuit of the 
SVC is shown in Fig. 4, where the SVC is represented as a variable reactance for 
shunt compensation, and the injected reactive power can be calculated as a function 
of equivalent susceptance (BSVC) follows: 

.I = jBVk (35) 

Reactive power drawn by SVC that is the same as injected power to bus k is 
written as follows: 

Fig. 3 Schematic diagram of 
SVC 

Xc 

XL 

k

Fig. 4 Variable shunt 
susceptance

Vk 

I 

BSVC 



Modeling Combined Shunt/Series FACTS in Power Flow Solutions: A. . . 11

.Qk = −V 2
k B (36) 

The equivalent susceptance can be calculated as a function of the firing angle (α) 
as follows: 

.Beq = −XL − XC
π

(2 (π − α) + sin (2α))

XCẊL
(37) 

where XL = ωL, and .XC = 1
/

ωC
. 

(a) Total Susceptance Model 

In this model, the susceptance of the SVC is taken as a state variable in NR power 
flow as follows: 

.

[
�Pk

�Qk

⎤t

=
[

0 0
0 Qk

⎤t [
�θk

�BSVC/BSVC

⎤
(38) 

Thus, the value of BSVC will be updated with the iterative process as follows: 

.Bt+1
SVC = Bt

SVC +
(

�BSVC

BSVC

)t

Bt
SVC (39) 

If the specified voltage is satisfied by variation of the BSVC. 

(b) The Firing Angle Model 

In this model B = BSVC and the SVC is represented as depicted in Fig. 4. The  
Firing angle in this model is considered as a state variable which can be calculated 
as follows: 

.

[
�βk

�Qk

⎤i

=
[

0 0
0 ∂Qk

∂α

⎤i[
�θk

α

⎤i

(40) 

Where: 

.
∂Qk

∂α
= 2V 2

k

XL
(cos (2α) − 1) (41) 

Thus, the value of α will be updated with the iterative process as follows: 

.αi+1 = αi + �αi (42) 

The equivalent susceptance will be calculated as follows:
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.Beq = −XL − XC
π

(2 (π − α) + sin (2α))

XCẊL
(43) 

3.1.2 Thyristor Controlled Series Capacitors (TCSC) 

The TCSC comprises a Thyristor Controlled Reactor (TCR) parallel with a fixed 
capacitor to provide the series compensation, as shown in Fig. 5 [8, 9]. The TCSC 
can rapidly change the impedance of the TL, and it can control the active power flow 
in TL. Figure 6 shows the equivalent circuit of the TCSC. The power flow equations 
between bus m and n can be described as follows: 

.Pmn = V 2
mGmn − VmVnGmn cos (δm − δn) − VmVnBmn sin (δm − δn) (44) 

.Qmn = −V 2
mBmn − VmVnGmn sin (δm − δn) + VmVnBmn cos (δm − δn) (45) 

.Pnm = V 2
n Gmn − VmVnGmn cos (δm − δn) + VmVnBmn sin (δm − δn) (46) 

.Qnm = −V 2
n Bmn + VmVnGmn sin (δm − δn) + VmVnBmn cos (δm − δn) (47) 

Where: 

Fig. 5 Configuration of the 
TCSC 

Xc 

XL 

m n

Rmn 

m n

-jXTCSC 
+jXmn 

Fig. 6 Model of the TCSC
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.Gmn = Rmn

R2
mn + (Xmn − Xc)

2 (48) 

.Bmn = − Xmn − Xc

R2
mn + (Xmn − Xc)

2
(49) 

The reactance of the TCSC is variable with changing the firing angle of the 
thyristors, as follows: 

.XTCSC (γ ) = XCXL (γ )

XL (γ ) − XC
(50) 

The equivalent reactance (Xeq) of the transmission line with incorporating TCSC 
can be expressed as follows: 

.Xeq = Xmn − XTCSC = (1 − τ) Xmn (51) 

Where: 

.τ = XTCSC

Xmn

(52) 

(a) The Conventional Ybus Matrix Model 

For modeling the TCSC, the Ybus matrix will be modified to consider the 
reactance of TCSC in the line between buses m and n [10] as follows:  

.Y TCSC
bus = Ybus +

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 . . . 0 0
0 �ymn 0 . . . −�ymn 0
0 0 0 . . . 0 0
. . . . . . . . . . . . . . . 0
0 −�ymn 0 . . . �ymn 0
0 0 0 . . . . 0 0

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

(53) 

(b) TCSC-Firing Angle Model 

The authors in [11–14] presented an efficient firing angle model. In this model, 
the firing angle is considered a state variable. The equivalent reactance of the TCSC 
as a function of the firing angle can be expressed as follows: 

. Xtssc =
Xc

[
π

(
k2 − 1

)2 − k2
(
k2 − 1

)
(2β + sin 2β) + 4k2cos2β (k tan kβ − tan β)

⎤

π
(
k2 − 1

)2

(54)
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Fig. 7 The power injection 
model of TCSC 

m n 
Rmn +jXmn 

Sm Sn 

where .k =
/

Xc
XL

, β = π − α. The NR equation for the firing angle model of TCSC 
can be expressed as follows: 

.n

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂Pm

∂Vm

∂Pm

∂θm

∂Pm

∂Vn

∂Pm

∂θm

∂Pm

∂α

∂Qm

∂Vm

∂Pm

∂θm

∂Qm

∂Vn

∂Qn

∂θn

∂Pn

∂α

∂Pn

∂Vm

∂Pm

∂θm

∂Pm

∂Vm

∂Pn

∂θn

∂Pn

∂α

∂Qb
∂Va

∂Pb
∂θa

∂Qn

∂Vn

∂Qn

∂θn

∂Qn

∂α

∂Pmn

∂Vn

∂Pmn

∂θm

∂Pmn

∂Vn

∂Pmn

∂θn

∂Pmn

∂α

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

�Vm

�θm

�Vn

�θn

�α

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎣

�Pm

�Qm

�Pn

�Qn

�Pmn

⎤

⎥⎥⎥⎥⎥⎦
(55) 

It should be pointed out that the firing angle can be changed within the range 
[90◦–180◦]. 

(c) The Power Injection Model 

The power injection modeling of the TCSC is similar to the power injection 
models of FACTS devices. In this model, the TCSC is represented by injected loads 
at the terminal of the TL at buses m and n, as depicted in Fig. 7. The injected power 
can be calculated in the following manner [15, 16]: 

.Pm = V 2
m�Gmn − VmVn [�Gmn cos δmn + �Bmn sin δmn] (56) 

.Pn = V 2
n �Gmn − VmVn [�Gmn cos δmn − �Bmn sin δmn] (57) 

.Qm = −V 2
m�Bmn − VmVn [�Gmn sin δmn − �Bmn cos δmn] (58) 

.Qn = −V 2
m�Bmn + VmVn [�Gmn sin δmn + �Bmn cos δmn] (59) 

where .�Gmn = XcRmn(Xc−2Xmn)

(R2
mn+X2

mn)
(
R2

mn+(Xmn−Xc)
2) and .�Bmn = −Xc

(
R2

mn−X2
mn+XcXmn

)

(R2
mn+X2

mn)
(
R2

mn+(Xmn−Xc)
2)
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3.1.3 Thyristor Controlled Phase Shifting Transformer (TCPST) 

TCPST is a phase-shifting transformer adjusted by thyristor switches to provide a 
rapidly variable phase angle. TCPST is an efficient controller that consists of two 
transformers, one of them connected in series with TL, and the other transformer is 
connected in parallel with the system, as depicted in Fig. 8. TCPST can provide a 
fast phase angle control of the voltage across the device to regulate regional power 
flow [17–19]. Figure 9 shows the equivalent circuit of the TCPST. Injected loads 
can represent the TCPST at the sending and the receiving bus, as shown in Fig. 10. 
The injected loads and the power flow can be calculated as follows: 

The power flow equation of the TCPST can be described as follows: 

. Pmn = V 2
mgmn

cos2 φ
− VmVn

cos φ
[gmn cos (δm − δn + φ) +bmn sin (δm − δn + φ)]

(60) 

. Qmn = −V 2
mbmn

cos2 φ
− VmVn

cos φ
[gmn sin (δm − δn + φ) −bmn cos (δm − δn + φ)]

(61) 

.Pnm = V 2
n gmn − VmVn

cos φ
[gmn cos (δm − δn + φ) −bmn sin (δm − δn + ϕ)] (62) 

m 

Transmission line 

Switching 
Circuit 

Tse 

Tsh 

n 

Fig. 8 Configuration of the PST 

gmn-jbmn 

1:1⎿φ 

Fig. 9 The equivalent circuit diagram for TCPST
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gmn-jbmn 

1:1⎿φ 

Pms+jQms Pns+jQns 

Fig. 10 Model of TCSPT 

. Qnm = −V 2
n bmn + VmVn

cos φ
[gmn sin (δm − δn + φ) +bmn cos (δm − δn + ϕ)]

(63) 

The injected real and reactive power of TCPS at bus m and bus n are given as 
follows: 

. Pms = & − gmnV
2
mtan2φ − VmVn tan φ [gmn sin (δm − δn) −bmn cos (δm − δn)]

(64) 

. Qms = &bmnV
2
mtan2φ + VmVn tan φ [gmn cos (δm − δn) +bmn sin (δm − δn)]

(65) 

.Pns = & − VmVn tan φ [gmn sin (δm − δn) + bmn cos (δm − δn)] (66) 

.Qns = & − VmVn tan φ [gmn cos (δm − δn) − bmn sin (δm − δn)] (67) 

3.2 Modeling of the VSC-based FACTS 

3.2.1 Modeling of the UPFC 

The UPFC is an efficient combined series-shunt FACTS device used to control 
the voltage magnitude of a sending bus, and the active and the reactive powers 
flow through the transmission line. The UPFC comprises two converters (VSC1 – 
VSC2) connected via a common DC link, as depicted in Fig. 11. VSC1 connects 
in shunt at the sending bus, while VSC2 is connected in series between the sending 
and the receiving bus. VSC1 and VSC2 connect to the system using two coupling 
transformers (Zse, Zsh) [1, 20]. 

The primary function of the shunt converter (VSC1) is to control the voltage 
magnitude of the sending bus by absorbing or injecting reactive power with the AC
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Fig. 11 Schematic diagram 
of UPFC 

VSC1 

Sending 
bus 
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VSC2 
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Tsh 
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ji 
Zline1 
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-

Isp 

Ise 

Re{VshIsh 
* +VseIse 

*} 

Vse 

Zsh 

Zse 

Vsh

- + 

Ish 

Fig. 12 The VS representation of the UPFC 

system. In addition, it provides the required active power to the series converter, 
absorbed from the AC system. Thus, the net exchanged power in the OUPFC equals 
zero in case of neglecting the power losses in the converters. 

The Voltage Source (VS) representation of the UPFC is depicted in Fig. 12. In  
Fig. 12, the UPFC is represented by two voltage sources (Vse, Vsh) which have been 
combined with two impedances (Zse, Zsh). Thus, four state variables are related to 
the representation of the UPFC into the power flow solution, including Vsh, Vse, θ sh 
and θ se. This requires the modification in the Jacobian, the power mismatch, and the 
correction matrices. 

Modeling the UPFC into power flow is not an easy task. Thus, several efforts 
have been presented for modeling the UPFC as follows. 

(a) The Comprehensive Model 

This model has emerged from the voltage source representation of the UPFC 
(Fig. 12). In this model, the UPFC is included in the Jacobian matrix, and the 
linearized power equations of the UPFC are combined with the system linearized 
power Eq. (21). Thus, the modification in the Jacobian matrix is mandatory in this 
model, which can be depicted as follows:
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. 

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�Pi

�Pj

�Qi

�Qj

�Pij

�Qij

�Pex

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂Pi

∂θi

∂Pi

∂θj

∂Pi

∂VıR
Vsh

∂Pi

∂Vj
Vj

∂Pi

∂θse

∂Pi

∂Vse
Vse

∂Pi

∂δvR

∂Pj

∂θi

∂Pj

∂θj
0

∂Pj

∂Vj
Vj

∂Pm

∂θse

∂Pj

∂Vse
Vse 0

∂Qi

∂θi

∂Qi

∂θj

∂Qi

∂VıR
Vsh

∂Qi

∂Vj
Vj

∂Qi

∂θse

∂Qi

∂Vse
Vse

∂Qi

∂θsh

∂Qj

∂θi

∂Qj

∂θj
0

∂Qj

∂Vj
Vj

∂Qj

∂θse

∂Qj

∂Vse
Vse 0

∂Pji

∂θi

∂Pji

∂θj
0

∂Pji

∂Vj
Vj

∂Pji

∂θse

∂Pji

∂Vse
Vse 0

∂Qji

∂θi

∂Qji

∂θj
0

∂Qji

∂Vj
Vj

∂Qji

∂θse

∂Qji

∂Vse
Vse 0

∂Pex
∂θi

∂Pex
∂θj

∂Pex
∂Vsh

Vsh
∂Pex
∂Vj

Vj
∂Pex
∂θse

∂Pex
∂Vse

Vse
∂Pex
∂θsh

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�θi

�θj
�Vsh
Vsh
�Vj

Vj

�θse
�Vse
Vse

�θsh

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(68) 

The model has a good convergence characteristic and in the UPFC can control 
the voltage magnitude and the power flow concurrently and individually. The 
significant shortage in this model is that the Jacobian matrix will be adjusted more 
to incorporate more UPFCs due to including their parameters in it. 

(b) The Power Injection Model 

In this model, the UPFC is represented by injected active and reactive loads at the 
terminals of this device, as depicted in Fig. 13 [22]. These loads are calculated as a 
function of the UPFC’s terminal voltage and impedance. The admittance matrix is 
modified by adding the reactance of the UPFC (Xse). In this model, the value of the 
Xse is calculated as rVi < β where 0 < r < rmax and 0 < β < 360◦. r and β refers to the 
control parameters that have been adjusted by the UPFC. The injected powers and 
their derivative have been added into the Jacobian matrix. The following equations 
describe the injected powers: 

.
Sj = V j

[−jbsrV ie
jγ

⎤∗

= bsrViVj sin
(
θij + β

) + jbsrViVj cos
(
θij + β

) (69) 

.
Si = V i

[
jbsrV ie

jγ
⎤∗

= −bsrV
2
i sin γ − jbsrVi

2 cos β
(70) 

(c) The Matrix Partitioning Model 

The matrix partitioning model simplifies the UPFC into Newton Raphson load 
flow [23]. This model dependents upon on splitting the Jacobian matrix into the 
original matrix (J) and sub-matrices (J

'
, J

' '
and J

' ' '
) related to UPFC as follows: 

= 
X’ B’ 

J’ 

J’’ J’’’ 
(71)
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Xse 

Power system 

i j 

Fig. 13 Power injection model of the UPFC 

The following equations describe each part in Eq. (70): 

.
[
B '⎤ = [

�Pij�Qij�Pex
⎤T (72) 

.
[
X'⎤ =

[
�θse

�Vse

Vse
�θsh

⎤T

(73) 

.
[
J ''⎤ =

⎡

⎢⎢⎢⎣

∂�Pij

∂θk

∂�Pij

∂θj
0 Vj

∂�Pij

∂Vj

∂�Qij

∂θi

∂�Qij

∂θj
0 Vj

∂�Qij

∂Vj

∂�Pex
∂θi

∂�Pex
∂θj

Vsh
∂�Pex
∂Vsh

Vj
∂�Pex
∂Vj

⎤

⎥⎥⎥⎦ (74) 

.
[
J '⎤ =

⎡

⎢⎢⎢⎢⎢⎢⎣

∂�Pi

∂θse
Vse

∂�Pi

∂Vse

∂�Pi

∂θsh

∂�Pj

∂θse
Vse

∂�Pj

∂Vse
0

∂�Qi

∂θse
Vse

∂�Qi

∂Vsh

∂�Qi

∂θsh

∂�Qj

∂θse
Vse

∂�Qj

∂Vse
0

⎤

⎥⎥⎥⎥⎥⎥⎦
(75) 

.
[
J '''⎤ =

⎡

⎢⎢⎢⎣

∂�Pse
∂θse

Vse
∂�Pse
∂∂Vse

0

∂�Qij

∂θse
Vse

∂�Qij

∂Vse
0

∂�Pex
∂θse

Vse
∂�Pex
∂Vse

Vsh
∂�Psh
∂Vsh

⎤

⎥⎥⎥⎦ (76)
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Fig. 14 Power indirect model of the UPFC 

(d) The Indirect Model 

The indirect model is proposed to diminish the complexities of incorporating the 
UPFC into the power flow solution [24]. This model represents the UPFC by an 
augmented circuit, as shown in Fig. 14. In this model, two fictitious buses, N + 1 
and N + 2, are added to the system. The values in Fig. 14 are given as follows: 

.α = Yse
(
Y0 + Yij

)

Y0 + Yij + Yse
(77) 

.B = YijYse

Y0 + Yij + Yse
(78) 

.IN+1 = −ISe =
N+2∑

k=1

Y(N+1),kVk (79) 

.IN+2 = −Ish =
N+2∑

k=1

Y(N+2),kVk (80) 

(e) The Simplified Model 

This model is based on representing the UPFC by injected loads which have been 
updating with the iterative process of the power flow as a function of the specified 
active and reactive powers flow in the TL, and the sending bus is converted to a PV-
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Fig. 15 The simple model of 
the UPFC 

i 
Zline1 

k 
Zse Ikj 

Iik 
j 

SkPi-Psh+jQi 

i Qsh

bus as shown in Fig. 15 [25, 26]. This model is obtained from the current injection 
model of the series converter converted to two shunt current sources. Then, they 
have been converted to two injected loads at bus i and the bus the auxiliary bus k as 
follows: 

.Si = Vi

(
Iinj

)∗ (81) 

.Sk = −Vk

(
Iinj

)∗ (82) 

where Iinj denotes the injected current by the current source. The sending bus is 
represented as a generation bus that injects a shunt reactive power to control voltage 
magnitude, which can be calculated using the balanced reactive powers at bus i as 
follows: 

.Qsh =
n∑

i=1

ViVk (Gik sin δik − Bik cos δik) + Qload
i + Qi (83) 

where, G and B represent real and imaginary components of line admittance. Qi 

and .Qload
i are imaginary part of the Si and reactive load at bus i. The active shunt 

power at bus i (Psh) represents the injected power by the series converter which the 
shunt converter has delivered. The merit of this model is that the modification in 
the Jacobian matrix is avoided, and the specified voltage, active and reactive powers 
are predefined values. The disadvantage of this model is that the convergence of the 
power flow is very sensitive to the initial values of the injected loads. 

(f) The Decoupled Model 

Nabavi-Niaki and Iravani present the decoupled model of the UPFC [27]. This 
model is based on separating the sending and the receiving buses of the UPFC, and 
the sending bus is represented as PV while the receiving bus is illustrated by the 
PQ bus, as depicted in Fig. 16. The voltage magnitude of the sending bus and the 
injected load at the receiving buses are specified or predefined values in this model. 
Then, after the load flow, the UPFC’s parameters can be assigned. The advantages 
of this model are simple to be applied, and the modification of the Jacobian matrix 
is avoided. In contrast, the shortcomings in this model include that the parameters 
of the UPFC are determined after the power flow solution, and the control in the 
voltage magnitude and the power flow is concurrent, not individually.
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Fig. 16 The decoupled 
model of the UPFC 
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Fig. 17 The � injection 
model of the UPFC 
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j 

(g) The ii Injection Model 

In this model, it is considered that there are no losses in the UPFC, and the 
resistance of the transmission line is neglected. This model is based on modeling 
the UPFC by a � circuit with injected loads at the terminals of the UPFC, as shown 
in Fig. 17 [28, 29]. � circuit includes the reactances of the UPFC, the transmission 
line reactance, and the transmission line’s charging susceptance. The coefficients in 
Fig. 17 can be depicted as follows: 

.Bij = Xc

(X�Xc + XseXc − XseX�)
(84) 

.Bio = −1

Xsh
+ X�

(X�Xc + XseXc − XseX�)
(85) 

.Bjo = 1

Xc
+ Xse

(X�Xc + XseXc − XseX�)
(86) 

.Pi,se = ViVse
(1 − y0XL)

(Xse − y0XseXL + XL)
sin (θi − θse) (87) 

.Pj,se = −VjVse

(Xse − y0XseXL + XL)
sin

(
θj − θse

)
(88) 

.Pj,sh = VnVsh

Xsh
sin (θn − θsh) (89)
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Fig. 18 Static Synchronous Series Compensator (SSSC) 

In this model, the state variables of the UPFC are adjusted simultaneously with 
state variables of the system. The shunt susceptance of the transmission line and 
reactance of the coupling transformers of the UPFC are considered in this model. In 
addition to that, the block-diagonal of the Jacobian matrix is kept unchanged. 

3.2.2 Modeling of SSSC 

The SSSC is a VSC-based controller connected in series with the TL to control the 
TL’s active and reactive power flow. SSSC consists of a voltage source converter 
combined with DC linked to the bus, and it is connected to the system by a coupling 
transformer, as depicted in Fig. 18. SSSC injects a controllable AC voltage in 
series to the TL to control the active and the reactive power flow. The voltage 
source representation of the SSSC is shown in Fig. 19, where an AC voltage source 
represents the SSSC (Vse) connected in series with its impedance (Zse). Several 
efforts have been presented for modeling the SSSC in power flow solution, which 
can be explained as follows: 

The following equations describe the powers flow in the SSSC: 

.
Pij = V 2

i gii − ViVj

(
gij cos

(
θi − θj

) + bij sin
(
θi − θj

))

− ViVse
(
gij cos (θi − θse) + bij sin (θi − θse)

) (90)
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Fig. 19 Voltage sources representation of SSSC controller 

.
Qij = −V 2

i bii − ViVj

(
gij sin

(
θi − θj

) − bij cos
(
θi − θj

))

− ViVse
(
gij sin (θi − θse) − bij cos (θi − θse)

) (91) 

.
Pji = V 2

j gjj − ViVj

(
gij cos

(
θj − θi

) + bij sin
(
θj − θi

))

+ VjVse
(
gij cos

(
θj − θse

) + bij sin
(
θj − θse

)) (92) 

.
Qji = −V 2

j bjj − ViVj

(
gij sin

(
θj − θi

) − bij cos
(
θj − θi

))

+ VjVse
(
gij sin

(
θj − θse

) − bij cos
(
θj − θse

)) (93) 

.
Re

(
VseI

∗
j i

)
= −ViVse

(
gij cos (θi − θse) − bij sin (θi − θse)

)

+ VjVse
(
gij cos

(
θj − θse

) − bij sin
(
θj − θse

)) (94) 

where gij + jbij = 1/Zse, gii = gij, bii = bij, gjj = gij, bjj = bij 
(a) Multi Control Function Model 

Multi control function model is based on a power injection representation [30]. 
The proposed model is presented in four control modes to control (1) the active 
power, (2) the reactive power, (3) the voltage of a particular bus, and (4) the 
reactance of the TL. The Jacobian matrix will be modified as follows: 

.

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂F
∂θse

∂F
∂Vse

... ∂F
∂θi

∂F
∂Vi

∂F
∂θj

∂F
∂Vj

∂PE
∂θse

∂PE
∂Vse

... ∂PE
∂θi

∂PE
∂Vi

∂PE
∂θj

∂PE
∂Vj

. . . . . . . . . . . . . . . . . . . . . . . . . . .

∂Pi

∂θse

∂Pi

∂Vse

...
∂Pi

∂θi

∂Pi

∂Vi

∂Pi

∂θj

∂Pi

∂Vj

∂Qi

∂θse

∂Qi

∂Vse

...
∂Qi

∂θi

∂Qi

∂Vi

∂Qi

∂θj

∂Qi

∂Vj

∂Pj

∂θse

∂Pj

∂Vse

...
∂Pj

∂θi

∂Pj

∂Vi

∂Pj

∂θj

∂Pj

∂Vj

∂Qj

∂θse

∂Qj

∂Vse

...
∂Qj

∂θi

∂Qj

∂Vi

∂Qj

∂θj

∂Qj

∂Vj

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�θse

�Vse

. . .

�θi

�Vi

�θj

�Vj

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂Q
∂θ

− PE

. . . . . .

− �Pi

− �Qi

− �Pj

− �Qj

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(95)
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Fig. 20 The shunt injected currents representation of the SSSC 
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Fig. 21 The simple model of SSSC 

(b) The Simplified Model 

The simplified model in the NR power flow and the fast decouple are presented 
in [31] and [32]. In this model, the parameters of the SSSC are represented by the 
injecting loads at its terminals. This model is based on converting the voltage source 
(Vse) to current source (Iinj) which is calculated as a function of specified power flow 
in TL. Then, the current source is represented as two current sources, as shown in 
Fig. 20. The two current sources are converted into two injected loads, as shown in 
Fig. 21. Initially, the voltage source is converted to the current source as follows: 

.Iinj = Vse

Zse
(96) 

By application Kirchhoff’s Current Law at bus j in Fig. 20, the injected current 
is given as follows: 

.Iinj = Isp − Iik =
(

Ssp

Vj

)∗
−

(
Vi − Vk

Zse

)
(97) 

where, Ssp = Psp + jQsp and Ise = Isp. The shunt currents are converted to the 
complex loads using the following equations: 

.Si = Vi

(
Iinj

)∗ (98)
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.Sk = −Vk

(
Iinj

)∗ (99) 

The value of Vse SSSC can be calculated easily using (95). 

.Vse = Iinj × Zse (100) 

The advantages of this model are that the modification in the Jacobian matrix has 
been avoided, the control in active and reactive powers can be achieved separately 
or simultaneously in different control modes, and the constraints violations can be 
easily handled. 

(c) The Current-Based Model 

The current-based model is based on using the real component (Re[Ise]) and the 
imaginary component (Im[Ise]) of the SSSC’s current instead of the injected voltage 
[33]. The active and reactive powers in the SSSC’s terminal are equal to the product 
of Ise and throughput the terminal voltages (VS, VR). The current of the SSSC (Ise) 
can be split into real and imaginary parts Re[Ise] and Im[Ise], respectively. Figure 
22 shows the current based model. The following equations describe the power flow 
due to incorporation of the SSSC: 

.SST = PST + jQST = VS(−Ise)
∗ (101) 

.SST = VS (cos (δS) + j sin (δS)) (− (Re [Ise] − j Im [Ise])) (102) 

.PST = Re
[
VS(−Ise)

∗⎤ = −VS (Re [Ise] cos (δS) + Im [Ise] sin (δS)) (103) 

.QST = Im
[
VS(−Ise)

∗⎤ = −VS (Re [Ise] sin (δS) − Im [Ise] cos (δS)) (104) 

.SRT = PRT + jQRT = VR(−Ise)
∗ (105) 

.SRT = UR (cos (δR) + j sin (δR)) × (− (Re [Ise] − j Im [Ise])) (106) 

.PRT = Re
[
VSI ∗−

⎤ = VR (Re [Ise] cos (δR) + Im [Ise] sin (δR)) (107) 

.QRT = Im
[
VSI ∗⎤ = VR (Re [Ise] sin (δR) − Im [Ise] cos (δR)) (108)
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Fig. 22 The current-based model 

The system equations at the sending and receiving bus of SSSC terminals that 
have been listed into NR power flow are listed as follows: 

.Pi = V 2
i GT − ViVS (Gse cos (δi − δS) + Bse sin (δi − δS)) (109) 

.Qi = −V 2
i BT − ViVS (Gse sin (δi − δS) − Bse cos (δi − δS)) (110) 

.PS = V 2
S Gse − VSVj

(
Gse cos

(
δS − δj

) + Bse sin
(
δS − δj

)) − PST (111) 

.QS = −V 2
S Bse − VSVj

(
Gse sin

(
δS − δj

) − Bse cos (δS − δD)
) − Qj (112) 

. PR = V 2
R

(
GL + GC

2

)
− VRVj (GL cos (δR − δL) +BV sin (δR − δL)) − PRT

(113) 

. QR = −V 2
R

(
BL + Bc

2

)
− VRVj (GL sin (δR − δL) −BL cos (δL − δR)) − QRT

(114) 

.Pj = V 2
j

(
GL + Gc

2

)
− VjVR (GL cos (δL − δR) + BL sin (δL − δR)) (115) 

.Qj = −V 2
j

(
BL + Bc

2

)
− VjVR (GL sin (δL − δR) − BL cos (δL − δR)) (116) 

where, GL and BL are the conductance and substance of the transmission line. The 
control variables in this model include the active power and reactive power, the 
injected voltage, and the reactance of the SSSC. The modification in the Jacobian 
matrix is required in this model. However, the merit of this model is that it has a fast 
convergence characteristic compared with the power injection model.
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(d) The Developed Power Injection Model 

In this model, the linearized power flow equations are combined with the system 
equations corresponding to the rest of the network. The power equations of the 
SSSC in this model or the injected powers by SSSC are captured from the voltage 
source representation of the SSSC in Fig. as follows: 

.Si = Pi + jQi = Vi(Ise)
∗ = Vi

(
Y ''

iiVi + Y ''
ij Vj + Y '

iiVs

)∗
(117) 

.Sj = Pj + jQj = Vj (Ise)
∗ = Vj

(
Y ''

j iVi + Y ''
jjVj + Y '

j iVs

)∗
(118) 

. Pi = G''
iiV

2
i +

(
G''

ij cos δij + B ''
ij sin δij

)
ViVj + (

G'
ii cos δis + B '

ii sin δis
)
ViVs

(119) 

. Qi = −B ''
iiV

2
i +

(
G''

ij sin δij − B ''
ij cos δij

)
ViVj + (

G'
ii sin δis − B '

ii cos δis
)
ViVs

(120) 

. Pj = G''
jjV

2
j +

(
G''

j i cos δji + B ''
j i sin δji

)
ViVj +

(
G'

j i cos δjs + B '
j i sin δjs

)
VjVs

(121) 

. Qj = −B ''
jjV

2
j +

(
G''

j i sin δji−B ''
j i cos δji

)
ViVj +

(
G'

j i sin δjs−B '
j i cos δjs

)
VjVs

(122) 

where; 

.Y ''
ii = G''

ii + jB ''
ii = − Y 2

iiZse

1 + YiiZse
(123) 

.Y ''
jj = G''

jj + jB ''
ij = − YijYjiZse

1 + YiiZse
(124) 

.Y ''
ij = Y ''

j i = G''
ij + jB ''

ij = − YiiYijZse

1 + YiiZse
(125) 

The original admittance and the Jacobian matrix are not modified; only a new 
Jacobian matrix was added for representing the SSSC in NR power flow. In addition 
to that, the model is presented with six control modes.
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Fig. 23 The implicit model of the SSSC 

(e) The Implicit Model 

This model relies on representing the SSSC by injection currents at its terminal, 
as shown in Fig. 23 [34]. This model is established for the Newton–Raphson 
current injection load flow method (NR-CIM). The injected current is calculated 
as a function of the specified values. 

.Iinj = Isp − Iik =
(

Ssp

Vj

)∗
−

(
Vi − Vk

Zse

)
(126) 

To model the SSSC into the NR-CIM, the issnjected current is split into real and 
imaginary parts as follows: 

.IRe
inj =

(
P

sp
kj V Re

k + QkjV
ln
k

)

V 2
k

−
(
V lm

i − V lm
k

)

Xs
(127) 

.I lm
inj =

(
P

sp
kj V lm

k − QkjV
Re
k

)

V 2
k

+
(
V ke

i − V Re
k

)

Xs
(128) 

Where 

.IRe
f = Re

(
I

sp
f

) −
(

P
sp
f V Re

f + Q
sp
f V Im

f(
V Re

f

)2 + (
V Im

f

)2

)
+

n∑

i=1

(
GfiV

Re
i − BfiV

Im
i

)
(129) 

.I Im
f = Im

(
I

sp
f

) −
(

P
sp
f V Im

f − Q
sp
f V Re

f(
V Re

f

)2 + (
V Im

f

)2

)
+

n∑

i=1

(
GfiV

Im
i − BfiV

Re
i

)
(130) 

.B∗
kk = Bkk −

⎛

⎝
Q

sp
k

((
V Re

k

)2 − (
V Im

k

)2
)

− 2P
sp
k V Re

k V Im
k

V 4
k

⎞

⎠ (131)
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.B∗∗
kk = −Bkk −

⎛

⎝
Q

sp
k

((
V Re

k

)2 − (
V Im

k

)2
)

− 2P
sp
k V Re

k V Im
k

V 4
k

⎞

⎠ (132) 

.G∗
kk = Gkk −

⎛

⎝
P

sp
k

((
V Re

k

)2 − (
V Im

k

)2
)

+ 2V Re
k V Im

k Q
sp
k

V 4
k

⎞

⎠ (133) 

.G∗∗
kk = Gkk +

⎛

⎝
P

sp
k

((
V Re

k

)2 − (
V Im

k

)2
)

+ 2V Re
k V Im

k Q
sp
k

V 4
k

⎞

⎠ (134) 

In this model, the modification in the NR-CIM is avoided, and the control in 
active and reactive power can be achieved through simulations or concurrently. 

3.2.3 Modeling of STATCOM 

STATCOM is a VSC-based controller connected in shunt to a specific bus. The 
STATCOM consists of an inverter and a DC capacitor connected to the system 
by a coupling transformer, as depicted in Fig. 24. The equivalent circuit of the 
STATCOM is shown in Fig. 25, which consists of a voltage source with its 
impedance connected to the shunt with the system. The STATCOM regulates the 
bus’s voltage magnitude, which is connected to it by injecting reactive powers to this 
bus. The control in the injected reactive power can be accomplished by controlling 
the injected AC voltage to the system (Vsh). If Vsh = Vm, the STATCOM will not 
inject reactive power to bus m. If Vsh = Vm, the STATCOM will not inject reactive 
power to bus m. If Vsh > Vm, the STATCOM will inject reactive power to bus m, 
and it works as a capacitor. If Vsh < Vm, the STATCOM will absorb reactive power 
from bus m, and it works as an inductor. The power flow according to the equivalent 
circuit can be specified as follows: 

.Psh = V 2
i gsh − ViVsh (gsh cos (θi − θsh) + bsh sin (θi − θsh)) (135) 

.Qsh = −V 2
i bsh − ViVsh (gsh sin (θi − θsh) −bsh cos (θi − θsh)) (136) 

where gsh + jbsh = 1/Zsh. Vsh can be calculated as follows: 

.Vsh = Vi + Zsh

(
Psh + jQsh

Vi

)∗
(137)
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The exchanged active power between the AC system and DC link is zero, which 
can be formulated as follows: 

.PE = Re
(
VshV

∗
sh

) = 0 (138) 

It should be pointed out here that STATACOM has several advantages over the 
SVC: (1) shows high and faster response, (2) needs less space, (3) can be combined 
with several energy storage systems such as the battery, SMES (superconducting
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magnetic energy storage), and fuel cell. The STATACOM has healthy performance 
at low voltage conditions. Several efforts have been presented for modeling the 
STATCOM, which can be depicted as follows: 

(a) Multi-Control Functional Model 

The multi-control mode is presented in [35]. In this model, the STATACOM can 
control nine parameters as follows: 

– Mode 1 

In this mode, the STATACOM can control the voltage magnitude of the bus which 
has been connected to it as: 

.Vi − V
Spec
i = 0 (139) 

– Mode 2 

In this mode, the STATACOM can control the injected reactive power as follows: 

.Qsh − Q
Spec
sh = 0 (140) 

– Mode 3 

In this mode, the STATACOM can control the equivalent impedance or the 
reactance, which can be calculated as a function of the Vsh as: 

.Xshunt = Im

(
Vsh

Ish

)
= Im

(
Vsh

(Vi − Vsh) /Zsh

)
(141) 

– Mode 4 

In this mode, the STATACOM can control the magnitude of the current Ish, in  
capacitive compensation function as follows: 

.I
Spec
sh

/ (θsh + 90◦) = Vi − Vsh

Zsh
(142) 

.

Re
(
I

Spec
gh

/ (θsh + 90◦)
)

= Re
(

Vi−Vsh
Zsh

)
or

Im
(
I

Spec
gh

/ (θsh + 90◦)
)

= Im
(

Vi−Vsh
Zsh

) (143) 

– Mode 5 

In this mode, the STATACOM can control the magnitude of the current Ish in 
inductive compensation function as follows: 

.

Re
(
I

Spec
sh

/ (θsh − 90◦)
)

= Re
(

Vi−Vsh
Zgh

)
or

Im
(
I

Spec
sh

/ (θsh − 90◦)
)

= Im
(

Vi−Vsh
Zsh

) (144)
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– Mode 6 

In this mode, the STATACOM can control injected voltage magnitude Vsh as 
follows: 

.Vsh − V
Spec
sh = 0 (145) 

– Mode 7 

In this mode, the STATACOM can control the voltage magnitude of a remote bus 
j as follows: 

.Vj − V
Spec
j = 0 (146) 

– Mode 8 

In this mode, the STATACOM can control reactive power flow in TL as follows: 

.Qjk − Q
Spec
jk = 0 (147) 

– Mode 9 

In this mode, the STATACOM can control apparent power flow in TL as follows: 

.Sjk − S
Spec
jk = 0 (148) 

It should be highlighted here that Vsh and θ sh are control variables the control. 
The following equations express the implementation of the proposed model into the 
mode in NR power flow: 

.

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂PE
∂θi

∂PE
∂Vsh

∂PE
∂θi

∂PE
∂Vi

0 0 0 0

∂F
∂θsh

∂F
∂Vgh

∂F
∂θi

∂F
∂Vi

∂F
∂θj

∂F
∂Vj

∂F
∂θk

∂F
∂Vk

∂Pi

∂θsh

∂Pi

∂Vsh

∂Pi

∂θi

∂Pi

∂Vi

∂Pi

∂θj

∂Pi

∂Vj

∂Pi

∂θk

∂Pi

∂Vk

∂Qi

∂θsh

∂Qi

∂Vhh

∂Qi

∂θi

∂Qi

∂Vi

∂Qi

∂θj

∂Qi

∂Vj

∂Qi

∂θk

∂Qi

∂Vk

0 0
∂Pj

∂θi

∂Pj

∂Vi

∂Pj

∂θj

∂Pj

∂Vj

∂Pj

∂θk

∂Pj

∂Vk

0 0
∂Qj

∂θi

∂Qj

∂Vi

∂Qj

∂θj

∂Qj

∂Vj

∂Qj

∂θk

∂Qj

∂Vk

0 0 ∂Pk

∂θi

∂Pk

∂Vi

∂Pk

∂θj

∂Pk

∂Vj

∂Pki

∂θk

∂Pk

∂Vk

0 0 ∂Qk

∂θi

∂Qk

∂Vi

∂Qk

∂θj

∂Qk

∂Vj

∂Qk

∂θk

∂Qk

∂Vk

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�θsh

�Vsh

�θi

�Vi

�θj

�Vj

�θk

�Vk

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−PE

− �F

− �Pi

− �Qi

− �Pj

− �Qj

− �Pk

− �Qk

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(149) 

In this model, the modification into the Jacobian is required to include the 
parameters of the STATACOM. However, the advantages of this model are that nine
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Fig. 26 Simplified model Qsh 

Psh= 0 

m

parameters can be controlled separately, and the operating constraints are considered 
in this model. 

(b) Simplified Model 

In this model, the STATACOM is represented as a synchronous condenser with 
(P = 0) and the bus i is converted to a PV bus as shown in Fig. 26 [36, 37]. The 
reactive output power can be calculated from the balanced reactive power at this bus 
as follows: 

.Qsh =
n∑

i=1

ViVn (Gin sin δin − Bin cos δin) + Qload
i (150) 

where, .Qload
i denotes the reactive load at bus i. 

3.2.4 Modeling of IPFC 

The IPFC is a developed FACTS device consisting of two or more converters 
connected in series with the TLs to control the power flow in multiple TLs. Figure 
27 shows a simple construction of the IPFC. One of these converters is connected 
in series to the TL named the master converter, while the other converter, called 
the slave converter, is connected in series to another TL and combined through a 
common DC link [38, 39]. The IPFC can control three parameters: the active and 
reactive power flow in the master TL and the active or reactive power flow in the 
slave transmission line. 

The voltage source representation of the IPFC is shown in Fig. 28 [39]. From 
Fig. 28, the power equations at the sending and receiving end buses can be listed as 
follows: 

The power flow equations of the IPFC can be found in Fig. 28: 

. Pin = V 2
i gin − ViVn (gin cos θin + bin sin θin) − ViV sein (gin cos (θi − θsein)

+bin sin (θi − θsein))

(151)
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Fig. 28 Voltage sources representation of IPFC controller 

.
Pni = V 2

n gin − ViVn (gin cos (θn − θi) + bin sin (θn − θi))

+ VnV sein (gin cos (θn − θseein) + bin sin (θn − θsein))
(152) 

.
Qni = −V 2

n bnn − ViVn (gin sin (θn − θi) − bin cos (θn − θi))

+ VnV sein (gin sin (θn − θsein) − bin cos (θn − θsein
(153) 

.
Qin = −V 2

i bin − ViVn (gin sin θin − bin cos θin)

− ViV sein (gin sin (θi − θinein) − bin cos (θi − θsein))
(154) 

where, gin = Re (1/Zsein), gin = Re (1/Zsein), Pin, Qin(n = j, k)
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Fig. 29 The current-based model of the IPFC 

(a) The Current-Based Model 

The current-based model of the IPFC is similar to the current-based model of the 
SSSC [40]. Figure 29 shows the current-based model of the IPFC. The current-based 
model is based on using the real component (Re[Isen]) and the imaginary component 
(Im[Isen]) of the IPFC current multiplied by the terminal voltage according to the 
following equations: 

.SSTn = PSTn + jQSTn = VSn(−Isen)
∗ (155) 

.SSTn = VSn (cos (δSn) + j sin (δSn)) (− (Re [Isen] − j Im [Isen])) (156) 

. PSTn = Re
[
VSn(−Isen)

∗⎤ = −VS (Re [Isen] cos (δSn) + Im [Isen] sin (δSn))

(157) 

. QSTn = Im
[
VS(−Isen)

∗⎤ = −VS (Re [Isen] sin (δSn) − Im [Isen] cos (δSn))

(158) 

.SRTn = PRTn + jQRTn = VRn(−Isen)
∗ (159) 

.SRTn = VRn (cos (δRn) + j sin (δRn)) × (− (Re [Isen] − j Im [Isen])) (160)
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.PRT = Re
[
VSI ∗−

⎤ = VR (Re [Isen] cos (δRn) + Im [Isen] sin (δRn)) (161) 

.QRT = Im
[
VSI ∗⎤ = VR (Re [Isen] sin (δRn) − Im [Isen] cos (δRn)) (162) 

The NR power flow will be modified as follows: 

.

[
[A] [B]
[C] [D]

⎤
·

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�δ

�V

�Re

[
I

Se1

⎤

�Im [ISe1]
...

�Re [ISen]
�Im [ISen]

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

�P

�Q

�REF1
...

�REF2n−1

�P0

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

(163) 

. [A] =
[

∂P
∂δ

∂P
∂V

∂Q
∂δ

∂Q
∂V

]
(164) 

. [B] =
⎡

⎣
∂P

∂ Re[IS1] · · · ∂P
∂ Re[ISn]

∂Q
∂ Re[IS1] · · · ∂Q

∂ Im[ISn]

⎤

⎦ (165) 

. [C] =

⎡

⎢⎢⎢⎢⎢⎢⎣

∂REF1
∂δ

∂REF1
∂V

...
...

∂REF2n−1
∂δ

∂REF2n−1
∂V

∂P0
∂δ

∂P0
∂V

⎤

⎥⎥⎥⎥⎥⎥⎦
(166) 

. [D] =

⎡

⎢⎢⎢⎢⎢⎢⎣

∂REF1
∂ Re[ISe1]

∂REF1
∂ Im[ISe1] · · · ∂REF1

∂ Re[ISen]
∂REF1

∂ Im[ISen]

...
...

...
...

...

∂REF2n−1
∂ Re[ISe1]

∂REF2n−1
∂ Im[IS1] · · · ∂REF2n−1

∂ Re[ISen]
∂REF2n−1
∂ Im[ISen]

∂P0
∂ Re[ISe1]

∂P0
∂ Im[ISe1] · · · ∂P0

∂ Re[ISen]
∂P0

∂ Im[ISen]

⎤

⎥⎥⎥⎥⎥⎥⎦
(167) 

REF is a reference quantity that represents the free parameters for each branch, 
which can be defined as follows:
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– The real power flow in the kth IPFC branch 

. REFi = Pin = &V 2
i ·GSk − Vi ·VSk· (GSk· cos (δi − δSk) +BSk· sin (δi − δSk))

(168) 

– The reactive power flow in the kth IPFC branch 

. 
REFi = Qin = −V 2

i ·BSk − Vi ·VSk· (GSk· sin (δi − δSk) −BSk· cos (δi − δSk))

(169) 

– The injected voltage in the kth IPFC branch 

.REFi = Vsen =
/

V 2
Sk + V 2

Rk − 2·VSk· VRk· cos (δSk − δRk) (170) 

– The line current magnitude in the kth IPFC 

.REFi = ISk =
/

Re [ISk]2 + Im [ISk]2 (171) 

– In this model, the parameters that can be controlled include the active power, the 
reactive power, the injected voltage magnitude, and the voltage bus voltage. The 
model has good convergence characteristics. 

(b) The Developed IPFC Model 

In this model, the IPFC is represented by injected loads at its terminals. These 
are calculated as a function of the specified power flow in the TLs. The model 
is conceptualized from the current source representations where the voltages are 
converted to current sources. Then the current sources are converted to injected 
loads as depicted in Fig. 30 according to the following equations: 

.Sj = −Vj

(
IM,inj

)∗ (172) 

.Sk = −Vk

(
IS,inj

)∗ (173) 

.Sm = Vm(Im)∗ (174) 

Where; 

.IM,inj = IM
sp − Imj =

(
SM

sp

Vj

)∗
−

(
Vm − Vj

Zse1

)
(175)
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Fig. 30 Developed IPFC model based on injected fictitious loads 

.IS,inj = IS
sp − Imk =

(
Ss

sp

Vk

)∗
−

(
Vm − Vk

Zse2

)
(176) 

where Vj, Vk and Vm are the voltages at buses j, k and m. .SM
sp and . Ss

sp are the specified 
apparent power flow in the master and the slave TLs. The injected voltages are 
calculated as follows: 

.Vse1 = IM,injZse1 (177) 

.Vse2 = IS,injZse2 (178) 

The net exchanged active powers in the DC link of the converters, which can be 
described as follows: 

.

∑
Pex = Pex1 + Pex2 = 0 (179) 

Where 

.Pex1 = Re
(
Vse1(Ise1)

∗) (180) 

.Pex2 = Re
(
Vse2(Ise2)

∗ )
(181)
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where Pex1 is the exchanged power between the DG link and master TL while Pex2 
is the exchanged power between the DG link and slave TL. The main advantage 
of this model is that the modification in the Jacobian matrix is avoided where the 
parameters of the IPFC (Vse1, Vse2) are exchanged by the injected loads (Sj, Sk, Sm). 
The disadvantage of this model is that the required iterations for termination of the 
power flow are sensitive to the initial values of injected loads. 

(h) The Power Injection ii Model 

In this model, the IPFC is represented as a � circuit with injected active and 
reactive loads at the terminals of the IPFC [41]. The series impedances of the 
converter are taken into consideration along with the line charging susceptance. 
Figure 31 shows the power injection � Model. The advantage of this model is that 
the admittance matrix and the Jacobian matrix are not modified. 

The following equations describe the injected powers at the terminals of the 
IPFC: 

.Psn = Re
{
Vsn

(
WssnVsen

)∗} =
(

1 − Bln
2 Xln

)

H
VsnVsen sin

(
θsn − θsen

)
(182) 

.Qsn = Im
{
Vsn

(
WssnVsen

)∗} =
−

(
1 − Bln

2 Xln

)

H
VsnVsen cos

(
θsn − θsen

)
(183) 

.P se
rn = Re

{
Vrn

(
WrsnVsen

)∗} = −VrnVsen

H
sin

(
θrn − θsen

)
(184) 

.Qse
rn = Im

{
Vrn

(
WrsnVsen

)∗} = VrnVsen

H
cos

(
θrn − θsen

)
(185) 

where .H = Xsen

(
1 − (

Bln/2
)
Xln

) + Xln . 

Fig. 31 The power injection
� Model

As 
Ar 

Asr 

Vsn Vrn 

Prn QrnPsn Qsn 

Isn Irn 



Modeling Combined Shunt/Series FACTS in Power Flow Solutions: A. . . 41

+  Vse1  -

+  Vse2  -

i 

k 

j 
line 1 

T1 

T2 

Shunt  converter  

line 2 

Series  converter 1  

Series  converter 2  

Tsh 

Vsh 

Fig. 32 Schematic diagram of GUPFC controller 

3.2.5 Modeling of GUPFC 

The GUPFC is a developed VSC-based controller that can control the power flow 
in multiple transmission lines and the voltage magnitude of common buses [39, 42, 
43]. The GUPFC is comprised of three or more converters. Two or more converters 
connect in series with transmission lines, and another converter is connected in shunt 
with a common bus and connected with the series converter via a common DC link, 
as shown in Fig. 32. As depicted in Fig. 32, the first converter is connected in series 
with the first transmission line between buses m and n by the coupling transformer 
T1, while the second converter is connected in the second transmission line between 
buses m and h by the coupling transformer T2. The shunt converter is connected to 
the system through the shunt coupling transformer Tsh. The series converters can 
control the power flow in the transmission line by injecting controllable AC voltage 
in series to the transmission lines. The primary function of the shunt converter is 
injecting a reactive power to control the voltage magnitude and provide the required 
active power to the series converters. 

(a) Voltage Source-Based Model 

This model is driven from the voltage source representation of the GUPFC that 
has been depicted in Fig. 33 [39]. From Fig. 33, the power equations at the sending 
and receiving end buses can be listed as follows:
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Fig. 33 Voltage sources-based representation of the GUPFC 

.

Pi = V 2
i gii − ViVihi (gshi cos (θi − θshi ) + bshi sin (θi − θshi ))

− ∑
n

ViVn (gin cos (θi − θn) + bin sin (θi − θn))

− ∑
n

ViV sein (gin cos (θi − θsein) + bin sin (θi − θsein))

(186) 

.

Qi = −V 2
i bii − ViVihi (gshi sin (θi − θshi ) − bshi cos (θi − θshi ))

− ∑
n

ViVn (gin sin (θi − θn) − bin cos (θi − θn))

− ∑
n

ViVin (gin sin (θi − θsein) − bin cos (θi − θsein))

(187) 

.P shi = V 2
i gshi − ViV shi (gshi cos (θi − θihi) + bshi sin (θi − θshi )) (188) 

. Qshi = −V 2
i bshi − ViV shi (gshi sin (θi − θshi ) − bshi cos (θi − θshi ))

(189) 

The exchanged active power between the converter via the common DC link of 
the GUPFC should be as follows: 

.Pex1 = Re
(
Vse1(Ise1)

∗) (190) 

.Pex2 = Re
(
Vse2(Ise2)

∗) (191) 

.Psh = Pex3 = −Pex1 − Pex2 − Pdc = Re
(
Vse2(Ise2)

∗) (192)
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As mentioned before, the GUPFC can control three specified values described as 
follows: 

.Pni − P
Spec
ni = 0 (193) 

.Qni − Q
Spec
ni = 0 (194) 

.Vi − V
Spec
i = 0 (195) 

. 

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂Pji

∂θseij

∂Pji

∂Vij
0 0

∂Pji

∂θi

∂Pji

∂θj

∂Pji

∂Vj
0 0

∂Qji

∂θseij

∂Qji

∂Vij
0 0

∂Qji

∂θi
0

∂Qji

∂θj

∂Qji

∂Vj
0 0

0 0 ∂Pki

∂θseik

∂Pki

∂Vik

∂Pki

∂θi
0 0 ∂Pki

∂θj

∂Pki

∂Vj

0 ∂Qki

∂θkeik
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∂Vik
0 ∂Qki
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0 0 0 ∂Qki

∂θk

∂Qki
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∂PE
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∂PE
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∂PE
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∂θj

∂PE
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∂PE
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∂Pi
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∂Pi
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∂Pi
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∂Pi
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∂Pi
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∂Pi

∂Vihi

∂Pi

∂θj
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∂Pi

∂θk

∂Pi

∂Vk
∂Qi

∂Vij

∂Qi

∂θseik

∂Qi

∂Vik

∂Qi
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∂Qi

∂θi

∂Qi
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∂Qi
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∂Qi
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∂Qi

∂θk

∂Qi

∂Vk

∂Pj
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0 0

∂Pj

∂θi
0

∂Pj

∂θj

∂Pj
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0 0

∂Pj

∂θseij

∂Pj

∂Vij
0 0

∂Pj

∂θ

∂Pj

∂θj

∂Pj

∂Vj
0 0

∂Qj

∂θseij

∂Qj

∂Vij
0 0

∂Qj

∂θi
0

∂Qj

∂θj

∂Qj

∂Vj
0 0

0 0 ∂Pk

∂θkeik

∂Pk

∂Vik

∂Pk

∂θi
0 0 ∂Pk

∂θk

∂Pk

∂Vk

0 0 ∂Qk

∂θseik

∂Qk

∂Vik

∂Qk

∂θi
0 0 ∂Qk

∂θk

∂Qk

∂Vk

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. ×

⎡
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�θseij

�V seij

�θseik
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�θshi
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�θk

�vk

⎤
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=

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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j i − Pji
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Spc
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P
Spec
ki − Pki

Q
Spc
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− PE
�Pi

�Qi

�Pj

�Qj

�Pk

�Qk

⎤
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(196)
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Fig. 34 The developed modeling of (a) the series converter representation and (b) the shunt 
converter representation 

From the above clarification, the modification of the Jacobian matrix is required. 
The merit of this model is that the voltage magnitude and the power flow through 
TLs can be controlled separately or simultaneously. The operating constraints of 
GUPFC have been enforced in this model. 

(b) The Developed Model 

The developed model is based on power injection representation [44], where 
injected loads exchange the parameters of the GUPFC at the terminals of these 
devices. This representation of the series converters of the GUPFC is conceptualized 
from the current injection model where the Vse1 and Vse2 are converted to shunt 
current sources, calculated as a function of the specified current flow in TLs, as 
shown in Fig. 34a. Then these currents are converted to the injected load, whereas 
the shunt converter is represented as a synchronous condenser with (P = 0) similar 
to the simplified model of the STATCOM, and the common bus is converted to a PV 
to control the voltage magnitude of this bus. As shown in Fig. 34b. The developed 
model can be obtained by combining the series and the shunt converters, as shown 
in Fig. 34. The following equations describe the developed model: 

.Sm = −Vm

(
Iinj1

)∗ (197) 

.Sn = −Vn

(
Iinj2

)∗ (198) 

.Si = Vi(Ii)
∗ (199) 

The merits of the developed model include avoiding the modifications of the 
Jacobian matrix, controlling the power flow in TLs, and the voltage magnitude



Modeling Combined Shunt/Series FACTS in Power Flow Solutions: A. . . 45

Zse1 

Zse2 n 

mi Ssp1 

j 

k 

Zline1 

Zline2Ssp2 

2 

CY 
2 

CY 

2 

CY 
2 

CY 

Fig. 35 The developed model of GUPFC 

can be carried out simultaneously or separately. In addition to that, the operating 
constraints have been considered in this model (Fig. 35). 

4 Summary 

This chapter presented methods of modeling the FACTS devices into power flow 
solutions. Several models for variable impedance and VSC based type FACTS 
devices have been introduced, including their concepts, advantages, and shortcom-
ings. In addition to that, the required modifications in power flow solutions. From 
the literature survey, it is clear that modeling the VSC-based FACTS devices is more 
difficult due to including the parameters of FACTS in the Jacobian matrix as state 
variables. For future work, combinations between these methods can be investigated 
to reduce the complicities of modeling these controllers with fast convergence 
characteristics with application developed strategies for efficiently handling the 
FACTS controllers’ operating constraints. 
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Comparison of Different Configurations 
of Saturated Core Fault Current Limiters 
in a Power Grid by Numerical Method: 
A Review 

Aydin Zaboli 

1 Introduction 

Increase in fault currents in power grids is due to the ongoing expansion in energy 
generation and demand, as well as the trend to parallelize the network sections. As a 
result, there is a global effort underway to find solutions to the fault current problem 
in order to prevent having to replace existing circuit breakers or to postpone their 
replacements [1–10]. Using various types of fault current limiters (FCLs) could be 
an option. This device essentially makes a series connection to the power grid with 
a variable impedance. The impedance is low when it performs at its best situation. 
When a fault arises, however, the impedance of the system increases dramatically, 
preventing amplitude currents from flowing to greater levels. The failures in the 
converters and rotor circuit can cause hazardous conditions in the FCLs. Hence, 
they can be employed to maintain the connectivity of generators to the grid as long 
as possible. Short circuit current is limited by such circuits, but the generator is 
not disconnected from the grid [11–13]. Despite being advantageous to utilities, 
these new methods have created a significant problem in terms of short-circuits. 
Symmetrical or asymmetrical short circuits are unavoidable in power networks and 
result in large magnitude short circuit currents, particularly in high voltage power 
networks. These currents have negative thermal and mechanical consequences [14]. 
Different types of these devices can be classified by their functionalities, materials, 
structures, expenditures, and other characteristics. They may be classified into two 
general groups based on their most significant functional characteristics [15–18]: 
(1) Limiters that have a built-in reaction to a fault. (2) Limiters with a delayed 
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error response. SCFCLs offer numerous benefits over other types, however, they 
necessitate a significant quantity of magnetic substances, resulting in a high upfront 
cost and a considerable scale. These FCLs can be as non-superconducting and 
superconducting models, and our attention is on non-superconducting FCLs in 
this chapter. Superconducting FCLs have at least a superconductor tape or coil 
in their configurations, which can be effective in the fault current limitation, 
however, there are some problems in using these types of limiters. Some issues 
are such as cooling system volume and superconductor costs that make barriers for 
researchers and engineers to provide a suitable design of power grid including the 
superconducting FCLs [2, 19–22]. Nowadays these FCLs are constructed in small 
scales in laboratories and tested in some small sections of power grids [20]. There 
are different types of FCLs including saturated core FCL, inductive FCL, magnetic 
FCL, and open core FCL, that every configuration has special structure and material, 
but the same functionality. 

The saturated core FCL is made up of three parts including, copper dc and ac 
coils and an iron core, each of which has its own structure. The power supply is 
linked in series to the ac coils, while the dc coils are connected to a separate direct 
current source. This type of limiters, on the other hand, confront problems such 
as increasing the needed magnetic material, which may be partially addressed by 
introducing novel structures and arrangements. To address the issues of big volume 
and high cost, many structures are offered during recent years [13, 15, 23–25]. By 
introducing an air gap into the core, the volume of the magnetic substance may be 
decreased. This approach is applicable to nonlinear inductors in general. The air gap 
is not just a component of an alternating current circuit, but it is also a component 
of a direct current magnetic circuit. In this situation, core saturation is difficult, and 
the FCL’s usual impedance is decreased. As a result, designs with three legs are 
possible, and the arrangement of ac and dc windings may be modified such which 
there is no dc flux passing through the middle leg of the core. Consequently, an air 
gap in the intermediate branch may be generated without raising the dc excitation 
to saturate the core. This air gap also guarantees that the core size is reduced for the 
same voltage level. The configuration of the ac and dc windings allows one of the 
two outer legs to go out of saturation during each half cycle of the fault, limiting 
the fault current. The weight of the FCL may be decreased by utilizing the proper 
construction when compared to induction type designs, which depends on how the 
ac and dc coils are positioned and put on distinct legs. The ratio of the defective 
phase voltage to the overall fault current determines the effective fault impedance 
[26–28]. 

2 Literature Review 

There are many FCL configurations tested or implemented all over the world to 
relieve the risks of these hazardous currents in a power grid. These can help the 
power system to be safe, reliable, and stable [14]. Ruiz et al. [19] have investigated
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the Resistive-type Superconducting FCLs in terms of their working principles, 
numerical modeling, and superconducting materials with experimental concepts. 
Tan et al. presented a resistive SFCL with different current flowing time by an 
YBCO tape as a superconductor material [20]. Assessment of thermoelectric model 
of RSFCL by root mean squared method is conducted by Branco et al. in [29]. 
Related to inductive SFCL, Yamaguchi et al. presented a transformer type SFCL 
that analyze the relation between the current limiting characteristics and transformer 
ratings in [30]. Recently, a transformer-type SFCL with an external circuit has been 
developed that may minimize the fault current utilizing twice quench operations. 
The impact of current limitation on the winding path of two isolated windings 
has been addressed in [31]. A comprehensive review of Flux-locked type FCLs 
(FLSFCLs) was recently published in [32], which included a detailed assessment 
of research conductions and applications of FLSFCLs in power grids. A FLSFCL 
was used to enrich the quality of power indexes in a distribution system [33]. A 
voltage-sourced inverter has been used to incorporate the planned FLSFCL. The 
coordination of overcurrent relays with FLSFCL is discussed in [34]. In [3], the 
impacts of these windings on FLSFCL’s performance in an iron closed-core were 
investigated. Tripathi et al. [35] has conducted a configuration with two ac winding 
and a dc winding SCFCL for improving a doubly fed induction generator (DFIG) 
system. 

3 Principles of Fault Current Limiting 

During recent years, FCLs are widely studied by researchers in terms of different 
configurations with materials, performance type, arrangements, and so on. Two 
fault current liming bases are as follows: Adding a resistive impedance and reactive 
impedance (an inductor or a combination of an inductor and a capacitor) [14]. 

A sample transmission line with the FCL is represented, in which this device is 
in series with other power grid components. FCLs normally limit fault currents to a 
desire level, and they are dependent on the system requirements as well. That means 
they do not act during normal conditions of a power grid operation. Also, they do 
not apply any changes, damage, or restrictions to the system, so they could be safe 
and reliable. 

Equation (1) may describe the fault current in the system, such as the single-
phase fault to ground (see Fig. 1) in which ifault(t) represents the fault current, 
UL(t), the line voltage, L the phase angle of the transmission line impedance, ZL 
the impedance of transmission line, IL, tf the value of a current of transmission line 
at the start time during a fault condition, tf the start time of a fault, and τ the line 
time constant [17]: 

.ifault(t) = UL sin (ωt − ϕL)

|ZL| +
(

IL,tf − UL sin (ωt − ϕL)

|ZL|
)

e− t−tf
τ (1)
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UL RL LL 

FCL 

Fault 

Zload 

Fig. 1 Sample power system circuit 

When a resistive or inductive types of FCLs are utilized, the difference in 
system’s fault performance is in the time constant value of the system, resulting 
in a difference in the value of the fault current’s dc portion. The transmission line 
time constant of a fault is less than the inductive FCL for the same FCL impedance 
when a resistive FCL is employed, as demonstrated by Eqs. (2) and (3) which LL is 
line leakage inductance, RL, line leakage resistance, and RFCL and LFCL are resistive 
and inductive impedances, correspondingly. 

.τRFCL = LL

RL + RFCL
(2) 

.τXFCL = LL + LFCL

RL
(3) 

As a result, given the same FCL impedance, the initial fault current peak 
for a resistive limiting impedance is less than the inductive impedance. Another 
distinction is that the resistive FCL dissipates energy during the fault, whereas 
the inductive FCL accumulates energy in the magnetic field during the failures 
and restores it to the system at the end of each cycle. Hence, inductive FCLs 
do not result in power loss for the system if normal system operation is resumed 
without interruption of current flow (regardless of inductor’s resistance). When the 
transmission line is terminated, the energy accumulated in the previous cycle is 
merely the power loss in the circuit breaker [20, 36]. 

To limit the fault current, inductive FCL can employ both an inductor and a 
capacitor simultaneously. The FCL can be substituted by a parallel inductor and 
capacitor, in this case, to arrange to conduct the network frequency to a resonance 
state. The CFCL capacitor is connected in series via a transmission line, and its 
quantity is adjusted to compensate the leakage inductance of the transmission line. 
When a fault occurs in a power grid, the LFCL inductance is connected to a capacitor 
in parallel, and the resonant impedance of the parallel LC circuit restricts the fault 
current as follows: 

.Zres, FCL = j
ωLFCL

1 − ω2LFCLCFCL
(4)
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This section briefly discussed the limitations of fault currents. Then, a compre-
hensive comparison will be given to assess the different configurations by numerical 
method in the next sections. 

4 Basis of SCFCLs 

The nonlinear inductor impedance is determined by the average longitude of the flux 
direction, lmean, the cross-sectional area of the core, Acore, winding’s turn number, 
Nind, and the core’s relative permeability, μr (Fig. 2). By conducting the core to a 
saturation mode, the inductance is smaller when the hysteresis curve’s operational 
point is outside of the saturation zone (Fig. 3) [37]. 

The estimated inductances for saturated and unsaturated situations are given in 
the following equations: 

.Lx = μ0μr
N2
indAcore

lmean
(5) 

.Ly = μ0μr,sat
N2
indAcore

lmean
(6) 

Fig. 2 Nonlinear inductor 

Nind 

lmean 

Acore 

Fig. 3 Nonlinear B-H 
(hysteresis) curve in an iron 
core 

B 

H 
Hsat 

Bsat 

µr 

µr,sat
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Fig. 4 Saturation methods of 
FCL core: (a) by direct 
current (b) by PM  

Nac 
iL 

NdcIdc 

(a) 

Nac 
iL 

PM 

(b) 

Where Lx and Ly are the FCL impedances during the fault and normal conditions, 
and μ0 and μr,sat are the air permeability and relative permeability coefficients of 
the core at a saturation condition, respectively. The core must be saturated under 
normal system conditions, but not oversaturated, while the core should be de-
saturated under fault situations. An additional dc current-carrying coil provided by 
an auxiliary source or a permanent magnet (PM) can be used to saturate the core, as 
illustrated in Fig. 4. 

A dc coil, a copper ac coil, and an iron core make up generally the saturated core 
fault current limiters, the arrangement of which changes depending on the different 
constructions and used materials. The ac coils are linked to a power system in series, 
and the resulting magnetic field is directed in opposite directions. The dc coils are 
connected to a separate direct current source, as demonstrated in Fig. 5. 

The SCFCL works in its usual non-limiting state under normal power system 
circumstances, which is also the mode of operation for most of the time and has no 
impacts on a power grid. The rated current will flow between the ac windings, and 
the huge current in the dc winding will make the bias of the large dc magnetic field 
within a core in this case. During each ac cycle, deep saturation and low magnetic 
permeability are maintained in iron cores. The SCFCL reactance is low and has 
slight impact on the rest of the power system because of the inductance relation 
with the permeability [2, 26, 38, 39].
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Fig. 5 Schematic of main 
components of SCFCLs 

Nac 
iL 

NdcIdc 

Nac AC line 

Ndc 

A substantial fault current flows between the ac windings when short circuits 
occur, and the limiter enters its own current limiting mode. The dc current is 
instantly shut off for active-type SCFCLs, and regardless of the short circuit fault, 
the same dc bias is created for inactive-type SCFCLs. The iron cores in both 
types will not always be at deep saturation for a long period due to the high fault 
currents. The permeability rises by several thousand while the cores operate in the 
linear area of the hysteresis characteristic; therefore, the average limiter reactance 
enhances. The limiter can restrict the fault current due to reactance [21, 40]. Soft 
iron has nonlinear magnetic characteristics, which are dictated by the hysteresis 
characteristic of material, and is used to represent in this case. Figure 6 illustrates 
some advantages of employing this type of limiters. 

The cores of limiters are adequately saturated to the point that typical current flux 
changes cannot restore them to the linear area depicted in Fig. 7. The operating point 
of B-H graph is desaturated in the case of a fault occurrence, increasing the limiter 
impedance. The safe margin width indicated in the figure determines the fault flow 
level at which the FCL commences to restrict. The width of this portion may be 
ignored due to the small fault current peak, and the FCL can serve on spot. 

The relationship between dc current, Idc, line current, IL, and the magnetic field 
in the core (H) can be written as follows. To calculate the safe zone width, Hs, Eq.  
(7) must be rewritten as (8) [27]: 

.NdcIdc − NacIL,max > Hsatlmean (7) 

.NdcIdc − NacIL,max = (Hsat + Hs) lmean (8) 

After the fault has been cleared, the core comes back to saturated mode. 
Therefore, when the amount of transmission current decreases, the ac winding’s 
impedance decreases with no latency. As a result, the inductive FCL can limit a 
countless number of frequent faults. 

Because of the inductive essence of the fault current limiter’s impedance, there 
have been no energy losses throughout the restriction, but there is a loss owing to 
the resistance of a winding. When compared with the transmission line’s nominal
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There is no delay in 
the fault reaction. 

There is no delay in 
recovery after 

clearing the fault. 

The duration of the 
fault limitation is 

unlimited. 

When it limits 
consecutive faults, 

no operational 
failure occurs. 

Energy loss is 
negligible during 

the normal period. 

Fig. 6 SCFCL characteristics 

Fig. 7 FCL performance 
during normal regime – flux 
changes 

B 

H 
Hsat 

Bsat 

µr 

µr,sat 

. 
Dc satuartion  poin t 

Safety 

Margin 

Normal 

operating 

power, the dissipative power is rather low. Unlike resistive fault current limiters, 
the limiting operation period is not constrained by an acceptable quantity of thermal 
transfer at the impedance. Because inductive limiters cannot operate as a breaker, the 
fault current must be eliminated by other protection apparatus, like circuit breakers. 
However, they have not been industrialized because of the issues in design processes 
[41] including: (1) The scale and cost of the materials are both significant; (2) 
Inductive overvoltage passing through the dc current source during fault operation.
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UL RL LL 

FCL 

iL 

Fault 

Zload 

Fig. 8 Power system equivalent circuit with single phase to ground fault 

Table 1 Equivalent circuit 
parameters 

Parameter Description 

Power supply (UL) (rms) . 10
√
2 kV

RL 0.1095 �

LL 5.63419 × 10−4 H 
Zload 8.79 �

5 Circuit Diagram of a Simple Power System 

Test circumstances of FCLs and their impacts on current limiting and other network 
parameters are in the form of a simplified power network test circuit with resistance, 
inductor, power supply, and load resistance, which act in fault and normal operations 
utilizing the various architectures of SCFCLs. The sample circuit system associated 
with their values is illustrated in Fig. 8 and Table 1. It is our purpose to test 
the different type of saturated core FCLs on the sample network by providing a 
model by finite element method simulated by COMSOL Multiphysics software in a 
computer systemwith Intel core i7, 6500 U, 64-bit, and 12 GBRAM and providing a 
comparison between them in terms of appropriate parameters. Various arrangements 
of these FCLs are given in the next section. 

6 Different Configurations of SCFCLs 

We propose some SCFCL configurations, such as 100% magnetic separation, partial 
magnetic separation, short-circuit dc winding, and so on. The performance of these 
FCLs is tested on the sample power system, and comparisons are provided. 

6.1 SCFCL with 100% Magnetic Separation 

Because of resistive essence of an ac winding in SCFCLs, there will be a voltage 
drop, which is a coefficient of voltage during normal operation (up to 2%). However, 
phase voltage of UL(t), is applied to the ac winding while a fault occurs. An 
overvoltage (UFCL,dc(t)) is produced by a dc source as a result of windings’ coupling
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Fig. 9 SCFCL configuration 
with 100% magnetic 
separation of dc and ac circuit 

Ndc Nac 

in a transformer in which the number of turns in the ac and dc windings are Nac and 
Ndc, correspondingly [12, 16]. 

.UFCL,dc(t) = Ndc

Nac
UL(t) (9) 

The induced overvoltage problem can be solved by magnetic separation of ac and 
dc windings. Figure 9 depicts this arrangement in this case. 

In this situation, the dc flux only crosses over the core’s left and center legs and 
reaches the saturation mode. A leg with a significant reluctance possessing an air 
gap deflects the passing flux away from the path as shown in Eq. (10): 

. 

�m = lmm
μ0μrAcm

�rr = lmr+μrlg
μ0μrAcr

⎫⎬
⎭ ⇒ �m << �rr that

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�m is middle leg reluctance
�rr is right leg reluctance
lmm is average length of middle leg
lmr is average length of right leg
lg is air gap length
Acm is cross-section of middle leg
Acr is cross-section of right leg

(10) 

During the fault condition, the ac flux merely flows through the center and right 
legs, which is induced by fault currents. The reluctance of left side is much higher 
than right one (with air gap) owing to a saturation state [27]: 

. 

�lf = lmf
μ0μrAcl

�rr = lmr+μrlg
μ0μrAcr

⎫⎬
⎭ ⇒ �lf >> �rr that

⎧⎨
⎩

�lf is left leg reluctance
lmf is average length of left leg
Acl is cross-section of left leg

(11) 

The dc winding does not sense any flux change in this situation since it is not 
aware of the ac flux. As a result, no induced overvoltage occurs. Figure 10 depicts 
the flow distribution, with two cores utilized for each phase.
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Fig. 10 Flux distribution in 
SCFCL with 100% magnetic 
separation 

Ndc Nac 

dc flux ac flux 

Fig. 11 SCFCL with partial 
magnetic separation 

Ndc,main 

Nac 

Ndc,aux 

This configuration, however, has a design flaw. During normal operation, the ac 
winding has a very high impedance. Non-deep saturation of the mid-leg results in 
high impedance. Because the dc winding is on the opposite leg of the core, it can 
only saturate the same leg. 

6.2 SCFCL with Partial Magnetic Separation 

The saturated core FCL with 100% magnetic separation has a limiting difficulty in 
that a coil placed in the opposite leg of the core cannot be thoroughly saturated, 
as detailed in the preceding section. The ac leg falls out of saturation even with a 
regular current, increasing the FCL impedance during normal operation. The core 
size needs to be large enough to get a desire value for an impedance of the FCL in 
the normal state which can be inferred [1]. 

An improved design of a SCFCL with partial magnetic separation is illustrated 
in Fig. 11. There is an ac leg with an appended dc auxiliary coil to conduct it to a 
stronger saturated mode. The effect of the auxiliary dc coil is depicted in Fig. 12. 
This auxiliary coil propels the working point outside the knee area, allowing it to 
saturate deeper. SCFCL parameters are presented in Table 2. 

Equation (12) illustrates a relationship between Nac, aux and Nac as follows: 

.Ndc,auxIdc = NacIL that Idc = dc current, IL = Line current (12)
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Fig. 12 Deep saturated mode 
of an AC leg provided by a dc 
auxiliary coil 
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Table 2 SCFCL parameters 

Value 
Parameter Description 100% magnetic separation Partial magnetic separation 

Nac No. of turns in ac 
winding 

60 60 

Ndc No. of turns in dc 
winding 

500 500 

Idc dc current 450 450 
lgap Air gap length 0.3 0.3 
Ndc,aux No. of turns in 

auxiliary winding 
– 76 

The design parameters are analogous to the previous mode for this case, and the 
auxiliary winding has 76 turns, which is obtained using Eq. (12). The FCL also 
comes with the same specifications as the auxiliary dc coil, except that the main dc 
coil is short-circuited. 

6.3 SCFCL with DC Coil Through Short-Circuited Terminals 

Even though the primary dc coil has more turns than the auxiliary one, the primary 
coil’s share of ac leg saturation is less than that of the auxiliary dc coil illustrated in 
Fig. 13. To raise the dc reluctance and control the ac flux via the air gap, more turns 
of the dc primary coil are indispensable. Otherwise, the induced voltage at the dc 
source will rise due to the spreading of ac flux via the dc leg. [8, 41]. 

If the primary winding is cut off from the rest of the circuit, the limiter 
functionality will not change, as shown in the figure below. The ac current flowing 
via the dc leg causes a current in the coil with short-circuited terminals, which drives 
the ac flux. The dc leg is not fully saturated in this scenario. A supplementary coil
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Fig. 13 SCFCL with DC 
Coil through short-circuited 
terminals . 

.Nsc 

Ndc,aux 

Nac 

navigates it to the knee area. However, the FCL impedance does not increase when 
everything is running smoothly because it is where the ac flux flows. 

The level of flux variation in the dc side determines the induction current in the 
short-circuit coil, which is oppositely proportional to Ndc. The quantity of induction 
current increases as a reduction of the coil’s turn numbers. Considering that, the 
entire amount of material could be substantially reduced in this circumstance. The 
overall amount of FCL coil material is lowered by substituting the primary dc coil 
with a short-circuit one by partial magnetic separation [26]. 

7 Simulation Results for Configurations with One AC 
Winding 

In this section, we evaluate the simulation results of these models, which we define 
the models as Fig. 14 and the components of this type of limiter as Fig. 15. 

Also, the geometrical dimensions of the design are demonstrated in Fig. 16. 
Using the sample power system for assessing the FCL performance in the circuit 

in fault conditions, the current curves passing through the system and the flux 
density and field strength curves can be obtained, as well as the distribution of flux 
density or field strength in different situations. A transient analysis was performed 
for the configurations over time, and its performance in the presence of fault is 
compared and assessed. Even though the limiter exists in a power system during 
normal situation, it should not have impacts on the circuit. Therefore, the current 
passing through the grid without the presence of FCL and with the presence of FCL 
under normal operating conditions of the system is compared, which is shown in 
Fig. 17. Red line demonstrated the electric current without FCL with amplitude of 
1000 A. Other models illustrate some changes in current specifically at the outset 
of time. It originates from copper structure of FCL and is due to winding positions 
that reduce the amplitude of current at the models. 

In models A, B, and C, the limiter is in the electric circuit. Moreover, a maximum 
current passing through the system is about 1000 A, which the amount of current is
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Model CModel BModel A 

Fig. 14 SCFCL structures including partial magnetic separation (Model A), 100% magnetic 
separation (Model B) and a dc coil with short-circuited terminals (Model C) 
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Fig. 15 SCFCL components 
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Fig. 16 Configuration dimensions
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Fig. 17 Current passing through the system in normal operating conditions 

Fig. 18 Current passing through the system in normal and fault operation without SCFCL 

slightly reduced because of a slight voltage drop in the presence of the FCL (due to 
a series connection to the circuit). Also, the general diagram of the current without 
the presence of FCL under normal and fault operating conditions is illustrated in 
Fig. 18, where the fault was initially entered into the system and the analysis was 
performed on the circuit for 50 ms. As can be observed, the fault impact on the 
electric current is highly significant. 

Also, as mentioned, only the dc leg goes to deep saturation in model B, and 
to further saturate the ac leg, a dc auxiliary winding is added to it; a flux density 
diagram is shown in Fig. 19. As it can be seen, the flux density in Model A (partial 
mode) is slightly better saturated due to the auxiliary winding. Also, in the Model 
C, the dc leg is not deeply saturated and is conducted by an auxiliary winding to the 
knee area, which has low values of flux density, as depicted in Fig. 19.
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Fig. 19 Magnetic flux density changes versus time for different models 

Fig. 20 Magnetic flux density passing through the core for both conditions in model A 

Now, if we evaluate the flux density for the Model A in normal and fault 
conditions, it can be perceived that the flux density is generally higher in the faulty 
mode. Thus, the fault causes more saturation of the core and a larger impedance. 
The flux density is shown in Fig. 20 that represents this type of SCFCL is effective 
in density reduction and the maximum amount of B reaches almost 1.3 T. 

Figure 21 depicts the magnetic field strength of the iron core for Model A as 
well, which is relatively higher in the fault state. 

For a general comparison of flux density in the models presented above, their 
diagrams in normal operation and fault modes are represented in Fig. 22. The  lowest  
flux density value is related to dc short-circuited winding mode in normal operation, 
which is in saturation mode. Most of the mode is related to the partial model in the 
fault mode, which possesses deeper saturation. Significant difference in normal and
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Fig. 21 Magnetic field strength passing through the iron core for model A in normal and fault 
modes 

Fig. 22 Comparison of flux density in normal and fault operations 

fault modes for Model C is due to the presence of short-circuited dc winding, so the 
impact of this type of SCFCL is very advantageous. Other structures have smaller 
decline in flux density than Model C. 

The amount of current flow in this model in fault mode has also been investigated 
in the presence of SCFCL. In this case, we have: 

. B = μH
if→ B ↑⇒ H ↑, H = NI

l

depend on N→ I (variable)

which can be analyzed using the flux density diagram (Fig. 23). 
For example, a fault has been occurred on 23 ms, and the FCL performance for 

Model A has been investigated, as shown in Fig. 24. As can be inferred, there is no
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Fig. 23 Current passing through the system during a fault condition with SCFCL 

Fig. 24 Current passing through the system by applying a fault in 23 ms 

fault until 23 ms and the FCL is in the circuit, so it should not normally have much 
of an effect on the circuit, which makes sense. After starting the fault in the first 
peak, the current was almost 116 kA, then the peak of fault current was reduced, 
which the FCL has amplified properly (we applied this type of fault on 23 ms in 
this section because the calculation volume is very high and time consuming and 
for analysis and comparison, so a fault has been applied in this moment). 

We now examine the flux density distribution at different points in these three 
models and make a comparison between them. First, we show how the flux density 
changes in Model A, which is in the form of Figs. 25 and 26 (for an air gap length of 
0.3 m). In Fig. 25, there is a flux density reduction in middle leg that increases near 
the fault point. After a fault occurrence, there is a huge drop of flux density, that 
density’s concentration is on the top of middle leg at 5 ms. Then, the flux density 
distributes to other legs after 5 ms that the middle leg experiences the highest flux 
density. Afterwards, the high-density area transfers to the right leg.



Comparison of Different Configurations of Saturated Core Fault Current. . . 67 

5 milliseconds 10 milliseconds 

15 milliseconds 21 milliseconds 

Fig. 25 Flux density illustration during normal mode for Model A 

5 milliseconds 10 milliseconds 

15 milliseconds 21 milliseconds 

Fig. 26 Flux density distribution for Model A during fault mode
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Fig. 27 Comparison of flux density distribution at 5 milliseconds 

It is evident that the flux density gradually decreases in the central leg and goes 
out of saturation until it rises again in about 21 ms, but it has never entered deep 
saturation in this case. Now, the flux density is very high in some positions, due 
to the fault originating the passage of current through the ac windings. The middle 
leg is deeply saturated, which is done using the dc auxiliary winding in 10 ms. 
Flux density is gradually directed from the middle leg to the leg at an air gap, 
creating little saturation in those areas. Also, the flux density distribution is given for 
these three models as an example in 5 ms that the diagram has already been given 
(Fig. 27). 

8 Inductive SCFCL 

The configuration of a single phase inductive SCFCL is shown in Fig. 28. In this  
structure, they alternate from one half-cycle to the other half-cycle because the two 
legs have an ac winding separately, and the leg with the air gap directs the ac flux 
produced in this leg. Therefore, there are three magnetic legs in this architecture, 
each with dc and ac coils. The ac coils are placed to the transmission line in series, 
whilst the dc coils are connected to the direct current source in series [27, 28, 42]. 

The dc windings are connected in such a way that the dc flux receives a rotational 
current. As a result, the outside legs of the core are saturated, but the dc flux does not
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Fig. 28 Single phase 
inductive SCFCL 

Nac Nac 

Ndc 
Ndc 

pass through the central leg. So, the dc saturation level does not rely on the length 
of the air gap (lgap), so we have [24]: 

.
Bmid = 0
Bo = μr,sat

NdcIdc
lmean,outer

+ (Bsat − μsatHsat)
(13) 

Where Bo and Bmid and are the dc flux densities in the outer and central legs, 
correspondingly, and lmean,outer is the average lengths of the outer leg and Hsat is the 
saturation values of the magnetic field. The central leg makes a parallel route for 
the ac flux, allowing the air gap to be merely in the ac magnetic circuit. After the 
fault commences, the left and right legs of the core alternate from saturation mode. 
The connection of the ac windings is during a half cycle, the ac and dc fluxes are in 
the same direction but are in the opposite directions in another outer leg. Since the 
reluctance of the right leg is quite high, the ac flux of the left leg blocks its pathway 
via the center part due to saturation. An inductance of SCFCL can be expressed 
during normal and fault conditions as Eqs. (14) and (15) [22, 25, 36, 37, 43]: 

.LFCL,sat = μ0
N2
acAcore,outer

lmean,outer + lgap
= μ0

N2
acAcore,outer(

lmean,outer
lgap

+ 1
)

lgap

(14) 

.LFCL,lin = μ0
N2
ac2Acore,outer

lgap
= f

(
2Acore,outer

)
(15) 

Where LFCL,sat is FCL inductance in saturation mode, Acore, outer cross-sectional 
area of the outer leg, and LFCL,lin is FCL inductance out of saturated mode (in fault 
mode).
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9 SCFCL with DC Single-Core Short-Circuited Windings 

SCFCL with dc short-circuited windings uses two cores in each phase. The two 
cores can be combined to further reduce the magnetic materials, which is illustrated 
in Fig. 29. As can be observed, because the dc leg’s main purpose was to make a 
low-reluctance path for the dc flux, it was eliminated. In this setup, an extra ac leg 
takes over the dc leg’s role. The ac flux is directed from each ac winding to the air 
gap legs using short-circuited windings [18, 25, 43, 44]. 

In this section, we evaluate the simulation results of models D and E, which 
we define as the models in Fig. 30. The current passing through the system in the 
presence of FCL in normal operating conditions has been investigated in this case. 
Figure 31 shows that these two models have larger impedances than models A, B, 
and C in the normal operating mode, which is not desirable, and their current has 
reached up to 400 A or more even in the first peak, although the rated current of 
the system has a peak of 1000 A. Model D is more desirable than model E in this 
state (because model E has a larger number of windings and therefore it has more 
resistance and impedance in a normal operation). There is a drop at the outset of 
electric current of Model D because of air gap presence at the middle leg. 

Fig. 29 Single-core SCFCL 
configuration with 
short-circuited windings 

. .

. . 

ac flux dc flux 

Nac Nac 

Ndc Ndc 

Nsc 

Nsc 

Fig. 30 SCFCL 
configurations including an 
inductive saturated core FCL 
(Model D) and a single-core 
saturated core FCL with 
short-circuited windings 
(Model E) 

Model D Model E
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Fig. 31 Current passing through the system with SCFCL in a normal mode 

Fig. 32 Flux density of iron core during fault mode for Models D and E 

Model D has deeper saturation than model E because the outer legs in model D 
have dc winding, while in the model E, the dc winding has short-circuited. It causes 
the iron core to saturate around it later, as shown in Fig. 32, the flux density changes 
at fault mode for models D and E. 

It is possible to show the amount of current in the fault mode for models D 
and E which their limitation is even less than the nominal current, due to the 
more voltage drop. Figure 33 observes higher current amplitude than Fig. 31. 
These structures have a slight effect on reducing the fault in comparison with 
configurations introduced in previous section and have more material consuming.
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Fig. 33 Current passing through during fault condition with SCFCL 

5 milliseconds 10 milliseconds 

15 milliseconds 21 milliseconds 

Fig. 34 Flux density distribution for Model D during normal mode 

Now, we want to evaluate the flux density distribution in Model D, which are 
in Figs. 34 and 35 for different times in normal and fault states. By comparing 
the above two states of flux density distribution, because of the occurrence of a 
fault, two outer legs gradually deviate from the saturation state, so the flux density 
is greater than the fault state in the normal mode. It should also be noted that we 
must apply much dc current to dc winding to fully enter the saturation zone at the 
beginning of the design; the analogical diagram for two normal and fault modes for 
model D is shown for 100 milliseconds (Fig. 36).
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5 milliseconds 10 milliseconds 

15 milliseconds 21 milliseconds 

Fig. 35 Flux density distribution for Model D during fault mode 

Fig. 36 Flux density for Model D during normal and fault operations 

It is also possible to provide a flux density distribution for Model E, which is as 
follows (Fig. 37). 

As it can be perceived, the middle legs are not deeply saturated from the 
beginning because of the presence of short-circuit windings at the top and bottom of 
the core, and a large dc current must be applied to the winding to achieve this. The 
middle legs become gradually saturated over time, and the flux slowly disperses 
at the surface of the iron core, with the middle legs alternating between saturated 
and unsaturated modes. There is a summary of proposed configurations and their 
specifications in Table 3.
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5 milliseconds 10 milliseconds 

15 milliseconds 21 milliseconds 

Fig. 37 Flux density distribution for Model E during normal operation 

10 Conclusion 

Nowadays, fault current limiters can have considerable effects on any failure or 
outage in power systems. FCLs are very helpful to postpone the replacement of 
power devices and they take an important role in the mitigation of fault impacts on a 
power grid. Saturated-core FCLs can be attractive because of saturation features and 
prompt changes of flux between the different parts of an iron core. Suitable designs 
of this type of FCLs in terms of material, volume and type of winding placement 
can be helpful for industrial engineers to utilize an efficient configuration regarding 
their applicability. Also, this device can remarkably reduce the vulnerability of 
a power grid. This chapter presents an analysis of different configurations of 
SCFCLs in which their designs are relied on the number of windings, windings’ 
positions and other factors. Various parameters of this protective device including 
electric current, magnetic flux density and magnetic field strength are assessed 
and compared. A numerical analysis with finite element method is carried out to 
provide comprehensive information related to SCFCLs to demonstrate the variables’ 
changes during normal operation or fault mode comprehensively.
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Table 3 Summary of proposed SCFCL configurations 

SCFCL configuration Design specifications 

Model A 

Ndc,main 

Nac 

Ndc,aux 

Every phase has two cores 
Partial magnetic separation of dc & ac fluxes 
An air gap in side leg 
voltage is induced in dc winding 
FCL impedance is declined during normal 
conditions 

Model B 

Ndc Nac 

Every phase has two cores 
There is no voltage induced 
100% magnetic separation of dc & ac fluxes 
An air gap in sidelong leg 
There is no deep saturation in the middle leg 
because of one ac winding 
FCL impedance is increased during normal 
conditions 

Model C 

. 

.Nsc 

Ndc,aux 

Nac 

Every phase has two cores 
Partial magnetic separation of dc & ac fluxes 
An air gap in sidelong leg 
volume of winding material is mitigated 
because of short-circuited dc winding 

Model D 

Nac Nac 

Ndc 
Ndc 

Existence of an air gap in middle leg 
Partial magnetic separation of dc & ac fluxes 
single phase inductive SCFCL (every phase 
has a core) 
Conduction of ac flux across the leg with air 
gap is sufficient 

Model E . .

. . 

ac flux dc flux 

Nac Nac 

Ndc Ndc 

Nsc 

Nsc 

Partial magnetic separation of dc & ac fluxes 
single phase inductive SCFCL (every phase 
has a core) 
changes in flux distribution because of 
winding positions
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Optimized Settings of Over Current 
Relays in Electric Power Systems 

Abdelmonem Draz, Mahmoud Elkholy, and Attia El-Fergany 

1 Introduction 

Protection relays are the brain of the protection scheme that detect the fault based on 
its nature and then initiate a tripping command to the Circuit Breaker (CB) to isolate 
the fault. To promote the protection scheme performance, the operation of these 
relays should achieve a set of requirements. Reliability, sensitivity, redundancy, 
and selectivity are deemed as the basic attributes that prevail in a well-performed 
protection scheme. In this context, the most implemented protection type in power 
systems whether it is radial or meshed, low or medium voltage network is the 
Over Current (OC) protection. In addition to its simple operation, it has various 
Characteristics (CCCs) according to the desired application. OC protection is 
achieved in low voltage distribution networks using fuses and CB with built-in trip 
unit. This trip unit may be a thermo-magnetic type or electronic type to increase the 
adjustability in settings range [1]. 

Over Current Relays (OCRs) are considered as the main protector against OC in 
medium-voltage distribution networks. They have diverse CCCs like instantaneous, 
definite time, and inverse type that facilitate their coordination process. OCR with 
instantaneous CCCs operates without any deliberated time lag, whilst the definite 
time CCCs trips at an adjustable but fixed time independent of the current magnitude 
[2]. However, these CCCs limit the cascade protection levels, unlike the inverse 
type, which assures the coordination flexibility. Accordingly, OCRs have mainly 
three settings: the current pickup which represents the limit value above which 
the tripping zone of the relay starts. Moreover, the time dial and the Time Current 
Characteristic (TCC) type are the additional settings that control the inverse degree 
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Table 1 Constant values for 
diverse standardized 
operating curves 

Standard TCC type a ß γ 
IEC NI 0.14000 0.02000 0.00000 
IEC VI 13.50000 1.00000 0.00000 
IEC EI 80.00000 2.00000 0.00000 
IEC LI 120.00000 1.00000 0.00000 
UK Rectifier 45900.00000 5.60000 0.00000 
IEEE MI 0.05150 0.02000 0.11400 
IEEE VI 19.61000 2.00000 0.49100 
IEEE EI 28.20000 2.00000 0.12170 
US-CO8 Inverse 5.95000 2.00000 0.18000 
US-CO2 SI 0.16758 0.02000 0.11858 
ANSI Inverse 8.93410 2.09380 0.17966 
ANSI SI 0.26630 1.29690 0.03393 
ANSI LI 5.61430 −1.00000 2.18592 
ANSI MI 0.01030 0.02000 0.02280 
ANSI VI 3.92200 2.00000 0.09820 
ANSI EI 5.64000 2.00000 0.02434 
ANSI DI 0.47970 1.56250 0.21359 

between the current and the tripping time. Hereinafter, the governing equation that 
estimates the relay OT (OT) (tri) as a function of its settings and the fault current (If) 
passing through it is as described in (1) [1, 2]. 

.tri =
⎛
⎜⎝ a⎛

If
Ipu

⎞ß − 1
+ γ

⎞
⎟⎠ TD (1) 

where: Ipu is the current pickup, TD is the time dial setting, If is the magnitude 
of the actual If, and a, ß, and γ are constants which their values vary with the 
selected standard TCC type as declared in Table 1. Figure 1a, b illustrate samples 
of some standardized operating curves carefully chosen from IEC 60255-3 [1] and 
ANSI/IEEE C37.112 [3]. 

Plain OCR is used in radial networks and requires only a current signal from 
the current transformer. Conversely, Directional OCR (DOCR) is implemented in 
meshed networks to minimize the system outage by initiating a tripping command 
only if the fault occurs in its forward tripping zone. Therefore, DOCR requires an 
additional voltage signal from the voltage transformer to create a reference polarized 
vector differentiating between forward and reverse faults [2]. 

The correct consequence of operation between DOCRs to guarantee the mini-
mum outage of power systems is called selectivity, discrimination, or coordination. 
This process is one of the aspects that governs the protection scheme performance 
and therefore it shall be optimized. The first line of defense against the faults 
is called the main Protective Device (PD) while the backup one operates if the 
main fails to initiate a tripping command. Coordination Time Margin (CTM) is
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Fig. 1 Samples of IEC and ANSI/IEEE standardized tripping curves. (a) IEC curves. (b) IEEE 
curves 

the time gap between the secondary and the main PDs at the same fault location. 
The coordination process can be classified into two main categories: absolute 
coordination and relative coordination [2]. 

2 Coordination Methods 

2.1 Absolute Coordination 

The relay operation is instantaneous without any intentional time delay and 
independent of the operation of other relays in their protected zones. Differential 
and restricted earth fault relays follow this behavior. 

2.2 Relative Coordination 

The operation of the PD can be instantaneous or with a time delay and depends on 
other PDs in other protected zones. This behavior can be found in the protection 
against over currents and earth faults. 

3 Methods of Relative Coordination 

3.1 Current Type Selectivity 

It depends on the If magnitude and its value gets larger when closer to the supply. So, 
PDs are set to operate for a certain value of If and therefore this type of selectivity 
is also partial.
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Fig. 2 Full selectivity between M/B relay pairs 

3.2 Time Type Selectivity 

It depends on the time graded between PDs from downstream to the upstream with 
Definite Time (DT) CCCS. Though, the number of discrimination levels is limited 
to avoid the larger OT of the PD installed in the network upstream. 

3.3 Time Current Type Selectivity 

It is the most recommended method used with OCRs in medium-voltage distribution 
networks, and it can be used also with low-voltage PDs. It combines the principles 
of the previous two types by selecting the suitable TCCs of the Main/Backup (M/B) 
relay pairs, as revealed in Fig. 2. It can be noted that the full selectivity is fulfilled 
between the M/B relay pairs by ensuring that there is no intersection between the 
minimum and maximum fault values. 

3.4 Energy Type Selectivity 

It can only be achieved between Low Voltage CBs (LVCBs) of the same manu-
facturer. Its performance depends on the fact that the let through energy associated 
with the downstream LVCB required to trip is lower than the associated value of 
the upstream LVCB. Consequently, the results are presented in real laboratory tests 
coordination tables documented by the LVCBs supplier.
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Fig. 3 Optimization algorithms classification for DOCRs coordination 

4 OCRs Coordination Process Formulation 

The coordination process can be represented as a nonconvex and nonlinear con-
strained optimization problem. In this context, optimized settings of OCRs are 
attained using a specified Objective Function (OF) incorporating various collection 
of constraints. The OF can be formulated by lessening the Total OT (TOT) of 
the main and/or the backup relays and also with different styles discussed later in 
this chapter. Regarding optimizing the coordination dilemma in meshed networks, 
the formulation of all possible M/B relay pairs and their associated If values is 
a prerequisite. In earlier days, many attempts have been dedicated to solve this 
problem using LP, NLP, and mixed-integer NLP techniques. However, due to 
the technology advancement, the competition between metaheuristic algorithms 
with various natures to obtain the global optimal solution is still in process. 
Figure 3 shows the classification of the optimization algorithms coped with DOCRs 
coordination model, as illustrated in [2]. 

5 Objective Function and Its Associated Constraints 

The simplified OF that has been tackled by most of the researchers is illustrated 
through (2) which minimizes the TOT of the main relays [4]. 

.OF =
N∑

i=1

tri (2)
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where: i is the relay counter, N is the total number of DOCRs in the tested network. 
The OF is subjected to the coming constraints: 

5.1 Model Basic Constraints 

The basic constraints that should be fulfilled to obtain satisfactory feasible results 
are described in Eqs. (3)–(6). Moreover, there are additional novel constraints 
inserted into the optimization model for conceiving some power system issues like 
transient stability and arc-flash incident energy. 

5.2 Boundary Constraints 

The attained optimized settings (i.e., Ipu and TD) of DOCRs shall be bounded 
between minimum and maximum values for feasible results [2, 4]. 

.TDi,min ≤ TDi ≤ TDi,max (3) 

In this regard, the time dial setting is bounded between minimum (TDi, min) 
and maximum (TDi, max) value, as found in (3) elaborated in the commercial relay 
settings range. It is worth mentioning that the TD has continuous values in digital 
relays while it has discrete values in electromechanical relays and is called Time 
Setting Multiplier. 

.Ipui,min ≤ Ipui ≤ Ipui,max (4) 

.Ipui,min ≥ OLF × Iload,max (5) 

.Ipui,max ≤ SF × Ifault,min (6) 

The philosophy of selecting the Ipu of the relay is illustrated in (4)–(6) where 
Ipui, min, Ipui, max are the min/max limits of the Ipu of ith relay, respectively. In order 
to allow the system to operate at 100% of its capacity, Ipui, min shall be higher 
than the maximum loading current (Iload, max) by a certain value greater than one 
called the Over Loading Factor (OLF). In this context, Ipui, max shall be less than the 
minimum If (Ifault, min) by a certain value smaller than one called Safety Factor (SF) 
to assure that the OCR will trip in the minimum fault conditions as well. Based on 
the recommended practices, OLF is ranged between 1.25 and 2 while SF is ranged 
between 0.8 and 0.9.
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5.3 Operating Constraints 

The correct operating sequence of PDs is fulfilled as defined in (7) and (8) whereas 
tbri, and tpri stand for the OTs of backup and main PD, respectively. 

.�tj = tbri − tpri (7) 

.CTMmin,j ≤ �tj ≤ CTMmax,j (8) 

Moreover, the discrimination time �tj between the M/B relay pair at the same 
fault location should have a positive value bounded between minimum (CTMmin, j) 
and maximum (CTMmax, j) values of the CTM. 

The applicability of the attained relay settings is completed when tpri is higher 
than the specific minimum value of the relay OT (tmin, i) stamped in the relay data 
sheet, as illustrated in (9). It is worth to mention that the relay would trip in the least 
possible OT by activating the instantaneous CCCs. 

.tpri ≥ tmin,i (9) 

Hereinafter, optimization models with diverse concepts for DOCRS coordination 
are discussed. 

6 Various Optimization Frameworks for DOCRs 
Coordination 

6.1 Optimal DOCRs Coordination Using Optimization 
Algorithms 

Metaheuristic algorithms have become the most powerful approaches for solving the 
power systems optimization aspects. They are united in the operating principles but 
differ in the operating technique. Figure 4 demonstrates the basic general steps for 
defining DOCRs optimization problem using different population-based algorithms 
[2]. As it is clear that the optimization model starts with defining the input data, 
like the relay pairs and If values proceeding with the OF formulation, then, setting 
the min/max boundaries of the model constraints, defining the algorithm control 
parameters, and finally running the model. 

Various algorithms diverted in nature have been investigated for the optimal 
process of DOCRs coordination like the stochastic fractal search algorithm [4]. A 
new optimizer called opposition-based class topper optimization is implemented in 
[5], which is an amended version of the traditional CTO. Furthermore, a hybrid 
technique is employed in [6] between the gradient-based optimizer and the adaptive 
differential evolution based on the technique of the linear population size reduction
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Fig. 4 Generic steps of 
DOCRs coordination 
optimization 

Adapt the OF to be processed 

Set min/max bounds of the 

predefined constraints 

Define settings of the Algorithm 

Initialize randomly 

Run the algorithm 

Check Stopping? 

Obtain best settings of relays 

Yes 

No 

Read network 

relevant data 

to enhance the optimization process in finding the best results. In addition, some 
amendments have been integrated into the basic Water Cycle Approach (WCA) as 
disclosed in [7] to realize the equilibrium between the phases of exploration and 
exploitation. In this context, an improved firefly algorithm [8] and enhanced GWO 
[9] are presented to promote the convergence rate by lessening the computational 
time, especially in on-line applications. 

Since the hybridization technique manifests its superiority for solving this 
optimized problem, a hybrid GWO-WO approach is proposed in [10]. Moreover, 
the fuzzy logic decision-making tool is integrated with the multi-objective GWO in 
[11] to obtain the best solution among various optimized ones. The Slime Mould 
Optimizer (SMO) proposed in [12] is considered as one of the latest algorithms 
applied in this problem and proves its superiority over the other optimizers. Some of 
the results obtained by the SMO over a standard test case network will be discussed 
later in this chapter.
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6.2 DOCRs Coordination With and Without Distributed 
Generators 

Basically, DGs can be classified into two main types; Inverter-Operated DGs 
(IODGs) and Synchronous-Operated DGs (SODGs). SODGs increase remarkably 
the If level at the installation location unlike the IODGs that are classified as fault 
restrictors that limit the level of the If from one to two per unit [13]. Afterward, 
various sizes and location of DGs along with preserving the optimal coordination 
are addressed [14] and solved using the GA. The researchers [15, 16] investigate 
the penetration of the Renewable Energy Resources (RERs) on the coordination 
process. Moreover, connecting and disconnecting states of RERs with several 
operating modes are examined in [16] and solved using the Random Walk GWO 
technique. 

It is recognized that Fault Current Limiters (FCLs) are deployed in distribution 
networks to mitigate the effect of DGs penetration on DOCRs coordination. 
Therefore, a multi-objective approach is presented in [17] for maximizing the 
mitigation impact of FCLs and minimizing their cost by determining their optimal 
location with their associated impedance values. A novel attempt is dedicated in 
[18] using variable locations and sizes of DGs for optimal relay coordination based 
on constraints reduction technique. 

6.3 Optimal Coordination of DOCRs Coordination 
in Microgrids 

Microgrids (MGs) have two operating modes; islanded and grid-connected mode 
that has a profound effect on short circuit level. Many attempts have been presented 
in the literature for optimum sizing of FCLs besides attaining the optimal coordina-
tion of protection relays. In this context, a hybrid approach based on cuckoo search 
algorithm and LP is investigated [19] preserving the optimal coordination in both 
operating styles of MGs. The coordination of DOCRs in smart grids is discussed 
[20] by optimizing the operating CCCs to maintain the network stability in the case 
of transient conditions. Moreover, a comprehensive review for the MGs protection 
is revealed [21] using the architecture of AC, DC, and hybrid MGs. The calculation 
of TD based on the single phase to earth fault computations [22] in addition to 
optimizing the coordination process in wind farms for various fault types [23] are  
represented as new thoughts in MGs protection.
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Fig. 5 Hybrid coordination between distance and DOCRs 

6.4 Mixed Discrimination Between Impedance and DOCRs 

DOCRs can be deemed as the secondary protection for impedance relays in 
subtransmission systems [24]. Therefore, the discrimination between distance and 
DOCRs has become a target for the protection engineers, as shown in Fig. 5 to boost 
the protection scheme performance. In addition, novel DOCRs operating CCCs 
formulated by an inverse type accompanied by inverse or definite type is deployed 
in [24] to eliminate the miscoordinations. 

6.5 DOCRs Coordination with Dual Setting CCCs 

This optimization concept relies on activating the DOCRs reverse direction with 
separate settings of forward direction as represented in (10) and (11). Both 
directions have inverse CCCs as depicted in Fig. 6, and their OTs shall be optimized 
simultaneously in the optimization model [25]. 

.tfwri =
⎛
⎜⎝ afw⎛

If
Ipufw

⎞ßfw − 1
+ γfw

⎞
⎟⎠ TDfw (10) 

.trvri =
⎛
⎜⎝ arv⎛

If
Ipurv

⎞ßrv − 1
+ γrv

⎞
⎟⎠ TDrv (11)
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Fig. 6 DOCR with dual operating CCCs 

In addition, multiple fault locations approach with nonstandard operating CCCs 
have been investigated in [26] for better OF solutions. A hybrid communication 
infrastructure between distance and dual setting DOCRs has been implemented in 
[27] for N-1 contingency analysis. This model performance is evaluated over the 
IEEE 14-bus and solved using Chaotic PSO by optimizing the coefficients of both 
tripping equations. 

6.6 Optimal Coordination Using Various, User Defined, 
and Nonstandard Tripping CCCS 

Some researchers insert the DOCR operating curve into the optimization model 
besides Ipu and TD, as is the case in [28] for better results. However, the optimization 
of the operating equation parameter (γ ) in [29] assures a fast-tripping protection 
scheme, achieving a notable reduction in the TOT. The deployment of nonstandard 
CCCs for optimal DOCRs coordination with various DGs types in [30] manifests 
that it is a good selected approach for this problem. Furthermore, additional 
parameters optimization in [31] increase the coordination flexibility considering 
also DGs stability. 

6.7 Optimal Coordination of DOCRs with Stability Constraint 

In this model, the obtained relay OT shall be less than the Critical Clearing Time 
(CCT) which represents the stability threshold. In other words, CCT of each relay
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feeder is determined first before going into the optimization model, and if the 
relay violates this constraint, it is equipped with instantaneous CCCs [32]. The 
implementation of hybrid protection CCCs composed of inverse and definite time 
curves as in [33] ensures that there is no intersection between the DG CCT and 
the relay curves. In this regard, the doubly inverse CCCs deployed in [34] have  
preserved this constraint especially in the high levels of If conditions. 

6.8 Adaptive DOCRs Coordination 

The online or adaptive coordination of DOCRs depends on online assessments of 
network parameters and then magnitudes of If to set the OCRs properly. The relays 
settings are readjusted according to network configuration and operating conditions 
to fulfill the full adaptive protection scheme. Fuzzy logic adaptive technique is 
proposed in [35] using two OCRs tripping unit: the first one is instantaneous, while 
the second one is a current-voltage-based inverse CCC. Moreover, due to network 
topology changes, sensitivity study is performed for miscoordination elimination 
in [36]. It has been solved using a multi-objective GWO to minimize the TOT 
concurrently while preserving the selectivity constraints. 

6.9 Various Novel DOCRs Optimization Frameworks 

The implementation of a new DOCRs OF incorporated with the arc flash hazard 
analysis in [37] is a novel attempt at simulating the actual network conditions. 
The value of the incident energy produced by the arc should be limited beyond 
40 Cal/cm2. Therefore, the relay settings shall achieve this concept in addition to 
the selectivity criterion. 

The dynamic model of OCR is exploited in [38] to deal with the transient 
If resulting from the induction motors conversion into generators during fault 
conditions. Consequently, GA is dedicated to solving this issue to avoid the false 
operation of OCRs during these transient conditions. 

As it was discussed before, there are many optimization frameworks proposed 
in the literature. However, the progress of this research point is not over yet. 
Hereinafter, the performance of a new meta-heuristic based framework, namely the 
SMO is tested over a standard test bench network. Moreover, some results regarding 
the relay settings and the M/B relays OTs will also be presented. 

7 Procedures of the SMO 

SMO depends on the natural oscillations of the slime moulds [39]. Its optimal 
convergence behavior is inspired from the positive and negative feedback production
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process by adapting its weighting parameters in the search agent [12]. The search 
technique of the SMO relies on the dynamic adjusting of the search patterns based 
on the foodstuff provenience quality. SMO will use the region search restricted 
method if the quality of the food is high, and vice versa, it will leave the food stuff 
to scout about other sources if the quality is low [39]. 

SMO initiates its optimization strategy from the smell in the free air to startup 
the food approaching stage. This process is bounded between min/max limits that 
have been represented in our case as the DOCRs optimal settings. 

.
−−−−−→
Y (t + 1) =

{−−−→
Yb (t) + −→

vb.
⎛−→
W.

−−−→
Y1 (t) − −−−→

Y2 (t)
⎞

, r < p

−→vc.−−→Y (t), r ≥ p
(12) 

The contraction of the slime moulds is represented in (12) where .
−−−−−→
Y (t + 1) is the 

new solution at iteration (t + 1) and .−−→Y (t) is the previous solution. The vector . 
−→
vb

changes inside a range as expressed in (13) where a is an adaptive number calculated 
through (14). In addition, p is computed from (15), where F(i) denotes the fitness 

value of . 
−→
Y and BF is the best obtained fitness value through all iterations. . 

−→
Yb is the 

individual location with the highest smell concentration founded and . 
−−−→
Y1 (t),

−−−→
Y2 (t)

are individuals selected haphazardly from the slime moulds. . 
−→
W is the weight of the 

slime mould and the vector . 
−→vc decays linearly from 1 to 0. 

.
−→
vb = [−a, a] (13) 

.a = tan h−1
⎛

−
⎛

t

maxt

⎠
+ 1

⎠
(14) 

.p = tan h |F(i) − BF| , i ∈ pop (15) 

In our optimization model, F(i) is the OF value which is expressed in (2). The 

vector . 
−→
Y contains the decision variables set; Ipu, TD, and TCC type where Ipu and 

TD are considered as continuous variables but the TCC type is a discrete one. 

.
−−−−−−−−−−−−−→
W (smell_index (i)) =

⎧⎨
⎩
1 + r. log

⎛
bf−F(i)
bf−wf + 1

⎞
, condition

1 − r. log
⎛
bf−F(i)
bf−wf + 1

⎞
, others

(16) 

.smell_index = sort(F ) (17) 

. 
−→
W is calculated from (16) where: r is a random value between 0 and 1, 

smell _ index in (17) is an allusion of the ascending order sorted OF values. The 
condition mentioned in (16) signifies that F(i) ranks the first half of population.
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Fig. 7 SMO flow chart 

.
−→
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Yb (t) + −→

vb.
⎛−→
W.

−−−→
Y1 (t) − −−−→

Y2 (t)
⎞

, r < p

−→vc.−−→Y (t), r ≥ p

(18) 

As it is disclosed in (18), the location of the slime mould is updated to simulate 
the process of contracting of the venous tissue structure, where HB and LB are 
the higher and lower limits of the search space, respectively. Furthermore, Fig. 7
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illustrates the general procedures and the mathematical formula of the SMO which 
are depicted in a flow chart. 

8 Optimized Simulation Results Using the SMO 

In this section, the performance of one of the latest optimization algorithms, called 
SMO for optimal coordination of DOCRs is validated over a standard test network. 
The simulation results are carried out on the IEEE 8-bus test case that is shown in 
Fig. 8. 

This network composes of 14 DOCRs with 20 M/B relay pairs, 2 generators, 2 
distribution transformers, and 7 lines. SMO’ optimization model is executed on the 
IEEE 8-bus network and its data regarding the If levels of the M/B relay pairs is 
organized in Table 2 using 2 scenarios. 

In both scenarios, the current pickup ranges between 1 and 1.5 of the full load 
current, while the CTM ranges between 0.2 s and 0.4 s. SMO’s control parameters 
are finally adapted with these values; pop of 100, maxgen of 500 for scenario 1 and 
pop of 500, maxgen of 1000 for scenario 2. Scenario 1 optimizes only the Ipu and 
TD considering fixed NI IEC curve with min/max borders of TD; 0.05 s and 1.1 s 
respectively. 

Fig. 8 IEEE 8-bus SLD
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Table 2 Values of If passing through M/B relay pairs of the IEEE 8-bus network 

M/B relay pair 3-phase fault M/B relay pair 3-phase fault 
P B Ifp(kA) Ifb(kA) P B Ifp(kA) Ifb(kA) 

1 6 3.232 3.232 8 7 6.093 1.890 
2 1 5.924 0.996 8 9 6.093 1.165 
2 7 5.924 1.890 9 10 2.484 2.484 
3 2 3.556 3.556 10 11 3.883 2.344 
4 3 3.783 2.244 11 12 3.707 3.707 
5 4 2.401 2.401 12 13 5.899 0.987 
6 5 6.109 1.197 12 14 5.899 1.874 
6 14 6.109 1.874 13 8 2.991 2.991 
7 5 5.223 1.197 14 1 5.199 0.996 
7 13 5.223 0.987 14 9 5.199 1.165 

Table 3 Optimal settings of 
DOCRs for scenario 1 

Relay ID Ipu (A) TD (s) 

1 505.3102 0.0593 
2 860.9713 0.1144 
3 719.5230 0.0822 
4 964.2285 0.0593 
5 608.2902 0.0500 
6 527.7516 0.1122 
7 765.8928 0.0791 
8 648.5658 0.0909 
9 496.5965 0.0588 
10 682.9216 0.0846 
11 808.8769 0.0823 
12 681.5794 0.1409 
13 579.2346 0.0500 
14 992.9214 0.0595 
TOT (s) 4.2694 

However, the problem gets more sophisticated in scenario 2 by optimizing the 
TCC type among the IEC and IEEE curves (discrete variables) with lower limit of 
the relay OT of 50 ms by activating the instantaneous tripping zone. It is worth 
mentioning that the lower limit of TD is extended to 0.01 s as a common feature in 
most of the digital relays. 

Table 3 lists the optimal values of DOCRs settings using the SMO-based tool 
for scenario 1. Then, the 42 optimal decision variables regarding the optimization 
process for scenario 2 are arranged in Table 4 using the SMO and the WCA. It is 
so clear that the selection of the EI IEC curve is the best choice for obtaining the 
minimum possible value of the TOT for scenario 2. 

Table 5 announces the OTs of M/B pairs and their associated CTM values for 
both scenarios using SMO with no violations in the selectivity constraints. The
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Table 4 Optimal settings of DOCRs for scenario 2 using SMO and WCA 

Relay ID
SMO WCA

Ipu(A) TD(s)
TCC

Ipu(A) TD(s)
Curve

TCC
Curve IEC IEEE IEC IEEE

1 0.0165 VI � � 599.4924 0.0655 MI � �

2 666.3377 0.1084 EI � � 666.0021 0.2873 EI � �
3 500.1689 0.0708 EI � � 612.5918 0.1311 EI � �

4 732.9210 0.0308 EI � � 865.7538 0.0675 EI � �
5 599.3812 0.0100 EI � � 474.8792 0.0730 EI � �
6 680.8342 0.0673 EI � � 458.0000 0.4384 EI � �

7 541.1628 0.0576 EI � � 541.0000 0.1582 MI � �
8 576.5103 0.0810 EI � � 458.2596 0.1300 EI � �
9 450.0009 0.0202 EI � � 450.0000 0.0512 EI � �

10 499.4759 0.0756 EI � � 613.0267 0.0577 VI � �
11 595.8515 0.0546 EI � � 801.7960 0.1124 VI � �

12 464.9698 0.2474 EI � � 458.0006 0.6498 EI � �

13 505.8599 0.0468 VI � � 534.6851 0.0475 EI � �
14 743.9991 0.0364 VI � � 808.7483 0.0609 EI � �

TOT (s) 1.1294 1.6107

Table 5 OTs of M/B relay pairs using SMO 

M/B relay pair Scenario 1 Scenario 2 
P B tpr(s) tbr(s) CTM (s) tpr(s) tbr(s) CTM (s) 

1 6 0.2197 0.4256 0.2059 0.0499 0.2502 0.2002 
2 1 0.4072 0.6080 0.2007 0.1111 0.3267 0.2156 
2 7 0.4072 0.6073 0.2001 0.1111 0.4117 0.3006 
3 2 0.3543 0.5566 0.2023 0.1142 0.3156 0.2013 
4 3 0.2998 0.5000 0.2002 0.0963 0.2959 0.1996 
5 4 0.2515 0.4512 0.1998 0.0532 0.2536 0.2004 
6 5 0.3129 0.5137 0.2007 0.0678 0.2677 0.2000 
6 14 0.3129 0.6510 0.3381 0.0678 0.3232 0.2554 
7 5 0.2828 0.5137 0.2308 0.0500 0.2677 0.2177 
7 13 0.2828 0.6532 0.3704 0.0500 0.3500 0.3000 
8 7 0.2778 0.6073 0.3295 0.0585 0.4117 0.3532 
8 9 0.2778 0.4786 0.2008 0.0585 0.2838 0.2253 
9 10 0.2516 0.4527 0.2011 0.0549 0.2549 0.2000 
10 11 0.3349 0.5357 0.2008 0.1018 0.3020 0.2003 
11 12 0.3727 0.5726 0.1999 0.1160 0.3164 0.2004 
12 13 0.4472 0.6532 0.2060 0.1237 0.3500 0.2263 
12 14 0.4472 0.6510 0.2038 0.1237 0.3232 0.1995 
13 8 0.2097 0.4100 0.2003 0.0500 0.2500 0.2000 
14 1 0.2472 0.6080 0.3608 0.0820 0.3267 0.2447 
14 9 0.2472 0.4786 0.2314 0.0820 0.2838 0.2018∑

6.2444 10.9280 4.6834 1.6225 6.1648 4.5423
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SMO achieves to obtain an OF equal to 4.2694 s and 1.1294 s for scenarios 1 and 
2, respectively. It also can be observed that SMO attains better OF than WCA by 
accomplishing 29.9% reduction in the TOT of the main relays. Moreover, SMO 
reaches the optimum solution in 43.4 s in scenario 1 and 403.1 s in scenario 2. 
Further demonstration and results analysis will be found in details in [12]. 

9 Conclusions 

This chapter proposes the basic concepts and terminologies of over current pro-
tection in distribution networks. Also, various types of selectivity based on its 
principles are clustered, and the reader will note their compatible applications. 
Time current selectivity and energy selectivity are the most competent techniques 
in distribution networks due to their lack of limitations. Moreover, it offers the 
optimized formulation of DOCRs coordination problem with the model boundary 
and operating constraints. Since this optimization process is a highly constrained 
one, more effort is dedicated for solving it using the latest metaheuristic algorithms. 
These optimization algorithms offer the possibility of obtaining the best solutions 
without trapping into local minima in addition to its fast convergence rate. Fur-
thermore, some researchers augment this problem by developing new approaches 
like the mixed coordination between DOCRs and distance relays and DOCRs 
dual setting concept. Also, the effect of DGs penetration on DOCRs coordination, 
optimal coordination in MGs, online coordination, and transient stability constraint 
approach are discussed. For each approach, the reader can find the merits, demerits, 
restrictions, and suitable applications. Finally, one of the latest optimizers is 
interrogated for an optimization model of DOCRs in a standard test case. SMO 
manifests that it is an efficient and delicate tool for solving this dilemma without 
any violations. However, the progress in this research point is still on track, and the 
researchers will also develop new optimization frameworks in the future. 
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Optimal Allocation of Active 
and Reactive Power Compensators 
and Voltage Regulators in Modern 
Distribution Systems 

Heba M. Elaraby, Ahmed M. Ibrahim, Muhyaddin Rawa, 
Essam El-Din Abou El-Zahab, and Shady H. E. Abdel Aleem 

1 Introduction 

Renewable energy technology has become the most critical technology in energy 
feeding systems in most countries to reduce dependence on energy production 
from traditional fossil fuels. These days, the mature renewable-based technolo-
gies are wind turbines, solar, fuel cells, small hydropower, oceans (waves and 
tides), biomass, and geothermal systems. These technologies have enhanced energy 
security, affected electricity price fluctuations, reduced gas emissions, and reduced 
congestion of transmission lines while providing enhanced voltage stability poten-
tial to electricity grids. A distributed generator (DG) can be a renewable or 
non-renewable source and can be networked (grid-connected) or act as a stand-alone 
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system. Due to their low investment costs and small sizes, DGs are imperative in 
modern energy system planning [1]. 

DGs can be classified as follows [2, 3]: (i) technology basis: they can be 
categorized into renewable (non-fossil fuel-based) and nonrenewable (fossil fuel-
based), (ii) generated power basis: they can be categorized into DGs that generate 
alternating current (AC) power (wind turbines, microturbines (MTs), and others) 
and DGs that generate direct current (DC) power (fuel cells (FCs), solar photo-
voltaics (PV), and others), (iii) supply duration basis: they can be categorized into 
long duration-based, moderate duration-based, and short duration-based DGs, (iv) 
capacity basis: they can be categorized into micro decentralized DGs (1 W – 5 kW), 
small decentralized/centralized DGs (5 kW – 5 MW), medium DGs (5–50 MW) and 
are almost centralized, and large DGs (50–300 MW) and are centralized, (v) grid 
interface basis: they can be categorized into inverter-based DGs include PV systems, 
wind turbine generators (Type 3–Type 5), FCs cells, and MTs, and non-inverter-
based DGs which include mini-hydro synchronous and induction generators (Type 
1 and Type 2 wind turbines), (vi) power flow model basis: the DGs’ output power 
can be either set to constant power factor (PF) for small decentralized DGs, and the 
bus at which the DG is connected is modeled as a PQ bus in power flow studies, or to 
be set to constant voltage for large centralized DGs, and the bus at which the DG is 
connected is modeled as a PV bus in power flow studies, and (vii) power delivering 
capability basis in which DGs can only deliver active power at unity PF (e.g., PV, 
MTs, and FCs). However, according to the current grid codes, PV systems have to 
provide reactive power, or deliver only reactive power at zero PF (e.g., synchronous 
compensators), or to deliver active power but consume reactive power (the reactive 
power Q is –ve), and the PF value is between [0,1]. Induction generators are used 
in Type 1 and Type 2 wind turbines. Doubly-fed induction generators are used in 
Type 3 wind turbines and synchronous generators are used in Types 4 and 5. DG 
classifications are explored in Fig. 1 [1, 4]. 

Fig. 1 Classification of DGs
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The integration of DGs into RDSs significantly affects the flow of energy 
and voltage conditions at customers and utility equipment. These effects may be 
either positive or negative, depending on the distribution systems case and the 
operating characteristics of DGs [5, 6]. Generally, the positive effects on RDSs 
have been termed – the supporting benefits – and are bordered as follows [7– 
9]: active and reactive power loss reduction, reliability enhancement, quality of 
power (QoP) improvement, voltage stability (VS) enhancement, steady-state voltage 
profile support, capacity release (transmission and distribution capacities alike), 
postponements of new or reinforced transmission and distribution infrastructure, 
easy fitting and connection, and cost reduction. In some cases, integrating DGs at 
nonoptimal locations with nonoptimal sizes can result in high power losses, system 
instability, and a boom in operational costs due to poor efficiency and high losses. In 
addition, the increased renewables penetration increases energy security by expand-
ing (mixing) energy resources, advances self-sufficiency, and boosts flexibility for 
system operators. Some studies have shown that the presence of DGs that use 
power electronic-based converters may cause major QoP, overvoltage, overloading, 
and protection problems, as shown in Fig. 2 that present the recent investigated 
renewables hosting capacity (HC) problems [6], or simply, the problems that may 
occur due to nonoptimal DGs allocation. 

In the literature, many authors have discussed the use of different technologies 
to augment the performance of RDSs. The most effective techniques are system 
reinforcement/reconfiguration or integration of RDSs with DGs, SCBs, VRs, and 
sometimes their combination. However, most of the authors were much more 
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attentive to solving the optimal allocation problems of DGs or SCBs, either 
simultaneously or individually. 

Khatod et al. in [10] used an evolutionary programming algorithm for power 
loss reduction and voltage profile improvement using optimally allocated DGs in 
RDSs. In [11], Muttaqi et al. presented an analytical (mathematical-based) approach 
that depends on algebraic equations to solve the optimal allocation problem of DGs 
to retain the RDSs’ bus voltages within the specified permissible bounds. In [12], 
Ghanbari et al. applied particle swarm optimization to find DGs’ size and optimal 
location in RDSs to minimize costs and reduce power losses. In [13], Ismael et 
al. used the crow search algorithm to allocate three DG types in RDS using a loss 
sensitivity index to choose the most candidate nodes for DG placement. In [14], 
Abdel-Mawgoud et al. employed a salp swarm algorithm to fit DGs to reduce energy 
losses in RDSs, while accounting for annual load growth. However, an economic 
cost model was not formulated in work. 

Regarding SCBs allocation in the literature, many optimization procedures, such 
as particle swarm optimization [15], convex quadratic relaxations for mixed-integer 
nonlinear programs [16], differential evolution (DE) [17] and fuzzy-DE [18], ETAP 
tool [19], genetic algorithms [20] and others [21, 22], have been independently 
functioned for stand-alone SCBs allocation issues. However, it was evidenced that 
synchronized optimal allocation of SCBs and DGs in RDSs can accomplish better 
outcomes [23]. At the beginning of solving the problem, few researchers have 
focused on their simultaneous solution, but later this tendency becomes much more 
prominent. 

In [24], Moradi et al. used a hybrid genetic-imperialist-competitive algorithm 
to solve the optimal allocation problem of DGs and SCBs to increase power loss 
reduction capability and enhance voltage regulation and voltage stability (VS). 

In [25], Rahmani-Andebili resolved the same problem by employing genetic 
algorithms in RDSs from a distribution company’s viewpoint to minimize total 
costs. In [26], Muthukumar and Jayalalitha presented a hybridization between 
harmony search and particle artificial bee colony algorithms to enhance VS and 
reduce losses by finding the optimal DGs and SCBs locations in RDSs. In [27], 
Yazdavar et al. determined the candidate sizes, places, and types of DGs and 
SCBs, in the planning phase in isolated microgrids (µGs) with the presence of 
nonlinear harmonic loads. In [28], Elattar et al. used an improved Manta-ray 
foraging optimization algorithm to synchronize DGs and SCBs in RDSs to diminish 
the unexploited consumed energy while satisfying the consumers’ requirements. In 
[29], Kumar et al. joined the firefly and the backtracking algorithms to solve the 
DGs and SCBs allocation problem to diminish power loss and enhance the steady-
state voltage profiles of the nodes in RDSs. In [30], Gampa and Das proposed a 
two-level multi-objective (MO) fuzzy-based grasshopper optimization procedure for 
allocating SCBs, DGs, and electric vehicle (EV) charging stations in RDSs, taking 
into account different technical QoP performance metrics. A genetic algorithm was 
also employed by Das et al. in [31] to distribute DGs and SCBs on the system 
relying on advancing voltage profile, reducing the current taken from the grid, and 
diminishing the power losses and annualized consumed energy.
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Moreover, in [32], Almabsout et al. employed an enhanced GA to obtain optimal 
DGs and SCBs in small, medium, and large RDSs to diminish voltage deviation and 
power losses. In [33], Shaheen and El-Sehiemy introduced an optimally-coordinated 
allocation problem of DGs, SCBs, and VRs in RDSs and offered its solution using 
an adopted grey wolf algorithm. The results in that work confirmed that the used 
algorithm outperformed the other investigated algorithms regarding power losses, 
loading capacity, and voltage deviation reduction. Due to enlarged nonlinear loads 
usage and inverter-based DGs that cause harmonic distortion in RDSs, in [17], 
Milovanovich et al. allocated inverter-based DGs and SCBs using an improved 
hybrid particle-swarm-gravity-search algorithm to reduce energy losses. 

Regarding VRs, the authors in [34] presented a computerized algorithm for 
optimal voltage control with VRs to reduce the cost of investing and the cost of 
energy losses. Also, in [35], a procedure for optimal sizing and siting of VRs 
has been presented to improve voltage profiles in RDSs. Other works introduced 
solutions for the optimal allocation of DGs or SCBs separately. Also, the optimal 
synchronization issue of DGs and VRs was explained in [36–38] and others for 
power loss minimization, voltage profile control, and VS enhancement. Finally, 
multi-agents (DGs, SCBs/SVC, or VRs) allocation to improve RDSs performance 
were presented in [33, 39], accounting for different QoP metrics using ETAP, 
MATLAB, GAMS [25], and others. However, economic considerations were not 
usually taken into account. 

To sum up, improving the performance of RDSs is a primary target for power 
system operators. Besides, energy resource limitations and cost-effective electricity 
distribution to the consumers encourage engineers, distribution system operators, 
and researchers to investigate increasing the efficiency of electric power distribution 
systems. Fortunately, many technologies can effectively make such improvements. 
Active and reactive power compensators such as DGs and SCBs are examples of 
compensators that can effectively improve modern RDSs. VRs can also help these 
compensators function better in a much more effective techno-economic manner in 
RDSs and effectively enhance voltage profiles and load stability and reduce voltage 
deviations from the acceptable values. Unfortunately, rising project investment may 
result if uneconomic facilities or expensive technologies are used to reduce electric 
losses significantly. Therefore, economic considerations related to the installed 
network equipment should be considered. Also, it is clear from previous studies that 
no particular optimization method has proved to be the most appropriate method in 
the synchronized allocation of DGs, VRs, and SCBs objectives, and no guarantee of 
global solutions for different systems is evidenced. 

Finally, to go over the main points, one can find that the standard objective 
functions in the allocation problem of active and reactive power conditioners and 
VRs are (i) power/energy loss reduction, (ii) voltage profile enhancement or voltage 
regulation adjustment or voltage deviation minimization, (iii) VS improvement, 
(iv) loading capacity/overloading minimization, (v) investment and operating cost 
minimization, (vi) power factor (PF) maximization, (vii) reducing the purchased 
apparent power from the electric utility/releasing the transformer capacity, and (viii) 
harmonic distortion mitigation. These different areas are explored in Fig. 3. Besides,
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Fig. 3 Typical objectives and constraints used in DGs, VRs, and SCBs allocation 

the typical constraints commonly considered (equality and inequality constraints) 
are explored in the figure. It should be noted that the harmonic mitigation goal is 
considered in case the loads are nonlinear harmonics-generating loads. 

At the local level, to encounter the increasing load growth and hurrying too much 
to higher levels of mixed variable renewable energy sources (VRESs) integration, 
Egypt has established a promising energy strategy until 2035 to spread the power 
generation mix among fossil fuel-based plants. Therefore, improving the quality 
of power (QoP) performance levels of RDSs has become an authoritative area for 
system operators to host the ambitious number of renewables. In 2035, the growth 
of electricity demand will be satisfied in the “most likely” scenario by a combination 
of coal (48%), nuclear (8%), gas/oil-fired plants (22%), hydro (3%), wind (13%), 
photovoltaic (PV) (4%), and concentrated solar power (2%) [40]. However, Egypt 
faces abundant challenges – renewal of the existing deteriorated power generation 
plants, upgrade and development of transmission networks, dealing with the tech-
nical and nontechnical losses, pushing direction to use to the automated substation 
systems rather than the manual traditional operated substations, refining the energy 
laws to be more attractive for foreign investments, and the high spinning reserve 
that needs either interconnection with other countries or exporting electric energy to 
near countries. 

In 2020, an increase in demand for investment in renewable energy was seen 
for both wind and solar energy projects. Many renewable energy projects have 
been implemented in Egypt to target 20% of the total energy produced in 2022. 
Egypt’s total installed renewable energy capacity is 3.7 GW, including 2.8 GW of 
hydropower and about 0.9 GW of solar and wind power. In addition, the Egyptian
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Table 1 Energy potential in Egypt by 2022 and 2035 [40] 

In 2022 (short-term scenario) In 2035 (long-term scenario) 

Generation technology Total share (%) 
Share of each 
type (%) Total share (%) 

Share of each 
type (%) 

Thermal power plants 80.00 55.00 
Renewable 
energy Hydropower 20.00 6.00 42.00 2.00 

Solar energy 2.00 25.00 
Wind energy 12.00 15.00 
Nuclear energy 0.00 0.00 3.00 3.00 

government has set renewable energy targets of 20% of the electricity mix by 2022 
and 42% by 2035, as presented in Table 1 [40]. Egypt recommends key measures 
to accelerate renewables hosting [40] – power and energy sector strategies update 
to follow the rising benefits of renewable energy; biomass energy promotion in 
future energy strategy updates; reformation of the current market framework to 
improve project finance sources; universalization of regulations and explanation 
of institutional roles and responsibilities for wind and solar energy development; 
promotion of renewables and ensuring their financial viability; risk mitigation by 
proper solutions; the accomplishment of comprehensive measurement campaigns 
for solar and wind powers; and development of a dominant plan to boost local 
manufacturing capabilities to create a local renewable energy industry. 

Accordingly, in this work, the well-known whale optimization algorithm (WOA) 
is applied in this work to allocate DGs, SCBs, and VRs in a realistic 37-bus 
distribution system in Egypt to minimize power losses while conforming with 
several linear and nonlinear constraints. A cost-benefit analysis of the optimization 
problem is made in terms of – investment and running costs of the compensators 
used, saving gained from the power loss reduction, and benefits from decreasing the 
power to be purchased from the grid, reducing voltage deviations and overloading, 
and enhancing VS. Three loading scenarios are considered in this work – light, 
shoulder, and peak levels of load demand. The numerical findings obtained show 
a noteworthy techno-economic improvement of the QoP performance level of the 
RDS and approve the efficiency and economic benefits of the proposed solutions 
compared to other solutions in the literature. Figure 4 displays a visualization of the 
compensators/considerations investigated in this work. 

The rest of the chapter is arranged as follows: Sect. 2 presents the VS definition 
and the formulation used in this work. The VR model and its mathematical 
formulation are given in Sect. 3. Section 4 presents the load flow method used 
with and without the engaged VRs. Section 5 introduces the optimization problem 
and is investigated in detail. Section 6 explores the applied optimization method 
(WOA). Section 7 explores the metrics and indices used to qualify the performance 
of the system. Section 8 explores the system under study. Section 9 shows the results 
obtained, and their discussions are presented in the same section. Lastly, conclusions 
and future works are given in Sect. 10.
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Fig. 4 Visualization of the compensators/considerations investigated in this work 

2 Voltage Stability Analysis 

Voltage stability (VS) analysis evaluates unstable or weak areas of electrical power 
systems that may endanger load growth due to unpredicted voltage collapse, and 
this means that operative VS analysis is essential in power system planning (PSP) 
and longstanding operability. In this regard, the authors in [41] proposed a voltage 
sensitivity analysis method that computes a metric at each bus to recognize the 
most sensitive bus for voltage collapse. The index is derived from a bi-quadratic 
expression usually employed in optimal power flow (OPF) algorithms [42]. 

For the explanatory distribution system model shown in Fig. 5. The quadratic 
expression relating the voltage magnitude at the sending and receiving nodes of a 
branch and power (active and reactive) at the receiving end is given as follows:
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Fig. 5 Demonstrative distribution system model used in derivations 

The line current (I) is stated as: 

.I = P − jQ

V ∗
r

(1) 

The sending-end voltage (Vs) is expressed as: 

.Vs = Vr + I (R + jX) (2) 

Combining these Eqs. (1) and (2), one can get the following: 

.V 2
s = V 2

r + 2 (RP + XQ) +
(
R2 + X2

) [
P 2 + Q2

V 2
r

]
(3) 

where Vs, Vr, R + jX, and P + jQ denote the sending-end voltage, the receiving-end 
voltage, the impedance of the line, and the transferred active and reactive power, 
respectively. 

Multiplying Eq. (3) by ( . V 2
r ) will lead to the well-known expression in Eq. (4): 

.

V 2
r V 2

s = V 4
r + 2 (RP + XQ) V 2

r +
(
R2 + X2

) (
P 2 + Q2

)

⇒ V 4
r −

[
V 2
s − 2 (RP + XQ)

]
V 2
r +

[(
R2 + X2

) (
P 2 + Q2

)]
= 0

⇒ aV 4
r − bV 2

r + c = 0

(4) 

so that: 

.

a = 1
b = V 2

s − 2 (RP + XQ)

c = (
R2 + X2

) (
P 2 + Q2

) (5)
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It is clear from (5) that the solution of the equation will provide four roots, and 
only the maximum positive roots are the feasible solutions that will give the Vr 
values. Thus: 

.Vr = 1√
2

√(
b +

(√
b2 − 4c

))
(6) 

The critical loading point or voltage instability or collapse will not be reached if 
Eq. (7) is satisfied. 

.
b2 − 4c ≥ 0

⇒ [
V 2
s − 2 (RP + XQ)

]2 − 4
(
R2 + X2

) (
P 2 + Q2

) ≥ 0
(7) 

This will lead to the following: 

.V 4
s − 4(PX − QR)2 − 4V 2

s (PR + QX) ≥ 0 (8) 

The voltage stability index (VSI) can be expressed as follows: 

.VSIbus = V 4
s − 4(PX − QR)2 − 4V 2

s (PR + QX) ,∀bus (9) 

The low values of VSIbus correspond to a much higher possibility of voltage 
instability or extreme voltage collapse, as illustrated in Fig. 6. Voltage collapse (VC) 

Fig. 6 Illustration of the VSM concept on an illustrative PV curve from ETAP voltage stability 
software
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becomes much more probable when the power system operates with an insufficient 
VS margin (VSM) in at least one bus. VSM is the distance between the current 
operating point and the collapse point (PoVC). Periodic studies must be performed 
to decide if the grid is susceptible to VC and find proper solutions to avoid it, 
predominantly, under heavily loaded conditions. 

3 Voltage Regulators 

Supplying every customer with a voltage within acceptable limits is an essential 
distribution feeder requirement; thus, the voltages should be regulated. VR is one 
of the most common ways used. An automatic VR comprises an autotransformer 
and a load tap shifting mechanism that tolerates handling the tap location, in which 
the output voltage can be adjusted by varying the tap location through changing the 
winding (series-winding of the autotransformer). 

The control circuit, known as the line drop compensator, governs the tap location 
[43]. Step VRs can be connected as Type A or Type B connections, reported in 
ANSI/IEEE C57.15 standard series [44] that classifies the voltage ranges in these 
types. However, Type B-VR is more common. Figure 7 illustrates a schematic 
diagram of a step VR in the raise position [45]. 

N2 

N1 

I1 

E1 

S 
E2 

I2 

IS 

IL 

VS 

VL 

IS 

R 

L 

SL 

+ 

+ 

– 

+ 
+ 

– 

L 

– –  

Fig. 7 Diagram of a step VR, Type B
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A standard step VR comprises a reversing switch that allows the voltage to be 
regulated in a range of ±10% of the rated voltage, up and down. Characteristically, 
the voltage is stepped in 8, 16, or 32 steps. The 32-step is the most common in 
substations (16 in the up-voltage raise position and 16 in the down-voltage lower 
position). Each step change is equivalent to a 0.00625 per unit change in the voltage 
(each change in tap changes the voltage by (5/8) % or 0.00626 per unit to give the 
±10% of the rated voltage). VRs may connect as Y or� or open� for a three-phase 
system. Bandwidth is always set so that the taps are only changed when the voltage 
is out of the bandwidth. It is specified by minimum and maximum regulation voltage 
(set to ±1% of the nominal voltage) to bound the number of changes of the tapping. 

The mathematical description of a phase VR is formulated as follows: 

.VS = aRVL, IL = aRIS (10) 

where VS denotes the supply voltage, VL denotes the load voltage, and aR denotes 
the effective VR ratio, which can be defined in terms of the transformer turns ratio 
as follows: 

.aR =
{
1 − N2

N1
, raise position

1 + N2
N1

, lower position
(11) 

Additionally, the effective regulator ratio can be defined in terms of the tap 
position (TP) as follows: 

.aR =
{
1 − (0.00625 × TP) , raise position
1 + (0.00625 × TP) , lower position

(12) 

One can refer to [45] to find more details on VRs and control circuits. 

4 Optimal Power Flow (OPF) 

Due to the RDSs topology, the OPF-based matrices presented in [46] were used  
in work done in this chapter. It relies on three matrices – the bus-injection-to-
branch-current matrix, designated as [BIBC], the branch-current-to-bus-voltage 
matrix, specified as [BCBV], and their multiplication matrix [CV] to solve the 
OPF problem. This matrices method is effective and efficient in solving OPF in 
RDSs. First of all, let us define an illustrative nine-bus RDS, shown in Fig. 8. BCi 

represents the ith branch current, and Ii represents the ith bus injection current, 
where i represents the bus number. At each i, one can compute the complex apparent 
load power (Si), as follows: 

.Si = Pi + jQi,∀i ∈ n (13)
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Fig. 8 A simple nine-bus RDS 

where Pi and Qi denote the active and reactive load power at bus i, respectively, and 
n represents the total bus number, i.e., n = 9. The current injection at iteration (itr) 
is specified using Pi, Qi, and the ith bus voltage, Vi, as follows: 

.I iteri =
(

Pi + jQi

V itr
i

)∗
,∀i ∈ n,∀itr ∈ itrmax (14) 

The iteration number (itr) should be less than or equal to the maximum iteration 
number specified (itrmax), i.e., itr ≤ itrmax. Hereafter, using Eq. (14), equivalent 
bus current injections are obtained. Further, the branch currents can be computed 
from Kirchhoff’s current law applied to RDS, as shown in Eq. (15). Then, one can 
formulate the relation between the branch and load currents and put it in the matrix 
form, as follows: 

.

BC8 = I9

BC7 = I8

BC6 = I7

BC5 = I6 + BC6 + BC8 = I6 + I7 + I9

BC4 = I5 + BC5 = I5 + I6 + I7 + I9

BC3 = I4

BC2 = I3 + BC3 + BC7 = I3 + I4 + I8

BC1 = I2 + BC2 + BC4 = I2 + I3 + I4 + I5 + I6 + I7 + I8 + I9

(15)
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.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

BC1

BC2

BC3

BC4

BC5

BC6

BC7

BC8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1 1 1 1
0 1 1 0 0 0 1 0
0 0 1 0 0 0 0 0
0 0 0 1 1 1 0 1
0 0 0 0 1 1 0 1
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I2

I3

I4

I5

I6

I7

I8

I9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(16) 

Equation (16) can be generalized to be in terms of [BIBC], as follows: 

. [BC] = [BIBC] × [I ] (17) 

The ith bus voltage can be obtained fromKirchhoff’s voltage law applied to RDS; 
as follows: 

.

cV2 = V1 − BC1Z12

V3 = V2 − BC2Z23 = V1 − BC1Z12 − BC2Z23

V4 = V3 − BC3Z34 = V1 − BC1Z12 − BC2Z23 − BC3Z34

V5 = V2 − BC4Z25 = V1 − BC1Z12 − BC4Z25

V6 = V5 − BC5Z56 = V1 − BC1Z12 − BC4Z25 − BC5Z56

V7 = V6 − BC6Z67 = V1 − BC1Z12 − BC4Z25 − BC5Z56 − BC6Z67

V8 = V3 − BC7Z38 = V1 − BC1Z12 − BC2Z23 − BC7Z38

V9 = V6 − BC8Z69 = V1 − BC1Z12 − BC4Z25 − BC5Z56 − BC8Z69

(18) 

Zij denotes the impedance between buses i and j . From Eq.  (18), Vi is formulated 
in terms of BCs, Zij, and the slack bus or substation voltage (V1). Therefore, the 
connection between BCs and Vis can be stated as follows: 

. 

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V2

V3

V4

V5

V6

V7

V8

V9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V1

V1

V1

V1

V1

V1

V1

V1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Z12 0 0 0 0 0 0 0
Z12 Z23 0 0 0 0 0 0
Z12 Z23 Z34 0 0 0 0 0
Z12 0 0 Z25 0 0 0 0
Z12 0 0 Z25 Z56 0 0 0
Z12 0 0 Z25 Z56 Z67 0 0
Z12 Z23 0 0 0 0 Z38 0
Z12 0 0 Z25 Z56 0 0 Z69

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

BC1

BC2

BC3

BC4

BC5

BC6

BC7

BC8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(19)
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Consequently, the voltage drops (�V) between each bus Vi and the slack bus V1 
is given as follows: 

. 

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V1

V1

V1

V1

V1

V1

V1

V1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V2

V3

V4

V5

V6

V7

V8

V9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Z12 0 0 0 0 0 0 0
Z12 Z23 0 0 0 0 0 0
Z12 Z23 Z34 0 0 0 0 0
Z12 0 0 Z25 0 0 0 0
Z12 0 0 Z25 Z56 0 0 0
Z12 0 0 Z25 Z56 Z67 0 0
Z12 Z23 0 0 0 0 Z38 0
Z12 0 0 Z25 Z56 0 0 Z69

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

BC1

BC2

BC3

BC4

BC5

BC6

BC7

BC8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(20) 

Equation (20) can be generalized to be in terms of [BCBV], as follows: 

. [�V ] = [BCBV] × [BC] (21) 

Combining Eqs. (17) and (21), the relationship between Iis and Vis can be 
expressed as follows: 

. [�V ] = [BCBV] × [BC] = [BCBV] × [BIBC] × [I ] (22) 

. [�V ] = [CV ] × [I ] (23) 

[CV] is a multiplication matrix of [BCBV] and [BIBC] matrices. The dimension 
of [BIBC] is m×(n−1), where m is the number of branches, and the size of [BCBV] 
is (n−1)×m. [CV] is given  as  follows:  

. [CV] = [BCBV] × [BIBC] (24) 

The OPF solution for RDS can be obtained by solving the following equations 
iteratively, at itr ∈ itrmax; thus: 

.I itri =
(

Pi + jQi

V itr
i

)∗
,∀i ∈ n,∀itr ∈ itrmax (25) 

.�V itr+1
i = [CV] × I itri ,∀i ∈ n,∀itr ∈ itrmax (26) 

.V itr+1
i = V itr

i + �V itr+1
i ,∀i ∈ n,∀itr ∈ itrmax (27)
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Fig. 9 Adopted nine-bus RDS with VR included in the system 

A modified mathematical-based OPF technique for RDSs with VRs embedded 
in the system is presented to provide the load flow and VR’s optimum tap setting as 
quickly as possible. 

To demonstrate the updated OPF procedure, the nine-bus RDS is modified to 
include a VR between bus #2 and bus #3, as shown in Fig. 9. 

One can formulate the branch and load currents and put them in matrix form, as 
follows: 

.

BC8 = I9

BC7 = I8

BC6 = I7

BC5 = I6 + BC6 + BC8 = I6 + I7 + I9

BC4 = I5 + BC5 = I5 + I6 + I7 + I9

BC3 = I4

BC2 = I3

aR
+ BC3

aR
+ BC7

aR
= I3

aR
+ I4

aR
+ I8

aR

BC1 = I2 + BC2 + BC4 = I2 + I3

aR
+ I4

aR
+ I5 + I6 + I7 + I8

aR
+ I9

(28)
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Then; 

.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

BC1

BC2

BC3

BC4

BC5

BC6

BC7

BC8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1
aR

1
aR

1 1 1 1
aR

1

0 1
aR

1
aR

0 0 0 1
aR

0

0 0 1 0 0 0 0 0

0 0 0 1 1 1 0 1

0 0 0 0 1 1 0 1

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I2

I3

I4

I5

I6

I7

I8

I9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(29) 

Also, the ith bus voltage equations and the branch current relations can be written 
as follows: 

.

V2 = V1 − BC1Z12

V3 =
(

V2−BC2Z23
aR

)
= V1−BC1Z12−BC2Z23

aR

V4 = V3 − BC3Z34 = V1−BC1Z12−BC2Z23
aR

− BC3Z34

V5 = V2 − BC4Z25 = V1 − BC1Z12 − BC4Z25

V6 = V5 − BC5Z56 = V1 − BC1Z12 − BC4Z25 − BC5Z56

V7 = V6 − BC6Z67 = V1 − BC1Z12 − BC4Z25 − BC5Z56 − BC6Z67

V8 = V3 − BC7Z38 = V1−BC1Z12−BC2Z23
aR

− BC7Z38

V9 = V6 − BC8Z69 = V1 − BC1Z12 − BC4Z25 − BC5Z56 − BC8Z69

(30) 

.

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V2

V3

V4

V5

V6

V7

V8

V9

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

V1
V1

/
aR

V1
/

aR
V1

V1

V1
V1

/
aR

V1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

− [BCBV] ×

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

BC1

BC2

BC3

BC4

BC5

BC6

BC7

BC8

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(31) 

so that:
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. [BCBV] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Z12 0 0 0 0 0 0 0
Z12

/
aR

Z23
/

aR
0 0 0 0 0 0

Z12
/

aR
Z23

/
aR

Z34 0 0 0 0 0

Z12 0 0 Z25 0 0 0 0
Z12 0 0 Z25 Z56 0 0 0
Z12 0 0 Z25 Z56 Z67 0 0

Z12
/

aR
Z23

/
aR

0 0 0 0 Z38 0

Z12 0 0 Z25 Z56 0 0 Z69

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(32) 

Accordingly, one has to perform the OPF without VRs included. One VR is 
added to the system between two buses, and the minimum and maximum regulation 
voltage values are identified, aR is initially set to 1 and TPold is set to 0. If the voltage 
at the VR bus exceeds the maximum regulation voltage, then Eq. (33) is applied to 
lower the voltage. 

.

TPchange = VVR−Vmax
0.00625 ,

TPnew = TPold − TPchange,∀TP = {1, 2...16}
aR = 1 + 0.00625 (TPnew)

(33) 

Otherwise, Eq. (34) is used to raise the voltage if the voltage at the VR bus is 
lower than the minimum voltage value. 

.

TPchange = Vmin−VVR
0.00625 ,

TPnew = TPold + TPchange,∀TP = {1, 2...16}
aR = 1 − 0.00625 (TPnew)

(34) 

Iteratively, this will be repeated until no change occurs in the tap; TPnew = TPold. 
Consequently, the procedure will be recurrent for all VRs connected to the system. 

5 Formulation of the Problem 

The objective function (f ) formulated in this work minimizes the total active power 
losses (Ploss,tot) given  in  Eq. (35) in three equally weighted loading scenarios – light 
(Lig), shoulder (Sh), and peak (Pk) levels of load demand. k1, k2, and k3 are the 
weighting factors of the loading scenarios. 

. f = minPloss,tot = min
h

(k1Ploss (lig) + k2Ploss (Sh) + k3Ploss (Pk)) , h = 8760

(35)
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Lig represents 60% of the peak loading level of hours, Sh represents 80% of 
the peak loading, and Pk represents 100%. Each of them occurs for 2920 hours 
per year. At that time, f subjects to a different set of constraints – equality power 
flow constraints represented by Eqs. (36) and (37), DGs size limits represented by 
(38), DGs penetration represented by (39), PF limits represented by (40), SCBs size 
represented by (41), the hth branch current thermal limits represented by (42), and 
the hth allowable voltage boundaries, represented by (43). The suffix min denotes 
the minimum value of the variable/parameter, while max denotes the maximum 
value of the variable/parameter. 

. Pgrid +
NDG∑
g=1

PDG(g) =
n∑

i=1

Pd(i) +
Nbr∑
br=1

Ploss (br) ,∀g ∈ NDG,∀br ∈ Nbr,∀i ∈ n

(36) 

. Qgrid +
NSCB∑
c=1

QSCB(c) =
n∑

i=1

Qd(i) +
Nbr∑
br=1

Qloss (br) ,∀c ∈ NSCB,∀br ∈ Nbr,∀i ∈ n

(37) 

where Pgrid and Qgrid denote the grid’ active and reactive power, respectively, Ploss 
and Qloss denote the active and reactive power losses, respectively, and Pd (i) and 
Qd (i) denote the ith real and reactive power demand. Nbr denotes the total number 
of branches, and n denotes the number of buses in the power system. NDG and NSCB 
denote the total number of DGs and SCBs, respectively, PDG denotes the DG’s 
active power, and QSCB denotes the SCB’s reactive power. 

.PDG(g) ≤ PDG(g)max,∀g ∈ NDG (38) 

.

NDG∑
g=1

PDG(g) ≤ α

n∑
i=1

Pd(i),∀g ∈ NDG (39) 

In Eq. (39), α represents a percentage of the demand power in which the 
maximum permissible DG penetration is determined when one constraint violates 
the limit. 

.0.85 lag ≤ PF ≤ 1 (40) 

.QSCB(c) ≤ QSCB(c)max,∀c ∈ NSCB (41)
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.Ibr,h ≤ Imax,br,∀br ∈ Nbr,∀h (42) 

.V min
i ≤ Vi,h ≤ V max

i ,∀i ∈ n,∀h (43) 

6 Whale Optimization Algorithm (WOA) 

Nature-inspired metaheuristic algorithms (NIMHAs) have amazingly solved com-
plex engineering problems. In this realm, WOA is a population-based NIMHA 
settled by Mirjalili and Lewis in 2016, and it was grounded on imitating the pursuing 
behavior of a specific kind of the seven whale types called the humpback whale 
(HW) [47]. Whales, the largest mammals in the world, are brilliant emotional 
creatures. Whales have cells similar to those found in humans in their brains, 
so-called spindle cells, responsible for emotional actions, judgment, and social 
behaviors in general. The hunting method of HWs is termed the net-bubble feeding 
method (NBFM). HWs select to catch small fishes (as prey) near the surface [48]. 

When HW notices its prey, it dives about 12 m down and then begins to make 
spiral bubbles around the prey. The prey is afraid to cross these bubbles, which 
appear as a trap. Hence, HW swims up to the surface and collects its trapped prey, 
as illustrated in Fig. 10. 

The NBFM of the HW is mathematically modeled in three phases – encircling 
preys, NBFM as the exploitation (EXPL) phase, and the exploration (EXPR) phase. 
The EXPL is also divided into the shrink mechanism and the spiral position’s update 
[47]. 

Fig. 10 Net-bubble trap of the HWs during hunting
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6.1 Encircling Stage 

HWs can recognize and surround the prey’s location. Since the optimal design 
position in the search space is unknown, the WOA considers the current search 
factor as the target prey (or solution) or close to the optimal one. 

After the best search representative is defined, other search representatives try 
to update their location toward the best search representative, as represented by the 
following equations: t denotes the current iteration, t + 1 denotes the subsequent 
iteration to t, X* denotes the position vector of the best solution obtained. It is 
iteratively updated until the best value is obtained or the maximum iterations 

number, tmax, is reached and . 
−→
X denotes the position vector. | |  indicates the absolute 

value (abs), and · means multiplication. 

.
−→
D =

∣∣∣−→C · −→
X ∗(t) − −→

X (t)

∣∣∣ (44) 

.
−→
X (t + 1) = −→

X ∗ (t) − −→
A .

−→
D (45) 

The vectors . 
−→
A and . 

−→
C are formulated as follows: 

.
−→
A = 2

(−→
a .

−→
r

) − −→
a (46) 

.
−→
C = 2 −→

r (47) 

where . −→a is promoted to linearly decrease from 2 to 0 to characterize the spiral 
bubbles over the iterations and . −→r denotes a random vector that ranges between 

[0,1]. . 
−→
D denotes the abs difference between the obtained solutions. 

6.1.1 Bubble-Net Hunting Stage 

Shrink Mechanism 
This mechanism is realized by decreasing −→a shown in Eq. (46) from 2 to 0. This, in 

turn, decreases 
−→
A ’s value in a random manner in [−a, a]. Figure 11 illustrates the 

possible positions of random HW’s at (X, Y) toward the prey at (X*, Y*), keeping 
that (0 ≤ A ≤ 1).
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Fig. 11 Illustration of the shrink mechanism 

Spiral Update (Helix-Based Movement) 
The distance between the HW at (X, Y) and the prey at (X*, Y*) is computed first. 
At that point, a spiral mechanism is created between the HW’s and prey’s positions 
to imitate a helix-based movement as explored in Fig. 12. 

.
−→
X (t + 1) = −→

D ’. esl. cos (2πl) + −→
X ∗(t) (48) 

.
−→
D ’

i =
∣∣∣ −→

X ∗ (t) − −→
X (t)

∣∣∣ (49) 

where 
−→
D ’ 

i denotes the distance between an ith HW and the prey, s represents the 
shape of the logarithmic spiral, l is a random number in [−1,1]. 

The HWs swim around the prey using the shrink mechanism or along a spiral-
shaped path. Mathematically, a 50% probability is assumed in the optimization 
process to choose either shrinking or spiral moving toward the prey in updating 
the HWs’ position. Thus; 

.
−→
X (t + 1) =

{−→
X ∗(t) − −→

A .
−→
D ∀ pr < 0.5−→

X (t + 1) = −→
D ’. esl. cos (2πl) + −→

X ∗(t) ∀ pr ≥ 0.5
(50) 

where pr denotes a random number in [0,1].
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Fig. 12 Illustration of the 
spiral update mechanism 

Table 2 The values of the parameters used 

Parameter Value 

Number of search agents 30 
.
−→
a Linearly decreases from 2 to 0 
Maximum number of iterations 2000 

6.1.2 Exploration (EXPR) Stage 

The vector . 
−→
A with random values greater than 1 or less than −1, .

∣∣∣−→A
∣∣∣ > 1, was  

employed to force search agents to move far away from a reference HW to avoid 
interactions between them during hunting. Besides, the HWs (search agents) search 
for the best prey (global solution) randomly and change their positions according 
to the position of other HWs. To consider this randomness, Eqs. (44) and (45) are  

updated after replacing X* with .
−→
X rand, where .

−→
X rand is a random position vector (a 

random HW) chosen from the population. as follows: 

.
−→
D =

∣∣∣−→C .
−→
X rand(t) − −→

X (t)

∣∣∣ (51) 

.
−→
X (t + 1) = −→

X rand (t) − −→
A .

−→
D (52) 

To recap, the WOA parameters used in this work are given in Table 2, and the 
WOA’S flowchart is shown in Fig. 13.



122 H. M. Elaraby et al.

Fig. 13 Flowchart for WOA 

7 Qualification of the Performance of the System 

The different metrics and indices used to qualify the studied system’s performance 
and determine the economic benefits are presented in this section. 

7.1 Technical Indices 

Reduction in the Active Energy Loss Benefits (TIP) 
The difference in the active energy loss values before and after compensation, 
$/year, is formulated in (53), where R1 represents the tariff rate of the energy 
($/kWh), and s denotes the scenario number. R1 equals $0.06/kWh as given in [33, 
49]. 

.TIP =
s=3∑
s=1

[
R1h

(
P before
loss,s − P after

loss,s

)]
, s ∈ {Lig,Sh,Pk} (53)
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Reduction in the Apparent Power Purchased from the Grid (TIS) 
The change in the contracted apparent power (Sgrid) values before and after 
compensation, $/year, is formulated in (54), where R2 represents the tariff rate of 
the apparent power ($/kVAh) and is set to $0.06/kWh [33, 49]. 

.TIS =
s=3∑
s=1

[
R2

(
Sbefore
grid,s − Safter

grid,s

)]
, s ∈ {Lig,Sh,Pk} (54) 

Enhancement of the Voltage Profile (TIVD) 
The voltage profile enhancement is formulated by calculating the sum of the 
absolute values of the squared voltage of each bus deviated from one per unit at 
the peak loading level, as given in Eq. (55) [50]. The enhancement is determined 
by comparing the obtained index value with the corresponding value in the 
uncompensated system. 

.TIVD =
n∑

i=1

(1 − Vi)
2,∀i ∈ n, s = Pk (55) 

Enhancement of the Loading Capacity (TILC) 
The loading capacity of the branch currents is formulated by determining the 
maximum branch current, as given in Eq. (56), where Imax,br is the maximum branch 
current allowed to flow. 

.TILC = max

(
Ibr

Imax,br

)
,∀br ∈ Nbr, s = Pk (56) 

Voltage Stability Improvement (TIVS) 
The VS enhancement is formulated by determining the minimum VSI calculated at 
all buses [31], as given in Eq. (57) and comparing its value with the uncompensated 
case. 

.TIVS = min [VSIbus] = V 4
i − 4(PX − QR)2 − 4V 2

i (PR + QX) ,∀i ∈ n (57) 

7.2 Economic Indices 

DGs Costs (EIDG) 
EIDG ($/year) is formulated as given in (58), where RDG represents DGs’ operation 
and maintenance costs. RFDG denotes the capital recovery factors of DGs used to 
convert the present value cost to annualized cost. RDG is set to $5/W [33].
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.EIDG = RDG × RFDG

NDG∑
g=1

PDG(g) (58) 

SCBs Costs (EISCB) 
EISCB ($/year) is formulated as given in (59), where RSCB represents SCBs’ 
operation costs, CSCB means SCBs’ investment costs, and RFSCB denotes SCBs’ 
capital recovery factors. RSCB and CSCB are set to 30 $/kvar and $1000, respectively 
[33]. 

.EISCB = RSCB

⎡
⎣CSCB + RFSCB

NSCB∑
c=1

QSCB(c)

⎤
⎦ (59) 

VRs Costs (EIVR) 
EIVR ($/year) is formulated in (60), where RFVR represents VRs’ investment and 
operation costs. RFSCB denotes the capital recovery factors of SCBs. R0 is the VR’s 
cost ($) that relies on the current rating of the VR (IVR). For instance, R0 equals 
$38,000 for 100 A, $44,800 for 150 A, $50,600 for 200 A, $58,100 for 250 A, 
$64,700 for 300 A, $70,300 for 350 A, and $77,900 for 400 A [33]. 

.EIVR = RFVR × R0 (IVR) (60) 

A generalized expression of the recovery factors of the different compensators 
(RFc) is expressed in (61), where I is the interest rate (7%) and Y is the operation 
number of years of the compensator – 20 years for the DGs, 10 years for the SCBs, 
and 15 years for the VRs. 

.RFc = I (1 + I )Y

(1 + I )Y − 1
,∀ c = {DG,SCB,VR} (61) 

Returned Funds from Savings (EISAV) 
Finally, the returned funds or savings are expressed in Eq. (62) as the difference 
between benefits and costs. 

.EISAV = [TIP + TIS] − [EIDG + EISCB + EIVR] (62) 

EISAV is calculated while considering the three Lig, Sh, and Pk levels. 

8 System Studied 

Figure 14 explores the studied radial distribution system in Menoufia, Egypt. It 
comprises 37 buses supplied from 11 kV–50 Hz substation to feed 31 loads. Pd 
is 4.8019 MW, and the Qd is 2.9759 MVAr. The base MVA and voltage are set to
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Fig. 14 Line diagram of the 37-bus radial distribution system studied 

Table 3 Line data of the 37-bus system 

br From i To j Imax (A) R (�) X (�) br From i To j Imax (A) R (�) X (�) 

1 1 2 788.00 0.0349 0.0493 19 19 20 183.70 0.4004 0.1540 
2 2 3 788.00 0.1862 0.2629 20 7 21 183.70 0.8425 0.3240 
3 3 4 788.00 1.2891 1.8201 21 21 22 183.70 0.2086 0.0802 
4 4 5 788.00 1.1640 1.6434 22 9 23 183.70 1.4015 0.5389 
5 5 6 367.50 0.0776 0.1096 23 23 24 183.70 0.5005 0.1925 
6 6 7 367.50 0.0466 0.0657 24 24 25 183.70 0.5798 0.2230 
7 7 8 367.50 0.0388 0.0548 25 25 26 183.70 0.6006 0.2310 
8 8 9 367.50 0.1263 0.1534 26 26 27 183.70 0.4004 0.1540 
9 9 10 367.50 0.1240 0.0893 27 11 28 183.70 0.9009 0.3465 
10 10 11 367.50 0.2066 0.1489 28 28 29 183.70 1.1011 0.4235 
11 11 12 367.50 0.1240 0.0893 29 12 30 183.70 0.2066 0.1489 
12 12 13 367.50 0.1269 0.0914 30 13 31 183.70 0.2252 0.0866 
13 13 14 367.50 0.0901 0.0649 31 14 32 183.70 0.4371 0.1681 
14 14 15 367.50 0.2587 0.1864 32 16 33 183.70 0.1668 0.0642 
15 5 16 183.70 0.7007 0.2695 33 33 34 183.70 0.4755 0.1829 
16 16 17 183.70 0.2002 0.0770 34 17 35 183.70 0.6006 0.2310 
17 17 18 183.70 0.7007 0.2695 35 19 36 183.70 1.1011 0.4235 
18 18 19 183.70 0.9009 0.3465 36 25 37 183.70 0.5005 0.1925 

1 MVA and 11 kV, respectively. The complete system data are presented in Tables 3 
and 4 [33]. All the buses given in red indicate a violation of the voltage limits (less 
than 0.9 pu), and this shows that the investigated electrical system is a deteriorated 
system that suffers from a low voltage profile, such that the minimum voltage is
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Table 4 Load data of the 37-bus system at the three different loading levels 

Pk Sh Lig 
Bus i Pi (kW) Qi (kVAr) Pi (kW) Qi (kVAr) Pi (kW) Qi (kVAr) 

1 0 0 0 0 0 0 
2 0 0 0 0 0 0 
3 21.2003 13.1388 16.9602 10.511 12.7202 7.88328 
4 10.6002 6.5694 8.48016 5.25552 6.36012 3.94164 
5 117.7795 72.9932 94.2236 58.3946 70.6677 43.7959 
6 255.5814 158.3951 204.465 126.716 153.349 95.0371 
7 127.2018 78.8326 101.761 63.0661 76.3211 47.2996 
8 0 0 0 0 0 0 
9 0 0 0 0 0 0 
10 138.9798 86.1319 111.184 68.9055 83.3879 51.6791 
11 181.3804 112.4095 145.104 89.9276 108.828 67.4457 
12 152.5244 94.5261 122.02 75.6209 91.5146 56.7157 
13 0 0 0 0 0 0 
14 221.4254 137.2271 177.14 109.782 132.855 82.3363 
15 241.4479 149.6360 193.158 119.709 144.869 89.7816 
16 42.4006 26.2775 33.9205 21.022 25.4404 15.7665 
17 144.8687 89.7816 115.895 71.8253 86.9212 53.869 
18 26.5004 16.4235 21.2003 13.1388 15.9002 9.8541 
19 41.8117 25.9126 33.4494 20.7301 25.087 15.5476 
20 66.5454 41.2411 53.2363 32.9929 39.9272 24.7447 
21 325.0713 201.4611 260.057 161.169 195.043 120.877 
22 214.9475 133.2125 171.958 106.57 128.969 79.9275 
23 113.0683 70.0734 90.4546 56.0587 67.841 42.044 
24 121.9017 75.5479 97.5214 60.4383 73.141 45.3287 
25 175.4914 108.7598 140.393 87.0078 105.295 65.2559 
26 94.2236 58.3945 75.3789 46.7156 56.5342 35.0367 
27 118.3684 73.3581 94.6947 58.6865 71.021 44.0149 
28 299.1598 185.4026 239.328 148.322 179.496 111.242 
29 215.5364 133.5775 172.429 106.862 129.322 80.1465 
30 0 0 0 0 0 0 
31 241.4479 149.6360 193.158 119.709 144.869 89.7816 
32 267.9483 166.0594 214.359 132.848 160.769 99.6356 
33 276.1928 171.1689 220.954 136.935 165.716 102.701 
34 106.0015 65.6938 84.8012 52.555 63.6009 39.4163 
35 256.7592 159.1251 205.407 127.3 154.056 95.4751 
36 10.6002 6.5694 8.48016 5.25552 6.36012 3.94164 
37 174.9025 108.3948 139.922 86.7158 104.942 65.0369
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Fig. 15 Uncompensated voltage profile of the studied system at the three loading levels 
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Fig. 16 Loading capacity of the branches of the studied system at the three loading levels 

measured at bus #27 and equals 0.7371 pu. Also, the 37-bus system suffers from 
very high-apparent power losses (higher than 1 MW for active power losses and 
1.8 MVAr for reactive power losses in the period of the maximum demand). The 
slack bus voltage is set to 1.05 pu. 

The 37-bus system has three different loading levels, Lig, Sh, and Pk, each of 
which continues for 2920 hours (i.e., 8760/3 hours) as mentioned before. 

The voltage magnitudes of the 37 buses are explored in Fig. 15 at the three 
loading levels before compensation. Figure 16 explores the loading capacity of the 
branches at the three loading levels. Noticeably, the system undergoes poor voltage 
regulation, highly active and reactive power losses, and expected current problems, 
principally at the Pk level. The insufficient voltage is caused because the system 
includes long branches (around 13 km for branches 3–4 and 4–5). These branches 
will be considered candidate locations to allocate VRs. 

The technical QoP indices used are presented in Table 5 for the uncompensated 
37-bus system in which Ploss (kW), Qloss (kVAr), Sgrid (MVA), minimum (Vmin)



128 H. M. Elaraby et al.

Table 5 Results of the uncompensated 37-bus studied system 

Loading levels 
QoP metric Lig Sh Pk 

Ploss (kW) 343.1828 707.4094 1361.7 
Qloss (kVAr) 463.8976 956.0957 1839.9 
Sgrid (MVA) 3.9312 5.6414 7.8213 
Vmin (pu) Bus 0.8946 27 0.8259 27 0.7371 27 
Vmax (pu) Bus 1.05 1 1.05 1 1.05 1 
Loading capacity (%) 41.12 59.10 82.15 
Minimum VSI (pu) 0.6406 0.4652 0.2952 

voltage magnitude (pu) and its bus number, loading capacity of the branches in 
percentage, and the minimum VSI are calculated at the three loading levels. 

9 Results and Discussions 

The decision variables of the problem formulated are the DGs and SCBs – locations 
and sizes and the tapping of the VR. One to three DGs, 1 ≤ NDG ≤ 3, can connect 
to the system. Also, one to eight SCBs can connect to the system (NSCB ≤ 8). The 
probable locations of DGs and SCBs are specified as integer variables between 2 
and 37 (bus #2 to bus #37). DG sizes are expressed as continuous variables that 
range between 0 kW and 5 MW. SCBs sizes are considered as discrete variables 
ranging between 0 and 1200 kVAr. SCBs size is deemed to be in steps of 150 kVAr. 
The maximum number of SCBs and DGs to be located is 12 (8 SCBs and 3 DGs, 
in addition to one VR with two variables (location and size)). The VR cost and the 
current capacity are taken from [29]. 

Six cases are investigated – Case #1: DGs allocation, Case #2: SCBs allocation, 
Case #3: DGs/SCBs coordination, Case #4: DGs/VRs coordination, Case #5: 
SCBs/VRs coordination, and Case #6: DGs/SCBs/VRs coordination. The results of 
the six cases are reported in the following subsections, and a comparison between 
them is given. It should be noted that the number of populations is 30, and 2000 
iterations are set. The sizes, locations, and tap settings of the VRs obtained in the 
various cases are tabulated in Table 6. Table 7 shows the objective function values 
obtained and the time needed to reach them in all cases investigated. 

It is evident that the lowest objective function was achieved when f6 – DGs/SCB-
s/VRs –was used (17.208 MW), followed by f3 – DGs/SCBs – (51.279 MW). This 
means that coordinating the compensators is necessary to achieve good results. 
On the other side, the worst objective function was performed when f2 – SCBs – 
was used (475.472 MW). However, f6 needs considerable computation time to be 
executed (33.78 minutes) compared with the other objective functions. 

Tables 8, 9, and 10 show the compensated bus voltage values at the different 
cases investigated in the three scenarios (Lig, Sh, Pk), respectively. As is obvious,
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Table 6 Sizes, locations and tap settings of the VRs obtained in the various cases 

Case #1 DGs Size (kW) 1316.6872, 2084.5915, 709.5161 
Location (bus) 13,5, 25 

Case #2 SCBs Size (kVAr) 750, 600, 1200, 150, 900, 150, 150 
Location (bus) 26, 10, 8, 15, 5, 11, 2 

Case #3 DGs Size (kW) 100, 3571.50, 100 
Location (bus) 25, 9, 13 

SCBs Size (kVAr) 300, 150, 750, 150, 750, 450, 600 
Location (bus) 2, 20, 5, 29, 23, 14, 2 

Case #4 DGs Size (kW) 1859.204, 1121.695, 2212.0772 
Location (bus) 2, 12, 7 

VRs Location (bus) Between buses 3 and 4 
Tapping (Lig, Sh, Pk) −2, 2, 13 

Case #5 SCBs Size (kVAr) 450, 900, 450, 750, 300, 300, 300 
Location (bus) 3, 12, 2, 6, 25, 2, 2 

VRs Location (bus) Between buses 3 and 4 
Tapping (Lig, Sh, Pk) 0, 10, 16 

Case #6 DGs Size (kW) 478.3795, 2182.7499, 730.6741 
Location (bus) 18, 11, 8 

SCBs Size (kVAr) 300, 450, 450, 300, 300, 450, 300 
Location (bus) 14, 2, 7, 11, 15, 8, 17 

VRs Location (bus) Between buses 3 and 4 
Tapping (Lig, Sh, Pk) −9, −7, −4 

Table 7 Objective function values and the time needed to attain them 

Cases #1 #2 #3 #4 #5 #6 

f (MW) 187.680 475.472 51.279 91.342 203.636 17.208 
Time (s) 232.043 313.000 260.030 11,948.911 19,465.457 2,026.202 

the voltage profiles have been enhanced at the three loading scenarios and thereby 
meet the permissible limits (among all cases, the lowest voltage value is 0.9 pu in 
the peak loading). 

Tables 11, 12, and 13 show the compensated branch current values at the different 
cases investigated in the three scenarios, respectively. Compared with the Imax 
values given in Table 3, the current values have been reduced at the three loading 
scenarios and are lower than the maximum branch current values. 

Table 14 shows the technical performance metrics calculated in all cases under 
study. Regarding the active power loss reduction (kW), the best reduction value 
obtained was in Case #3 as 2258.462 kW in DGs/SCBs coordination, followed by 
2251.906 in DGs/SCBs/VRs coordination. This means that minimizing the power 
loss as an objective function is not the best choice, as maximizing the benefits can 
achieve better results.



Table 8 Bus voltage values at the different cases investigated, Lig 

Cases Cases 
Bus #1 #2 #3 #4 #5 #6 Bus #1 #2 #3 #4 #5 #6 

1 1.05 1.05 1.05 1.05 1.05 1.05 20 1.01 1.04 1.09 0.98 0.98 1.02 
2 1.05 1.05 1.05 1.05 1.05 1.05 21 1.01 1.05 1.09 0.99 0.98 1.01 
3 1.05 1.05 1.05 1.05 1.05 1.05 22 1.01 1.05 1.09 0.99 0.98 1.01 
4 1.03 1.05 1.08 1.01 1.01 1.01 23 1.02 1.05 1.10 0.98 0.98 1.01 
5 1.02 1.05 1.09 0.99 0.99 1.02 24 1.02 1.05 1.10 0.98 0.97 1.01 
6 1.02 1.05 1.10 0.99 0.98 1.02 25 1.02 1.04 1.10 0.98 0.97 1.01 
7 1.02 1.05 1.10 0.99 0.98 1.02 26 1.02 1.05 1.09 0.98 0.97 1.01 
8 1.02 1.05 1.10 0.99 0.98 1.02 27 1.02 1.05 1.09 0.97 0.97 1.01 
9 1.02 1.05 1.10 0.99 0.98 1.02 28 1.01 1.04 1.09 0.98 0.98 1.02 
10 1.02 1.05 1.10 0.99 0.98 1.02 29 1.01 1.04 1.09 0.98 0.97 1.02 
11 1.02 1.05 1.10 0.99 0.98 1.02 30 1.02 1.05 1.10 0.99 0.98 1.02 
12 1.02 1.05 1.10 0.99 0.98 1.02 31 1.02 1.04 1.10 0.98 0.98 1.02 
13 1.02 1.04 1.10 0.98 0.98 1.02 32 1.01 1.04 1.10 0.98 0.98 1.02 
14 1.02 1.04 1.10 0.98 0.98 1.02 33 1.01 1.04 1.09 0.99 0.98 1.02 
15 1.01 1.04 1.10 0.98 0.98 1.02 34 1.01 1.04 1.09 0.99 0.98 1.01 
16 1.02 1.05 1.09 0.99 0.98 1.02 35 1.01 1.04 1.09 0.98 0.98 1.01 
17 1.01 1.04 1.09 0.99 0.98 1.02 36 1.01 1.04 1.09 0.98 0.98 1.02 
18 1.01 1.04 1.09 0.98 0.98 1.02 37 1.02 1.04 1.09 0.98 0.97 1.01 
19 1.01 1.04 1.09 0.98 0.98 1.02 

Table 9 Bus voltage values at the different cases investigated, Sh 

Cases Cases 
Bus #1 #2 #3 #4 #5 #6 Bus #1 #2 #3 #4 #5 #6 

1 1.05 1.05 1.05 1.05 1.05 1.05 20 0.97 0.98 1.05 0.94 1.00 0.99 
2 1.05 1.05 1.05 1.05 1.05 1.05 21 0.97 0.99 1.05 0.94 1.00 0.98 
3 1.04 1.04 1.05 1.04 1.04 1.05 22 0.97 0.99 1.05 0.94 1.00 0.98 
4 1.01 1.01 1.05 0.99 1.05 1.00 23 0.97 0.98 1.05 0.93 0.99 0.98 
5 0.98 0.99 1.05 0.95 1.01 0.99 24 0.97 0.98 1.05 0.93 0.99 0.97 
6 0.98 0.99 1.05 0.95 1.01 0.99 25 0.97 0.98 1.05 0.92 0.99 0.97 
7 0.97 0.99 1.05 0.94 1.01 0.99 26 0.97 0.98 1.04 0.92 0.99 0.97 
8 0.97 0.99 1.05 0.94 1.01 0.99 27 0.97 0.98 1.04 0.92 0.99 0.97 
9 0.97 0.99 1.05 0.94 1.00 0.99 28 0.97 0.98 1.05 0.93 0.99 0.98 
10 0.97 0.99 1.05 0.94 1.00 0.99 29 0.96 0.98 1.05 0.93 0.99 0.98 
11 0.97 0.98 1.05 0.94 1.00 0.99 30 0.97 0.98 1.05 0.94 1.00 0.99 
12 0.97 0.98 1.05 0.94 1.00 0.99 31 0.97 0.98 1.05 0.94 1.00 0.99 
13 0.97 0.98 1.05 0.94 1.00 0.99 32 0.97 0.98 1.05 0.93 1.00 0.98 
14 0.97 0.98 1.05 0.94 1.00 0.99 33 0.97 0.99 1.05 0.94 1.00 0.98 
15 0.97 0.98 1.05 0.93 1.00 0.99 34 0.97 0.99 1.05 0.94 1.00 0.98 
16 0.97 0.99 1.05 0.94 1.00 0.98 35 0.97 0.98 1.04 0.94 1.00 0.98 
17 0.97 0.99 1.05 0.94 1.00 0.98 36 0.97 0.98 1.04 0.94 1.00 0.99 
18 0.97 0.99 1.05 0.94 1.00 0.99 37 0.97 0.98 1.04 0.92 0.99 0.97 
19 0.97 0.98 1.05 0.94 1.00 0.99
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Table 10 Bus voltage values at the different cases investigated, Pk 

Cases Cases 
Bus #1 #2 #3 #4 #5 #6 Bus #1 #2 #3 #4 #5 #6 

1 1.05 1.05 1.05 1.05 1.05 1.05 20 0.92 0.91 1.00 0.99 0.99 0.96 
2 1.05 1.05 1.05 1.05 1.05 1.05 21 0.92 0.92 1.00 1.00 0.99 0.95 
3 1.04 1.04 1.05 1.04 1.04 1.04 22 0.92 0.91 1.00 1.00 0.99 0.95 
4 0.98 0.98 1.02 1.06 1.06 0.99 23 0.92 0.91 1.00 0.98 0.98 0.94 
5 0.93 0.92 1.00 1.00 1.00 0.96 24 0.92 0.90 0.99 0.98 0.98 0.94 
6 0.93 0.92 1.00 1.00 1.00 0.96 25 0.92 0.90 0.99 0.98 0.97 0.94 
7 0.93 0.92 1.00 1.00 0.99 0.96 26 0.92 0.90 0.99 0.98 0.97 0.93 
8 0.93 0.92 1.00 1.00 0.99 0.96 27 0.92 0.90 0.99 0.97 0.97 0.93 
9 0.92 0.92 1.00 1.00 0.99 0.96 28 0.91 0.90 0.99 0.99 0.98 0.95 
10 0.92 0.91 1.00 0.99 0.99 0.96 29 0.91 0.90 0.99 0.98 0.98 0.95 
11 0.92 0.91 1.00 0.99 0.98 0.96 30 0.92 0.91 1.00 0.99 0.98 0.95 
12 0.92 0.91 1.00 0.99 0.98 0.95 31 0.92 0.91 1.00 0.99 0.98 0.95 
13 0.92 0.91 1.00 0.99 0.98 0.95 32 0.92 0.90 0.99 0.99 0.98 0.95 
14 0.92 0.90 1.00 0.99 0.98 0.95 33 0.92 0.92 1.00 1.00 0.99 0.95 
15 0.92 0.90 0.99 0.99 0.98 0.95 34 0.92 0.92 1.00 1.00 0.99 0.95 
16 0.92 0.92 1.00 1.00 0.99 0.96 35 0.92 0.91 1.00 0.99 0.99 0.95 
17 0.92 0.92 1.00 1.00 0.99 0.96 36 0.92 0.91 1.00 0.99 0.99 0.96 
18 0.92 0.91 1.00 0.99 0.99 0.96 37 0.92 0.90 0.99 0.98 0.97 0.93 
19 0.92 0.91 1.00 0.99 0.99 0.96 

Regarding the reactive power loss reduction (kVAr), the best reduction value 
obtained was in Case #3 as 3112.182 kVAr in DGs/SCBs coordination, followed 
by 3098.964 kVAr in DGs/SCBs/VRs coordination. However, in terms of the 
capacity release in MVA, the best value obtained was in Case #6 as 14.233 MVA in 
DGs/SCBs/VRs coordination, followed by 13.163 MVA in DGs/SCBs coordination. 

At s = Pk, the VSI values are improved when any of the six cases are applied. 
However, it is also clear that a significant improvement is obtained when both 
DGs/SCBs and DGs/VRs are connected to the system. So, Cases #3 and #4 have 
had a better impact on VS than others. Besides, at s = Pk, the best TIVD and TILC 
were obtained while employing Case #3. 

Table 15 shows the economic performance metrics calculated in all cases under 
study. The best EISAV was obtained in Case #3 (10.4488 million $/year), while a no 
saving case was observed in Case #4 (−0.6989 million $/year). It was expected that 
the economic performance metrics would be low in cases including VRs because of 
their added capital costs. 

Finally, Table 16 explores the active power loss values calculated on heavy 
demands using different algorithms in the literature, such as particle swarm, grey 
wolf, sine cosine, and the proposed whale algorithm. The results validate the 
effectiveness and the superiority of the proposed algorithm in solving the formulated 
problem.
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Table 15 Economic performance metrics calculated in all cases under study 

Cases 
Costs #1 #2 #3 #4 #5 #6 

EIDG (million $/year) 1.9401 0 1.7800 2.4509 0 1.6008 
EISCB (million $/year) 0 0.0168 0.0136 0 0.0149 0.0110 
EIVR (million $/year) 0 0 0 0.0056 0.0071 0.0042 
Benefits (TIP+ TIS) (million $/year) 11.4550 10.3620 12.2424 1.7576 0.9285 2.8882 
EISAV (million $/year) 9.5149 10.3452 10.4488 −0.6989 0.9065 1.2721 

Table 16 Active power loss calculated on heavy demands using different algorithms in the 
literature 

Compensator 
Ploss, peak (kW) Algorithm Ref. DGs SCBs VRs 

288.5721 Whale Proposed
√ × × 

693.6539 × √ × 
75.741

√ √ × 
96.5471

√ × √ 

686.5978 × √ √ 

108.8639
√ √ √ 

740.32 Particle swarm [49] × √ × 
302.74

√ × × 
1122.15 × × √ 

438.29
√ √ √ 

134.4 Grey wolf [33]
√ √ × 

341.00
√ × × 

580.3 × √ × 
413.4

√ × √ 

340.9671 Sine cosine Proposed
√ × × 

699.4165 × √ × 
216.6044

√ √ × 

10 Conclusions 

Integration of active and reactive power compensators into power networks should 
be arranged not to pose problems in these systems but to enjoy the benefits and avoid 
the issues. To do this, finding the optimal location and size of these compensators 
in a system is necessary. Economically speaking, the rising project investment 
may result if uneconomic facilities or expensive technologies are used to reduce 
electric losses significantly. Also, high investment expenses limit renewables-based 
technologies to generate electricity, but these costs decline over days. Therefore, 
economic considerations related to the installed network equipment should be 
considered. In this regard, the well-known WOA is applied in this work to allocate 
DGs, SCBs, and VRs in a realistic 37-bus distribution system to minimize power
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losses while conforming with several linear and nonlinear constraints. A cost-benefit 
analysis of the optimization problem is presented in terms of – investment and 
running costs of the compensators used; saving gained from the power loss reduction 
and benefits from decreasing the power to be purchased from the grid; reducing 
voltage deviations and overloading; and enhancing VS. Three loading scenarios are 
addressed in this work – Lig, Sh, and Pk levels of load demand. The numerical 
findings obtained show a noteworthy techno-economic improvement of the QoP 
performance level of the RDS and approve the efficiency and economic benefits of 
the proposed solutions compared to other solutions in the literature. 

The main remarks that have been concluded during this research work are 
that the proposed coordination of DGs/SCBs and DGs/SCBs/VRs can effectively 
enhance the QoP levels to comply with the Egyptian practice code limits. They 
showed efficient savings results, particularly when considering techno-economic 
aspects together. They showed acceptable steady-state voltage profiles that comply 
with the standard limits and considerable power loss reduction in addition to the 
released capacity of the power distribution transformer. The coordination of active 
and reactive power conditioners showed that the best performance metrics values 
were obtained using the optimal coordination of DGs/SCBs and DGs/SCBs/VRs. 
However, it was also clear that a significant improvement was obtained when 
DGs/SCBs were connected to the system, leading to better impacts. The benefits 
of adding VRs will advance if higher loading levels are investigated but on the 
economic advantages side. 

Finally, the results confirm that WOA is a powerful optimization tool in conver-
gence and exploration-exploitation balance. Also, it is well applicable to solve more 
complex engineering problems. However, it should be noted that no optimization 
algorithm can solve all problems, but one algorithm can solve a particular problem 
much more efficiently. 

Future works will address combining the investigated objective functions and 
formulating the problem as a multi-objective optimization problem under uncer-
tain conditions and parameters variations. Also, the allocation of fault current 
limiters and battery energy storage technologies shall investigate their impacts 
on the system’s performance while considering the potential load growth/higher 
loading levels. Finally, recent metaheuristic optimization techniques can solve the 
optimization problem with more practical probabilistic considerations. 
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Analysis of Impacts of Multiple 
Renewable Energy Sources 
and D-STATCOM Devices 
on Distribution Networks 

R. Satish, K. Vaisakh, and Almoataz Y. Abdelaziz 

1 Introduction 

The grid interfacing of distributed generation (DG) is specified by the IEEE-
1547 [1] standards. In [2], to improve the characteristics of convergence, a novel 
PV bus representation is incorporated into the proposed Newton-Rapson power 
flow method. This method is based on current injection, and the representation 
of nonlinear current injections is done based on rectangular coordination. The 
installation of shunt capacitors at suitable locations will support the Q to the system, 
thereby reducing the power loss of the system along with increased equipment 
usage and stopping equipment’s early aging. In [3], a Cuckoo search optimization 
method is used to distribute shunt capacitors along RDN and the designed objective 
function diminishes the network losses and enhances the voltage profile and power 
factor. Authors of [4] propose a flower pollination algorithm to allocate and size the 
capacitors optimally in different distribution networks. In [5], the author proposes 
an optimum solution to allocate the DG and shunt capacitor banks in RDN. 
Authors of [6] investigate the improvement in quality of voltage in low-voltage 
distribution networks using single-phase PV inverters. Authors of [7] propose a 
novel algorithm to size and place the RES optimally in distribution networks. In [8], 
various algorithms for optimization are developed by modifying the big bang big 
crunch method for realization of virtual power plant. These algorithms are designed 
to handle the energy in distribution networks to minimize the amount of energy 
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purchased on the grid. In [9], optimization algorithm is discussed for planning, 
allocation, and sizing of DGs in distribution networks. 

The compensation of Q through the distribution flexible AC transmission system 
(DFACTS) such as D-STATCOM can further improve the power quality of the 
network. The harmonic pollution, noise, and pollution issues are less in D-
STATCOM device, unlike traditional Q compensation devices such as shunt or 
series capacitors. In [10], a probabilistic technique for allocating the D-STATCOM 
optimally by taking into account the correlation among the uncertain variables is 
presented. Authors of [11] propose an optimum control algorithm for the three-
phase D-STATCOM. It compensates harmonics along with the compensation of Q 
in three-phase linear and nonlinear loads. In [12], the key effects of connecting 
DG to a grid and the STATCOM’s role in reducing the adverse effects to make 
DG fully usable are presented. As a result, a control strategy for STATCOM is 
proposed on the basis of direct power control to illustrate the influence of this 
unit on the power system quality. In [13], to minimize the P loss in distribution 
networks, a GA-based optimization is proposed for the DG, STATCOM and hybrid 
vehicle integrations. In [14–16], three-phase DPFAs are proposed by developing bus 
number and branch number matrices with the integration of RES and D-STATCOM 
device in unbalanced distribution networks. 

This chapter proposes a novel DPFA for analyzing the impacts of integrations 
of RES and D-STATCOM device in RDN using the developed BNM and BRNM 
matrices in this chapter. The BNM stores the bus number information of newly split 
segments of RDN, and BRNM stores the branch number information of newly split 
segments of RDN. These segments were split by using the radial topology in RDN. 
Fundamentals such as KCL and KVL are used in this algorithm and, therefore, it 
is easy to comprehend. The locations of RES and D-STATCOM device are selected 
by using the voltage stability index (VSI) value. The rest of the chapter is convened 
in the following order: Modeling of RES and D-STATCOM is presented in Sect. 
2. In Sect. 3, VSI is discussed. Section 4 describes the development algorithm for 
BNM and BRNM matrices. Section 5 discus the DPFA with RES and D-STATCOM 
device integrations. Various test results and discussions on 15-bus and 69-bus RDN 
are presented in Sect. 6. The conclusions of this chapter are discussed in Sect. 7. 

2 RES and D-STATCOM Device Modeling 

2.1 RES 

There are three ways for the integration of RES to the distribution networks. The first 
one uses synchronous generators (SGs) or induction generators (IGs). The second 
one uses IGs in combinations power electronic converters (PECs). The third one 
uses only PECs. The SG can be modeled as PQ bus, or PV bus, or static voltage 
characteristic model (SVCM) based on the control on its excitation system [17]
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Fig. 1 (a) The connection of 
D-STATCOM to a bus and 
(b) D-STATCOM modeling 

D-STATCOM 

STjQ 

LijQLiP +  

Bus ‘i' 

(a) (b) 

for DPFAs. The IG can be modeled as PQ bus or SVCM for DPFAs [18]. If the 
interfacing of RES happens through IG in combination with PECs or only through 
PECs then it is modeled as PV bus [18] or PQ bus  [19] for DPFAs based on 
control on converter circuit. In [14], the various types of RES available with the 
grid integration methodologies and appropriate modeling for DPFAs are presented. 

2.2 D-STATCOM 

In DPFAs, the D-STATCOM is generally considered as shunt compensator for Q 
power. The Q injection of D-STATCOM can be adjusted by itself to regulate its 
magnitude of voltage at D-STATCOM bus. 

Figure 1 illustrates the connection of D-STATCOM’s connection to a bus and its 
modeling for DPFAs. It should be noted from Fig. 1b that the prescribed Q load at a 
bus and D-STATCOM’s Q output are combined. So that, the magnitude of voltage 
at bus is varied with respect to Q. It is absolutely a PV bus with output P as zero of 
D-STATCOM [20]. The D-STATCOM losses including its connection are assumed 
to be neglected for this model. 

3 Voltage Stability Index 

The VSI suggested in [21] is employed in this chapter to recognize the bus that is 
under the margin of its voltage collapse. According to this, the bus with minimum 
VSI value is under the fringe for collapse in voltage. Consider two buses in a system 
as shown in Fig. 2. 

The VSI at bus “j” is given with Eq. (1). 

. VSI(j) = ∣
∣Vj

∣
∣
4−4

((

Pk · Xjk
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Qk · Rjk

))2−4
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∣
∣
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Vj=�Vj���j 

Bus j Bus k 

Vk = �Vk���k 

Sk = Pk + i * QkZij=Rij+i*Xij 

Fig. 2 Sample two buses in a RDN 

For steady functioning of the RDN, 

. VSI(j) ≥ 0 ∀ j = 2, 3 . . . N.

Where, N: Total bus numbers. 

4 Methodology for Developing BNM and BRNM 

A methodical numbering to the buses and branches in RDN improves the perfor-
mance of DPFAs and it also saves memory. In [22], the numbering scheme presented 
is utilized in this method. The following steps illustrate the procedure to write the 
MATLAB code to split the RDN into several segments as represented in Fig. 3. 

1. For the sample RDN shown in Fig. 3, the three arrays called the branch number 
(BRN) array and the corresponding sending end bus (SEB) array and receiving 
end bus (REB) array are constructed as follows: 

BRN = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. 
SEB = [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 3, 12, 13, 14, 15, 6, 17, 18, 19, 20]. 
REB = [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] 

2. Begin with BRN = 1 and identify the REB of this BRN (i.e., bus-2) and identify 
how many times this 2 is repeated in SEB row. In SEB row, this 2 appears for one 
time. This indicates that, bus-2 is SEB for only one branch. Fill these REB 2 and 
BRN 1 as first row and first column elements in BNM and BRNM, respectively. 
Now increase the column number by one. 

3. Increase the BRN (i.e., BRN = 2), read the REB of BRN, i.e., 3. Then check for 
the appearance of 3 in SEB row. The bus 3 appears for two times. That means 
from the bus 3, two branches are leaving. Then fill these REB 3 and BRN 2 in 
to the BNM and BRNM as the first row and present column elements. Name
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Fig. 3 Split segments for the sample RDN 

this row as segment-1. Now the row number is increased by one and the column 
number is set to one. 

4. Similarly, increase the BRN, read the REB of BRN, and check for the appearance 
of this REB in SEB row. If it appears once, then fill this REB and BRN values as 
the present row and present column elements in BNM and BRNM respectively 
and now column number is increased by one and step 4 is to be repeated. If it 
does not appear at all or more than once in SEB row, then fill the corresponding 
REB and BRN values as present row and present column elements, and identify 
this row as a segment. Then the row number is increased by one and the column 
number is set to one. And repeat step 4. 

Repeat the above steps until the BRN value reaches to 20. At the end, BNM and 
BRNM are constructed as below.
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5 Distribution Power Flow Algorithm for RDN with RES 
and D-STATCOM 

Figures 4 and 5 help in explaining the DPFA. In Fig. 4, the last segment (segment-5) 
with its buses and branches is shown. In Fig. 5, the first segment with its buses and 
branches is shown. The following steps illustrate the detailed iterative procedure. 

1. Read the system data and construct BNM and BRNM for the given RDN. 
2. Set the outside iteration (γ ) and inside iteration (itr) numbers as 1. 
3. Set all the bus voltages in RDN equal to sub-station bus voltage. 
4. Based on type of load, find the load currents at all buses. 
5. Select the last segment (segment-5) in BNM and collect the current at bus-21 as 

given in Eq. (2). Now select the last segment (segment-5) in BRNM and find the 
current in branch-20 using Eq. (3). 

.I21 = IL21 (2) 

.I20−21 = I21 (3) 

To bus 6 

17 18 19 20 21 

IL21IL20IL19 
IL18IL17 

I20-21I19-20I18-19I17-18 

I6-17 

Segment-5 

16 

17 18 19 20 

Fig. 4 Segment-4 taken from Fig. 3
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To bus 4 

1 2 3 

I2-3I1-2 

Segment-1 

Z1-2 Z2-3 

To bus 12 

Z3-12 

Z3-4 

Fig. 5 Segment-1 taken from Fig. 3 

Where, IL21 is the load current at bus-21. 
Now, move to bus-20 in segment-5 in BNM and collect the bus current at this bus 

by applying KCL as given in Eq. (4). Move to branch-19 in segment-5 in BRNM 
and find the current branch as given in Eq. (5). 

.I20 = I20−21 + IL20 (4) 

.I18−22 = I22 (5) 

Likewise, collect the currents in all buses in segment-5 in BNM and find the 
currents in all branches in segment-5 in BRNM. 

6. Now move to segment-4 in BNM and BRNM and repeat the procedure explained 
in step-5 to find the bus current and branch currents. Likewise, move up to 
segment-1. 

7. Now start with segment-1 in BNM and find the bus-2 voltage using Eq. (6). 

.V2 = V1 − (Z1−2 • I1−2) (6) 

Where, Z1–2 is the impedance of branch-1. 
Similarly, find the bus voltages at all buses in segment-1. 

8. Likewise, move up to the segment-5 in BNM by finding the voltages at all buses. 
9. Now check for the convergence of obtained voltage solution at the end of first 

iteration using Eq. (7). If the convergence is not attained, repeat the steps 4–8.
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.

∣
∣
∣V

itr
i − V itr−1

i

∣
∣
∣ ≤ ε (7) 

10. With the converged solution and using Eq. (1), find the VSI at all buses. 

11. Select the rating and model of RES and D-STATCOM device for outside γ th 
iteration. The location of these devices is selected based on VSI values at 
different buses. 

12. If the bus at which RES is connected is modeled as PQ bus, then the current 
injection by RES at this bus is evaluated by using Eq. (8). 

.I
γ

PQ = conj

(
SPQ

VPQ

)

(8) 

13. If at a bus D-STATCOM or RES with PV model is available, then find the 
mismatches in voltages at all PV buses using Eq. (9). 

.�V γ =
∣
∣
∣V

(sp)
∣
∣
∣ −

∣
∣
∣V

(cal)
∣
∣
∣

γ

(9) 

14. If the voltage mismatch at PV bus is not below the specified tolerance, then find 
the required incremental current injection to maintain the specified voltage at 
PV bus using Eq. (10). 

.[�IPV]
γ = [ZPV]

−1 • [�V ]γ (10) 

The calculation procedure for [ZPV]matrix is presented in [23]. 

15. If unlimited Q generation is available at PV buses, then reactive current 
injections at PV buses is obtained using Eq. (11). And then find the incremental 
Q injection at PV bus .�Q

γ

PV. 

.�I
γ

PV = |�IPV|γ (

cos
(

90o + δv,PV
) + j • sin

(

90o + δv,PV
))

(11) 

Where, δvj is the voltage angle at the PV bus. 

16. The Q generation needed at PV bus γ th iteration is obtained using Eq. (12). 

.Q
γ

PV = Q
γ−1
PV + �Q

γ

PV (12)
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17. Now find the complex power generation at PV bus using Eq. (13). And then 
find the current injection at PV bus using Eq. (14). 

.S
γ

PV = PPV + j • Q
γ

PV (13) 

.I
γ

PV = conj

(
SPV

VPV

)

(14) 

18. If limited Q generation is available at PV buses, then check the Q limits. 
If .QGen,min ≤ Q

γ

PV ≤ QGen,max then set .Q
γ

PV = Q
γ

PV. 
If .Q

γ

PV ≤ QGen,min then set .Q
γ

PV = QGen,min. 
If .Q

γ

PV ≥ QGen,max then set .Q
γ

PV = QGen,max. 
With the obtained Q generation and specified P generation, find the complex 

power generation at PV bus using Eq. (13). And obtain the current injection at 
PV bus using Eq. (14). 

19. With the obtained current injections at PQ and PV buses, repeat from step 2 by 
increasing the outside iteration number by 1 until the mismatch in voltages at 
all PV buses is within the specified tolerance value. 

The flowchart for the DPFA is shown in Fig. 6. 

6 Test Results and Discussions 

6.1 15-Bus RDN 

6.1.1 15-Bus RDN Without RES and D-STATCOM 

Figure 7 shows the 15-bus existing rural RDN. In [24], the line data and load data 
of the network are presented. 11 kV and 1000 kVA are selected as base values. 
The convergence tolerance for inside and outside iterations is selected as 0.001. The 
solution obtained from the proposed DPFA is presented in Table 1 in comparison 
with solution presented in [24]. It is found that the maximum error in voltage 
magnitudes is 0.00005, which is of negligible value. Therefore, the proposed DPFA 
is very accurate. The proposed DPFA is converged after four iterations. From Table 
1, the VSI minimum value is 0.7959 at bus-13. The P and Q losses are obtained as 
61.7911 kW and 57.2945kVAR, respectively, which are accurate with loss presented 
in [24].
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Fig. 6 Flowchart for DPFA with RES and D-STATCOM
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Fig. 7 15-bus existing rural RDN 

Table 1 Distribution power flow result for 15-bus RDN 

Bus no. Obtained |V|p. u Obtained voltage angles in Deg. |V|p. u [24] Error in |V| VSI 

1 1.0000 0 1.00000 0 1.0000 
2 0.9713 0.0319 0.97128 −0.00002 0.8884 
3 0.9567 0.0493 0.95667 −0.00003 0.8372 
4 0.9509 0.0565 0.95090 0 0.8176 
5 0.9499 0.0686 0.94992 0.00002 0.8142 
6 0.9582 0.1893 0.95823 0.00002 0.8428 
7 0.9560 0.2166 0.95601 0.00001 0.8353 
8 0.9570 0.2050 0.95695 −0.00005 0.8386 
9 0.9680 0.0719 0.96797 −0.00003 0.8779 
10 0.9669 0.0849 0.96690 0 0.8740 
11 0.9500 0.1315 0.94995 −0.00005 0.8143 
12 0.9458 0.1824 0.94583 0.00003 0.8003 
13 0.9445 0.1986 0.94452 0.00002 0.7959 
14 0.9486 0.0848 0.94861 0.00001 0.8097 
15 0.9484 0.0869 0.94844 0.00004 0.8092 

6.1.2 Case Studies on 15-Bus RDN 

The rating, location, and modeling of RES and D-STATCOM device for various 
test studies are presented in Table 2, and the obtained voltage solution for these test 
studies is presented in Table 3.
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Table 2 Test studies on 15-bus RDN 

Test study Device Location Rating Bus modeling 

Test-1 Single-phase RES Bus-13 P = 400 kW, Q = 300 kVAR PQ 
Test-2 Single-phase RES Bus-13 P = 400 kW, Q = 300 kVAR PQ 

Single-phase RES Bus-15 P = 200 kW 
96.86 ≤ Q ≤ 535.28 kVAR 

PV 

Test-3 Single-phase RES Bus-13 P = 400 kW, Q = 300 kVAR PQ 
Single-phase 
D-STATCOM 

Bus-15 P = 0 kW  
100 ≤ Q ≤ 300 kVAR 

PV 

Table 3 Obtained voltage 
solution of different test 
studies on 15-bus RDN 

Bus No. Test-1 |V|p. u Test-2 |V|p. u Test-3 |V|p. u 
1 1.0000 1.0000 1.0000 
2 0.9796 0.9880 0.9830 
3 0.9720 0.9877 0.9785 
4 0.9664 0.9872 0.9750 
5 0.9654 0.9863 0.9740 
6 0.9666 0.9752 0.9702 
7 0.9644 0.9730 0.9680 
8 0.9654 0.9739 0.9689 
9 0.9763 0.9848 0.9798 
10 0.9752 0.9837 0.9787 
11 0.9746 0.9902 0.9810 
12 0.9829 0.9984 0.9893 
13 0.9917 1.0071 0.9981 
14 0.9641 0.9850 0.9727 
15 0.9639 0.9905 0.9746 

6.1.3 Discussion on 15-Bus RDN 

Figure 8 compares the voltage profiles without RES and D-STATCOM device 
integrations and voltage profiles obtained from the test studies on 15-bus RDN. It 
is observed that there is improvement in voltage profiles with respect to the voltage 
profile obtained without RES and D-STATCOM integrations. The voltage profile in 
Test-2, in which two RES are integrated, is more than all other test results. Figure 9 
compares the minimum value of voltage on 15-bus RDN for different test studies. 
From Fig. 9, it is observed in Test-2 that the minimum value of voltage on 15-bus 
RDN is 0.973 p.u which is more than other test studies. Figure 10 compares the P 
and Q loss on the network for different test studies, and it is observed that the P and 
Q loss are found to be 29.59 kW and 16.82 kVAR, respectively, in Test-2, which are 
less than the loss obtained in other test studies.
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Fig. 9 Comparison of min. Voltage for different test studies on 15-bus RDN 

6.2 69-Bus RDN 

6.2.1 69-Bus RDN Without RES and D-STATCOM 

Figure 11 shows the 69-bus RDN, and its line data and load data is presented in 
[21]. 12.66 kV and 100 kVA are selected as the base values for the system. The 
convergence tolerance for inside and outside iterations is selected as 0.001. The 
obtained power flow solution is presented in Table 4. The proposed DPFA has taken 
four iterations to get this converged solution. From Table 4, the VSI minimum value 
is 0.6833 at bus-65. The P and Q losses are obtained as 224.97 kW and 102.15 kVAR 
respectively.
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Fig. 10 Comparison of power loss for different test studies on 15-bus RDN 

Fig. 11 69-bus RDN 

6.2.2 Test Studies on 69-Bus RDN 

Table 5 presents the device location, its rating, and modeling for different test 
studies on 69-bus RDN. Table 6 presents the obtained voltage solution for these 
test studies. Figure 12 compares the voltage profile without RES and D-STATCOM 
device integrations and voltage profiles for different test studies on 69-bus RDN.
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Table 4 Obtained voltage solution for 69-bus RDN 

Bus no. |Vp. u| � deg VSI Bus No. |Vp. u| � deg VSI 

1 1.0000� 0◦ 1.0000 36 0.9999� −0.0030◦ 0.9997 
2 1.0000� −0.0012◦ 0.9999 37 0.9997� −0.0094◦ 0.9990 
3 0.9999� −0.0025◦ 0.9997 38 0.9996� −0.0118◦ 0.9984 
4 0.9998� −0.0059◦ 0.9994 39 0.9995� −0.0125◦ 0.9982 
5 0.9990� −0.0185◦ 0.9961 40 0.9995� −0.0125◦ 0.9982 
6 0.9901� 0.0493◦ 0.9608 41 0.9988� −0.0235◦ 0.9954 
7 0.9808� 0.1211◦ 0.9252 42 0.9986� −0.0281◦ 0.9942 
8 0.9786� 0.1383◦ 0.9170 43 0.9985� −0.0288◦ 0.9941 
9 0.9774� 0.1472◦ 0.9128 44 0.9985� −0.0289◦ 0.9940 
10 0.9724� 0.2320◦ 0.8942 45 0.9984� −0.0307◦ 0.9936 
11 0.9713� 0.2508◦ 0.8902 46 0.9984� −0.0307◦ 0.9936 
12 0.9682� 0.3036◦ 0.8786 47 0.9998� −0.0077◦ 0.9992 
13 0.9653� 0.3501◦ 0.8681 48 0.9985� −0.0525◦ 0.9942 
14 0.9624� 0.3963◦ 0.8577 49 0.9947� −0.1916◦ 0.9789 
15 0.9595� 0.4423◦ 0.8475 50 0.9942� −0.2114◦ 0.9768 
16 0.9590� 0.4508◦ 0.8456 51 0.9785� 0.1386◦ 0.9169 
17 0.9581� 0.4650◦ 0.8425 52 0.9785� 0.1388◦ 0.9169 
18 0.9581� 0.4651◦ 0.8425 53 0.9747� 0.1691◦ 0.9024 
19 0.9576� 0.4736◦ 0.8409 54 0.9714� 0.1947◦ 0.8904 
20 0.9573� 0.4792◦ 0.8398 55 0.9669� 0.2303◦ 0.8741 
21 0.9568� 0.4880◦ 0.8381 56 0.9626� 0.2652◦ 0.8585 
22 0.9568� 0.4882◦ 0.8381 57 0.9401� 0.6618◦ 0.7801 
23 0.9567� 0.4895◦ 0.8379 58 0.9290� 0.8643◦ 0.7447 
24 0.9566� 0.4924◦ 0.8373 59 0.9248� 0.9453◦ 0.7313 
25 0.9564� 0.4956◦ 0.8367 60 0.9197� 1.0498◦ 0.7155 
26 0.9563� 0.4969◦ 0.8365 61 0.9123� 1.1188◦ 0.6927 
27 0.9563� 0.4972◦ 0.8364 62 0.9121� 1.1216◦ 0.6920 
28 0.9999� −0.0027◦ 0.9997 63 0.9117� 1.1252◦ 0.6908 
29 0.9999� −0.0053◦ 0.9994 64 0.9098� 1.1431◦ 0.6850 
30 0.9997� −0.0032◦ 0.9989 65 0.9092� 1.1484◦ 0.6833 
31 0.9997� −0.0028◦ 0.9988 66 0.9713� 0.2519◦ 0.8900 
32 0.9996� −0.0009◦ 0.9984 67 0.9713� 0.2519◦ 0.8900 
33 0.9993� 0.0035◦ 0.9974 68 0.9678� 0.3097◦ 0.8775 
34 0.9990� 0.0094◦ 0.9961 69 0.9678� 0.3097◦ 0.8775 
35 0.9989� 0.0104◦ 0.9958 – 

6.2.3 Discussion on 69-Bus RDN 

Figure 13 compares the minimum value of voltage on 69-bus RDN for different test 
studies. From Fig. 13, it is observed in Test-2 that the minimum value of voltage 
on 69-bu RDN is 0.9365 p.u, which is more than that obtained in other test studies. 
Figure 14 compares the P and Q loss on the network for different test studies, and
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Table 5 Test studies on 69-bus RDN 

Test study Device Location Rating Bus modeling 

Test-1 Single-phase RES Bus-65 P = 400 kW, Q = 300 kVAR PQ 
Test-2 Single-phase RES Bus-65 P = 400 kW, Q = 300 kVAR PQ 

Single-phase RES Bus-27 P = 200 kW 
96.86 ≤ Q ≤ 535.28 kVAR 

PV 

Test-3 Single-phase RES Bus-65 P = 400 kW, Q = 300 kVAR PQ 
Single-phase 
D-STATCOM 

Bus-27 P = 0 kW  
100 ≤ Q ≤ 300 kVAR 

PV 
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Fig. 12 Voltage profile comparison for different test studies on 69-bus RDN 

0.9092 

0.9332 
0.9365 0.9345 

Without RES & 

D-STATCOM 

Test-1 Test-2 Test-3 

Min. voltage on 69-bus RDN in P.U 

Fig. 13 Comparison of min. Voltage for different test studies on 69-bus RDN 

it is observed that, the P and Q loss are found to be 122.19 kW and 57.16 kVAR, 
respectively, in Test-2, which are less than the loss obtained in other test studies.
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Table 6 Obtained voltage 
solution of different test 
studies on 69-bus RDN 

Bus No. Test-1 |V|p. u Test-2 |V|p. u Test-3 |V|p. u 
1 1.0000 1.0000 1.0000 
2 1.0000 1.0000 1.0000 
3 0.9999 1.0000 0.9999 
4 0.9999 0.9999 0.9999 
5 0.9992 0.9993 0.9992 
6 0.9917 0.9930 0.9922 
7 0.9840 0.9865 0.9849 
8 0.9822 0.9850 0.9831 
9 0.9812 0.9842 0.9823 
10 0.9763 0.9812 0.9778 
11 0.9752 0.9805 0.9768 
12 0.9720 0.9791 0.9742 
13 0.9691 0.9787 0.9719 
14 0.9662 0.9783 0.9697 
15 0.9633 0.9780 0.9675 
16 0.9628 0.9780 0.9671 
17 0.9619 0.9780 0.9665 
18 0.9619 0.9780 0.9665 
19 0.9615 0.9783 0.9662 
20 0.9612 0.9785 0.9661 
21 0.9607 0.9789 0.9658 
22 0.9607 0.9789 0.9658 
23 0.9606 0.9792 0.9658 
24 0.9605 0.9799 0.9659 
25 0.9603 0.9815 0.9662 
26 0.9602 0.9822 0.9663 
27 0.9602 0.9826 0.9664 
28 0.9999 0.9999 0.9999 
29 0.9999 0.9999 0.9999 
30 0.9997 0.9998 0.9997 
31 0.9997 0.9997 0.9997 
32 0.9996 0.9996 0.9996 
33 0.9994 0.9994 0.9994 
34 0.9990 0.9990 0.9990 
35 0.9990 0.9990 0.9990 
36 0.9999 0.9999 0.9999 
37 0.9998 0.9998 0.9998 
38 0.9996 0.9996 0.9996 
39 0.9996 0.9996 0.9996 
40 0.9995 0.9996 0.9996 
41 0.9989 0.9989 0.9989 
42 0.9986 0.9986 0.9986 
43 0.9985 0.9985 0.9985 
44 0.9985 0.9985 0.9985 

(continued)
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Table 6 (continued) Bus No. Test-1 |V|p. u Test-2 |V|p. u Test-3 |V|p. u 
45 0.9984 0.9984 0.9984 
46 0.9984 0.9984 0.9984 
47 0.9998 0.9998 0.9998 
48 0.9986 0.9986 0.9986 
49 0.9947 0.9947 0.9947 
50 0.9942 0.9942 0.9942 
51 0.9821 0.9849 0.9831 
52 0.9821 0.9849 0.9831 
53 0.9792 0.9821 0.9802 
54 0.9767 0.9797 0.9778 
55 0.9734 0.9764 0.9745 
56 0.9702 0.9732 0.9713 
57 0.9536 0.9567 0.9547 
58 0.9454 0.9486 0.9466 
59 0.9422 0.9454 0.9434 
60 0.9386 0.9418 0.9398 
61 0.9332 0.9365 0.9345 
62 0.9333 0.9366 0.9346 
63 0.9334 0.9367 0.9347 
64 0.9342 0.9375 0.9355 
65 0.9375 0.9408 0.9387 
66 0.9751 0.9805 0.9768 
67 0.9751 0.9805 0.9768 
68 0.9717 0.9788 0.9738 
69 0.9717 0.9788 0.9738 

224.97 

140.42 
122.19 131.48 

102.15 

66.22 57.16 62.05 
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Fig. 14 Comparison of power loss for different test studies on 69-bus RDN
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7 Conclusions 

The proposed DPFA in this chapter handles the various models of RES and D-
STATCOM devices. This DPFA uses BNM and BRNM for its implementation. 
These matrices can give the way to proceed with finding the bus currents, branch 
currents, and bus voltages. The power flow solution of the proposed DPFA is tested 
on 15-bus RDN for its accuracy. The results were exact compared to the literature. 
The results of the test studies on 15-bus and 69-bus RDN show that the integrations 
of RES and D-STATCOM devices on the network can improve the voltage profile 
and reduce the P and Q loss of the network. 
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A Convex Formulation for Hosting 
Capacity Analysis in Power Distribution 
Networks 

Alejandro Garcés and José Maria Yusta 

1 Introduction 

Renewable resources are becoming increasingly important in modern power sys-
tems. The enormous interest in this technology is motivated by concerns about 
global warming and the cost of fossil fuels, including natural gas. However, the 
high penetration of renewable resources creates new challenges for power systems 
operators. For example, solar photovoltaic systems may introduce overvoltages 
during high radiation and low-demand hours. This phenomenon limits the pen-
etration of renewable generation in power distribution networks and microgrids, 
which necessitates a hosting capacity assessment study. This study determines the 
amount of solar photovoltaic generation that can be hosted on a grid at a given time 
without adversely impacting safety, power quality, reliability, or other operational 
features [1]. Although the idea may be extended to other renewable generations, 
this chapter only focuses on power distribution networks and microgrids with solar 
generation. 

Different phenomena may be studied when assessing hosting capacity; for 
example, high penetration of solar generation can produce transient stability and 
undamped oscillation modes due to the low inertia and the interaction of controls 
in power electronic converters. This problem is known as transient hosting capacity. 
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However, the most common problem relates to overvoltages in a stationary state; 
therefore, the concept is mainly defined as the maximum amount of generated power 
that a network can host without creating overvoltages and maintaining operational 
limits on the distribution lines. 

Overvoltage problems have been observed in Germany, Australia, and the USA 
as reported in [2]. Grid codes in countries with incipient solar energy penetration 
must be conservative to avoid these problems. For example, in Colombia, the 
maximum amount of solar energy in a primary feeder has been defined as half of 
the minimum load of the feeder [3]. This conservative limit is driven by a simplified 
method of assessing the hosting capacity and not by the physical constraints of 
the grid. Such restrictive limits reduce the potential integration of more renewable 
energy and impede the fight against climate change, despite the high potential of 
solar generation in tropical countries. A suitable assessment of hosting capacity is 
thus essential to increase the penetration of renewable energy [4]. 

Optimization models usually consider a dc model of the power flow equations. 
However, the hosting capacity must include voltages and reactive power in order to 
identify possible overvoltage problems [5]. In addition, the model must accurately 
describe systems with a high .r/x relation, as is common in power distribution 
networks [6]. The non-convex nature of power flow equations makes the problem 
complicated and reduces the likelihood of a global optimum, a sine-qua-non 
condition for any modern application. 

On the other hand, a hosting capacity analysis requires one to consider the 
stochastic nature of solar radiation and power demand [7]. Thus, Monte Carlo 
simulation is the most common approach for modeling hosting capacity in power 
distribution networks [8]. This method generates many scenarios to which a power 
flow analysis is then applied. As power flow is a nonlinear problem, there is no 
guarantee of convergence in all these scenarios [9]. In addition, the high number of 
scenarios makes the method cumbersome for everyday operation. Risk assessment 
tools have also been proposed to solve the problem [10]. However, like Monte Carlo 
methods, these tools require the generation of multiple scenarios. Heuristic and 
metaheuristic methods may be a suitable alternative, although there is no guarantee 
of global optimality or convergence [11, 12]. 

The problem of hosting capacity is closely related to other problems, such as the 
distributed generation placement in power distribution grids, the optimal operation 
of renewable energy sources, the reconfiguration of primary feeders, and the control 
of energy storage devices [13]. These optimization problems impact both the hosting 
capacity problem and the planning and operation of power distribution networks. 
However, a simple but accurate model is required to measure the hosting capacity of 
a power distribution network before including the optimization as mentioned above 
models. 

This chapter presents a deterministic convex model to assess the hosting 
capacity of power distribution networks and microgrids. The nonlinear, non-convex 
equations related to the power flow are approximated by complex linearization. 
Exponential models of the loads are considered, and their equations are also approx-
imated using the same complex linearization method. This approach guarantees an
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affine model on the complex set and allows one to estimate the magnitude of the 
voltage and the reactive power of each power electronic converter. The model is 
generalizable to radial and meshed networks. Furthermore, the model considers both 
the unity power factor and optimal reactive power operation. The model is compared 
to conventional Monte Carlo simulation and conventional power flow calculations 
to determine its accuracy and robustness against variations in solar radiation and 
demand. 

The rest of the chapter is organized as follows: Sect. 2 presents the basic 
nonlinear and non-convex model, including loads, photovoltaic units, and the grid. 
The two possible objective functions are also presented in that section. Next, the 
complex linearization is presented in Sect. 3, which describes the proposed convex 
model. Numerical results are included in Sect. 4, comparing conventional Monte 
Carlo simulation and conventional power flow. Finally, conclusions are given in 
Sect. 5, followed by relevant references. 

2 General Models for Hosting Capacity 

2.1 Nomenclature 

The following variables, sets, and operators are used along this chapter: 

.sk Apparent power in each node k 

.vk Voltage in each node k 

.ykm Entry km of the nodal admittance matrix 
Y Nodal admittance matrix 
.C Set of complex numbers 
.R Set of real numbers 
.◦ Hadamard product 
.(·)∗ Complex conjugate 
.αk Exponential model of the load k 
.sLk

Nominal power of the load k 
.sGk

Power generated at node k 
.ζ Growth of solar generation in the proportional growth approach 

2.2 Problem Definition 

A primary feeder in a power distribution network may have one or several 
photovoltaic units along its circuit. A small number of these units may be beneficial 
for the grid; however, as the number of photovoltaic units increases, as do the 
voltage profiles, ultimately reaching unacceptably high values. A hosting capacity 
analysis determines the maximum amount of photovoltaic generation the grid can
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host without jeopardizing its normal operational voltage. The system departs from 
a basic configuration, and new photovoltaic units are incorporated. This growth of 
photovoltaic generation may be done in different ways, and its impact on the grid 
may be measured with different metrics, leading to different optimization models. 

In this work, photovoltaic generation growth is achieved in two different ways, 
namely proportional growth and maximum hypervolume. For the former, there is 
a given configuration of photovoltaic units along the nodes of the network, and 
new units are connected in the same proportion. The location of the photovoltaic 
units is known, and new units are placed at the same nodes as the existing units. 
The proportion of the power is also known a priori, that is, if one photovoltaic 
system doubles its capacity, the other units will also double their capacity. In the 
case of maximum hypervolume, the location and proportion of photovoltaic units 
along the feeder are unknown. The objective function must therefore be oriented 
to accommodate the maximum amount of photovoltaic generation regardless of the 
location. 

Constraints of the problem include the conventional power flow equations, the 
loads’ exponential model, and the converters’ capacity. The following sections 
present the main aspects of the model. 

2.3 Objective Function 

As previously mentioned, two objective functions are considered: proportional 
growth and maximum hypervolume. For proportional growth, the objective is 
to maximize a real variable . ζ that represents the proportional growth of each 
photovoltaic unit, as described in Eq. (1): 

. max ζ (1) 

The power generation at each node of the system increases by the same pro-
portion . ζ . Conversely, the second objective function increases the total generation 
of the grid, regardless of the existing configuration. Therefore, power generation 
can grow in different proportions, and the objective is to maximize generation. This 
generation can be measured using the hypervolume of the hypercube formed in the 
space of the generated power, defined as Eq. (2): 

. max
∏

real(SG) (2) 

The following example elucidates this objective function. 

Example 1 Figure 1 depicts a simple power distribution network with two photo-
voltaic units connected at Nodes 2 and 3. In this system, the maximum capacity 
of PV2 is 40 MW and the maximum capacity of PV3 is 5 MW. In a proportional 
growth model, the power generation in each node can be increased by a factor .ζ
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slack 

v1 = 1 v2 v3 

SL2 SL3 

PG2 ≤ 40MW PG3 ≤ 5MW 

Fig. 1 Example of small distribution network with two photovoltaic systems 

PG2 

PG3 

40MW 80MW60MW 

5MW 

10MW 

40MW 

current capacity 

proportional growth 

maximum hypervolume 

Fig. 2 Two possible objective functions related to the maximum amount of photovoltaic genera-
tion for a system with two units 

in each PV system. For example, for .ζ = 2, the capacity of PV2 would become 
80 MW, and that of PV3, 10 MW. 

The second objective function increases the amount of PV generation, regardless 
of the initial configuration of the system. For the system in Fig. 1, this rise in  
generation would increase the area .PG2 × PG3 . This concept can be generalized 
as volume in a system with three PV systems and so forth. Thus, hypervolume 
represents the general case. Figure 2 depicts the effect of each objective function. 
The total power generated by the photovoltaic units is higher in the maximum 
hypervolume function than in the proportional growth function; however, the 
proportion is different, since the optimal solution may allocate more generation to 
Node 2 than Node 3, unlike in the initial configuration of the system. The actual 
proportion of the generated power will depend on the parameters and the topology 
of the grid, as will be demonstrated in the results.
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2.4 Modeling the Network 

In this section and for the rest of the chapter, all variables are in the complex 
domain unless otherwise specified. The configuration and parameters of the power 
distribution network are represented by the nodal admittance matrix . Y = [ykm] ∈
C

n×n, nodal voltages are represented by the vector .V = [vk] ∈ C
n and nodal powers 

are given by .S = [sk] ∈ C
n. Other variables are specified in the nomenclature above. 

Current balance is defined by Eq. (3), which applies to each node k of the grid, 
as indicated below: 

.
s∗
k

v∗
k

=
n∑

m=1

ykmvm (3) 

where . sk is the nodal power at node k, .ykm is the entry km of the nodal admittance 
matrix, and n is the number of nodes. A matrix representation is proposed to 
simplify the analysis, as given in Eq. (4): 

.S∗ = V ∗ ◦ (YV ) (4) 

where .V ∗ represents the vector complex conjugate (without transposing) of V 
and . ◦ is the Hadamard product (i.e., pointwise multiplication, or the command .* 
in MATLAB). Note that this model is nonlinear and equivalent to conventional 
representations of the nodal power flow equations. Without loss of generality, the 
voltage in the slack node is set to .vslack = 1 pu; therefore, Eq. (4) is mainly defined 
for the remaining nodes. The nodal power at each node k is the difference between 
generation . SG and load . SL, as defined in Eq. (5): 

.sk = sGk
− sLk

‖vk‖αk (5) 

In this case, loads are represented by an exponential model with .α ∈ R; usually, 
.α = 2 for residential loads, .α = 1 for commercial loads, and .α = 0 for industrial 
loads. Nevertheless, the model is general for any real value of . α. Note that some 
entries of .SG and .SL may be zero. Both Eqs. (4) and (5) are nonlinear equality 
constraints of the optimization model. This type of constraint is not convex and 
makes the problem highly difficult to solve. 

2.5 Modeling Photovoltaic Units 

Each photovoltaic unit is equipped with an energy conversion system that integrates 
the power, generated in dc, into the three-phase ac network, as depicted in Fig. 3. The  
system consists of a dc/dc converter that extracts the maximum amount of available 
solar power and a dc/ac converter that integrates the system into the three-phase 
grid.
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Fig. 3 Schematic 
representation of a solar 
photovoltaic unit 
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SG 

Both converters use force commutated converter technology that enables rapid 
control of the generated power (in the case of the dc/dc converter) or the reactive 
power (in the case of the dc/ac converter). In general, a dc/ac voltage source 
converter is able to delivery and consume reactive power, according to the control 
objective. However, apparent power capacity is limited by the maximum current that 
can support the commutation devices (i.e., the maximum rating of the insulate gate 
bipolar transistors that constitute the converter). This limit can be represented in 
terms of the apparent power . SG; thus, the capacity of the converter may be defined 
by the nominal power factor . ρ, as presented in Eq. (6): 

. ‖sGk‖ ≤ (1/ρ) real(sGk) (6) 

Figure 2 depicts the set defined by this constraint. A converter with .ρ = 1 can 
operate at the unity power factor at nominal solar radiation (i.e., .sG = pG + 0j ). 
However, when the solar radiation decreases, the converter can generate additional 
reactive power, as long as the apparent power does not exceed the converter’s 
nominal capacity. The model can consider operation modes in which the converter 
generates or consume reactive power (Fig. 4). 

The power electronic converter may be controlled in different ways. This work 
assumes vector-oriented control. In this control, the converter is synchronized to 
the frequency of the grid via a phase-locked loop (PLL). Then, a current control or 
inner-loop is performed in the 0dq reference frame. This current control allows the 
system to either maintain maximum current or maintain a current such that the dc 
link of the capacitor and the power factor . ρ is controlled; the latter control is known 
as outer-loop. More details about the control of the converter can be found in [14]. 

2.6 Complete Model 

The complete optimization model can be formulated once the objective function 
and the main constraints are defined. Additional constraints include the voltage in 
the slack node and box constraints related to the voltage, as presented below: 

.vslack = 1 + j0. (7)

‖vk‖ ≤ vmax 
k (8)



168 A. Garcés and J. M. Yusta

Fig. 4 Capability of active 
and reactive power of a power 
electronic converter 

real(sG ) 

imag(sG ) 

ρ = cos(θ) 

Table 1 Details of the proposed optimization model 

Name Equation Type 

Objective function (1) for proportional growth or Eq (1) convex 

(2) for maximum hypervolume Eq (2) non-convex 

Power balance (4) Non-convex 

Load model (5) Non-convex 

Power generation (6) Convex 

Voltage at slack (7) Convex 

Maximum voltage (8) Convex 

Table 1 describes the main features of the optimization model. There are non-
convex equations both in the objective function and in the constraints. Therefore, 
several approximations are required to transform this model into a tractable convex 
optimization problem. 

Notice that some constrains are already convex. However, the power balance 
equation and the load model, as well as the objective function for maximum 
hypervolume optimization are non-convex.



Hosting Capacity 169

3 Convexification of the Problem 

3.1 Objective Function 

In the case of the maximum hypervolume, the objective function is transformed into 
a convex function using a logarithmic transformation, as described in Eq. (9): 

. ln
(∏

real (SG)
)

=
∑

ln (real (SG)) (9) 

The following convex equivalent is possible since . ln is both monotone and 
concave: 

. min
∑

node�=slack

− ln (real (SG)) (10) 

This objective function is convex and completely equivalent to the original 
objective function (i.e., it is not an approximation but rather a better representation 
of the same phenomena). 

3.2 Complex Linearization 

Optimization problems are defined in ordered sets, such as the set of the real or the 
natural numbers. However, this optimization problem includes equality constraints 
on the complex domain. Although it is possible to divide the function into real and 
imaginary parts, it is more convenient to maintain a complex form. Moreover, some 
programming languages such as MATLAB, Python, or Julia allow one to define 
models in complex form. Thus, Eqs. (4) and (5) are a compact and straightforward 
representations of the power flow equations. However, these equations are non-
affine, so a linearization is required. 

Any complex number may be represented as .z = x + jy where .j = √−1; 
therefore, a complex function .f : C → C can be also divided into real and 
imaginary parts, that is, .f (z) = u (x, y) + jv (x, y). Complex functions have 
additional requirements to be analytical (i.e., derivable); in particular, a complex 
function is analytical if it fulfils the Cauchy–Riemann conditions, presented in 
Eqs. (11) and (12). 

.
∂u

∂x
= ∂v

∂y
. (11) 

∂u 
∂y 

= −∂v 
∂x 

(12)
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These conditions imply that the limit, which defines the derivative, may be 
taken in any direction on the complex plane with the same result. Unfortunately, 
power flow equations do not fulfill the Cauchy–Riemann conditions, since these 
equations depend on both the nodal voltages and their conjugates. Therefore, new 
operators must be defined in order to perform a linearization. These operators, called 
Wirtinger’s derivative and conjugate Wirtinger’s derivative [15], are defined for a 
complex function .f (z) = u (x, y) + jv (x, y) in Eqs. (13) and (14), respectively: 

.
∂f

∂z
= 1

2

(
∂u

∂x
+ ∂v

∂y

)
+ j

2

(
∂v

∂x
− ∂u

∂y

)
. (13) 

∂f 
∂z∗ = 

1 

2

(
∂u 
∂x 

− 
∂v 
∂y

)
+ 

j 
2

(
∂v 
∂x 

+ 
∂u 
∂y

)
(14) 

The use of these operators is similar to partial derivatives concerning the variable 
z and its conjugate . z∗. Furthermore, when f is analytical, its Wirtinger’s derivatives 
degenerate to the standard complex derivative, while its conjugate Wirtinger’s 
derivative vanishes, as represented in Eqs. (15) and (16) below (see [16] for more  
details): 

.
∂f

∂z
= f ′(z). (15) 

∂f 
∂z∗ = 0 (16) 

The following example demonstrates the use of the rules of differentiation in 
Wirtinger’s calculus. 

Example 2 Let us consider the following complex function 

.f (z) = 3z + 4z∗ − 15zz∗ (17) 

This function is not analytic, which means it does not have derivative in the 
complex domain. However, it has two Wirtinger’s derivatives, namely: 

.
∂f

∂z
= 3 − 15z∗

. (18) 

∂f 
∂z∗ 

= 4 − 15z (19) 

3.3 Linear Power Flow Equations 

One of the main challenges for any optimization model in power system applications 
is the nonlinear nature of the load flow equations. These equations may be
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simplified using convex approximations, such as second-order cone and semidefinite 
approximations. Another option is to linearize around .1 + j0 using Wirtinger’s 
calculus, starting with a linearization of Eq. (3), as described in Eq. (20): 

.�s∗
k =

n∑

m=1

ykm

(
�v∗

k + �vm

)
(20) 

This equation is written in matrix representation in Eq. (21): 

.�S∗ = 1N ◦ Y�V + �V ∗ ◦ Y1N (21) 

where .1N ∈ R
n is a vector whose entries are all equal to 1, resulting in Eq. (22): 

.�S∗ = Y�V + diag (Y1N) �V ∗ (22) 

where 

.�S = S − 1N ◦ Y1N . (23)

�V = V − 1N (24) 

Then, the linear version of Eq. (3) is given by Eq. (25). 

.S∗ = YV + diag (Y1N) V ∗ − Y ∗1N (25) 

Notice that this linearization differs from the one proposed previously in [17]. 
Here, the equation is linear in both V and S. Therefore, it can be included directly 
in the optimization model since it defines an affine space (see [18] for a rigorous 
definition of affine space in the context of convex optimization). 

Equation (5) must also be linearized in order to be included in the convex 
optimization model. The complex linearization around . 1N is shown in Eqs. (26) 
and (27): 

.�S = �SG − α

2
◦ SL ◦ (

�V + �V ∗)
. (26) 

S = SG − 
α 
2 

◦ SL ◦
(
V + V ∗

) + (α − 1) ◦ SL (27) 

For the sake of completeness, the entire optimization model is presented below 
for the proportional growth case:
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.

max ζ

S∗ = YV + diag (Y1N) V ∗ − Y ∗1N

S = SG − α

2
◦ SL ◦ (

V + V ∗) + (α − 1) ◦ SL

Vslack = 1 + j0

|V | ≤ vmax

|SG | ≤ (1/ρ) real (SG) ∀ node �= slack

real (SG) ≥ ζPG ∀ node �= slack

(28) 

The model of maximum hypervolume is the same, except for the objective 
function, which is replaced by (10). This model is convex because the objective 
function is convex, the set of equality constrains are affine and the inequality 
constraints are convex. The first two constraints determine an affine representation 
of the power flow equations and the exponential model of the loads. The third 
constraint gives the value of the voltage in the slack node (again an affine equation). 
The remaining constraints are inequalities that represent the maximum voltage, 
maximum reactive power and growth of PV generation, respectively. 

In these models, the decision variables are .V, S, SG ∈ C
n and .ζ ∈ R. 

As discussed at the beginning of this section, the model is represented using 
complex variables to achieve a compact representation. Notice that the objective(s) 
function(s) as well as the inequality constraints are functions with images in the 
real domain. The use of complex numbers enables a compact representation and 
simplifies its implementation. As is demonstrated in the results, the model can be 
easily implemented in programming languages such as Python or MATLAB that 
allow complex variables. 

4 Results 

4.1 Test System 

The medium-voltage benchmark test system presented in [19] was used to demon-
strate the use of the proposed model. This system, depicted in Fig. 5, consists 
of a 20 kV network that supplies a small town and the surrounding rural areas. 
Parameters of the grid are given in Table 2; parameters of the components at each 
node are given in Table 3. 

The model of the loads was defined using an . α that was set to .α = 0 for industrial 
loads and to .α = 2 for household loads. The grid was represented in per unit with 
.Vbase = 20 kV and .Sbase = 10 MW. 

Three cases were analyzed. First, the basic model with unit power factor opera-
tion is presented. This operation model is the most common in power distribution
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Fig. 5 Medium-voltage rural distribution benchmark network 

Table 2 Parameters of the 
grid 

From To R (. �/km) X (. �/km) C (nF/km)  L (km)  

1 2 0.579 0.367 9.93 2.82 

2 3 0.164 0.113 413 4.42 

3 4 0.262 0.121 405 0.61 

4 5 0.354 0.129 285 0.56 

5 6 0.336 0.126 343 1.54 

6 7 0.256 0.130 235 0.24 

7 8 0.294 0.123 350 1.67 

8 9 0.339 0.130 273 0.32 

9 10 0.399 0.133 302 0.77 

10 11 0.367 0.133 285 0.33 

3 8 0.172 0.115 411 1.30 

11 4 0.423 0.134 310 0.49 

networks since many grid codes typically demand only unity power factor operation 
for solar photovoltaic generation. Next, the effect of the power factor is studied by 
considering different operation modes with generation and/or demand of reactive 
power. Finally, the effect of the topology of the grid is studied, and the accuracy and 
robustness of the models are assessed.
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Table 3 Parameters of the nodes 

Node . PL (kW) .QL (kVAr) .PG(max) (kW) Type of load 

3 500 250 20 Industrial 

4 432 108 20 Household 

5 725 182 30 Household 

6 550 138 30 Household 

7 77 48 10 Industrial 

8 588 147 20 Industrial 

9 574 356 30 Household 

10 68 42 40 Industrial 

11 331 120 10 Industrial 

The system presents two loops that connect nodes 3–8 and 4–11. Three cases 
were considered: (i) both lines opened, (ii) line connecting nodes 3–8 closed, and 
(iii) both lines connecting nodes 3–8 and nodes 4–11 closed. 

4.2 Basic Models with Unity Power Factor 

The first case, corresponding to a radial system, was evaluated using the model 
for proportional growth. The system departs from the photovoltaic units shown in 
Fig. 5. All photovoltaic units are supposed to operate at unity power factor, and the 
maximum value for the magnitude of the voltage is .vmax = 1.05 pu. The model 
was implemented in MATLAB with CVX, a package for specifying and solving 
convex programs with complex variables [20]. The CPU time was 1.5 s on average 
on a computer with Intel Core i7-8700 CPU @3.20 GHz. The optimal value of . ζ
was 53.48. The maximum generated power at each node is depicted in Fig. 6. As  
expected, the growth in photovoltaic generation was proportional to the base case. 
For example, Node 10 had the maximum amount of generation and Node 2 remained 
without generation. 

The maximum hypervolume case was also evaluated in the radial system. In this 
case, the objective function was replaced by Eq. (10) and the constraints remained 
equal. Here, CPU time was around 5 s (logarithmic functions usually increase 
calculation time, but here the problem remained tractable). Results are presented 
in Fig. 7. The algorithm tried to incorporate the greatest amount of photovoltaic 
generation regardless of the initial configuration of the network. The algorithm 
naturally tried to implement higher generation at nodes close to the slack node, 
which reduced the capacity of the nodes at the end of the feeder. 

The hosting capacity was next evaluated in a meshed grid. First, the loop created 
by including the line connecting nodes 3–8 was incorporated. Second, the line 
connecting nodes 4–11 was also incorporated to form a meshed grid with two loops. 
The model for proportional growth was used. The results indicated that the meshed
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Fig. 6 Hosting capacity in each node of the test system for proportional growth of photovoltaic 
generation. Lines 3–8 and 4–11 are open 

2 4 6 8 1

1 

1.5 

2 

2.5 

node 

S
G
(M

W
) 

0  

Fig. 7 Hosting capacity in each node of the test system for maximum hypervolume. Lines 3–8 
and 4–11 are open 

grid has a higher hosting capacity than the radial system. The value of . ζ went from 
.ζ = 53.48 in the radial case to .ζ = 66.25 for the meshed grid. Results are depicted 
in Fig. 8. It was clear that the second loop increased the hosting capability, but this 
increase was less pronounced than that of the first loop. 

The model for maximum hypervolume was also evaluated in the meshed grid, 
with the results shown in Fig. 9. In this case, the amount of new generation at nodes 
close to the slack (for example, Node 2) was reduced in order to increase the capacity
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Fig. 8 Hosting capacity in each node of the test system for proportional growth of photovoltaic 
generation. As the system becomes more meshed, the hosting capacity increases 
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Fig. 9 Hosting capacity in each node for a meshed network and maximum hypervolume 

of other nodes (for example, Node 10) that belonged to the new loop. In other words, 
new loops tended to balance new generation among the nodes of the system. 

4.3 Effect of the Power Factor 

The model was also evaluated for the case in which the nominal power factor was 
different from 1, that is, when the converters generated some reactive power to
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Fig. 10 Hosting capacity in each node for a meshed network and maximum hypervolume with 
different nominal power factor. A power factor different from 1 can increase the hosting capacity 
of the network 

supply local demands. Results are depicted in Fig. 10 for minimum power factor 
.ρ = 0.8 and maximum hypervolume. The hosting capacity increased significantly, 
especially at terminal nodes, due to the capability of the converters to generate or 
consume reactive power. 

4.4 Robustness and Accuracy of the Model 

The proposed model presents two characteristics that require careful analysis. First, 
the model is an approximation because the power flow equations and the model 
of the loads are linear approximations of the exact model. Second, the model is 
deterministic, even though solar radiation and loads are stochastic variables. 

In order to evaluate the first characteristic, a load flow calculation was performed 
on the system at maximum photovoltaic generation. This result was compared to 
the linearization results. The maximum error in voltage was .3×10−4. Linearization 
generally leads to an overestimation of the voltage. This is in fact an advantage for 
the hosting capacity model since the linear model is conservative. Therefore, the 
proposed model is accurate for the application. 

The second aspect (i.e., the stochastic nature of the problem) was evaluated using 
a Monte Carlo simulation. A total of .1 × 104 random scenarios of solar radiation 
and demand were evaluated. The maximum voltage in each scenario was stored, 
and the resulting histogram is presented in Fig. 11. Only nine of these scenarios had 
maximum voltages that fell within the interval .[1.045–1.051] pu (i.e., overvoltage). 
Therefore, the proposed deterministic model constitutes a robust model for the 
hosting capacity analysis.
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Fig. 11 Results for Monte Carlo simulation considering a maximum penetration given by the 
convex optimization model. None of the voltages exceeds the maximum value 

4.5 MATLAB Implementation 

The proposed convex model can be easily implemented in modern languages such 
as Python or MATLAB that allow matrices of complex variables. The following 
code was implemented in MATLAB 2019 with the current version of CVX [20]. 

cvx_begin quiet 
variable V(n) complex; 
variable SG(n) complex; 
variable S(n) complex; 
variable zeta; 
minimize sum(-log(real(SG(2:end)))); 
subject to 

conj(S)==Y*V+diag(Y*u)*conj(V)-Y*u; 
S==SG-0.5*alpha.*SL.*(V+conj(V))+(alpha-u).*SL; 
V(1)==1; 
abs(V)<=1.05; 
abs(SG(2:end))<= (1/0.8)*real(SG(2:end)); 
real(SG(2:end))>= PG(2:end)*zeta; 

cvx_end 

This code is general for any grid given the nodal admittance matrix Y, the loads 
of the system . SL, the exponential models . α, and the number of nodes n. The slack 
node is Node 1. The rest of the code is available in [21]. Notice that the code is 
simple and clean due to the complex representation.
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5 Conclusions 

A convex optimization model for the hosting capacity analysis in power distribution 
networks was presented. The model applies complex linearization to both the power 
flow equations and the exponential models of the loads. The model results were very 
accurate compared to the complete power flow, with errors less than .1 × 10−4. A  
Monte Carlo simulation was used to demonstrate that the optimization model is also 
robust to variations in loads and solar radiation. 

Two objective functions, proportional growth and maximum hypervolume, were 
considered. In the first model, the photovoltaic generation increases at the same 
proportion with respect to an initial configuration. The second model determines the 
maximum photovoltaic generation that can be introduced into the system without 
affecting the voltage profile. Results indicated that a higher amount of generation 
was added to the nodes close to the slack for the maximum hypervolume case. 

The model considered meshed and radial grids. As expected, meshed grids 
presented higher hosting capacity than radial grids, but each new loop yielded 
a lower increment in the hosting capacity than the previous loop. This finding 
indicates that a weakly meshed grid may sufficiently increase the hosting capacity. 
For hypervolume maximization, the results were flattened in the meshed case 
compared to the decreasing characteristic of the radial system. 

The hosting capacity was also affected by the minimum power factor available 
for photovoltaic units. The network could host a higher amount of solar generation 
when proper reactive power was defined. This implies that a well-designed strategy 
of optimal power flow and/or tertiary control may increase the hosting capacity 
in power distribution networks. In general, the result demonstrated that a power 
distribution network has a higher hosting capacity (in terms of maximum voltage) 
compared to the conservative limits given by some grid codes. 

The proposed model may be used not only to assess but also to increase hosting 
capacity. The hosting capacity can be improved by different actions, such as adding 
a new component (e.g., a voltage regulator or a d-statcom). However, the method 
presented here is based on the use of the power electronic converters required 
to integrate solar panels, which do not require significant infrastructure upgrades. 
Thus, these results demonstrate that hosting capacity can be improved by a suitable 
coordination of the reactive power in power electronic converters. 
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FC Fuel cells 
IEC International Electrotechnical commissionCommission 
IEEE Institute of Electrical and Electronics Engineers 
IHDI Individual harmonic current distortion 
IHDU Individual harmonic voltage distortion 
LV Low voltage 
MPPT Maximum power point tracker 
MT Micro-turbine 
MV Medium voltage 
NEMA National Electrical Manufacturers Association 
NFPA National Fire Protection Association 
NIST National Institute of Standards and Technology 
NOCT Nominal operating cell temperature 
PCC Point of common coupling 
PCU Power conditioning unit 
PF Power factor 
PV Photovoltaic 
STC Standard test condition 
TDD Total distortion demand 
THD Total harmonic distortion 
THDI Total harmonic current distortion 
THDU Total harmonic voltage distortion 
TIF Telephone influence factor 
UL Underwriters laboratories 
WTG Wind turbine generator 

1 Introduction 

The need to enhance the amount of installed renewable energy sources (RES) in the 
entire community’s energy balance is getting bigger due to increased environmental 
consciousness, legislative requirements, and international conventions that demand 
carbon emissions reduction and energy efficiency enhancement [1, 2]. As a country 
trying to become a member of the EU, Bosnia and Herzegovina is obliged to 
follow recommendations related to increasing electricity production from renewable 
energy sources, all according to applicable EU standards [3]. Due to suitable natural 
circumstances, solar energy has become one of the most appropriate RESs in Bosnia 
and Herzegovina [4], following EU norms and current global trends. 

Bosnia and Herzegovina’s climate is Mediterranean in the south and continental 
in the north. Global horizontal irradiation in the south areas of Bosnia and 
Herzegovina is around 1550 5 Wh/m2. In the northern areas, irradiation is around 
1250 kWh/m2, as shown in Fig. 1a [5]. Photovoltaic power potential is shown in 
Fig. 1b [23]. The amount of sunlight hours each year is important information. 
The sunlight hours in the nation’s southern parts is from 1900 to 2300 h, while
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Fig. 1 (a) Global irradiation and (b) PV power potential – Bosnia and Herzegovina [5] 

the sunlight hours in the northern parts of the country ranges from 1800 to 2000 h 
[6]. These statistics may be used to determine how much solar energy is available in 
a certain location. Solar energy may be employed everywhere, but the peculiarities 
of the geographical and climatic environment could have a significant influence on 
total performance, especially when considering the cost [7]. 

2 Types of Photovoltaic Systems 

Photovoltaic (PV) systems are made up of cells that produce electricity from 
sunlight. Each cell has layers of semi-conducting material. As seen in Fig. 2, when 
light strikes the cell, an electric field that flows across the layers is created, enabling 
the flow of electricity. Each cell produces power quantity depending on the intensity 
of the light. The PV system does not require direct sunshine to work. It may also 
use reflected sunlight to create power on foggy and rainy days. 

PV systems are classified into two categories: 

• PV system that is not connected to the networks (off-grid) are sometimes referred 
to stand-alone system. 

• A PV system that is directly connected to the networks (on-grid) is sometimes 
referred to as a grid-connected system.
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Fig. 2 The PV effect 

Fig. 3 Types of PV systems 

Energy demand and solar energy production are matched in stand-alone PV 
systems. There is often a case where energy production from solar cells does not 
always match the energy consumption of linked loads, extra-large devices (batteries) 
can be commonly employed. A photovoltaic hybrid system is the system combined 
with other types of generators as it is diesel or wind. The public power grid serves 
as energy storage in grid-connected PV systems (Fig. 3).
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Fig. 4 Simplified grid-connected PV system 

Because of market and PV advanced technologies, PV systems are now being 
installed not only in constructions and their current surroundings but also on free 
exteriors close to the main networks or in which there is no power utility, forming 
low, medium, or high voltage connection to the network. 

Figure 4 depicts a basic grid-connected system with PVs delivering electricity 
to a construction. The PV array can be installed on a mast or affixed to the 
roofs from the outside, or it can be integrated into the building’s shell. Thin-
film solar panels and PV shingles employed for glazing provide two functions: 
electricity and construction, and such a system is known as building-integrated 
photovoltaics in this instance. Grid-connected photovoltaic systems transmit dc 
electricity to a power conditioning unit (PCU), which transforms it to ac and 
distributes it to the construction. If a PV system is insufficient to meet the building’s 
immediate need, the PCU takes additional energy from the grid, ensuring that 
demand is met under any circumstances. If there is case where PVs generate more 
electricity than required, an extra generated amount can be routed back to the grid, 
theoretically turning the electric metre backwards. As weather changes, the PCU 
helps photovoltaic to run at its most efficient voltage and current. 

Grid-connected PV systems get several advantages: 

• Making pollution-free clean energy 
• Zero transmission losses 
• Consistent source 
• Safe source 
• Lower maintenance expenses than centralized manufacturing plants have. 
• Installing PV systems in big centralized industrial systems is easier and more 

accessible. 
• Installation and commissioning are quick and simple. 

Figure 5 shows how PV system is comprised. It has two leads going from each 
string to combiner encolsure, which comprises blocking diodes, separate sign for
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Fig. 5 PV system (grid-connected) with a single inverter’s main components 

every string, and, in most cases, lightning surge arrestors. A cable of two wires 
from the combiner enclosure sends dc power to fused arrays disconnect switches, 
which isolates the PVs from the system in the event of a breakdown. The inverter 
transfers ac power, generally at 240 V, to the service panel through a breaker. Either 
residential circuit receives 120-V electricity by connecting each end of the output’s 
inverter to opposing sides of the service panel. 

Not shown in the picture are other components that PV systems include, such as 
a maximum power point tracker (MPPT), a ground-fault circuit interrupter (GFCI) 
and circuitry to separate the PV system from the grid if the utility power loss occurs. 
GCFI is used to shut off the system if any current flows to the ground. A single PCU 
often contains the inverter, other fuses and switches, the MPPT, GCFI, and other 
different management components. 

Inverters are often intended to function with 24-volt modules or serially con-
nected pairs of 12-volt modules. Easy system expansion is possible if the PV 
systems are connected singly to the inverter. Individual inverters can be linked to 
solar arrays for PV systems with higher power production connected to the grid. 
The usage of costly DC wires is decreased to a minimum, resulting in a system that 
is less costly than one that uses a huge, central inverter. 

3 Description of the First Grid-Connected Photovoltaic 
System in Bosnia and Herzegovina 

The first grid–connected solar power system in Bosnia and Herzegovina was put 
into operation on 19/03/2012. The system can be housed on the roof of a gym in 
Kalesija, just outside of Tuzla. The system model is presented in Fig. 6, while the 
real situation is presented in Fig. 7. The photovoltaic system is directly linked to the 
electrical grid. The “Eko Energija” (engl. “Eco-Energy”) company from Kalesija, 
Bosnia and Herzegovina, has spent around 800,000 KM (approximately 400,000 AC) 
on this photovoltaic system, with a nine-year payback predicted. This solar system 
has a capacity of 120 kW and is expected to provide 140 MWh of electricity per year. 
Table 1 provides general information about the photovoltaic system. SMA STP 1500
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Fig. 6 Model of the PV system on gym rooftop [6] 

Fig. 7 Current position of the PV modules 

TL-10 type inverter is used to link the system to the network. Table 2 summarizes 
the inverter’s characteristics, whereas Table 3 contains information about the solar 
modules. The appearance of the inverters and the modules are presented in Fig. 8a, 
b, respectively. 

The PV system monitoring system was created by the Slovenian business 
Talum, and it allows for continuous monitoring of the system’s daily functioning, 
as illustrated in Fig. 9. The technology employed is real-time data transmission, 
which provides a wide-range of possibilities for observing, managing, scheduling, 
maintenance, and failure interference. The RS485 serial bus connects the inverter 
to the communicator (WEB-BOX), periodically remembering all critical settings. 
As indicated in Fig. 10, the communicator can be fixed in the switchgear building’s 
communication cabinet. A solar irradiation intensity sensor (sensor enclosure) can 
be mounted on the building’s roof, allowing the system’s efficiency to be monitored.
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Table 1 Data on Bosnia and Herzegovina’s first grid-connected PV system 

Basic information 

Investors EKO ENERGIJA d.o.o. Kalesija, BH 
Hired 2012 
Contractors TALUM d.d. Slovenia 
Solar Specifications 
Module type REC 240 PE 
Number of modules 520 
Module’s output power 240 W 
Maximum AC power 120 kW 
Estimated power production per year 140 MWh 
Project Assessment 
Venture capital 800,000 KM (approx. 400,000 AC) 
Business assist 12 years 
Repayment 9 years 

Table 2 Inverter’s 
characteristics 

Class SMA STP 15000TL-10 

No. of inverters 8 
Dimensions 664/690/264 mm 
Weight 64 kg 
Working temperatures (−25 − +60) ◦C 
Typology Transformerless 
Maximum DC power 15,340 W 
Maximum DC voltage 1000 V 
PV voltage range, MPPT 360 V–800 V/600 V 
Maximum input current 33 A/11 A 
Number of MPPT 2 
Efficiency Maximum 98.21% 

Minimum 97.81% 

The SMA Sunny Portal, which offers online plant operating information, connects 
the system to the Internet. To provide better security, an alarm tool has been placed 
to send SMS alerts in the case of a breakdown, and it also acts as a point of entry 
from the outside. 

Figure 11 shows the forecast electricity production and array efficiency of the 
photovoltaic system for the first 25 years. Annual production is shown by the red 
line, while efficiency is represented by the blue line. 

Figure 12a depicts the total power generated by the solar system “Eko Energija” 
in August, the warmest and sunniest month of the year. The greatest production 
of 850 kWh was recorded on 13/08/2012. Except for 8th and 11th August, when 
it rained, the system was quite productive throughout the month since it was 
very bright and warm. Figure 12b depicts the solar system’s entire power output 
throughout the winter of 2012, in December. On 27 December 2012, the greatest
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Table 3 Solar module 
specification 

Solar Module REC 240 PE 

Class Polycrystalline 
Frame colors Clear 
Dimensions 1665/991/38 mm 
Area 1.66 m2 

Weight 18 kg 
Power rating at STC 240 W 
Power rating at PTC 218 W 
Power per unit of area at STC  148.61 W/m2 

Peak efficiency 14.56% 
No. of cells 60 
Maximum current 8.05 A 
Maximum voltage 29.91 V 
Current of short circuit 8.6 A 
Voltage of open circuit 27 V 
NOCT 47.9 ◦C 

Fig. 8 The PV system: (a) inverters and (b) modules 

production of 320 kWh was recorded. The solar inverter was used to create the 
production diagrams. 

4 Power Quality Factors Measurement 

The PQ presents an important characteristic for proper power system operation 
as well as proper customer appliance operation. Voltage frequency and phase 
synchronization allow the electrical system to perform in its anticipated way with 
no substantial loss of operation or life span. This refers to the load power as well as 
the capacity of the load for operating correctly. Electric equipment (or load) might 
cause failure, fail early, or not work at all if it doesn’t have enough power. Low 
power quality can be reflected in different ways, as well as for a variety of other 
reasons [8, 9].
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Fig. 9 Control system block diagram 

Power quality can be defined as a collection of values for factors such as: 

• Continuity in service 
• Voltage and current oscillations 
• Variation in voltage magnitude 
• Harmonic disturbance in waveforms
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Fig. 10 Communication 
cabinet 

Under normal operating circumstances, European Standard EN 50160 [10] 
specifies the major voltage characteristics and their allowable difference range at 
the consumer’s frequent connection in public low and medium voltage distribution 
networks. 

Due to their electronic components, solar systems might have an influence on the 
power system, so power quality analysis must be measured and surveyed. 

Parameters of power quality were checked a few times on the observed PV 
system during different seasons and weather conditions: 

• 20/07/2012–24/07/2021 – summer 
• 12/10/2012–17/10/2012 – autumn 
• 06/12/2012–13/12/2012 and 28/12/2012–12/01/2013 – winter
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Fig. 11 The electricity production predicted for “Eko Energija” PV system 

Fig. 12 The PV system electricity production: (a) August 2012 and (b) December 2012 

Three-Phase PQ Analyzer – Fluke 434, as shown in Fig. 13, was used to 
measure power quality parameters. The instrument compares the findings to the EN
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Fig. 13 Three-phase PQ 
analyzer – Fluke 434 [11] 

Fig. 14 The test setup 

50160:2004 European Standard. Voltage and current waveforms were also recorded 
under varied weather circumstances, in addition to power quality measures. Figure 
14 depicts the instrument’s connection to the three-phase system. Figure 15 depicts 
the specific configuration of the PV system “Eko Energija” distribution cabinet. 

Voltage and current waveforms noted at 14:00:22 on 12/10/2012 are shown in 
Fig. 16a, b, respectively. It was evident that the voltage profile might be depicted 
as an almost clear sine wave, even though that was not the issue with the current. 
The transformerless inverter that links the evaluated PV system to the distribution 
system must give the system’s optimum operating position on the I-V characteristic. 
The system’s operational settings are altered throughout the day. The effect of 
changing the optimal operating position of PV systems is particularly noticeable 
for appliances without transformers. The inverter contains two appliances that track 
the MPP, which is why the current waveform is not sine. Because of the overcast
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Fig. 15 PQ parameters measurement look on (a) whole cabinet and (b) instruments [12] 

Fig. 16 Waveforms: (a) voltage, (b) current, 12/10/2012 – cloudy weather [13] 

weather, there is a minimal quantity of electrical output. On a snowy and overcast 
day at 16:43:21 on 06/12/2012, the voltage (Fig. 17a) was a very clear sin wave 
while the current (Fig. 17b) was a small and bad waveform. When the weather is 
bright, as it was was at 13:26:26 on 12/01/2013, the waveform of voltage (Fig. 18a) 
was similar as in the previous case in December, while the current was higher than 
in December with quite a good sin wave. 

Due to the sunny day, more energy was produced in January than in December. 
Even though it was a different season, the voltage and current waveforms displayed 
in Fig. 19a, b on 29/04/2013 are quite similar to those shown in Fig. 18a, b.
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Fig. 17 Waveforms: (a) voltage, (b) current, 06/12/2012 – cloudy [13] 

Fig. 18 Waveforms: (a) voltage, (b) current, 12/01/2013 – sunny [13] 

Fig. 19 Waveforms: (a) voltage, (b) current, 29/04/2013 – sunny [13]
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Fig. 20 Harmonic components and THD: (a) voltage, (b) current, 12/10/2012 [13] 

Fig. 21 Harmonic components and THDI: (a) 06/12/ 2012 – cloudy, (b) 29/04/2013 – sunny [13] 

It may be inferred that the PV system’s productivity is determined by solar 
irradiation angle rather than outage temperature [13]. The main reason for high 
production is higher solar radiation during sunny days [14–17]. There is no 
difference between whether a sunny day occurs during the summer or any other 
season. On a sunny day in January and April, the current was 92 A (Fig. 18b) and 
116 A (Fig. 19b), respectively, while on the cloudy day in October and December, 
the current was 11 A (Fig. 16b) and 1 A (Fig. 17b), respectively. 

On 12/10/2012, voltage harmonic components and THDU were measured, 
and current harmonic components and THDI were measured (Fig. 20). The PQ 
analyzer examines THDI and the current harmonic component in accordance with 
IEC 61000-4-30 guideline [18]. Harmonic components of current are larger than 
harmonic components of the voltage, although they are even within acceptable 
limits. The current harmonic components of the “Eko Energija” PV system sent 
to the distribution grid are shown in Fig. 21a, and the overall harmonic distortion of 
current is shown in Fig. 21b. Whether the weather is sunny or overcast, harmonic
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Fig. 22 (a) PQ parameters and (b) Events in accordance with EN 50160, 20/07/2012–24/07/2012 
[13] 

components were smaller than the permissible by the Standards in each case. Fifth 
and seventh current harmonics were dominant in both circumstances. 

Figure 22a displays the values of power quality characteristics recorded in July 
2012 by the PV system “Eko Energija.” The findings are presented in the form of 
columns and may be matched to the EN 50160:2004 guideline. The first three sets of 
three columns, from left to right, reflect the efficient value of voltage, harmonics, and 
flicker for each phase separately. The following columns depict sags, interruptions, 
fast voltage shifts, imbalance, frequency, and mains signaling, with each bar being 
added up for all three phases as the factor value goes away from the nominal value 
and the height of the column changes. Columns are ready to adjust color from green 
to red if the value of any parameter is larger than the recommended value. The power 
quality analyzer may also pinpoint when a disturbance occurred, such as a flicker, 
voltage sags, or swells. Figure 22b depicts the events that happened in relation to 
PQ. There were two voltage dips and five flickers throughout this testing period; 
however, the total value for calculating the time of any of these illnesses is not 
greater than the typically allowed limits. 

THD and harmonic components in L1, L2, and L3 are shown in Fig. 23a–c, 
respectively. THD stands for Total Harmonic Distortion, which is defined as any 
phase with a THD of less than 8%, which is the maximum allowable value. The fifth 
and seventh harmonic components, both in Standard permitted values, are dominant 
harmonic components. Figure 24a–c shows the third, fifth, and seventh harmonic 
component trends observed from 20/07/2012 to 24/07/2012. 

The outcomes of several measurements of PQ parameters are shown in Figs. 
25a, b, 26a, b, and 27a, b. No disorders occurred, either from the PV system to the 
grid or the other way around, through the second and third measurement period, as 
indicated in Figs. 25b and 26b, respectively. There were eight voltage sags and four 
flickers during the final test, as shown in Fig. 27b, although neither of these diseases 
for observed time exceeded typical permitted limits.
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Fig. 23 Harmonic components and THD: (a) L1, (b) L2, (c) L3, 20/07/2012–24/07/2012 [14] 

THD and harmonic components and for L1, L2, and L3 are shown in Fig. 28a–c. 
THD is defined as the percentage of each phase that is less than or equal to 8%, 
which is the maximum allowable value. In Standard permitted values, the dominant 
harmonic components are the fifth and seventh. The third, fifth, and seventh 
harmonic component trends are presented in Fig. 29a–c over the measurement 
period of 12/10/2012–17/10/2012. 

Standard voltage standards are followed by the photovoltaic system. Voltage 
imbalance is depicted in Fig. 30a, b for 20/07/2012–22/07/2012 and 12/10/2012– 
17/10/2012, respectively. Voltage imbalance is 0.2% in both situations at its 
maximum point, which is much below the 2% restriction. Figure 31 shows an 
example of a measurement report generated by the PQ analyzer program. 

After analyzing the outcomes of measuring the PQ implemented in different 
weather circumstances, it could be settled that “Eko Energija” grid-connected PV 
system complies with guidelines as defined in EN 50160 guideline regarding point 
of connection to the distribution grid, and as a result, has no overall negative impact 
on the grid. Table 4 [14] summarizes the findings of all measurements.
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Fig. 24 Harmonic components trend: (a) third, (b) fifth (c), seventh, 20/07/2012–24/07/2012 [14] 

Fig. 25 PQ (a) parameters and (b) events in accordance with EN 50160, 12/10/2012–17/10/2012 
[13]
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Fig. 26 (a) PQ parameters, (b) PQ events in accordance with EN 50160, 28/12/2012–04/01/2013 
[13] 

Fig. 27 (a) PQ parameters, (b) PQ events in accordance with EN 50160, 29/04/2013–06/05/2013 
[13] 

5 Conclusions 

European Union standards obligate Bosnia and Herzegovina to improve power 
output from renewable sources. Photovoltaic systems have been increasingly inte-
grated into Bosnia and Herzegovina’s electrical supply in recent years. In March 
2012, Bosnia and Herzegovina commissioned the first solar system with a capacity 
of 120 kW. The PV system “Eko Energija” was used to assess power quality
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Fig. 28 Harmonic components and THD: (a) L1, (b) L2, (c) L3, 12/10/2012–17/10/2012 [14] 

characteristics since photovoltaic systems, and RESs might have an influence on 
the distribution network’s quality. When the measured values of PQ parameters 
are compared to the EN 50160 guidelines, it may be determined that the solar 
system in question completely conforms with the applicable guidelines regarding 
the connection point to the distribution grid. The PV system produces a varying 
amount of harmonic components during its operation, all depending on the weather 
conditions. On the other hand, Harmonic current components are minimal and, in 
any event, do not surpass the limits set by applicable regulations.
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Fig. 29 Harmonic components trend: (a) third, (b) fifth, and (c) seventh, 12/10/2012–17/10/2012 
[14] 

Fig. 30 Voltage imbalance: (a) 20/07/2012–24/07/2012, (b) 10/10/2012–17/10/2012 [14]
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Fig. 31 The PQ analyzer package measurement information, 20/07/2012–24/07/2012 [14] 

Table 4 Measurement brief 

Measuring facility/location “Eko-Energija” grid-connected PV system, Kalesija, BH 
Instrument Three-phase PQ analyzer – Fluke 434 EN 50160 

1st calibration 20/07/2012–24/07/2012 Fulfill 
2nd calibration 12/10/2012–17/10/2012 Fulfill 
3rd calibration 06/12/2012–13/12/2012 Fulfill 
4th calibration 28/12/2012–01/012013 Fulfill 
5th calibration 29/04/2013–06/05/2013 Fulfill 
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PSO Particle swarm optimization 
RDN Radial distribution network 
SCO Sine-cosine optimization 
SCS Shunt capacitors 
SS Search space 
VRES Variable renewable energy source 
WOA Whale optimization algorithm 
WSAS Weighted sum average strategy 

Nomenclature 

[BCBV] Branch-current-to-bus-voltage matrix 
[BIBC] Bus-injection-to-branch-current matrix 
[MM] Multiplication matrix 
ACostDG and ACostSC Total annualized DGUs and SCs costs ($/year) 
BCi ith branch current 
CSC Instalment cost of the SCs 
CRFDG and CRFSC Capital recovery factors of DGUs and SCs
�V Voltage drop 
δ Factor represent the limit of DGUs penetration 
F max 

1 , F max 
2 and F max 

3 Maximum values specified by the designer to normalize 
the OFs 

Ii ith bus injection current 
i Bus number 
ie and ye Interest rate and lifetime of each equipment (e) 
Imax,m Maximum allowed branch current 
iter Iteration number 
itermax Maximum iteration number 
KDG and KSC Operation and maintenance costs of DGUs and SCs 
LC Per-unit maximum loading capacity of the branches 
LL Number of hours per loading level 
λ Weighting factor 
m Number of branches 
n Total bus number 
Nb Total number of branches 
NDG and NSC Total number of DGUs and SCs 
NL Number of the loading levels 
OF Objective function 
PF System power factor 
PFmin and PFmax Minimum and maximum PF 
Pi Active load power at bus i 
Qi Reactive load power at bus i 
PDG and QSC DGUs size (kW) and SCs sizes (kvar)
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Ploss and Qloss Active and reactive power loss 
Putility and Qutility Utility active and reactive power 
k1 and k2 Tariff rate of the energy ($/kWh) and apparent power 

($/kVAh) 
R/X Resistance-to-reactance ratio 
Xt 

i,SCO and Xt+1 
i,SCO Current and the next positions of the ith population at 

iteration t in SCO 
Si Complex apparent load at bus i 
Sutility Contracted apparent power from the utility 
V1 Slack bus or substation voltage 
Vi ith bus voltage 
Vmin and Vmax Minimum and maximum voltage magnitude 
Zij Impedance between buses i and j 

1 Introduction 

Several problems face conventional fossil fuel-based technologies. Diminution of 
fuel resources, fluctuations of global fuel prices, and complexity in fuel transporta-
tion, particularly with COVID-19 pandemic issues that the world is facing these 
days, global warming, and greenhouse gas emissions such as carbon dioxide (CO2), 
carbon monoxide (CO), and other hazardous gases that result in terrain and climate 
change are examples of these problems [1, 2]. This has motivated researchers to find 
alternatives to replace fossil fuel-based technologies with renewable energy-based 
technologies and enhance the new technologies’ performance [3]. 

The high penetration of these renewable-based energy generation technologies 
in conventional unsupported “deteriorated” distribution systems can pose various 
problems such as overvoltage, harmonic distortion, increased line losses, and 
increased short-circuit capacities resulting in protection failure [4, 5]. Accordingly, 
the integration of distributed generation units (DGUs) into power distribution 
networks should be codified so as not to pose problems in these power systems. 
Optimal placing and sizing of DGUs will definitely minimize power losses in the 
network, reduce generation and transmission costs, and diminish harmful emissions. 
Besides, reactive power flow control by shunt capacitors (SCs) will positively 
impact the performance of power systems, either to compensate loads or support 
voltage. Again, finding their optimal location and size in a system is necessary [6]. 

In addition, the particular topology of radial distribution networks (RDNs), high 
resistance-to-reactance (R/X) ratios, the misuse and exploitation of these systems, 
specifically with increased variable renewable energy sources (VRESs) that are 
added in these networks, increased load demands, and nontechnical losses are 
leading to a significant decrease in voltage magnitude of some buses in these 
networks with a rapid increase in energy losses and voltage drop values. Besides, 
some of the RDN’s elements may overload.
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In Egypt, to encounter the increasing load growth and hurry too much to higher 
levels of VRESs production, Egypt has established a promising energy strategy 
until 2035 to diversify the power generation mix among fossil fuel-based plants. 
Therefore, improving the power quality (PQ) performance levels of RDNs has 
become an authoritative goal for system operators to host ambitious renewables. 

Many research works have focused on finding either the optimal allocation 
of SCs or DGUs individually in the literature. However, it was found that their 
simultaneous optimal allocation in RDNs can result in better results [7]. Few 
researchers have paid attention to their simultaneous optimization problem. In [8], 
optimal placement and sizing of DGUs and SCs problems were solved using a 
hybrid genetic algorithm (GA) and imperialist competitive algorithm to enhance 
power loss reduction, voltage regulation, and stability. Further, in [9], the same 
problem was solved using GA in RDN from the point of view of a distribution 
company to minimize the total cost over the planning period. In [10], a hybridization 
between harmony search algorithm and particle artificial bee colony algorithm was 
introduced to obtain the DGUs’ and SCs’ optimal locations in RDNs to enhance 
voltage stability and reduce losses. In [11], a two-stage multi-objective fuzzy-based 
grasshopper optimization algorithm (GOA) based is proposed for allocating SCs, 
DGUs, and charging stations to charge electric vehicles in RDNs. GA was used 
again in [12] to allocate DGUs and SCs based on improving voltage, reducing the 
current drawn from the grid, and minimizing the annualized energy and power 
losses. In [13], optimal locations of DGUs and SCs were found in three RDNs 
(33-node, 69-node, and 119-node) based on minimization of active power losses 
and voltage deviation using an improved GA. In [14], the optimally coordinated 
allocation problem of DGUs, SCs, and voltage regulators in Egyptian RDN was 
solved using an enhanced grey wolf algorithm (EGWA). The results obtained 
indicated that the improved grey wolf algorithm outperformed other algorithms 
in the literature regarding power losses, loading capacity, and minimum voltage 
magnitude. Recently, because of the increase of nonlinear loads and inverter-based 
DGUs that result in harmonic distortion in RDNs, in [15], inverter-based DGUs 
and SCs were allocated using hybrid particle swarm optimization and gravitational 
search algorithm for power loss minimization. However, hybrid methods or two-
stage methods used are complex-level algorithms, which consume almost double 
the time to reach a solution [16, 17]. Also, it is clear that no optimization method 
has been evidenced to be the most suitable method in the simultaneous allocation of 
DGUs and SCs, and no guarantee is observed for realizing global solutions of the 
different systems. 

In this work, thoughtful coordination of DGUs and SCs in Egyptian RDN is 
presented to increase resiliency and enhance the reliability of this system. The 
sine-cosine optimization (SCO) algorithm was used to solve the formulated multi-
objective (MO) constrained optimization problem. The various objectives presented 
in this work aim to reduce the operating costs of the system and investment expenses 
for the proposed coordinated DGUs and SCs in the system while maximizing 
the benefits of reducing energy loss and contracted power from the utility, in 
addition to improving the voltage profile and loading capacity of the system. Three
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different loading levels were investigated in this work. Various linear and nonlinear 
constraints were taken into account. A weighted sum approach using the well-
known analytic hierarchy process (AHP) was used to transform the MO problem 
into a normalized single-objective (NSO) optimization problem. 

Numerical calculations and examples supplement the procedure employed in this 
paper to help explore the article in a straightforward way. It can be helpful to power 
system studies and engineers interested in optimizing modern power systems with 
renewables and energy storage technologies [18–21]. 

The rest of the work is arranged as follows: Sect. 2 presents an illustrative anal-
ysis of the used load flow (LF) methodology. Section 3 introduces the formulation 
of the optimization problem – objectives, constraints, weighted sum-based AHP 
approach, and the optimization algorithm. Section 4 explores the system under study 
and its base results calculated before compensation. Section 5 presents the results 
obtained after compensation via the coordination DGUs and SCs in Egyptian RDNs 
using SCO. Finally, Sect. 6 presents the conclusions of this study and the possible 
future work directions. 

2 Analysis of the Load Flow (LF) Methodology 

Due to the particular topology of radial distribution networks (RDNs), the LF 
presented in [22] is used for LF analysis. The methodology relies on two matrices, 
the bus-injection-to-branch-current matrix, denoted as [BIBC], and the branch-
current-to-bus-voltage matrix, denoted as [BCBV]. A straightforward multiplication 
matrix [MM] is then formed to get LF solutions. This methodology is often robust, 
effective, and efficient in solving LF in RDNs. The LF methodology is described 
clearly in this section using an illustrative 7-bus RDN, shown in Fig. 1. BCi 

Fig. 1 A simple 7-bus RDN
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represents the ith branch current, and Ii represents the ith bus injection current, 
where i denotes the bus number. At each i, one can calculate the complex apparent 
load power Si as follows: 

.Si = Pi + jQi,∀ i ∈ n (1) 

where Pi and Qi denote the active and reactive load power at bus i, respectively, and 
n denotes the total bus number, i.e., n = 7. The current injection at iteration (iter) is 
specified using Pi, Qi, and the ith bus voltage, Vi, as follows: 

.I iter
i =

(
Pi + jQi

V iter
i

)∗
,∀ i ∈ n,∀ iter ∈ itermax (2) 

The iteration number (iter) should be less than or equal to the maximum iteration 
number specified (itermax). Hence, using Eq. (2), equivalent bus current injections 
are obtained. Further, the branch currents can be found from Kirchhoff’s current law 
(KCL) applied to RDN; thus: 

.

BC6 = I7

BC5 = I6 + BC6 = I6 + I7

BC4 = I5

BC3 = I4 + BC4 = I4 + I5

BC2 = I3 + BC3 + BC5 = I3 + I4 + I5 + I6 + I7

BC1 = I2 + BC2 = I2 + I3 + I4 + I5 + I6 + I7

(3) 

Hereafter, one can formulate the relation between the branch and load currents. 
Putting it in the matrix form, thus: 

.

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

BC1

BC2

BC3

BC4

BC5

BC6

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 1 1 1 1 1
0 1 1 1 1 1
0 0 1 1 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

I2

I3

I4

I5

I6

I7

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(4) 

Equation (4) can be generalized to be in terms of [BIBC], as follows: 

. [BC] = [BIBC] × [I ] (5) 

The ith bus voltage can be obtained from Kirchhoff’s voltage law (KVL) applied 
to RDN; thus:
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.

V2 = V1 − BC1Z12

V3 = V2 − BC2Z23 = V1 − BC1Z12 − BC2Z23

V4 = V3 − BC3Z34 = V1 − BC1Z12 − BC2Z23 − BC3Z34

V5 = V4 − BC4Z45 = V1 − BC1Z12 − BC2Z23 − BC3Z34 − BC4Z45

V6 = V3 − BC5Z36 = V1 − BC1Z12 − BC2Z23 − BC5Z36

V7 = V6 − BC6Z67 = V1 − BC1Z12 − BC2Z23 − BC5Z36 − BC6Z67

(6) 

Zij denotes the impedance between buses i and j. From Eq. (6), Vi is formulated 
in terms of BCs, Zij, and the slack bus or substation voltage (V1). 

Therefore, the connection between BCs and Vis can be expressed as follows: 

.

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

V2

V3

V4

V5

V6

V7

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

V1

V1

V1

V1

V1

V1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Z12 0 0 0 0 0
Z12 Z23 0 0 0 0
Z12 Z23 Z34 0 0 0
Z12 Z23 Z34 Z45 0 0
Z12 Z23 0 0 Z36 0
Z12 Z23 0 0 Z36 Z67

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

BC1

BC2

BC3

BC4

BC5

BC6

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(7) 

Consequently, the voltage drop �V from each bus Vi to the slack bus V1 can be 
obtained as follows: 

.

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

V1

V1

V1

V1

V1

V1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

V2

V3

V4

V5

V6

V7

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Z12 0 0 0 0 0
Z12 Z23 0 0 0 0
Z12 Z23 Z34 0 0 0
Z12 Z23 Z34 Z45 0 0
Z12 Z23 0 0 Z36 0
Z12 Z23 0 0 Z36 Z67

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

BC1

BC2

BC3

BC4

BC5

BC6

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(8) 

Equation (8) can be generalized to be in terms of [BCBV], as follows: 

. [�V ] = [BCBV] × [BC] (9) 

Combining Eqs. (5) and (9), the relationship between Iis and Vis can be expressed 
as follows: 

. [�V ] = [BCBV] × [BC] = [BCBV] × [BIBC] × [I ] (10) 

. [�V ] = [MM] × [I ] (11) 

so that [MM] is a multiplication matrix of [BCBV] and [BIBC] matrices. The 
dimension of [BIBC] is  m × (n − 1), where m is the number of branches, and 
the dimension of [BCBV] is (n − 1) × m. [MM] is given as follows:
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. [MM] = [BCBV] × [BIBC] (12) 

The LF solution for RDN can be obtained by solving the following equations 
iteratively, at iter ∈ itermax; thus: 

.I iter
i =

(
Pi + jQi

V iter
i

)∗
,∀i ∈ n,∀iter ∈ itermax (13) 

.�V iter+1
i = [MM] × I iter

i ,∀i ∈ n,∀iter ∈ itermax (14) 

.V iter+1
i = V iter

i + �V iter+1
i ,∀i ∈ n,∀iter ∈ itermax (15) 

The flowchart that explores the LF procedure is illustrated in Fig. 2. 

3 Formulation of the Optimization Problem 

This section presents the formulated problem of the smart coordination of DGUs 
and SCs in Egyptian RDN. The formulated problem is a multi-objective (MO) 
constrained optimization problem. The various objectives presented in this work 
aim to reduce the operating costs of the system and investment expenses for the 
proposed coordinated DGUs and SCs in the system while maximizing the benefits of 
reducing energy loss and contracted power from the utility, in addition to improving 
the voltage profile and loading capacity of the system. Various linear and nonlinear 
constraints were taken into account. A weighted sum approach using the well-
known analytic hierarchy process (AHP) was used to transform the MO problem 
into a normalized single-objective (NSO) optimization problem. 

3.1 Objective Functions 

There are three different min-max objective functions (OFs) formulated as follows: 

.OFs =
⎧⎨
⎩

F1 = min f1 − max f2

F2 = min f3

F3 = min f4

(16) 

so that f1 represents the annualized SCs and DGUs costs ($/year), f2 represents 
the annualized savings due to the benefits gained from SCs and DGUs allocation 
($/year), f3 represents the enhancement of the voltage profile by reducing voltage
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Fig. 2 Illustration of the LF procedure 

deviation from the allowable values, and f4 represents the enhancement in the 
loading capacity of the branches due to the minimization of the current flowing 
through them. These sub-objectives are defined as follows: 

.

f1 = ACostDG + ACostSC

=
[
KDGCRFDG

NDG∑
b=1

PDG(b)

]
+ CRFSC

[
CSC +

NSC∑
g=1

KSCQSC(g)

]
(17) 

where KDG and KSC denote the operation and maintenance costs of DGUs and SCs, 
respectively. CRFDG and CRFSC denote the capital recovery factors of DGUs and
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SCs used to convert the present value cost to annualized cost due to the different 
lifetimes, interest rates, and references of these features [23]. NDG and NSC denote 
the total number of DGUs and SCs, respectively. CSC represents the installment 
cost of the SCs. PDG and QSC represent DGUs (kW) and the SCs (kvar) sizes. Also, 
ACostDG and ACostSC represent the total annualized DGUs and SCs costs ($/year). 
CRF of DGUs and SCs are calculated as follows: 

.CRF = ie(1 + ie)
ye

(1 + ie)
ye − 1

(18) 

where ie and ye represent the interest rate and lifetime of each equipment (e), so 
that, e = DGU or SC. 

.f2 =
NL∑
L=1

LL
[(

k1

(
P before

loss − P after
loss

))
+

(
k2

(
Sbefore

utility − Safter
utility

))]
(19) 

The gained annualized techno-economic benefits are formulated by the reduction 
in the value of the active power loss (Ploss) and reduction in the contracted apparent 
power (Sutility) from the utility after compensation with SCs and DGs. These benefits 
are mathematically represented in (19) while considering three loading levels – 
light, moderate, and peak. k1 and k2 represent the tariff rate of the energy ($/kWh) 
and apparent power ($/kVAh), respectively. LL denotes the number of hours per 
loading level (h). NL represents the number of the loading levels – light, moderate, 
and peak [14]. Accordingly, F1 ($/year) is defined as the annualized difference 
between f1 and f2, as described in Eq. (20). 

.F1 = f1 − f2 (20) 

F2 represents the voltage profile enhancement by reducing voltage deviation 
from the allowable values at the highest loading level (peak), as given in Eq. (21) 
[24]. 

.F2 = min f3 =
n∑

i=1

(1 − Vi)
2,∀i ∈ n (21) 

F3 represents the enhancement in the loading capacity of the branch currents due 
to the minimization of the current flowing through the branches, as given in Eq. 
(22), where Imax,m is the maximum allowed branch current [25], and Nb is the total 
number of branches. 

.F3 = min f4 = min

[
max

(
Im

Imax,m

)]
,∀m ∈ Nb (22)
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3.2 Constraints 

The OFs are subjected to the following six inequality constrained groups – DGUs 
size (G1), penetration of DGUs (G2), power factor limits (G3), SCs size (G4), 
voltage magnitude limits (G5), and branch current magnitude limits (G6), in addition 
to the conventional power balance equality constraints. The suffix “max” and the 
suffix “min” refer to the maximum and minimum values of a parameter specified by 
the operator. 

3.2.1 Inequality Constrained Groups 

.

G1 {PDG(b) ≤ PDG(b)max,∀b ∈ NDG ,

G2

{
NDG∑
b=1

PDG(b) ≤ δ
n∑

i=1
Pi ,

G3 {PFmin ≤ PF ≤ PFmax ,

G4
{
QSC(g) ≤ QSC(g)max ,∀g ∈ NSC,

G5

{
V min

i,L ≤ Vi,L ≤ V max
i,L ,∀i ∈ n,∀L ∈ NL,

G6
{
Im,L ≤ Imax,m,L ,∀m ∈ Nb,∀L ∈ NL.

(23) 

G1 shows that the DGU size should not exceed the maximum size limit, while 
G2 shows that the penetration of DGUs should be limited by the factor (δ) to avoid 
any overvoltage or other related issues in the system [5]. In other words, it refers to 
the hosting capacity limit of the system, in which δ should be less than 1. PF is the 
system power factor. PFmin is the minimum lagging PF (set to 0.85) and PFmax is 
the maximum PF (set to unity). Also, G4 shows that the SC size should not exceed 
the maximum size limit. Both G5 and G6 show the bus voltage and branch current 
boundaries, respectively, for each L. 

3.2.2 Equality Constrained Groups 

Equality constraints that guarantee the balance of active and reactive power should 
be met at each L, as follows: 

.Putility +
NDG∑
b=1

PDG(b) =
n∑

i=1

Pi +
Nb∑

m=1

Ploss(m) (24)
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.Qutility +
NSC∑
g=1

QSC(g) =
n∑

i=1

Qi +
Nb∑

m=1

Qloss(m) (25) 

where Putility and Qutility are the utility active and reactive power, respectively, 
Qloss is the reactive power loss, and summation of Pis and Qis denote the real and 
imaginary power demand. 

In this work, KDG = $5000/kW, KSC = $30,000/MVAr, and CSC = $ 1000, in 
addition, ie is set to 7%. The lifetime of DGUs and SCs are assumed to be 20 and 
10 years, respectively. The size of SCs is expressed in a 150 kVAr step. k1 and 
k2 are set to $0.06/kWh and $0.06/kVAh, respectively, as mentioned in [14], to 
enable the comparison of the results with the literature. It should be noted that the 
average energy price in medium-voltage applications in Egypt is almost 1 LE/kWh 
in agricultural areas (irrigation) and 1.15 LE/kWh in other applications. Also, a 
fixed demand rate of 60 LE/kW/month is added to the Egyptian tariff for this type 
of application. 

3.3 Analytical Hierarchy Process (AHP) 

AHP is one of the most used methods in decision-making because of its clarity, 
simplicity, and flexibility, which permits assessing and ranking several alternatives 
based on the operator’s preference to help determine which choice should be 
favored or ranked first [26, 27]. It relies on the pairwise comparison strategy, 
which depends on a meaningful scale ranging from 1 to 9 [28]. Scale#1 reveals the 
equality criterion. Scale#3 shows a marginally higher significant measure compared 
to the other one (moderate importance). Scale#5 designates that one measure is 
more important than the other, Scale#7 suggests that one measure is much more 
significant than the other, and finally, Scale#9 means that one criterion is most 
important than the others (extreme importance) [29]. 

In this work, a weighted sum average strategy (WSAS) using the AHP is 
employed to convert the MO problem into an NSO one. Mathematically, the 
normalization procedure is combined with the WSAS to scale the objectives on 
the same base, as follows: 

.OF = λ1
F1

F max
1

+ λ2
F2

F max
2

+ λ3
F3

F max
3

(26) 

where .F max
1 , .F max

2 and .F max
3 denote the maximum values specified by the designer 

to normalize the first, second, and third OFs. They are set to 1000, 1, and 1, 
respectively [14]. α denotes the weighting factor. Thus: 

.

s∑
s=1

λs = 1, λ1 + λ2 + λ3 = 1. (27)
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The AHP is employed to rank the three values based on the following decision 
matrix given in Eq. (28). 

.λ =
⎡
⎣ 1 λ12 λ13

λ21 1 λ23

λ31 λ32 1

⎤
⎦ =

⎡
⎣ 1 3 7

1/3 1 3
1/7 1/3 1

⎤
⎦ (28) 

The pairwise comparison weights (α12, α13 and α23) were set to 3, 7, and 3, 
respectively, to indicate the relative importance of economic benefits compared to 
the technical advantages, it should be noted that the technical requirements must be 
satisfied via the constraints to allow its further comparison with the financial drives. 

For each OF, the following expression (SUMm) is calculated. 

.SUMj =
s∑

s=1

λjs, s, j = {1, 2, 3} (29) 

For instance, SUM1 = 1 + 3 + 7, SUM2 = (1/3+1 + 3), and SUM3 = 
(1/3+1/7+1). Finally, the three values of each OF can be determined as follows: 

.λj = SUMj

s∑
s=1

SUMs

, s, j = {1, 2, 3} (30) 

Based on (30), the three α values are calculated as follows: .λ =
⎧⎨
⎩

λ1 = 0.6544
λ2 = 0.2578
λ3 = 0.0879

. 

3.4 Sine-Cosine Optimization (SCO) Algorithm 

This sub-section presents the description of the employed meta-heuristic optimiza-
tion technique. The method described in this work is the sine-cosine optimization 
(SCO) algorithm. S. Mirjalili developed SCO in 2016 [30] as a population-based 
algorithm that suggests several initial random candidate solutions, then fluctuating 
them around the best solution using a mathematical model based on the sine and 
cosine functions. 

Theoretically, the SCO algorithm can determine the global solutions of different 
engineering problems because it generates a set of random solutions that intrinsi-
cally benefit from the high potential of exploration and local optima avoidance [31]. 
Then it smoothly transits from exploration to exploitation in a flexible range using 
its sine and cosine functions. The search space (SS) is efficiently explored when 
the sine and cosine functions return a value >1 or < −1 (exploration). On the other 
side, when the functions return a value between −1 and 1, the promising areas in
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Fig. 3 Illustration of the SCO’ adaptive trajectory 

Fig. 4 Variation of r1 and its impact on the SCO movement 

SS are exploited (exploitation). Figure 3 illustrates this adaptive exploration and 
exploitation transition based on the returned values [32]. 

The best solution could be updated in SCO as shown in Eq. (31) [30], where 
.Xt

i,SCO and .Xt+1
i,SCO represent the current and the next positions of the ith population 

at iteration t. 

.Xt+1
i,SCA =

⎧⎨
⎩

Xt
i,SCO + r1 × sin (r2) ×

∣∣∣r3P
t
i,SCO − Xt

i,SCO

∣∣∣ if r4 ≤ 0.5

Xt
i,SCO + r1 × cos (r2) ×

∣∣∣r3P
t
i,SCO − Xt

i,SCO

∣∣∣ otherwise.
(31) 

Four control parameters defined in the SCO are – r1, r2, r3, and r4. r1 expresses 
the area of the following position between the target position and the current 
solution. r2 describes the solution’s random motion and direction, and it ranges 
between [0, 2π ]. r3 represents the adaption of the target solution (emphasization 
(r3 > 1) and de-emphasization (r3 < 1) stages). r4 is responsible for switching the 
sine and cosine functions among the algorithm as given in (31). Figure 4 shows the



Optimal Coordination of Distributed Generation Units and Shunt Capacitors. . . 219

impact of r1 on the algorithm movement, in which the solution directs toward the 
target if r1 < 1 [30]. 

4 The Egyptian Studied RDN 

Figure 5 shows the Egyptian studied RDN (known as Tala_Menoufia system). This 
rural network comprises 37 buses, 31 loads fed from 11 kV, 50 Hz substation. The 
total active power demand is 4.8019 MW, and the total reactive power demand is 
2.9759 MVAr (loadings). The base MVA is set to 1. 

The system is a nonrelaxed practical system that suffers from a poor voltage 
profile (the minimum voltage is measured at bus 27 and equals 0.7371 pu) and high-
power losses (higher than 1 MW and 1.8 MVAr in the increased loading intervals). 
The slack bus voltage is set to 1.05 pu. The complete system data are tabulated in 
Table 1 [33]. 

The voltage magnitudes of the system buses at the three loading intervals before 
compensation – light 60% loading (LLL), moderate 80% loading (MLL), and peak 
100% loading (PLL) – are illustrated in Fig. 6. It is clear that this RDN suffers from 
a considerably poor voltage profile, particularly at bus number 27. 

The PQ metrics used are given in Table 2 for the uncompensated system in the 
three loading levels, in which Ploss (kW), Qloss (kVAr), Sutility (MVA), minimum 
(Vmin) and maximum (Vmax) voltage magnitudes (pu) and their buses’ number, and 

Fig. 5 The Egyptian studied RDN
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Table 1 The Egyptian studied RDN 

Branch m From bus i To bus j Imax (A) R (�) X (�) Bus i Pi (kW) Qi (kVAr) 

1 1 2 788.00 0.0349 0.0493 1 0 0 
2 2 3 788.00 0.1862 0.2629 2 0 0 
3 3 4 788.00 1.2891 1.8201 3 21.2003 13.1388 
4 4 5 788.00 1.1640 1.6434 4 10.6002 6.5694 
5 5 6 367.50 0.0776 0.1096 5 117.7795 72.9932 
6 6 7 367.50 0.0466 0.0657 6 255.5814 158.3951 
7 7 8 367.50 0.0388 0.0548 7 127.2018 78.8326 
8 8 9 367.50 0.1263 0.1534 8 0 0 
9 9 10 367.50 0.1240 0.0893 9 0 0 
10 10 11 367.50 0.2066 0.1489 10 138.9798 86.1319 
11 11 12 367.50 0.1240 0.0893 11 181.3804 112.4095 
12 12 13 367.50 0.1269 0.0914 12 152.5244 94.5261 
13 13 14 367.50 0.0901 0.0649 13 0 0 
14 14 15 367.50 0.2587 0.1864 14 221.4254 137.2271 
15 5 16 183.70 0.7007 0.2695 15 241.4479 149.6360 
16 16 17 183.70 0.2002 0.0770 16 42.4006 26.2775 
17 17 18 183.70 0.7007 0.2695 17 144.8687 89.7816 
18 18 19 183.70 0.9009 0.3465 18 26.5004 16.4235 
19 19 20 183.70 0.4004 0.1540 19 41.8117 25.9126 
20 7 21 183.70 0.8425 0.3240 20 66.5454 41.2411 
21 21 22 183.70 0.2086 0.0802 21 325.0713 201.4611 
22 9 23 183.70 1.4015 0.5389 22 214.9475 133.2125 
23 23 24 183.70 0.5005 0.1925 23 113.0683 70.0734 
24 24 25 183.70 0.5798 0.2230 24 121.9017 75.5479 
25 25 26 183.70 0.6006 0.2310 25 175.4914 108.7598 
26 26 27 183.70 0.4004 0.1540 26 94.2236 58.3945 
27 11 28 183.70 0.9009 0.3465 27 118.3684 73.3581 
28 28 29 183.70 1.1011 0.4235 28 299.1598 185.4026 
29 12 30 183.70 0.2066 0.1489 29 215.5364 133.5775 
30 13 31 183.70 0.2252 0.0866 30 0 0 
31 14 32 183.70 0.4371 0.1681 31 241.4479 149.6360 
32 16 33 183.70 0.1668 0.0642 32 267.9483 166.0594 
33 33 34 183.70 0.4755 0.1829 33 276.1928 171.1689 
34 17 35 183.70 0.6006 0.2310 34 106.0015 65.6938 
35 19 36 183.70 1.1011 0.4235 35 256.7592 159.1251 
36 25 37 183.70 0.5005 0.1925 36 10.6002 6.5694 

37 174.9025 108.3948 

the per-unit maximum loading capacity of the branches (LC) (pu) are the used 
metrics. Figure 7 shows the LC of the branches at the three loading levels. 

Obviously, the studied RDN suffers from high active and reactive losses, poor 
voltage profile, and expected current problems.
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Fig. 6 Voltage profile of the studied RDN before compensation 

Table 2 Results obtained for 
the uncompensated Egyptian 
studied RDN 

Loading levels 
PQ metric LLL MLL PLL 

Ploss (kW) 343.1828 707.4094 1361.7 
Qloss (kVAr) 463.8976 956.0957 1839.9 
Sutility (MVA) 3.9312 5.6414 7.8213 
Vmin (pu)@bus 0.8946@27 0.8259@27 0.7371@27 
Vmax (pu)@bus 1.05@1 1.05@1 1.05@1 
LC (pu) 0.4112 0.591 0.8215 

5 Numerical Results and Discussion 

The decision variables of the problem formulated are the DGUs and SCs – sizes and 
locations (for both). Up to three DGUs are permitted in the solution (NDG ≤ 3). The 
possible places of DGUs and SCs are treated as integer numbers (integer variables) 
ranging from bus 2 to 37. The sizes of DGUs are treated in a continuous manner 
(continuous variables) in the range between 0 and 3000 kW. The sizes of SCs 
are treated in a discrete manner (discrete variables) in the range between 0 and 
1200 kVAr. Up to three SCs are permitted in the solution (NSC ≤ 8).
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Fig. 7 LC of the branches at the three loading levels 

Three scenarios were investigated – Scenario 1: DGUs allocation with no SCs 
connection, Scenario 2: SCs allocation with no DGUs connection, and Scenario 
3: simultaneous allocation of SCs and DGUs. The results obtained from the three 
scenarios are given in the following subsections. 

5.1 Results of Scenario 1 

In this scenario, the number of dimensions is 6, the number of populations is 30, and 
5000 iterations are allowed. The magnitudes of the six decision variables obtained 
from the optimization and the corresponding PQ metrics are given in Table 3 for the 
compensated system in the three loading levels. Figure 8 shows the voltage profile 
of the studied RDN before and after compensation using DGUs, and Fig. 9 shows 
the LC of the branches at the three loading levels after compensation using DGUs. 

It was evident from Table 3 and Fig. 9 that the LC values are reduced after 
compensation compared to the case before the settlement of DGUs. The maximum 
LC value was considerably reduced from 0.8215 at the peak loading level to only 
0.3631. 

As shown in Fig. 8, the voltage profile has been improved, and the minimum 
and maximum voltage values are within the permissible limits at the three loading 
conditions. The OF value is −0.04932195, which indicates that a saving will be 
achieved compared to the system with no DGUs and the values obtained using 
EGWA (−0.0345) and particle swarm optimization (PSO) (−0.0303), reported in 
[14]. Figure 10 shows the convergence curve of the SCO generated in less than 
2 minutes.
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Table 3 Results obtained for the compensated Egyptian studied RDN: Scenario 1 

Size (kW) 1904.0840, 1198.7348, 372.9161 
DGUs Location (buses) 14, 37, 29 
PQ metric Loading levels 

LLL MLL PLL 

Ploss (kW) 121.3005 185.5703 340.9671 
Qloss (kVAr) 139.3105 227.6544 439.3923 
Sutility (MVA) 1.9821 2.6660 3.8003 
Vmin (pu)@bus 0.9985@20 0.9536@20 0.9031@20 
Vmax (pu)@bus 1.05@1 1.05@1 1.05@1 
LC (pu) 0.3062 0.3116 0.3631 
OF (proposed) −0.0493 
OF obtained using EGWA [14] −0.0345 
OF obtained using PSO [14] −0.0303 
Time elapsed (s) 109.767443 

5.2 Results of Scenario 2 

In this scenario, the number of dimensions is 14, the number of populations is 
30, and 5000 iterations are allowed. The magnitudes of the 14 decision variables 
obtained from the optimization and the corresponding PQ metrics are given in Table 
4 for the compensated system for the three loading levels. Figure 11 shows the 
voltage profile of the studied RDN before and after compensation using SCs, and 
Fig. 12 shows the LC of the branches at the three loading levels after compensation 
using SCs. 

It was evident from Table 4 and Fig. 11 that the LC values are reduced after 
compensation compared to the case before the settlement of SCs. The maximum 
LC value was considerably reduced from 0.8215 at the peak loading level to only 
0.5898. As shown in Fig. 12, the voltage profile has been improved, and the 
minimum and maximum voltage values are within the permissible limits at the three 
loading conditions. The OF value is −0.4112, which indicates that a saving will be 
achieved compared to the system with no SCs and the values obtained using EGWA 
(−0.3742), PSO (−0.3242), and whale optimization algorithm (WOA) (−0.3196), 
reported in [14]. Figure 13 shows the convergence curve of the SCO generated in 
less than one minute and a half. 

5.3 Results of Scenario 3 

In this scenario, the number of dimensions is 20, the number of populations is 
30, and 5000 iterations are allowed. The magnitudes of the 20 decision variables 
obtained from the optimization and the corresponding PQ metrics are given in Table



224 M. M. Ahmed et al.

(a) 

0.8 

0.85 

0.9 

0.95 

1 

1.05 

1.1 

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 3

V_compensated V_uncompensated 

(b) 

(c) 

0.7 

0.75 

0.8 

0.85 

0.9 

0.95 

1 

1.05 

1.1 

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 

V_compensated V_uncompensated 

0.7 

0.75 

0.8 

0.85 

0.9 

0.95 

1 

1.05 

1.1 

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 

V_compensated V_uncompensated 

7  

Fig. 8 Voltage profile of the studied RDN before and after compensation, Scenario 1. (a) LLL. 
(b) MLL. (c) PLL
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Fig. 9 LC of the branches at the three loading levels, Scenario 1 

Fig. 10 Convergence curve of SCO, Scenario 1 

5 for the compensated system for the three loading levels. Figure 14 shows the 
voltage profile of the studied RDN before and after compensation using both DGUs 
and SCs, and Fig. 15 shows the LC of the branches at the three loading levels after 
compensation using DGUs and SCs. 

It was evident from Table 5 and Fig. 14 that the LC values are reduced after 
compensation compared to the case before the settlement of DGUs and SCs. The 
maximum LC value was considerably reduced from 0.8215 at the peak loading level 
to only 0.3469. As shown in Fig. 15, the voltage profile has been improved, and the 
minimum and maximum voltage values are within the permissible limits at the three 
loading conditions. 

The OF value is −0.8163, which indicates that a saving will be achieved 
compared to the system with no DGUs and SCs and the values obtained using 
EGWA (−0.7823), PSO (−0.7994), and whale optimization algorithm (WOA)
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Table 4 Results obtained for the compensated Egyptian studied RDN: Scenario 2 

Size (kVAr) 1100, 450, 150, 1200,1050 
SCs Location (buses) 37, 8, 33, 9, 6 
PQ metric Loading levels 

LLL MLL PLL 

Ploss (kW) 320.2098 428.6557 699.4165 
Qloss (kVAr) 425.2305 569.7199 933.4909 
Sutility (MVA) 3.7312 4.3291 5.5542 
Vmin (pu)@bus 1.0415@29 0.9775@29 0.9006@29 
Vmax (pu)@bus 1.05@1 1.05@1 1.05@1 
LC (pu) 0.4642 0.4923 0.5898 
OF (proposed) −0.4112 
OF obtained using EGWA [14] −0.3742 
OF obtained using PSO [14] −0.3242 
OF obtained using WOA [14] −0.3196 
Time elapsed (s) 89.999 

(−0.7693), reported in [14]. Figure 16 shows the convergence curve of the SCO 
generated in about 81 seconds. 

6 Conclusions 

In this work, smart coordination of DGUs and SCs in Egyptian RDN is presented 
to increase resiliency and enhance the reliability of this system. SCO algorithm 
was used to solve the formulated MO problem. Three different loading levels were 
investigated. Three scenarios were investigated – Scenario 1: DGUs allocation with 
no SCs connection, Scenario 2: SCs allocation with no DGUs connection, and 
Scenario 3: simultaneous allocation of SCs and DGUs. The results obtained show 
a significant techno-economic enhancement of the PQ performance level of the 
system. Analyzing the presented results, it was apparent that the best OF (−0.8163) 
value was obtained using the optimal coordination of DGUs and SCs. Also, the 
lowest accepted total active and reactive power losses were obtained in the same case 
(302.2073 kW and 343.9133 kVAr) compared to the total active and reactive power 
losses obtained in Scenario 2 (1448.282 kW and 1928.4413 kVAr) and Scenario 3 
(647.8379 kW and 806.3572 kVAr). Besides, the proposed SCO outperformed the 
other algorithms (PSO, EGWA, and WOA) presented in the literature to solve the 
problem.
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Fig. 11 Voltage profile of the studied RDN before and after compensation, Scenario 2. (a) LLL. 
(b) MLL. (c) PLL
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Fig. 12 LC of the branches at the three loading levels, Scenario 2 

Fig. 13 Convergence curve of SCO, Scenario 2
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Table 5 Results obtained for the compensated Egyptian studied RDN: Scenario 3 

Size (kW) 2613.327, 100 
DGUs Location (buses) 10, 7 

Size (kVAr) 600, 150, 150, 1200, 150 
SCs Location (buses) 2, 13, 31, 7, 37 
PQ metric Loading levels 

LLL MLL PLL 

Ploss (kW) 17.1767 68.4262 216.6044 
Qloss (kVAr) 10.8571 71.5669 261.4893 
Sutility (MVA) 0.6998 1.2051 2.5560 
Vmin (pu)@bus 1.0385@27 0.9855@27 0.9254@27 
Vmax (pu)@bus 1.0502@2 1.0500@1 1.0500@1 
LC (pu) 0.2025 0.2626 0.3469 
OF (proposed) −0.8163 
OF obtained using EGWA [14] −0.7823 
OF obtained using PSO [14] −0.7994 
OF obtained using WOA [14] −0.7693 
Time elapsed (s) 80.234
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Fig. 14 Voltage profile of the studied RDN before and after compensation, Scenario 3. (a) LLL. 
(b) MLL. (c) PLL
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Fig. 15 LC of the branches at the three loading levels, Scenario 3 

Fig. 16 Convergence curve of SCO, Scenario 3 

Our future research will examine the impact of energy storage systems on system 
performance and their effects on voltage profiles and power loss values. Further, 
the combined allocation effects of energy storage devices, DGUs, and SCs will be 
investigated. 
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Power Quality Enhancement 
of Balanced/Unbalanced Distribution 
Systems Using Metaheuristic 
Optimizations 

Ahmad Eid 

1 Introduction 

1.1 Necessary Background on Power Quality 

According to IEEE standard 115-2019 [1], Power Quality (PQ) refers to a large 
variety of electromagnetic phenomena that characterize voltage and current at a 
particular time and place on the power system. The increasing usage of electronic 
devices that might create or be susceptible to electromagnetic disturbances has 
increased interest in PQ over several years. These electromagnetic disturbances 
may come from different noise sources, such as harmonics, voltage fluctuation, 
voltage sag/swell/imbalance, power frequency variations, DC in AC networks, or 
magnetic/electric fields. There are many different types of harmonic current sources 
in power systems, but the most frequent ones include switched-mode power supply, 
static VAR systems, and distributed generation inverters. 

The harmonic contents are usually measured using the Total Harmonic Distortion 
(THD), Individual Harmonic Distortion (IHD), and Total Demand Distortion (TDD) 
of the voltage and current at the PCC. The existence of harmonics in power systems 
causes severe quality problems, such as amplifying harmonic levels from series 
and parallel resonances, reducing the operation efficiency of electricity utilization, 
aging and deterioration of insulations, and malfunctioning of some system devices. 
With existing harmonics in distribution systems, the current through the feeders or 
cables increases, and consequently, the heating of the cable rises with a possibility of 
tripping protection devices. The circulation of triple harmonics causes extra heating 
in the neutral conductors of the system and may cause parallel resonance on installed 
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filter capacitors, causing heating, aging, and destruction. Moreover, when harmonic 
currents pass through the transformer winding, it causes overheating of the winding 
and insulation loss, reducing efficiency, and taking the transformer to saturation 
regions. The same problems may happen with a transformer as the circulation of 
harmonic currents can happen to the operating motors and generators of the grid 
besides the difficulty of their synchronization to the utility. 

1.2 Literature Review 

Many utilities are now promoting their electric system to integrate independent 
renewable resources such as distributed generations (DG). Nevertheless, depending 
on the DG operational characteristics and the distribution network, installing the DG 
into the distribution system might have both positive or negative influences [2]. DG 
can be beneficial provided the system’s operational attitude and feeder design fulfill 
the fundamental requirements. The impact of DG on PQ [3] depends on the type of 
DG, its interfaces to the system, the size of the DG unit, and its total capacity relative 
to the system. Depending on the DG type or the power converter technology, a DG 
unit linked to a distribution system might contribute to its harmonic distortion [4]. 
Depending on the connection technology of the DG with the distribution systems, 
the DG unit can be either inverter-based or non-inverter-based type. The inverter-
based DG (IBDG) units exemplify the photovoltaic (PV) generators, wind turbine 
generators, fuel cell, or battery energy storage resources. In contrast, the non-
inverter-based DG units represent the small microturbines connected to synchronous 
generators. The connection of such IBDG units into distribution systems affects the 
grid technically and economically, turns it into an active system, and may increase 
the harmonic content in the system [5, 6]. It is vital that DG is appropriately 
allocated in distribution systems to prevent power distribution degradation services 
[7]. 

The issues and challenges aforementioned above about the PQ of power systems 
encourage researchers to find ways and techniques to enhance the overall operation 
of power systems [8]. The presence of harmonics in the distribution system can lead 
to excessive loss, overheating, and destruction of system equipment. The harmonic 
levels of the distribution system may surpass the specified limitations because of the 
widespread power electronic equipment and nonlinear loads inside the distribution 
system [9]. Therefore, in distribution systems, the harmonic reduction becomes 
more attractive to reduce distortion and improve system performance [10, 11]. The 
authors of [12] have proposed installing an inductive hybrid unified power quality 
conditioner (UPQC) to achieve the bidirectional PQ improvement for the medium-
voltage supply of a park with the help of passive and active filters. A similar study 
of designing a UPQC with a Kalman filter is proposed in [13], to improve the PQ 
of three-phase distribution networks, where the bat algorithm (BA) is adopted for 
proportional-integral (PI) parameter estimation. Passive filters are applied [14, 15] to  
reduce harmonics and enhance small distribution systems. A custom power device
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is suggested [16] to compensate the harmonic currents in the smart grid with the 
assistance of the meters of the grid and enhance the PQ of the system using particle 
swarm optimization (PSO). To reduce the THD, power loss, and filter cost, the 
authors [3] applied the water cycle algorithm (WCA) to optimally locate IBDG units 
and single-tuned passive filters in distribution systems. Ant lion optimization (ALO) 
algorithm [17] is used to optimize the controller gains during off-grid operation 
wind-based microgrid system. For the PQ assessment of distorted distribution power 
networks in the presence of IBDG units, an analytical hierarchy procedure (AHP) is 
proposed [18]. The study took the voltage profile/sag/imbalance and harmonics into 
consideration. 

The distribution synchronous static-compensator (DSTATCOM) [19] is applied  
in distribution systems with existing linear and nonlinear loads through a neural 
network-oriented control for PQ improvement. Active power filters (APF) are 
adopted to mitigate harmonics and regulate the voltage profile of distribution power 
systems [5, 20]. APF and static var compensator (SVC) are combined [21] to  
enhance the PQ of distribution systems equipped with arc furnaces. The APF 
and SVC modified the power factor and balanced the three-phase currents of the 
system. A comprehensive review of PQ primary and secondary controls for hybrid 
microgrids is contrived in [22]. A hybrid particle swarm optimization-grey wolf 
optimization (PSO-GWO) and PI controller [23] are utilized to control an APF 
that provides reactive power and harmonic compensations under different loading 
circumstances. Detailed mathematical models of PQ disturbances and indices are 
investigated and analyzed [24] using compressed sensing and deep convolution 
artificial neural networks (ANN). A D-STATCOM with an optimal tuned PID 
controller using the grasshopper optimization algorithm (GOA) is concocted [25] to  
improve the overall dynamic performance and PQ of microgrids. A hybrid passive 
filter, consisting of shunt and series filters, is proposed in [26] to mitigate the 
harmonics of currents and voltages of power systems to acceptable limits. The 
effects of harmonics on PQ and efficiency of distribution systems are investigated 
in [27], adopting the modeling of nonlinear residential, commercial, and office 
loads and estimating energy losses due to these harmonics. The reactive power 
capability [28] is adopted for voltage control of unbalanced three-phase distribution 
systems equipped with PV sources using fuzzy logic control. On the other hand, 
for enhancement of voltage stability of distribution systems is proposed using 
continuous power-flow based on secant predictor technique [29] under different 
loading scenarios and 50% PV penetration. 

Further, due to the uneconomic solution of the APFs, single-tuned passive 
harmonic filters remain, due to their efficiency and cost benefits, one of the most 
prevalent methods for harmonic reduction. Depending on the low impedance of 
filters at specific harmonics, the single-tuned passive filter traps the harmonic 
to the ground and prevents it from propagating through the network [30]. The 
nondominated sorting genetic algorithm for optimizing passive filters is proposed 
[31] in a multi-objective problem to minimize the annual cost and maximize the 
power quality of distribution systems. A complete design methodology of a C-type 
passive filter is conceived in [32] to reduce the harmonics and dampen resonance in
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balanced distribution systems with a frequency-impedance index. For mining power 
distribution systems [33], large passive filters are designed for harmonic reductions 
of 12-pulse cyclo-converters and nonlinear loads. A distributed harmonic filter [34] 
is formulated to work with residential distribution systems in randomly selected 
places. An ANN algorithm is adopted to design a passive filter in [35] to improve 
the power factor and eliminate the harmonics of distribution systems. An efficient 
LCL filter is developed and proposed [36] for renewable energy systems to reduce 
the cost and weight of passive filters and increase the robustness and stability of 
the power electronics converter. A damped high-pass filter [37] has been devised to 
reduce harmonics and avoid detrimental resonance with the system impedance. The 
approach significantly reduces filtering and spacing costs for multipulse systems. 

1.3 Motivation 

As demonstrated in the previous literature study, the harmonic distortion in distri-
bution systems can negatively influence the power quality of distribution systems 
equipped with nonlinear loads and inverter-based renewable energy sources. It 
is necessary to reduce the harmonics inside the system to acceptable levels 
recommended by the standards. In this regard, the newly published Bald Eagle 
Search (BES) optimization algorithm is adopted in two different phases to enhance 
the power quality of distribution systems. In the first phase, the BES algorithm 
optimizes DG units to minimize the power loss and reduce the unbalance between 
the three-phase voltages of unbalanced distribution systems. In the second phase of 
the study, the BES algorithm optimally chooses the sizes and sites of inverter-based 
distributed generation (IBDG) units and passive filters of balanced distribution 
systems equipped with nonlinear loads to reduce the harmonics to acceptable 
limits. In this case, in addition to harmonic emissions from non-linear loads, the 
harmonic spectrums of IBDGs in the distribution system are examined. The standard 
Forward/Backward Sweep Method (FBSM) harmonic load flow solves first phase 
of the study. Different case studies with and without the designed passive filters 
are applied and compared, achieving many technical and economic objectives such 
as minimizing the power loss, reducing the THD, and voltage/current unbalance 
factors of distribution systems. 

2 Modeling of Unbalanced Distribution Systems (UDS) 

The distribution systems can be generally divided into balanced and unbalanced 
systems. The balanced distribution systems (BDS) usually are three-phase systems 
with equal loads and similar cable or feeder impedance per meter. In contrast, unbal-
anced distribution systems (UDS) have different loads and/or different cable/feeder 
impedances per phase. Moreover, the UDS may be a single-, two-, or three-
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phase system, and it may also contain mutual coupling between its phases, which 
should be considered when it exists. Another difficulty added to the UDS is the 
impossibility of solving it as a single-phase system instead of solving the whole 
three-phase system to consider the mutual coupling between phases, besides the 
type of connection of the load (delta or star). The different components of the UDS 
are modeled and applied into FBSM as follows: 

2.1 Modeling of Line Branches 

The pi-model will be used to depict distribution lines or cables. The model consists 
of a series impedance and a shunt admittance, as shown in Fig. 1. The four-wire 
branches with 4 × 4 matrices are simply converted to 3 × 3 matrices using Kron 
reduction [37, 38]. If one or two phases are not found, their self impedances or 
mutual coupling will be zeros. The relationship between the buses k, j is described 
as: 

.

⎡
⎣

Vak − Vaj

Vbk − Vbj

Vck − Vcj

⎤
⎦ =

⎡
⎣

Zaa Zab Zac

Zba Zbb Zbc

Zca Zcb Zcc

⎤
⎦ ×

⎡
⎣

Ia

Ib

Ic

⎤
⎦ (1) 

where Vak, Vbk, Vck are the phase voltages at bus k; the corresponding phase voltages 
at bus j are Vaj, Vbj, Vcj; Zaa, Zbb, Zcc represent the self-impedance of the three lines, 
while the impedances with different subscripts represent the mutual impedance 
between the corresponding lines; Ia, Ib, Ic are the branch or line currents; Yabc is 
the shunt admittance at each bus, and .Ick

abc, Ic
j
abc are the capacitive currents at 

buses k, j, respectively due to shunt admittance. 
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Fig. 1 Representation of a three-phase branch with mutual coupling and shunt capacitance
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The values of impedance matrix components rely upon the material, size, 
and geometric placement of conductors in the space. The shunt currents of the 
admittance, which is usually susceptance (B), are calculated from the bus voltages 
as: 

.

⎡
⎣

Ick
a

Ick
b

Ick
c

⎤
⎦ = 1

2

⎡
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Yaa Yab Yac

Yba Ybb Ybc

Yca Ycb Ycc

⎤
⎦ ×

⎡
⎣

Vak

Vbk

Vck

⎤
⎦ (2) 

where the matrix Y represents the admittance matrix of the branch. If the coupling 
between the phase is neglected and admittance is only equal to the susceptance, the 
above equation becomes: 

.
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Ick
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Ick
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Ick
c
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⎦ = j
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⎤
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Similar equations can be written for the capacitive currents at bus j as: 

.
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Ic
j
a
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j
b
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j
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⎤
⎥⎦ = j

1

2

⎡
⎣

Ba 0 0
0 Bb 0
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⎦ ×
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Vcj

⎤
⎦ (4) 

2.2 Load Modeling 

For dynamic distribution system operations, dynamic models for the load should be 
considered [28, 38], where time-based governing equations are built for the system 
components and used for transient stability analysis, as an example. On the other 
hand, when the distribution systems work in a steady-state or quasi-static mode, the 
loads are constant during each period and are called static loads. Different loads are 
described as follows. 

2.2.1 Constant Real and Reactive Power (CP) Load 

With CP load, the three phases could be connected either as star or delta with fixed 
values of complex power. Thus initially, the complex power is given as: 

.Sa,b,c = Pa,b,c + jQa,b,c (5) 

where the subscripts indicate the same equation for the three phases a, b, c, in this 
case, the initial currents drawn by the star-connected load are:
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.

⎡
⎣

ILa

ILb

ILc

⎤
⎦ =

⎡
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(Sa/Van)
∗

(Sb/Vbn)
∗

(Sc/Vcn)
∗

⎤
⎦ (6) 

where ILa, ILb, ILc are the load current per phase, Van, Vbn, Vcn are phase to 
neutral voltage. For delta-connected load, phase currents are calculated from the 
line voltages and the corresponding apparent power of each phase as: 
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⎤
⎦ =

⎡
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(Sab/Vab)
∗

(Sbc/Vbc)
∗
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∗

⎤
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The line currents drawn by this load are then calculated from the phase 
counterparts as follows: 
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During the load flow solution, voltages are updated with each iteration, and 
hence, the load currents are also updated while the apparent power is constant. 

2.2.2 Constant Impedance (CZ) Load 

In this type of load, the load impedance is constant during the load flow solution. 
For star-connected load, the impedance is calculated from the apparent power of 
load and rated phase voltage of the system as: 

.
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⎤
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⎡
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∣∣V r
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∣∣V r
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∣∣V r
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∗

⎤
⎥⎦ (9) 

where .V r
an, V

r
bn, V

r
cn are the rated phase voltages of the distribution system. Thus 

the load impedance is kept constant during the solution period. The drawn current 
by the CZ load per phase is calculated from: 

.

⎡
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ILa

ILb

ILc

⎤
⎦ =

⎡
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Van/Za
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Vcn/Zc

⎤
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Note that the load current changes with changing of the phase voltages during the 
iterations process. For delta-connected load, the impedances are calculated from:
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.
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where .V r
ab, V

r
bc, V

r
ca are the rated line voltages of the distribution system. The phase 

currents are given as: 
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Vab/Zab
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Vca/Zca

⎤
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The drawn line currents are then calculated using (8). 

2.2.3 Constant Current (CI) Load 

In CI load, the current amplitude is kept constant and calculated from the apparent 
power of the load and rated voltage values. Thus, for star-connected load, the current 
magnitudes are: 
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⎤
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For delta-connected load, the current magnitudes are: 
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⎤
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For calculating the line currents, Eq. (8) is applied. It is worth mentioning 
that although the current magnitudes are constants during load flow solution, their 
phase angles change with changing the voltage phases with iterations. During the 
iteration process, the angles of the three-phase currents are calculated using the same 
procedure but taking the bus voltages instead of the rated voltages while keeping the 
magnitudes without changing. 

2.2.4 Capacitor Banks 

When a capacitor bank is connected to a system, it can be modeled as a constant 
impedance or constant admittance load. The admittance of the capacitor bank is 
modeled in terms of nominal reactive power for star-connection as:
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where .Y c
a , Y c

b , Y c
c are the admittance of the capacitor bank, and .Bc

a, B
c
b, B

c
c are its 

corresponding susceptance per phase; .Qc
a,Q

c
b,Q

c
c are the rating reactive power of 

each phase. 
The currents of the capacitor bank can be calculated as: 
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⎣
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where .Icc
a, Icc

b, Icc
c are the capacitance current per phase. For delta-connection, the 

capacitive currents are calculated based on the line voltages instead of the phase 
values, as: 
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When calculating the line currents, (8) is applied. Note that the capacitor currents 
vary with the voltage of the bus they connected to it. The phase susceptance is 
calculated from the nominal reactive power and the nominal line voltage. 

3 Harmonic Load Flow Analysis 

Newton-Raphson has effectively handled the challenge of well-conditioned power 
systems using rapidly decoupled power fluid solution techniques. Nevertheless, 
these approaches can fail or have difficulties with distribution network operations 
[2, 39]. Considering IBDG and nonlinear loads in distribution networks, power flow 
techniques with appropriate robustness and convergence characteristics need to be 
used. The FBSM approach [40] is a robust method used in distribution systems 
with harmonic load flow. In this case, the distribution system should be modeled 
to cover all considered harmonics of the IBDG and nonlinear loads. Thus, the 
system should be modeled as passive elements and harmonic current sources. The 
CP load is expressed using the resistance-inductance combination for linear loads. 
On the other hand, the nonlinear loads are expressed as harmonic current sources. 
For each existing harmonic, a constant current is injected into the system with 
appropriate magnitude and phase. The FBSM runs as before in two steps. In the 
first forward step, the linear, nonlinear, and IBDG currents are calculated at each 
harmonic order, starting from the farthest bus and moving toward the slack bus. The
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second backward step calculates the voltages starting from the slack bus and moving 
towards the ends of the feeders. The modeling of all components for harmonic 
FBSM load flow is discussed as follows. 

3.1 Linear Loads 

The linear load with specified constant active power and reactive power is modeled 
as a parallel combination [41] of resistance and inductive reactance as: 

.Z
(h)
L = RL(hXL)2 + j (hXL) R2

L

R2
L + (hXL)2

(18) 

where .Z
(h)
L is the harmonic load impedance; h is the harmonic order; RL, XL are the 

resistance and reactance at the fundamental frequency and calculated from the load 
power as: 

.Rk
L = V 2

k /P k
lL (19) 

.Xk
L = V 2

k /Qk
lL (20) 

where .Rk
L, Xk

L are the resistance and reactance of the load calculated at the nominal 
voltageVk at any bus, k and the linear load have real and reactive power of . P k

lL,Qk
lL

at the same bus k. 
The current of a linear load at any bus k, is calculated as: 

.I
(h)
lL,k = V

(h)
k /Z

(h)
L (21) 

It should be pointed out that the voltages are calculated at the base load of the 
system, without any harmonics or DG units, using standard FBSM load flow. The 
reactive part of the impedance load increases with increasing harmonic frequency, 
which reduces harmonic currents. 

3.2 Nonlinear Loads 

The nonlinear loads are modeled as shunt currents at fundamental and other hth 

harmonic orders from the specified active and reactive powers at any bus k, as  
follows [39]:
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.I
(1)
nL,k =

[(
P k
nlL + jQk

nlL

)
/V

(1)
k

]∗
(22) 

.I
(h)
nL,k = r(h) × I

(1)
nL,k (23) 

where .P k
nlL,Qk

nlL are the active and reactive powers of the nonlinear load at bus, k; 

.V
(1)
k , I

(1)
k are the fundamental voltage (of the bus at which it is connected), and the 

current of the nonlinear load; .I (h)
k is the hth harmonic current component; r(h) is the  

ratio of the harmonic currents to the fundamental value. 

3.3 Branch Impedance 

The distribution systems usually have a known branch impedance matrix of the 
normal load at the fundamental frequency operation (without harmonics included). 
For harmonic load flow, this impedance is modified to include the effects of the 
harmonic frequencies. The reactive part of the branch impedance is affected by 
higher frequencies as [41]: 

.Z
(h)
B = RB + jh × XLB (24) 

where .Z(h)
B is the branch series impedance connected between any two buses; RB, 

XLB are the resistance and inductive reactance of the branch impedance at the 
fundamental frequency. 

The shunt admittance of the branch is modified to [42]: 

.Y
(h)
B = jh × XCB (25) 

where XCB is the fundamental capacitive reactance of the branch admittance. If the 
skin effect is taken into consideration [42], the resistance of the overhead lines is 
modified to: 

.R
(h)
B = RB ×

(
1 + 0.646 × h2

192 + 0.518 × h2

)
(26) 

While for the underground cables [42], it is corrected to: 

.R
(h)
B = RB ×

(
0.187 + 0.532 × √

h
)

(27)
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3.4 Transformers 

A simple representation of a transformer is a series resistance with an inductance 
that is a function of harmonics when saturation and capacitance are neglected for 
harmonic calculations as [41]: 

.Z
(h)
T = RT + jh × XT (28) 

where . Zh
T is the transformer impedance at any harmonic, h; RT, XT are, respectively, 

the resistance and inductive reactance at the fundamental frequency. 

3.5 DG Units 

When the DG units are turbine-generator types (non-inverter-based) without any 
power electronics interfaces, they can be modeled as a current source injecting 
power into the distribution system at the fundamental frequency only. The current 
of the non-inverter-based DG is calculated from its specific power and the nominal 
bus voltage connected to it as: 

.I
(1)
DG,k = −

[(
P k
DG + jQk

DG

)
/V

(1)
k

]∗
(29) 

.I
(h)
DG,k = 0 (30) 

where .I (1)
DG,k, I

(h)
DG,k are the fundamental and harmonic currents of the DG unit; 

.P k
DG,Qk

DG are the real and reactive power of the DG; .V (1)
k is the fundamental 

voltage of bus k to which the DG is connected. The negative sign represents the 
current reference direction of the DG. On the other hand, the IBDG units are 
modeled in the same way as non-inverter-based DG except for the harmonic currents 
as: 

.I
(h)
DG,k = r(h) × I

(1)
DG,k (31) 

3.6 Passive Harmonic Filters 

The passive shunt harmonic filter (PHF) consists of combinations of inductance 
and capacitance tuned to a specific harmonic frequency, where it provides a low-
impedance path to the harmonic current. Initially, the capacitance of the filter CF is 
estimated from the required reactive power (Qc), generated from the BES algorithm
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as [43]: 

.CF = Qc

mωVLn
(32) 

where m is the branches of the filter (m = 3 for a three-phase system); ω is the radian 
frequency of the supply; VLn is the fundamental voltage across the filter. 

The inductor (LF) required to trap the specific harmonic current is calculated 
from the filter capacitance: 

.LF = 1

h2ω2CF
(33) 

The series resistance of the filter, including the internal coil resistance and any 
other design value, is calculated from: 

.RF = h × ωLF

Qf
=

√
LF/CF

Qf
(34) 

where Qf is the quality factor of the filter, generally with a range of 10 < Qf < 100 
for single-tuned filters [43]. 

The total impedance of the PHF is calculated from: 

.Z(h)
F = RF + jh

(
ωLF − 1

ωCF

)
(35) 

The current drawn by the PHF at any bus k can be calculated as: 

.I
(h)
F,k = V

(h)
k /Z(h)

F (36) 

4 Problem Mathematical Formulations 

As discussed earlier in this chapter, the PQ of distribution systems is relieved in 
two directions. In the first direction, the PQ of distribution systems is enhanced 
by decreasing the unbalance factor and keeping it as small as possible while the 
load is modeled as CP type. On the other hand, the reductions of the THD with 
accompanied harmonic load flow are performed in the second direction. The BES 
algorithm is adopted to optimally size and site the DG and PHF devices for both 
cases. These two targets and directions are formulated as follows:
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4.1 Case I: PQ of UDS Without Consideration of Harmonics 

In this case study, the main objectives are to reduce the power loss and unbalance-
factor (UF) and TVD of unbalanced distribution systems (UDS) loaded by CP loads 
by optimal allocation of DG units. The DG is considered a non-inverter-based type, 
and nonlinear loads are not considered. The system is solved using the standard 
FBSM load flow. 

The UDSs have different currents passing through their feeders. Thus, the power 
loss of any branch (Pbranch) and reactive power loss located between two successive 
buses without mutual coupling between the phases are calculated as: 

.Pbranch =
∑

k=a,b,c
I 2k × Rk (37) 

.Qbranch =
∑

k=a,b,c
I 2k × Xk (38) 

where Ik is the per phase current; Rk, Xk is the per phase resistance and inductive 
reactance; k = a, b, c. 

When the mutual coupling between the three phases exists, the branch power 
and reactive losses should be calculated from the difference between the apparent 
powers at the sending and receiving ends of the same branch. For a branch connected 
between buses i, j, the losses are: 

.Pbranch = Re

⎡
⎣ ∑

k=a,b,c

(
V i

k ×
(
I i
k

)∗ − V
j
k ×

(
I

j
k

)∗)
⎤
⎦ (39) 

.Qbranch = Im

⎡
⎣ ∑

k=a,b,c

(
V i

k ×
(
I i
k

)∗ − V
j
k ×

(
I

j
k

)∗)
⎤
⎦ (40) 

The total losses of the system depend on the number of branches (NR): 

.PLoss =
∑NR

k=1
Pbranch,k (41) 

.QLoss =
∑NR

k=1
Qbranch,k (42) 

The voltage unbalance factor at any bus k [28] is calculated from: 

.UFk =
max

[(
V k

a − V k
avg

)
,
(
V k

b − V k
avg

)
,
(
V k

c − V k
avg

)]

V k
avg

(43)
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The UF of the system is considered as the maximum unbalance generated at all 
buses of the system: 

.UF = max
({

UFk, k = 1, 2, . . . ., NB

})
(44) 

where NB is the system number of buses. 
The total voltage deviation per phase (TVD∅) is calculated separately for each 

phase as: 

.TVD∅ =
∑NB

k=1
|(1 − Vk)| (45) 

The TVD of the system is taken as the maximum deviation out of three phases: 

.TVD = max
({
TVD∅,∅ = a, b, c

})
(46) 

The considered objectives functions considered for UDS and optimized by BES 
algorithm are: 

.

fobj,1 = min (PLoss)

fobj,2 = min (UF)

fobj,3 = min (TVD)

(47) 

4.2 Case II: PQ of BDS with Consideration of Harmonics 

This section provides the performance design of balanced distribution systems 
(BDS) equipped with nonlinear load, IBDG units, and passive harmonic filters. The 
nonlinear loads are considered harmonic current sources, where the fundamental 
currents are estimated from their power and the nominal voltage value of the bus 
to which they are connected. The other harmonic currents are calculated as a 
percentage of the fundamental current. On the other hand, the linear loads are treated 
as a parallel combination of resistance and inductive reactance calculated from their 
specific power. The IBDG units are also considered harmonic currents, where the 
BES algorithm estimates the optimal power values. Their fundamental currents are 
calculated based on the estimated power and the bus voltages. The higher-frequency 
currents of the IBDG are calculated from the fundamental current. 

The fundamental and harmonic components of the voltages and currents of the 
BDS can be found by the FBSM load flow, considering each harmonic as a case 
study and implementing the superposition technique to calculate the performance 
parameters such as the total system losses, TVD, and THD. In the forward step, the 
currents of the linear, nonlinear loads, PHF, and IBDG are calculated. The branch 
currents are then estimated using KCL, starting from the farthest bus and moving
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towards the slack bus. Noting that the harmonic currents of the nonlinear loads and 
IBDG are constants during the iteration process of the FBSM load flow. At any 
iteration, the current of a branch i can be calculated as the sum of all shunt currents 
connected at the receiving end bus and the currents of successive branches: 

. I
(h)
i = I

(h)
lL,i + I

(h)
nlL,i − I

(h)
DG,i + I(h)

F,i +
∑

m �= i

m ∈ Mb

I(h)
m ;

.i = NR, NR − 1, . . . ., 1 (48) 

where .I
(h)
i is the harmonic current of branch i at any iteration; .I (h)

lL,i is the harmonic 

current of linear load; .I (h)
nlL,i is the harmonic current of nonlinear load; .I (h)

DG,i is the 

harmonic current of IBDG units injected into the system; . I(h)
F,i is the harmonic current 

of the PHF; .I (h)
m is the branch current connected to the branch i; Mb is the number 

of branches connected to branch i. 
In the backward step, the voltage drops of the branches and voltages of all buses 

can be calculated from the previous branch currents using KVL. The harmonic 
voltage at bus k + 1 can be calculated from the preceding harmonic voltage of 
bus k as: 

.V
(h)
k+1 = V

(h)
k − I

(h)
i × Z

(h)
i (49) 

where .Z
(h)
i is the branch impedance between the buses k, k + 1. 

The power losses of BDSs are calculated as the sum of all branch losses at all 
frequencies as follows: 

.PLoss = 3 ×
∑NR

k=1

∑hmax

h=1

(
I 2k × Rk

)
h

(50) 

.QLoss = 3 ×
∑NR

k=1

∑hmax

h=1

(
I 2k × Rk

)
h

(51) 

where Rk, Xk are the resistance and reactance of the branch k; Ik is the branch 
current; the constant three is applied for three-phase systems; hmax is the maximum 
considered harmonic order. 

The THD is calculated at all buses for all harmonic frequencies as follows: 

.THD = max

⎛
⎝∑NB

k=1

⎡
⎣ 1

V1,k
×

√√√√
hmax∑
h=2

V 2
k,h

⎤
⎦

⎞
⎠ (52)
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where V1, k is the fundamental voltage of bus k; Vk, h is the voltage at bus k for 
harmonic frequency h. 

The voltage profile enhancement can be expressed using the TVD, which can be 
estimated as: 

.TVD =
∑NB

k=1

∣∣∣∣∣∣

⎛
⎝1 −

√√√√
hmax∑
h=1

Vk,h

⎞
⎠

∣∣∣∣∣∣
(53) 

The objectives functions considered for BDS and optimized by BES algorithm 
are: 

. fobj,1 = min (PLoss)

.fobj,2 = min (THD) (54) 

5 Outline of the Bald Eagle Search (BES) Algorithm 

The bald eagle search (BES) algorithm [44] is a metaheuristic optimization algo-
rithm inspired by nature that refers to the hunting technique or sophisticated social 
behavior of bald eagles in pursuit of fish. Bald eagles are a chance-oriented forgers 
and the most of them pick fish (living or dead), especially salmon, as the primate 
meal. The BES algorithm imitates the bald eagle’s behavior in hunting its prey. The 
hunting process is divided into three stages, as shown in Fig. 2. 

1. Select stage: 

During the chosen stage, the bald eagles identify and select the optimal place in 
the selected search area (in relation to the amount of food) for the prey. This process 
can be represented mathematically as [44]: 

.Xnew,i = Xbest + α × r × (Xmean − Xi) (55) 

where α, r are a control parameter takes a value of 1.5–2, and a random number 
[0 1], respectively; Xbest, Xmean, Xnew, i are the best position so far (of the previous 
step), the average of all particles positions, and the new position of a particle i, 
respectively. 

2. Search stage: 

Bald eagles look for prey in the chosen search region and travel in a spiral to 
speed up the search in the searching stage. The new position is identified as [44]: 

.Xnew,i = Xi + δ(i) × (Xi − Xi+1) + γ (i) × (Xi − Xmean) (56)
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I. Select Stage II. Search Stage III. Swooping Stage 

Fig. 2 The behavior of bald eagles during the three stages of hunting prey 

.γ (i) = γ1(i)/max (|γ1|) , δ(i) = δ1(i)/max (|δ1|) (57) 

.γ1(i) = r(i) × sin (θ(i)) , δ1(i) = r(i) × cos (θ(i)) (58) 

.θ(i) = aπ × rand, r(i) = θ(i) + μ × rand (59) 

where a is a parameter (5–10); μ is another parameter (0.5–2); 

3. Swooping stage: 

Bald eagles swoop from the best location in the search space to their prey during 
the swooping stage. Everything also goes to the best place. This moving is expressed 
as follows [44]: 

. Xnew,i = rand×Xbest + γ1(i) × (Xi − c1 × Xmean) + δ1(i) × (Xi − c2 × Xbest)

(60) 

.γ1(i) = γ2(i)/max (|γ2|) , δ1(i) = δ2(i)/max (|δ2|) (61) 

.γ2(i) = r(i) × sinh (θ(i)) , δ2(i) = r(i) × cosh (θ(i)) (62)
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.r(i) = θ(i) = aπ × rand (63) 

where c1, c2 ∈ [1, 2]. The hunting stages of the BES algorithm are outlined in Fig. 2. 

6 Simulation Results and Discussions 

The simulation part will be broadly divided into two sections to cover the PQ 
enhancement of unbalanced (UDS) and balanced (BDS) distribution systems. The 
PQ of UDS will be studied on the IEEE 10-bus and IEEE 37-bus systems. On the 
other hand, the PQ analysis of BDS with nonlinear loads and IVBD units using 
harmonic load flow will be on the 69-bus and 118-bus distribution systems. 

6.1 Case I: PQ of Unbalanced Distribution Systems 

The solution of the UDS is performed using the standard FBSM, with the modeling 
of system components outlined in Sect. 3. The PQ of the distribution systems is 
achieved by the optimal allocation of DG units using the BES algorithm. Two UDSs 
are used as test systems: the 8.66 kV10-bus, as shown in Fig. 3, and the 4.8 kV 37-
bus system, as shown in Fig. 4. The 10-bus UDS [28, 45] is an unbalanced system 
with single-, two-, and three-phase branches and loads with mutual coupling branch 
impedances. The total load of the system is 825 kW, 475 kVar, where phase A 
represents more than 50% of the total load. The 37-bus UDS has a very unbalanced 
load with a total of 2457 kW, 1201 kVar. A delta configuration of ungrounded loads 
characterizes the system, with some nodes that are not loaded at all. The two systems 
are simulated to check the provided modeling techniques, and their solutions are 
compared to the solutions provided in the literature. 
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Fig. 3 The 10-bus unbalanced distribution system layout
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Fig. 4 The 37-bus unbalanced distribution system layout 

6.1.1 Base Case Solution 

In this section, the two UDSs are simulated and solved using standard FBSM 
load flow without DG integrations to check the precision of the modeling method 
discussed before. The performance of the two systems for the base case is listed in 
Table 1. As can be noticed, the maximum mismatch for the 10-bus UDS is 0.2539 V 
for phase B, while it is 0.2693 V for the same phase for the 37-bus UDS. These 
values indicate very small mismatches and acceptable modeling techniques. The 
power losses per phase and the total losses are also indicated in the table. As the 
A-phase of the 10-bus UDS is heavily loaded, the power loss of it is much higher 
than the other two phases, B and C. The total losses are 28.96 kW and 42.58 kVar. 
The TVD per phase is maximum for phase A due to the big load, and the average of 
the TVD (TVDav) is 0.1911 pu, and the unbalance factor of the voltage (UFv) and 
current (UFi) are 3.75% and 74.30%, respectively. The UFi is significantly large 
due to the big unbalance between the three phases (Phase A represents more than 
50% of the total load). This large unbalance affects the operation of the transformer 
and supply and causes many problems for other loads connected to the same grid.
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Table 1 Base case performance of the 10-bus and 37-bus UDSs 

10-bus 37-bus 
Parameter Phase A Phase B Phase C Phase A Phase B Phase C 

Vmin (pu) 0.9190 0.9815 0.9671 0.9981 0.9950 0.9847 
Vmax (pu) 1.0 1.0 0.9864 1.0437 1.0250 1.0345 
Mismatch (V) 0.2054 0.2539 0.1955 0.2386 0.2693 0.2389 
PLoss/ϕ (kW) 24.7486 0.6533 3.5543 26.6690 13.8037 20.0871 
PLoss (kW) 28.9562 60.5598 
QLoss/ϕ (kVar) 37.4840 3.3682 1.7326 18.7678 17.7342 9.9517 
QLoss (kVar) 42.5849 46.4538 
TVD/ϕ (pu) 0.4039 0.0603 0.1090 0.5438 0.1645 0.2972 
TVDav (pu) 0.1911 0.3352 
UFv (%) 3.7543 1.3068 
UFi (%) 74.3015 16.7749 

Moreover, the unbalance causes more losses, motor failure, a decrease in life cycles, 
and relay malfunctions. 

The performance of the 37-bus UDS is quite different. The active and reactive 
losses per phase and total values are represented in the table. As noticed, the active 
loss of phases A and C are near each other, while phase B is quite small. For reactive 
loss, phases A, B are similar, and phase C is smaller than them. This indicates 
current unbalance in the system through the branches. The PLoss and QLoss reaches 
60.56 kW and 46.45 kVar, respectively. The TVD is maximum for phase A with a 
value of 0.544 pu with a TVDav of 0.3352 pu while the UFv and UFi are 1.31% and 
16.77%, respectively. Although the voltage unbalance factor is acceptable [46], the 
current unbalance factor is higher than the standards. 

6.1.2 Single-Objective Optimization (SOO) 

The BES algorithm is adopted here to optimally determine the sizes and sites of DG 
units in order to reduce the objective functions regarding the power loss, unbalance 
factors, and TVD. Due to the large unbalance between the three phases of the studied 
systems, especially the 10-bus UDS, the optimization algorithm is solved such that 
every phase is optimized separately. The BES algorithm optimizes three DG units 
simultaneously, one for each phase of the system, and so the locations may be at 
different buses. The DG units are assumed to work at the unity power factor. The 
simulation study includes the following cases to reduce the following objectives: 

• The total loss of the systems (fobj = PLoss) 
• The average TVD of voltages (fobj = TVDav) 
• The voltage unbalance factor (fobj = UFv) 
• The current unbalance factor (fobj = UFi)
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Table 2 System performance with minimizing PLoss and TVDav 

fobj = PLoss fobj = TVDav 

Objective/parameter 10-bus 37-bus 10-bus 37-bus 

DG sizes (kW) . 

⎧⎨
⎩
a 
b 
c 

357.64 (4) 345.54 (33) 450.0 (7) 109.65 (1) 

200.00 (2) 489.05 (11) 200.0 (8) 109.97 (37) 

122.61 (4) 649.75 (28) 156.81 (4) 40.12 (1) 

Vmin (pu) . 

⎧⎨ 

⎩ 

a 
b 
c 

0.9373 1.0275 0.9399 0.9980 

0.9807 1.0056 0.9933 0.9962 

0.9864 1.0146 0.9929 0.9890 

Vmax (pu) . 

⎧⎨ 

⎩ 

a 
b 
c 

1.0 1.0437 1.0000 1.0437 

1.0 1.0250 1.0032 1.0250 

1.0 1.0345 1.0005 1.0345 
PLoss (kW) 14.08 20.93 20.79 56.27 
QLoss (kVar) 18.70 9.74 25.24 42.49 
TVDav (pu) 0.12 0.02 0.08 0.01 
UFv (%) 2.20 1.36 1.90 1.22 
UFi (%) 89.36 12.46 92.25 17.37 

Table 3 System performance with minimizing UFv and UFi 

Objective fobj = UFv fobj = UFi 
Parameter 10-bus 37-bus 10-bus 37-bus 

DG sizes (kW) . 

⎧⎨ 

⎩ 

a 
b 
c 

450.0 (4) 697.04 (24) 450.0 (4) 20.00 (37) 

200.0 (10) 341.86 (9) 15.43 (1) 150.17 (2) 

175.0 (8) 907.71 (17) 58.22 (1) 526.01 (37) 

Vmin (pu) . 

⎧⎨ 

⎩ 

a 
b 
c 

0.9433 0.9973 0.9396 1.0178 

0.9897 0.9989 0.9649 0.9944 

0.9763 0.9878 0.9832 1.0103 

Vmax (pu) . 

⎧⎨ 

⎩ 

a 
b 
c 

1.0000 1.0437 1.0 1.0437 

1.0336 1.0250 1.0 1.0250 

1.0000 1.0345 1.0 1.0345 
PLoss (kW) 23.82 52.30 17.79 36.88 
QLoss (kVar) 26.76 38.42 26.05 24.49 
TVDav (pu) 0.113 0.006 0.14 0.012 
UFv (%) 0.84 0.91 1.49 1.83 
UFi (%) 53.63 23.46 29.34 0.04 

Implementing the described models of the 10-bus and 37-bus UDS, the BES 
algorithm optimizes the different DG units of the three phases separately and 
determines their sizes and locations in order to achieve the listed objective functions 
independently. The performance of the two systems when optimizing the PLoss, and 
TVDav are listed in Table 2, while Table 3 shows their performance when optimizing 
the UFv and UFi using the BES algorithm in SOO operations, respectively. Each 
table shows the DG sizes, their locations, minimum voltages (Vmin) and maximum 
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voltages (Vmax) for each phase, and the other objective functions besides the total 
reactive power loss (QLoss). When the BES algorithm optimizes the DG units to 
reduce PLoss, the active and reactive losses are reduced by 51.37%, and 56.09%, 
and by 65.44%, 79.03% for the 10-bus and 37-bus systems, respectively. At the 
same time, the TVDav, UFv are also reduced by 37.21%, 41.40% for the 10-bus 
system, while the TVDav is reduced by 94.03% and UFv is increased by 4.07% 
for th 37-bus system. Regarding the UFi is increased by 20.27% and reduced by 
25.72% for the 10-bus and 37-bus systems, respectively. The corresponding voltage 
profiles of the 10-bus and 37-bus UDSs are shown in Figs. 5 and 6, respectively, for 
simulation case studies as well as for the base case. The minimum voltages of each 
system are improved by allocating the DG units into the UDSs. The corresponding 
voltage profiles of this case are shown in Figs. 5b and 6b. 

When the BES algorithm optimizes the problem to reduce the average TVD 
(TVDav), the systems show better performance compared to the base case. The 
lower values of the TVDav indicate the bus voltages are near to the reference voltage. 
The optimal DG allocation reduces the TVDav by 58.14% and 97.02% for the 10-
bus and 37-bus systems, respectively. Moreover, the power losses (PLoss, QLoss) are  
reduced by 28.20%, 40.73%, and 7.08%, 8.53% for the two systems in the same 
order. The related voltage profiles of this case are shown in Figs. 5c and 6c. 

The BES algorithm optimizes three DG units in the same way to reduce the 
third objective function (UFv). The UFv should be as small as possible for its 
deterministic effects on the systems and loads. The BES algorithm reduces the UFv 
by 77.63% and 30.36% compared to the base case for the 10-bus and 37-bus UDSs, 
respectively. Simultaneously, the power losses PLoss, QLoss are reduced by 17.74%, 
37.16%, and 13.64%, 17.29%, for the two systems, respectively. Concurrently, the 
TVDav is reduced by 40.87% and 98.21% for the same systems. The analogous 
voltage profiles for this case study are shown in Figs. 5d and 6d, respectively, for 
the two considered systems. As it can be seen, the three phases at each bus are 
getting closer. 

Due to the conflicting nature of the objective functions, we can notice that the 
UFi may increase or decrease depending on the case study and distribution system. 
It is very important to balance the currents in the three phases of any distribution 
system. If the currents in the phases are equal, they lead to the equal cross-sectional 
area required for the wires and equal power losses for each phase. If the currents 
become equal, then the system may be transferred to a balanced one. The BES 
algorithm optimizes the size and sites of the DG units to reduce the UFi to the lowest 
possible value. The UFi is reduced by 60.51% and 99.76%, respectively, for the 10-
bus and 37-bus UDSs. The three-phase currents in the 37-bus UDS are nearly equal. 
Accompanying with the reduction of the UFi, the power losses are also decreased 
by 38.56%, 38.83%, and 39.10%, 47.28% for the two systems. Contemporaneous 
values of TVDav are lessened by 26.74% and 96.42% for the 10-bus and 37-bus 
UDSs, respectively. The voltage profiles after optimizing the UFi are shown in Figs. 
5e and 6e, respectively, for the two systems in the same order. The obtained results 
emphasize improving the PQ of the distribution systems by optimally allocating 
different DG units using the BES algorithm. 
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Fig. 5 Voltage profile of the 10-bus UDS under different operating conditions. (a) Voltage profile 
for the base case. (b) Voltage profile for objective = PLoss. (c) Voltage profile for objective = 
TVDav. (d) Voltage profile for objective = UFv. (e) Voltage profile for objective = UFi 
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Fig. 6 Voltage profile of the 
37-bus UDS under different 
operating conditions. (a) 
Voltage profile for the base 
case. (b) Voltage profile for 
objective = PLoss. (c) Voltage 
profile for objective  
TVDav. (d) Voltage profile 

=
for 

objective = UFv. (e) Voltage 
profile for objective = UFi 
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Table 4 System performance with MOO 

10-bus 37-bus 
System/parameters Base MOO �f (%) Base MOO �f (%) 

DG sizes (kW) . 

⎧⎨ 

⎩ 

a 
b 
c 

– 434.46 (4) – – 197.89 (34) – 

159.33 (1) 326.27 (15) 

18.98 (6) 688.91 (28) 

Vmin (pu) . 

⎧⎨ 

⎩ 

a 
b 
c 

0.9190 0.9390 2.18 0.9981 1.0258 2.78 

0.9815 0.9854 0.04 0.9950 1.0003 0.53 

0.9671 0.9826 1.60 0.9847 1.0154 3.12 

Vmax (pu) . 

⎧⎨ 

⎩ 

a 
b 
c 

1.0 1.0 0.0 1.0437 1.0437 0.0 

1.0 1.0 0.0 1.0250 1.0250 0.0 

0.9864 1.0 1.38 0.9847 1.0345 5.06 
PLoss (kW) 28.96 17.56 39.35 60.56 27.06 55.31 
QLoss (kVar) 42.58 25.41 40.33 46.45 16.51 64.46 
TVDav (pu) 0.191 0.137 28.41 0.335 0.012 96.36 
UFv (%) 3.75 1.47 60.79 1.31 1.20 8.03 
UFi (%) 74.30 29.46 60.35 16.77 0.009 99.95 

6.1.3 Multi-Objective Optimization (MOO) 

Unbalanced distribution systems are simulated and solved as MOO problems, 
with the total objective function representing all of the objectives. The aggregated 
sum technique is used here to build the objective function. The sharing of each 
objective can vary depending on the system operating conditions or preferences of 
the operator. In this study, the sharing of the individual objectives is the same and 
equal to 25%. Thus: 

.fMOO = ω1PLoss + ω2TVDav + ω3UFv + ω4UFi (64) 

where the weight coefficients are: 

.ω1 + ω2 + ω3 + ω4 = 1.0 (65) 

The system performance, in this case, will be a compromised situation between 
the extreme situations of optimization of each objective individually. The two 
systems’ 10-bus and 37-bus UDSs are optimized with the BES algorithm using the 
same modeling approach and load flow as previously by allocating a DG unit for 
each phase of the system. The MOO results obtained for the two systems are listed 
in Table 4. As can be noticed from Table 4, all the individual objective functions are 
enhanced and improved overall system performance. The parameter �f represents 
the percentage change of the variable parameters and objectives comparing the 
MOO with the base case for the two distribution systems. The maximum voltages 
are increased with some phases but still less than the standard value of 1.05 pu. 
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Fig. 7 IEEE 69-bus distribution system with added nonlinear loads 

6.2 Case II: PQ of Distribution Systems Considering 
Harmonics 

The second phase of the PQ of distribution systems includes harmonics generated 
from the nonlinear load connected to them and from the IBDG units. In this study, 
four similar nonlinear loads (NL1-NL4) are connected to the IEEE 69-bus BDS, as 
shown in Fig. 7. The NL loads are located at the far ends of the main branches to 
harmonize the whole system (buses 27, 35, 46, and 65). The total NL loads represent 
30% of the actual load and are distributed equally between the four locations. These 
NL loads represent a six-pulse inverter, and they are modeled by current sources 
injecting harmonics into the system, according to Table 5. The BES algorithm 
optimizes a MOO problem to reduce the power loss and the THD of the system. 
In this case, the objective is: 

.fMOO = ω1PLoss + ω2THD (66) 

where PLoss is the sum of the fundamental and harmonic losses and weighting 
factors are equal (ω1 = ω2 = 0.5). 

It is worth mentioning that the two objective functions are normalized to be used 
in the final MOO to their values before adding the IBDG and HPF. The study takes 
three scenarios besides the base case, as follows: 

• Scenario A: optimization of HPF 
• Scenario B: optimization of two IBDG units 
• Scenario C: optimization of HPF and two IBDG units 



IBDG 
Harmonic order Magnitude (%) Harmonic order Magnitude (%) 

1 100 1 100 
5 68.3 5 38.4 
7 47.8 7 11.41 
11 20 11 10.8 
13 6.1 13 7.3 
17 4.2 17 5.4 

Table 6 Performance of the 69-bus at different scenarios 

Case Vmin (pu) Vmax (pu) PLoss (kW) QLoss (kVar) TVD (pu) THD (%) 

Base 0.8621 1.0 798.2941 645.3436 3.2776 17.1077 
Scenario A 0.9047 1.0 269.1727 149.5126 2.1418 4.8595 
Scenario B 0.9292 1.0 130.9398 81.6880 1.2192 2.3025 
Scenario C 0.9577 1.0 87.4122 72.2643 0.9587 3.1633 

Table 7 Optimized parameters of the HPF 

Case QC (kVar) Site Qf hf CF (μF) LF (mH) RF (	) 

Scenario A 1215.22 61 50 5 20.1116 7.1396 0.0119 
Scenario C 800.469 64 50 5 13.2476 10.8389 0.5721 

6.2.1 Scenario A: Optimization of a Harmonic Power Filter (HPF) 

The 69-bus system is modeled for harmonic FBSM load flow equipped with the 
four nonlinear loads. The BES algorithm optimizes the capacity of the HPF (QC), 
its location, and the harmonic order (hf) to be tuned to reduce the MOO problem. 
The filter currents are calculated at all harmonics using Ohm’s law. In contrast, at 
the tuned harmonic order, the current is calculated using Thevenin’s equivalent to 
prevent the resonance between the filter capacitance and the system [3]. Inserting 
the HPF into the system reduces the THD from 17.11% to 4.86%, as listed in Table 
6. The BES algorithm optimizes the filter capacity to 1215.22 kVar and its location 
at bus number 61 with a tuned harmonic frequency of hf = 5. The other parameters 
of the optimized HPF are listed in Table 7. Adding the HPF enhances the PQ of the 
69-bus system. The power loss reduces to 269.17 kW compared to the 798.29 kW of 
the base case. Reductions of 66.28% and 76.83% are achieved to active and reactive 
power losses, respectively. The minimum voltage of the system has been improved 
from 0.8621 pu to 0.9047 pu with a percentage increase of 4.94%. On the other hand, 
the TVD and THD are reduced by 34.65% and 71.59%, respectively. The voltage 
THD values at each bus system are shown in Fig. 8, where the THD is reduced at 
all buses and meets the standard. 

262 A. Eid 

Table 5 Harmonic spectrum of NL loads and IBDG units [4] 

Nonlinear load



IBDG 1 IBDG 2 

Case Size (kW) Site PF Size (kW) Site PF 
Scenario B 811.34 61 0.8309 618.05 27 0.8228 
Scenario C 1192.00 61 0.8985 1061.72 69 0.9203 

6.2.2 Scenario B: Optimization of Two IBDG Units 

In this scenario, the polluted 69-bus BDS is simulated using the harmonic FBSM 
load flow while integrated with two IBDG units operating at OPF. The BES 
algorithm determines the optimal sizes and sites of the two IBDG in order to 
minimize the MOO problem (reducing the power loss and THD). The performance 
parameters are listed in Table 6 for this scenario. Both objective functions are 
reduced by integrating two IBDG units due to their effects in raising the bus voltages 
and reducing the system losses. Consequently, the minimum voltage is raised from 
0.8621 to 0.9292 pu achieving an increase of 7.78%, while the losses are reduced to 
130.94 kW and 81.69 kVar for the active and reactive losses, respectively. The TVD 
and THD are reduced by 62.80% and 86.54%, respectively. The parameters of the 
optimized IBDG units are listed in Table 8, and the THD distribution is shown in 
Fig. 9. The THD at each bus is much reduced compared to the base case. 

6.2.3 Scenario C: Optimization of Two IBDG Units and HPF 

Here the BES algorithm optimizes the two IBDG and HPF altogether in order to 
reduce the objective functions of power loss and THD. In this case, both advantages 
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Fig. 8 THD values of the 69-bus system with HPF compared to the base case 

Table 8 Optimized parameters of the IBDG units 
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Fig. 9 THD values of the 69-bus system with 2 IBDG units compared to the base case 

Fig. 10 THD values of the 69-bus system with 2 IBDG units and HPF compared to the base case 

of previous cases are attained. The IBDG raises the voltages and reduces the losses, 
while the HPF reduces the THD of the system. The minimum voltage is raised to 
0.9577 pu as listed in Table 6 with the rest of the performance parameters. The 
active and reactive losses are reduced by 89.05% and 88.80%, respectively. The 
TVD and THD are minimized by 70.75% and 81.51%, respectively. The optimized 
parameters of the HPF are listed in Table 7, while the parameters of the two IBDG 
units are listed in Table 8. The THD distribution at all system buses is shown in Fig. 
10, with a remarkable decrease in the values compared to the base case. 
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Fig. 11 The rms voltage of the 69-bus system at different scenarios 

The voltage distribution for all scenarios is shown in Fig. 11 with the base case. 
As can be seen, the voltage is improved by each scenario. In the meantime, in 
scenario C, the most significant improvement is achieved. 

7 Conclusions 

The chapter proposes two different analysis techniques to solve either balanced 
or unbalanced distribution systems. In both cases, the Forward/Backward sweep 
method is adopted appropriately to suit the specified solution. In the first part 
of the work, the unbalanced distribution systems are solved and optimized to 
enhance their power quality (PQ) by installing DG units into the system. The 
BES algorithm minimizes the power loss, TVD, and the unbalance factors of the 
studied distribution systems to meet the specific standards. The study included both 
single-objective and multi-objective optimizations. On the other side of the study, 
a balanced distribution system is modeled and solved using the harmonic load flow 
to consider the nonlinear and inverter-based DG (IBDG) units harmonics. The BES 
algorithm is ruled to optimize the system with and without a harmonic power filter 
to reduce loss and harmonic contents. The THD and harmonic contents are lowered 
to meet the specified standards with the proposed optimization methodology. Two 
IBDG units are optimally allocated to the system in different scenarios where 
the system performance is compared and the voltage profiles are improved. It is 
confirmed that the BES algorithm is capable of enhancing the PQ of balanced 
and unbalanced distribution. The simulation results also showed that the approach 
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presented effectively identifies the optimal design, number, and place of the single-
toned filter and IBDG units. 
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Knowledge Discovery in Database 
Process Used to Analyze Voltage THD 
of a Computer Factory 

Edson Farias de Oliveira, Ítalo Rodrigo Soares Silva, Ricardo Silva Parente, 
Paulo Oliveira Siqueira Junior, Manoel Henrique Reis Nascimento, 
Jandecy Cabral Leite, and David Barbosa de Alencar 

1 Introduction 

Rodriguez-Guerrero et al. (2017) state that the analysis of disturbances related to 
the Power Quality (PQ) in the Electric Power System (EPS) (Baggini 2008; Dugan 
et al. 2004; Afonso and Martins 2005) has been becoming increasingly relevant 
as a result of the increase of events and disturbances in the electrical network and 
that according to Kahle (2016) is due to the significant increase of more modern 
and efficient electronic equipment. Among the most worrying disturbances are the 
harmonic disturbances, as stated by Arrillaga and Watson (2004) and Bollen and 
Gu (2006), cited in most studies in this area of knowledge and caused by the 
increasing use of equipment based on electronic converters. For Iagar et al. (2014), 
the proliferation of this equipment is in domestic and commercial applications such 
as computers, monitors, laptops, electronic lamps, etc. 

In recent decades, state De Araújo et al. (2015) and Granados-Lieberman et al. 
(2011), the interest in developing new methods for accurate measurement of PQ 
indicators has increased considerably. In Brazil, the National Agency of Electric 
Energy (ANEEL) has been working on the standardization of PQ indicators and has 
developed procedures, such as module 8 of the Distribution Procedures (PRODIST) 
(Aneel 2012, 2016), which presents among the main objectives to ensure that 
distribution systems operate with safety, efficiency, quality, and reliability, however, 
there are still no penalties for consumers who generate harmonic currents in the 
ESS and, as stated by Matos et al. (2016), it is necessary to create legal means that 
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provide sanctions to those responsible for generating above-permitted currents, and 
the procedures for identifying the sources of harmonic distortions are nonexistent. 

This chapter aims to contribute by presenting a procedure based on the Knowl-
edge Discovery in Database (KDD) process to help identify the main sources of 
voltage total harmonic distortion (THD) at the Point of Common Coupling (PCC) 
of a computer factory. To apply the methodology, computational intelligence and 
data mining techniques were used to analyze the data collected by PQ meters 
strategically installed in the plant’s PCC and in the main loads, with the purpose 
of identifying the contribution of each load in the voltage THD in the PCC. The 
proposed methodology begins by analyzing the layout of the plant and the loads for 
the installation of the PQ meters, followed by the application of the KDD process 
that includes the procedures of data collection, selection, cleaning, integration, 
transformation and reduction, mining, interpretation, and evaluation. In the data 
mining step (Hand et al. 2001; Hand 1997), the Decision Tree (Breiman et al. 
1984; Gehrke et al. 1999, 2000) and Naïve Bayes techniques (Cabena et al. 1998) 
were applied with the testing of several algorithms to find the ones that presented 
the best results for this type of application and if this methodology is applied to 
identify the main sources of harmonic distortion (Grossman and Domingos 2004; 
Hall and Frank 2008). As a contribution, different data balancing indexes, training, 
and testing in different scenarios were also tested (Cowell 1999). 

2 Materials and Methods 

2.1 The KDD Process 

The term KDD comes from Knowledge Discovery in Databases and refers to a 
broad process of discovering knowledge from a database, as stated by Nogueira 
et al. 2014; Nogueira et al. 2015a, b and Oliveira et al. 2017). For Fayyad et al. 
(1996) and Piatetsky-Shapiro and Frawley (1991), the KDD process encompasses, 
in its nature, the areas of machine learning, pattern recognition, neural networks, 
databases, statistics, artificial intelligence, and data visualization. 

For Fayyad et al. (1996) and Roiger (2017), technically, the KDD process can be 
divided into five phases: selection, preprocessing, transformation, data mining, and 
interpretation, as per Fig. 1. 

2.2 Application of the KDD Process 

The KDD process was applied through the following steps: 

1. Choose an industry for application. 
2. Define the research environment.
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Fig. 1 KDD process. (Adapted from Fayyad et al. (1996)) 

3. Define the collection points. 
4. Select the PQ analyzers. 
5. Define the collection period. 
6. Collect the data. 
7. Execute the KDD process. 

(a) Select the data. 
(b) Perform data cleansing. 
(c) Integrate the data. 
(d) Transform the data. 
(e) Reduce the data. 
(f) Mine the data. 

(i) Apply the Decision Tree technique. 
(ii) Apply the Naïve Bayes technique. 

(g) Interpret and evaluate the data. 

8. Analyze and discuss the results. 

(a) Redo step 7 in all 3 shifts (T0, T1, and T2). 
(b) Redo step 7 with different percentages of training and testing (30/70, 50/50, 

and 70/30). 
(c) Redo step 7 with different percentages of class balancing (100%, 200%, 

300%, 1000%, and 2000%). 

9. Complete the process.
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Fig. 2 Layout of the plat (A), the installation of the Power Quality Analyzers (B) and the KDD 
process (C). (Oliveira et al. 2017) 

2.3 Computer Factory Analysis 

To apply the methodology with the KDD Process, a factory of technology products 
such as desktops, notebooks, netbooks, cell phones, and TVs, among others, was 
selected. 

In the development of the methodology, the physical and computational systems 
were used, as shown in Fig. 2. Figure 2 (A and B) presents the physical system, with 
the layout in Fig. 2 (A) and the PQ meters in Fig. 2 (B). In Fig. 2 (C), we have the 
computational system, represented by the KDD process. 

The physical system, shown in Fig. 2 (A), is composed of: 

• PC Assembly Lines are composed of five production lines, where the first two 
assemble desktops have a total power of 15 kW each and the last three assemble 
notebooks and netbooks have a power of 3 kW each, totaling 39 kW. 

• Burning is a line designed to perform stress tests on desktop, notebook, netbook, 
and tablet products, where the products are turned on in this line and stay 
on for an average of 2 h running stress software for the detection of possible 
malfunctions. On average, 480 desktops and 720 notebooks/netbooks, totaling 
167 kW. 

• Tablet Assembly Lines consist of three tablet assembly lines with a total power of 
2.5 kW. 

• PCCkaging Lines are two lines where the PCCkaging process of all products that 
passed the tests and inspections takes place. 

• Tablet Assembly Room are two lines in cells destined to the assembly of corporate 
tablets. The assembly room has an infrastructure with 10 laser printers of 445 W
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each, 4 electronic scales of 6 W each, 17 computers of 300 W each, 25 LED tube 
lamps of 19 W each, and 140 tablets in production of 8 W each, totaling 11 kW 
in the tablet production room. 

• Air Conditioners are four pieces of refrigeration equipment positioned between 
the beginning and end of the assembly lines. Each air conditioner has a power of 
52 kW, totaling 208 kW of power for cooling the production unit. 

The external part of the physical system, shown in Fig. 2 (A), is composed of: 

• Air Compressor Room where there is one air compressor with an average power 
of 55 kW and two 18 kW pumps, totaling 91 kW. The pumps and compressors 
work during production hours to produce compressed air for the lines and 
equipment of the production unit and to pump water from the artesian well to 
the water tower. 

• A step-down substation that receives the 13,800 V power from the utility. It has 
three step-down transformers from 13.8 kV to 220 V/127 V, being a 300 kVA 
transformer to feed the office building, a 1000 kVA transformer to feed the 
production unit and another 1000 kVA as a backup. It also has a generator group 
of 105 kVA for the building and another of 450 kVA for the production unit. 

2.4 Application 

The choice of a computer manufacturing company was due to the inexistence 
of real data related to harmonic distortions in computer factories, as well as the 
recommendations to the CBEMA-ITIC curve and INTEL procedures, because the 
vast majority are distributed nonlinear loads as shown in Table 1. 

Table 1 Data collection points 

Collection point Point characteristic Period of operation 

PCC It has a distribution transformer: 
Capacity: 1000 kVA 
Primary voltage: 220 V 
Secondary voltage: 127 V 

24 h per  day  

Ar conditioning It has four central air 
conditioner: 
2 compressors of 15 TR (52 kW) 
each one 

5:30  AM – 1:30 AM on weekdays  

Air compressors Capacity: 125 HP 5:30  AM – 1:30 AM on weekdays  
Burning Capacity: 1200 computers per 

shift 
24 h per  day  

Tablet production unit Capacity: 140 tablets under teste, 
17 computers, 4 electronic 
scales, and 10 printers 

24 h per  day
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Table 2 Shifts Shift Home End 

T1 (First) 6 h 15 h 48  
T2 (Second) 15 h 48 1 h 10  
T0 (Empty) 1 h 10  6 h  

Table 3 Tables for the collection points 

Location Description 

GLVSB General low voltage SwitchBoard (220 V/127 V) located in the substation 
AR conditioning SwitchBoard for 4 air conditioning centers 
Compressors SwitchBoard for compressor room and water pump 
Burning SwitchBoard for the notebook test line 
Tablet SwitchBoard for the tablet assembly room 

The air conditioning and the air compressors are only on during production hours, 
and the other loads are on 24 h. The distribution of times in the shifts is shown in 
Table 2. 

2.4.1 Collection Points 

The objective of this chapter is to present the analysis of the data collected from the 
PQ analyzers installed according to Fig. 2 (A). 

The collection points were installed in the General Frames as shown in Table 3. 

2.4.2 PQ Analyzers 

The PQ meter selected for data collection was HIOKI’s PW3198 Power Quality 
Analyzer, as shown in Fig. 3. This is a power quality analyzer for monitoring and 
recording power supply anomalies, allowing their causes to be quickly investigated, 
and for assessing power supply problems such as voltage dips, flicker, harmonics, 
and other electrical problems. 

2.4.3 Period of Data Collection 

Data collection took place from 06/03/14 to 06/11/2014, according to Fig. 4. 
As noted, from 1:45 pm on June 3 to 4:32 pm on June 5, the contribution of 

the measurement of all points collected takes place. With the exclusion of the Air 
Compressor point, the collection is extended and runs from 1:20 pm on June 3 to 
10:10 am on June 11. All PQ Analyzers were removed on June 11th.
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Fig. 3 PW3198 PQ Analyzer (HIOKI) 

Fig. 4 Collection period 

2.4.4 Collected Data 

For the PQ meter used, data was collected via SD card and transferred to a computer 
as a preparatory step for the KDD process. 

2.4.5 Executing the KDD Process 

This chapter applies all phases of the KDD process as described in Sect. 2.1 and are 
described in the following topics.
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Fig. 5 Impact on the PCC THDu due to the individual contribution of each current harmonic 

KDD Process: Data Selection 

As shown in Fig. 5, the importance of this phase was to evaluate the impact on the 
PCC voltage THD due to the individual contribution of each current harmonic of 
the main installed loads. 

The PQA-HiVIEW PRO 9624-50 software was used for the analysis and the 
following items were selected: 

• RMS voltage (U). 
• RMS current (I). 
• THDv (U-THD). 
• THDi (I-THD). 
• Harmonic Current (odd up to order 49). 
• Harmonic Voltage (odd up to order 49). 

Conversion to CSV format and selected items are shown in Fig. 6. 

KDD Process: Pre-processing: Cleaned and Integrated Collected Data 

Figure 7 presents the structure used to organize and adjust the collected data. Only 
the initial data of all blocks are presented in Table 4, due to the size of the file. 

The data structure for each collection point is represented as below: 

• ID: Identifier of the record. 
• Date: Date of data collection. 
• Time: Time of data collection. 
• RMS U RST: RMS voltage data for phases R, S, and T. 
• RMS I RST: RMS current data for phases R, S, and T. 
• THDU RST: Total Harmonic Distortion of voltage for phases R, S, and T. 
• H I 1-49 RST: Harmonic of the 1st to 49th order current for phases R, S, and T.
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Fig. 6 Selection screen of the PQA-HiVIEW PRO 9624-50 Software 

Fig. 7 Structure of the collected data 

• H U 1-49 RST:  Harmonic of the voltage from 1st to 49th order for phases R, S, 
and T. 

Data Cleaning 

A total of 17,070,240 items of collected data were analyzed and the proposed actions 
for cleaning them are presented in Table 5. 

To apply the actions, the data were converted into a database and scripts in SQL 
language were applied to clean the data using the Postgresql Tool. The cleaned data 
are shown in Table 6.
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Table 6 Cleaned data after applying the scripts 

Id Date Time RMS U R RMS U S RMS U T RMS I R RMS I S RMS I T 

1 3-Jun-14 1:20:00 PM 128.03 127.20 126.72 267.00 231.00 219.00 
2 3-Jun-14 1:21:00 PM 128.37 127.53 127.03 175.00 150.00 141.00 
3 3-Jun-14 1:22:00 PM 128.55 127.73 127.19 174.00 150.00 140.00 
4 3-Jun-14 1:23:00 PM 128.43 127.57 127.03 175.00 150.00 140.00 
5 3-Jun-14 1:24:00 PM 128.49 127.64 127.17 174.00 151.00 141.00 
6 3-Jun-14 1:25:00 PM 128.75 127.93 127.54 175.00 151.00 142.00 
7 3-Jun-14 1:26:00 PM 128.36 127.50 127.13 175.00 151.00 142.00 
8 3-Jun-14 1:27:00 PM 128.45 127.55 127.16 175.00 151.00 142.00 
9 3-Jun-14 1:28:00 PM 128.58 127.67 127.27 176.00 151.00 143.00 
10 3-Jun-14 1:29:00 PM 128.53 127.61 127.17 175.00 150.00 142.00 
11 3-Jun-14 1:29:00 PM 128.73 127.85 127.41 176.00 151.00 143.00 

Fig. 8 Structure of the integrated data 

Fig. 9 Structure of the transformed data 

Data Integration 

Figure 8 presents the structure with the integrated data, considering the phase 
separation of current and voltage and the synchronization of the date and time 
between the data, as shown in Table 7. 

KDD Process: Transforming Data 

Transforming numeric values to categories for some collected data is necessary for 
data mining preparation. For the transformation of THDv data, as shown in Table 8, 
Leite (2013) and the standards (IEEE 519-1992, Revision 2014) that establish limits 
for harmonic distortion of current and voltage in distribution networks were used as 
references. Transmission networks for low voltage systems and Schneider-Electric 
(2005) that establish normal (NORM), risk (RISK) and critical (CRIT) ranges for 
THDv. 

Based on preliminary analyses, the data were divided into shifts, as shown in 
Table 9. 

Figure 9 presents the structure of the new data format, with the addition of 
information from Tables 8 and 9.
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Table 8 Range of values for 
THDv – Leite (2013), IEEE 
519-1992/Revision 2014 e 
Schneider (2005) 

Status THDv 

NORM <5% 
RISK >5% and < 8% 
CRIT >8% 

Table 9 Shift categorization 

Status Schedule 

T1 Hour > = ‘06:00’ & hour <= ‘15:48’ 
T2 Hour > ‘15:48’ & hour <= ‘23:59’ OUHour > = ‘00:00’ & hour <= ‘01:10’ 
T0 Hour > ‘01:10’ & hour < ‘06:00’ 

Table 10 Discarded data PCC Total harmonic distortion of current 
(THDi) 
RMS voltage 
RMS current 
Fundamental voltage 
Fundamental current 
Voltage harmonics of order 17 to 49 
Current harmonics of order 17 to 49 

Loads: 
Burning 
Tablet room 
Air conditioners 
Air compressors 

RMS voltage 
RMS current 
Voltage total harmonic distortion 
(THDv) 
Current total harmonic distortion 
(THDi) 
Fundamental voltage 
Fundamental current 
Voltage harmonics of order 17 to 49 

Fig. 10 Structure of the reduced data 

KDD Process: Data Reduction 

In the data reduction phase, because the literature shows impact up to the 15th 
harmonic component, harmonic components above the 15th and other data were 
discarded as presented in Table 10. 

The structure with the reduced data is shown in Fig. 10.
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Fig. 11 Data Mining Algorithms 

KDD Process: Data Mining 

For data mining, version 3.7.13 of WEKA software (2015) and version 6.5.02 of 
Rapid Miner Studio Basic (2015) were used, and the Decision Tree classifiers with 
7 algorithms and Naïve Bayes with 4 algorithms were chosen, according to Fig. 11.
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KDD Process: Data Interpretation and Evaluation 

For validation purposes, the data was evaluated with different types of algorithms 
and the result presented in a comparative way, for the Decision Tree classifier 
(Mahela and Shaik 2017; Oliveira et al. 2017; Ozgonenel et al. 2012; Rodríguez et 
al. 2013) and Naïve Bayes classifier (Langley et al. 1992; Langley and Sage 1994; 
Niedermayer 2008; Zhang 2004) through two data mining software: WEKA and 
Rapid Miner (Hall et al. 2009). 

Considering the dynamism of the KDD process and the possibility of returning 
to previous steps, analyses were performed with different scenarios to ensure the 
balancing of classes, in this action, the technique used was SMOTE as a synthetic 
oversampling technique with different adjustment values. For the same purpose, it 
was also evaluated using different percentages for separating the data into training 
and test sets. 

To further identify, validate, and compare the results, analyses were performed 
with the data separated into shift groups. Considering that the air compressor load 
does not have great relevance for analysis, its collected data were excluded and, as a 
consequence, there was an increase in the number of days and data to be evaluated. 

2.4.6 Final Considerations 

The factory chosen for the application of the methodology presents very interesting 
characteristics due to the concentration of a large number of computer products such 
as notebooks, desktops, and tablets simultaneously connected without interruption. 
Another important characteristic is the other analyzed loads that work only during 
the production period. This data is important to direct the analysis of the data and 
understand the behavior of the loads that most impacted the THD of the PCC. 

3 Results 

Five PQ Analyzers collected 17,070,240 data, which were submitted to several 
stages of the KDD process, and in data mining, the Decision Tree classifier was 
used, applied in different scenarios and for this, the WEKA software was used 
without applying a filter for class balancing and with the cross-validation test option 
with folds set to 10. 

The consolidated data shows 3028 instances, of which 2902 are classified as 
NORM and 126 as RISC, as shown in Fig. 12.
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Fig. 12 General data consolidated in WEKA software 

Table 11 Results of the Decision Tree classifier algorithms of the WEKA software 

Algorithm 

Correctly 
sorted 
instances 

Incorrectly 
sorted 
instances ROC area False positives False negatives 

J48 99.9009% 0.0991% 1.000 3 0 
NBTREE 99.8349% 0.1651% 1.000 2 3 
LADTREE 99.8018% 0.1982% 1.000 4 2 
ADTREE 99.7358% 0.2642% 1.000 5 3 
LMT 99.7358% 0.2642% 1.000 4 4 
REPTREE 99.1744% 0.8256% 0.961 14 11 

3.1 Result with the Decision Tree Classifier in the WEKA 
Software 

3.1.1 Decision Tree Analysis with General Data, Without Class Balancing, 
with Cross-Validation on Ten Folds, and with the J48, NBTREE, 
LADTREE, ADTREE, LMT, and REPTREE Algorithms 

Data mining was used with WEKA software, using the Decision Tree classifier 
with several algorithms and choosing the option of testing with ten folds in the 
cross-validation technique to identify the most relevant result based on the metrics 
Correctly Classified Instances, Incorrectly Classified Instances, ROC Area, False 
Positives, and False Negatives as per Table 11. 

Algorithm J48 presented the most significant result, as presented in Table 11, 
due to the items Correctly Classified Instances, Incorrectly Classified Instances, 
ROC Area, False Positive, and False Negative. The result indicated the seventh
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Fig. 13 Result with J48 algorithm on THDv with total data 

Table 12 Results with J48 algorithm on THDv and THDi 

Algorithm 

Correctly 
sorted 
instances 

Incorrectly 
sorted 
instances ROC area False positives False negatives 

J48 – THDv 99.9009% 0.0991% 1.000 3 0 
J48 – THDi 99.9670% 0.0330% 0.999 0 1 

Table 13 Result with J48 algorithm on THDv during the T0 shift 

Algorithm 

Correctly 
sorted 
instances 

Incorrectly 
sorted 
instances ROC area False positives False negatives 

J48 – THDv-Total 99.9009% 0.0991% 1.000 3 0 
J48 – THDv-T1 THDv Normal  – no result  
J48 – THDv-T2 THDv Normal  – no result  
J48 – THDv-T0 99.6422% 0.3578% 0.998 2 0 

harmonic current component of the Air Conditioners point as the most impactful 
and the evidence is presented in Fig. 13. 

In Fig. 10, it is shown that if the seventh harmonic of the air conditioning plants 
is greater than 31.5% and the fifth harmonic of current of the air conditioning plants 
is greater than 7.5%, then the THDv will enter the risk condition in 87 cases out of 
the total 126, considering the data set collected during the measurement campaign 
period. 

The J48 algorithm was then used to perform the analyses with THDv and THDi 
according to Table 12. 

3.1.2 Decision Tree Analysis with Data from Each Shift, Without Class 
Balancing, with Cross-Validation on Ten Folds, and with the J48 
Algorithm 

Considering the collection of data from June 3 to June 5, in all shifts, the results 
indicated that the greatest impact was the seventh harmonic component of the air 
conditioning point current. To validate and prove the sanity of the analysis, the 
database was divided into three and organized by shifts: T0, T1, and T2. 

Figures 14 and 15 show that it was not possible to execute the Decision Tree for 
the data from shifts T1 and T2, as a result of all THDv values being classified as 
normal. 

In Shift 0, the result is presented in Table 13, considering the THDv.
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Fig. 14 Result, at shift T1, with J48 algorithm on THDv 

Fig. 15 Result, on shift T2, with J48 algorithm on THDv 

Fig. 16 Decision Tree for Shift T0 

The result of the Decision Tree with data from shift T0, shown in Fig. 16, shows  
that the greatest impact is from the seventh current harmonic at the Air Conditioning 
point and it is possible to consider that the previous analyses are correct.
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Fig. 17 Data collected with COMPRESSORS and without COMPRESSORS 

Table 14 Result with J48 algorithm on THDv with and without air compressors 

Algorithm 

Correctly 
sorted 
instances 

Incorrectly 
sorted 
instances ROC area False positives False negatives 

J48 – THDv 
with 
compressors 

99.9009% 0.0991% 1.000 3 0 

J48 – THDv 
without 
compressors 

99.9281% 0.0719% 1.000 2 5 

Decision Tree Analysis with General Data Without the Air Compressor Point, 
Without Class Balancing, with Cross-Validation on Ten Folds, and with the J48 
Algorithm 

Considering that the Air Compressors point was not impacting the results and with 
the purpose of increasing the number of days analyzed, a database was created 
discarding the data from the Air Compressors point with all shifts as can be seen 
in Fig. 17. 

The proposed strategy, as shown in Table 14, increased the number of lines from 
3028 to 9741, without affecting the quality of the analysis, as there was an increase 
in the workload from 51 to 179 h. 

Summary of Decision Tree Analyses Without Class Balancing, 
with Cross-Validation on Ten Folds, and with the J48 Algorithm 

The summary of the results, with the J48 algorithm applied in the Decision Tree 
technique, is presented in Table 15.
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Table 15 Summary of results with J48 algorithm on THDv 

Scenario Load Shift Impacted 

1 All loads:03/06–05/06 All shifts 7th harmonic component of current 
air conditioners 

2 All loads:03/06–05/06 t1 only Unable to run, because THDv was 
normal 

3 All loads:03/06–05/06 t2 only Unable to run, because THDv was 
normal 

4 All loads:03/06–05/06 t0 only 7th harmonic component of current 
air conditioners 

5 No compressors:03/06–11/06 All shifts 7th harmonic component of current 
air conditioners 

6 No compressors:03/06–11/06 t1 only Unable to run, because THDv was 
normal 

7 No compressors:03/06–11/06 t2 only 7th harmonic component of current 
air conditioners 

8 No compressors:03/06–11/06 t0 only 7th harmonic component of current 
air conditioners 

Scenarios from 1 to 4 represent the analyses with all the data collected and 
applied to the steps of the KDD process, being scenario 1 the analysis with all the 
data and scenarios 2, 3, and 4 the analyses with the shifts T0, T1, and T3. 

Scenarios 5 to 8 represent the analyses performed with the data collected at the 
air compressor point and applied to the KDD process steps, scenario 5 being the 
analysis with all the data and scenarios 6, 7, and 8 the analyses with the T0, T1, and 
T3 shifts. 

In all the analyzed hypotheses, considering the data collected, the greatest impact 
that leads to the risk of the THD Voltage in the PCC is due to the seventh harmonic 
component of the current at the Air Conditioning point and at the time of the T0 
shift. 

Decision Tree Analysis with General Data, Without Class Balancing, 
with Cross-Validation at 10, 50, 100, and 1000 Folds, and with the J48 
Algorithm 

For the consistency analysis, the overall data with 3028 instances, 2902 being 
NORM classified and 126 RISC classified, they were subjected to different numbers 
of folds with the cross-validation technique and for comparison of the result and the 
accuracy of each. The result is presented in Table 16 and Fig. 18. 

The result of Table 16 and Fig. 18 showed that the most impactful current 
harmonic component on the input THDv is the seventh and that the metrics in all 
scenarios are very similar. Figure 18 presents the Decision Tree for all scenarios 
using cross-validation, i.e., the result was exactly the same for folds 10, 50, 100,
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Table 16 Comparison of cross-validation analysis with folds 10, 50, 100, and 1000 

Metrics Folds 10 Folds 50 Folds 100 Folds 1000 

VP 2892 2890 2889 2891 
VN 114 111 112 113 
FP 12 15 14 13 
FN 10 12 13 11 
Accuracy 99.3% 99.1% 99.1% 99.2% 
DVTSensitivity 99.7% 99.6% 99.6% 99.6% 
TFPRecall 9.5% 11.9% 11.1% 10.3% 
TVNSpecificity 90.5% 88.1% 88.9% 89.7% 
TFN 0.3% 0.4% 0.4% 0.4% 
VPPPrecision 99.6% 99.5% 99.5% 99.6% 
VPN 91.9% 90.2% 89.6% 91.1% 
Gmean 95.0% 93.7% 94.1% 94.5% 
ROC area 0.980 0.958 0.962 0.967 
Result 7th harmonic component of the current of the air conditioners 

Fig. 18 Decision tree for the condition without balancing and with cross-validation 

and 100. It is worth noting that the previous analyses were done with folds 10, i.e., 
the folds did not affect the decision tree results. 

Decision Tree Analysis with General Data, Without Class Balancing, 
with Training and Testing Rates of 30/70%, 50/50%, and 70/30%, and with 
the J48 Algorithm 

Table 17 shows the results for different training and testing rate scenarios. This way 
the True Positive-VP data are being reduced, as they correspond to the percentage 
of the test set, so at a 30/70 rate, the VP value corresponds to 70% of the data set, at 
a 50/50 rate, it corresponds to 50% of the data set, and at a 70/30 rate, it corresponds 
to only 30% of the data set. 

The data in Table 17 shows that the metrics improve with increasing training 
percentage and that in the 70/30 condition, the indicators are better than the cross-
validation. It also shows that the result is exactly the same as the cross-validation, 
and the Decision Tree shown in Fig. 18 is the same for the three training and testing 
rate conditions.
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Table 17 Comparison between analysis with training and test rates of 30/70, 50/50, and 70/30 

Metrics Cross-validation Folds 10 Rate 30/70 Rate 50/50 Rate 70/30 

VP 2892 2020 1436 855 
VN 114 65 58 47 
FP 12 26 18 4 
FN 10 9 2 2 
Accuracy 99.3% 98.3% 98.7% 99.3% 
DVTSensitivity 99.7% 99.6% 99.9% 99.8% 
TFPRecall 9.5% 28.6% 23.7% 7.8% 
TVNSpecificity 90.5% 71.4% 76.3% 92.2% 
TFN 0.3% 0.4% 0.1% 0.2% 
VPPPrecision 99.6% 98.7% 98.8% 99.5% 
VPN 91.9% 87.8% 96.7% 95.9% 
Gmean 95.0% 84.3% 87.3% 95.9% 
ROC area 0.980 0.903 0.856 0.961 
Result 7th harmonic component of the current of the air conditioners 

Decision Tree Analysis with General Data with Class Balancing and with 
Different Training and Testing Rates 

The use of class balancing techniques is key to improving the performance of 
data mining techniques. As in the original data, the distribution between NORM 
instances with 2902 and RISC instances with 126 demonstrates that there is a very 
large unbalance since NORM represents 95.8% of the data and RISC only 4.2%. 

To balance the data seeking to improve performance the SMOTE filter was 
applied, which is framed as a synthetic oversampling technique. For the analyses, 
different oversampling percentages were applied to the original data corresponding 
to 100%, 200%, 300%, 1000%, and 2000% in different training and test rate 
analyses as presented in Table 18. 

It can be seen that the metrics tend to improve as the data is balanced. The results 
of the Decision Trees are similar and indicate, as evidenced in Figs. 19 and 20, that 
the main impact is the seventh harmonic current component of the Air Conditioners. 

The differences between Figs. 19 and 20 are the rate of the fifth harmonic current 
component of the Air Plants changing from 7.5% to 7.2% and the RISC value 
changing from 87.0 to 183.0 cases. 

The only difference between Figs. 20 and 21 is the RISC value that changes from 
183.0 to 278.0 cases. 

The results presented in Figs. 21 and 22 are similar, considering that the greatest 
impact is the seventh harmonic current component of the Air Conditioning point, 
whereas in Fig. 21 it is 31.5% and in Fig. 22 it is 31.6%. Another point of similarity 
is the fifth harmonic component of the Air Conditioning current, where in Fig. 21 it 
is 7.2% and in Fig. 22 it is 7.0%, with the risk in Fig. 21 being 278 and in Fig. 22 at 
356.
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Fig. 19 Decision Tree with 70/30 training and no balancing 

Fig. 20 Decision Tree with 70/30 training and with 100% SMOTE balancing 

Fig. 21 Decision Tree with 70/30 training and with 200% SMOTE balancing 

Fig. 22 Decision Tree with 70/30 training and with SMOTE 300% balancing 

Fig. 23 Decision Tree with 70/30 training and with SMOTE 1000% balancing 

Fig. 24 Decision Tree with 70/30 training and with SMOTE 2000% balancing 

The differences between Figs. 22 and 23 are the index of the fifth harmonic 
component of the Air Plants current that changes from 7.0% to 6.823273% and the 
RISC value that changes from 356.0 to 1011.0/1.0 cases, considering the collected 
data. 

With the SMOTE configuration with 2000%, the Decision Tree shown in Fig. 24 
already presents a larger number of branches and the thirteenth harmonic component 
of the Air Plants current and the seventh harmonic component of the Burning current 
appear.



Knowledge Discovery in Database Process Used to Analyze Voltage THD. . . 295

Table 19 Results of the Naïve Bayes classifier algorithms of the WEKA software 

Algorithm 

Correctly 
sorted 
instances 

Incorrectly 
sorted 
instances ROC area False positives False negatives 

BAYESNET 89.6962% 10.3038% 0.996 312 0 
NAÏVE BAYES 92.4373% 7.5627% 0.984 229 0 
NAÏVE BAYES 
MULTINO-
MIAL 
TEXT 

95.8388% 4.1612% 0.500 0 126 

NAÏVE BAYES 
UPDATEABLE 

92.4373% 7.5627% 0.984 229 0 

3.1.3 Result with Naïve Bayes Classifier in WEKA Software 

This section will discuss the use of the Naïve Bayes classifier with the main 
scenarios used in the previous sections of this chapter. 

General Data Analysis with Naïve Bayes, Without Class Balancing, 
with Cross-Validation on Ten Folds, and with the BAYESNET, NAÏVE BAYES, 
NAÏVE BAYES MULTINOMIAL TEXT, and NAÏVE BAYES UPDATEABLE 
Algorithms 

In the analysis with the Naïve Bayes classifier in WEKA software, several algo-
rithms were used, and the test option was set with 10 folds in the cross-validation 
technique to identify the most significant result based on the metrics Correctly 
Classified Instances, Incorrectly Classified Instances, ROC Area, False Positives, 
and False Negatives as per Table 19. 

Table 19 evidences that the NAÏVE BAYES and NAÏVE BAYES UPDATEABLE 
algorithms presented the most significant results due to the items Correctly Classi-
fied Instances, Incorrectly Classified Instances, ROC Area, False Positive, and False 
Negative. As evidenced in Fig. 25, the biggest impactor is the seventh harmonic 
current component of the Air Conditioning point. 

In Fig. 25, the area containing the distributions for each instance can be seen, 
where the blue points are those classified as normal (NORM) and the red ones are 
those classified as at risk (RISC). Thus, it is observed that the ones with the highest 
concentrations are the fifth and seventh harmonic current components at the Air-
Conditioning point. In the larger area of Fig. 25, it is shown the numerical value of 
the seventh current harmonic according to the X:air_hi_a_7 (Num) axis against the 
parametric value according to the Y:status_thdu_a (Nom) axis, thus indicating that 
the highest concentration is around the maximum value of 38.7%.
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Fig. 25 Naïve Bayes result without balancing and with 10 folds with cross-validation 

General Data Analysis with Naïve Bayes, with Class Balancing, and with 
Different Training and Testing Rates 

Similar to the analysis with the Decision Tree classifier, Table 20 presents the data 
from using the SMOTE filter with the same values applied in the analyses with the 
Decision Tree classifier and the same training and testing rates (Langley and Sage 
1994). 

Unlike the analyses with the Decision Tree, the most significant metrics were 
in the SMOTE 100% condition with training rate 30/70 and SMOTE 2000% 
condition with training rate 70/30. The results with the Naïve Bayes classifier remain 
very similar and also indicate the seventh harmonic current component of the Air 
Conditioners as the main impactor as seen in Figs. 26, 27, 28, 29, 30, and 31. 

3.2 Validation of Results 

Maximum and minimum values of the third to fifth harmonic current components, 
among the data collected from each load, as shown in Table 21, were used to validate  
the results. 

According to the data in Table 21, it is observed that the seventh harmonic current 
component of the Air Conditioning point is the highest value (38.70), followed by 
the fifth harmonic current component of the Burnnig point with 36.18 and the third 
current harmonic component of the Burnnig point with 31.74.
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Fig. 26 Naïve Bayes with 70/30 training and no balancing 

Fig. 27 Naïve Bayes with 70/30 training and with SMOTE 100% balancing 

3.3 Discussion of Results 

The results found demonstrate the applicability of the KDD process with data 
mining techniques to analyze the impact of harmonic components on the THD 
Voltage in the PCC in computer manufacturing companies or similar. It also shows 
that, in the specific case study, the seventh harmonic current component is the main 
impact, to lead to the risk condition, the THD Voltage of the PCC of a computer 
industry and that the same occurs in the T0 shift, which covers the period from 
1:10 am to 6:00 am.
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Fig. 28 Naïve Bayes with 70/30 training and SMOTE 200% balancing 

Fig. 29 Naïve Bayes with 70/30 training and with SMOTE 300% balancing
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Fig. 30 Naïve Bayes with 70/30 training and with SMOTE 1000% balancing 

Fig. 31 Naïve Bayes with 70/30 training and with SMOTE 2000% balancing
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Optimization of Economic 
and Environmental Dispatch Using 
Bio-inspired Computer Metaheuristics 
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Alexandra Amaro de Lima, Edson Farias de Oliveira, 
Ítalo Rodrigo Soares da Silva, Ricardo Silva Parente, 
Jorge Laureano Moya Rodríguez, and Paulo Oliveira Siqueira Junior 

1 Introduction 

The use of fossil fuels has a strong influence in global power generation, and in 
recent decades the world has been confronted with a scarcity of electricity, mainly 
because of industrial development. Nevertheless, there is a great deal of pressure 
to reduce the use of such power generation, especially by increased environmental 
protection laws. This has brought the need to search for more efficient methods 
that make use of the most competitive fossil fuels in technical, economic, and 
environmental terms. 

Owing to serious environmental impacts and growing global energy demand, 
traditional economic load distribution with the sole purpose of reducing energy 
generation costs has been insufficient to meet national strategic requirements for 
energy conservation and pollutant reduction. There is a growing need to find a 
method of power generation that can reduce energy consumption and pollutant 
emissions (Li 2021). 

The scarcity of energy resources has led to the search for renewable sources 
of energy, especially in underdeveloped countries. The benefits of renewable energy 
consumption having less impact on the environment led to the search for new energy 
generation alternatives, diversifying the sources of global energy generation (Destek 
2016). 
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The development of more efficient power generation systems has involved 
a constant search for objects by several nations, not only concerned with the 
generation of energy to meet its growing demand but also by power generation that 
causes less pollution, with reductions in emission levels of greenhouse gases. 

At the same time, the fast depletion of fossil fuels, the alarming rate of increase in 
pollution levels of the Earth’s atmosphere, the increasing impact of global warming, 
and the strict laws of pollution imposed in some countries have generated an extra 
stimulus for exploration and evaluation of alternative fuels for internal combustion 
engines (Abedin et al. 2013). 

The increase in global environmental awareness has led many researchers to 
consider emissions in the Economic Dispatch problem. Emissions of hazardous 
and harmful pollutants such as sulfur dioxide (SO2), nitrogen oxide (NOx), carbon 
monoxide (COx), and carbon dioxide (CO2) have given rise to widespread calls for 
utilities to develop ways to reduce these pollutants (Nwulu and Xia 2015). As envi-
ronmental issues, particularly climate change, become more and more important, 
the requirements relating to the consumption and production of electricity have been 
increasingly demanding to comply with certain international standards. Nationally, 
Brazilian legislation limits the level of pollutant gas emissions into the atmosphere, 
arising from the production of energy in thermoelectric plants, with fines and other 
punishments (CONAMA 2006). 

With the development of the global economy and the growing demand for 
energy, people are increasingly aware of the coordinated development between 
human beings and the environment. Among them, pollution caused by thermal 
energy generation represents the largest proportion, which makes more and more 
people pay attention to environmental pollution caused by pollutant emissions from 
thermoelectric plants. The economic and environmental dispatch (EED) problem of 
energy is an important optimization problem in the operation of the power system 
(Xin-Gang et al. 2020). Thus, optimizing the use of internal combustion engines 
(ICEs), making them more efficient and consequently reducing their emissions of 
polluting gases, will bring a significant reduction in the environmental impacts 
arising from the production of energy in thermoelectric systems. 

During the period 1999 to 2013, rural electrification programs brought access 
to electricity to 16 million inhabitants in Brazil. Even so, around 155,000 rural 
families remain without access to electricity in the Amazon region, living in very 
isolated communities that cannot be served by the expansion of the existing national 
grid and interconnected system. To supply electricity to these communities, off-
grid generation using diesel fuel has traditionally been the only option considered 
(Sánchez et al. 2015). 

Allied to this context, because of the large industrial production capacity in the 
North and in particular the Industrial Pole of Manaus/AM, where over 90% of its 
energy is derived from thermoelectric power plants (TPPs) it becomes necessary to 
use computational tools that enable managers and specialists of these TPPs to make 
decisions about optimizing fuel consumption, maintenance of generators, energy 
production, energy efficiency, and reduction in pollution levels.
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In the classic ED problem, the generation of power from fossil fuels such as 
coal, oil, and gas releases a large amount of atmospheric emissions, represented by 
polluting gases, such as sulfur oxides (SOx), NOx, CO2, and some particles. Elec-
tricity generation from fossil fuels is exacerbating the atmospheric pollution, which 
has become one of the most important concerns in recent years. Therefore, besides 
moving toward generating electricity from clean and renewable energies, pollutant 
emissions released by traditional generation units should also be considered in the 
generation scheduling of the system (Rezaie et al. 2019). 

Some optimization methods such as those described in Sakthivel et al. (2021), 
who propose a new multi-objective squirrel search algorithm to solve the com-
bined economic and environmental power dispatch problem, a new metaheuristic 
technique based on a genetic algorithm (GA), adaptive strategy, and two con-
straint handling repair mechanisms (Postolov and Iliev 2022), the chaotic whale 
optimization algorithm (Paul et al. 2020), the moth swarm algorithm (Ajayi and 
Heymann 2021), the EED of integrated regional energy systems considering an 
integrated demand response (He et al. 2020), and the solution of economic and 
environmental power dispatch problem of an electrical power system with the 
Broyden Fletcher Goldfarb Shanno based on the augmented Lagrangian algorithm 
(Talbi et al. 2020), are also used to solve the economic dispatch optimization 
problem. Methods based on mathematical approaches have also been developed to 
provide a faster solution (Palanichamy and Srikrishna 1991; Palanichamy and Babu 
2002). The multi-objective evolutionary algorithms (MOEAs) (Carrano et al. 2014; 
Ruiz et al. 2015) were applied to solve the economic load dispatch problem. 

Ajayi and Heymann (2021) proposed an improved sailfish optimization algo-
rithm to deal with the problems of high operation costs and large pollution emissions 
in hybrid dynamic economic emission dispatch of the power system. In Li (2021) 
multi-objective optimization of space adaptive division for environmental economic 
dispatch is presented. 

Li et al. (2021) proposed an improved tunicate swarm algorithm to solve and 
optimize the dynamic economic emission dispatch problem. Liu et al. (2021) 
also proposed a novel approach based on the enhanced moth–flame optimization 
algorithm. 

This chapter presents a new proposed solution for economic and environmental 
dispatch, which includes the shutdown of generators with higher fuel consumption, 
implemented by nondominated sorting genetic algorithms (NSGA) II and III, 
which are appropriate for solving the problem optimization of EED in TPPs. Such 
implementation is characterized by incorporating some innovations, such as the 
reduction of fuel costs and polluting gas emissions.



308 M. H. R. Nascimento et al.

2 Theoretical Framework 

2.1 Economic and Environmental Dispatch 

In recent years, environmental issues and energy have attracted considerable 
attention; most of the energy being used is from the combustion of fossil fuels, 
which simultaneously release significant amounts of heat and waste (Du et al. 2015). 

The growing global awareness of the effects of environmental pollution caused 
by the production of energy in thermoelectric plants has been pressing the authori-
ties to create legislation that limits the levels of pollutant emissions, which makes it 
a crucial issue to be considered in the economic dispatch. 

The shifts in fossil-fuel use result in rapid and large decreases in both CO2 and 
non-CO2 emissions, with CO2 from fossil sources and sulfur dioxide (SO2, which 
is largely co-emitted) decreasing by around 75–85% by 2050 in most scenarios 
(Shindell and Smith 2019). 

The typical EED problem can be formulated as a multi-objective optimization 
problem (MOOP) that involves simultaneously minimizing emission and fuel costs 
under conventional ramp rate constraints, load limitations, etc. (Ghasemi et al. 
2015). 

The purpose of the EED is to estimate the optimal quality portion of power 
generated by each generator, minimizing fuel cost and pollutant emission levels 
simultaneously, maintaining satisfactory load demand, in addition to meeting 
operational restrictions (Nwulu and Xia 2015). 

However, it is realized that conventional techniques become very laborious when 
dealing with increasingly complex EED problems, and are further limited by their 
lack of robustness and efficiency in a number of practical applications. 

Several methods have been used to represent emission levels. A summary of envi-
ronmental/economic dispatch algorithms dating back to 1970 using conventional 
optimization methods has been provided, the environmentally constrained economic 
dispatch problem is solved using the Hopfield Neural Network method, in which the 
energy function of the network contains both the objective function and equality and 
inequality constraints. Also, the emission is inserted as a constraint and the problem 
was solved using the neural network (Abou El Ela et al. 2010). 

A price penalty factor to solve the problem of the EED, combining the functions 
of emission and fuel costs in a single objective function was proposed by Gopalakr-
ishnan and Krishnan (2012). 

The solution to the EED was the use of a genetic algorithm with arithmetic 
crossing, which was proposed by Yalcinoz and Altun (2002). 

Several strategies to reduce the atmospheric emissions have been proposed and 
discussed. These include installation of pollutant cleaning equipment, switching to 
low emission fuels, replacement of the aged fuel burners with cleaner ones, and 
emission dispatching. The first three options require installation of new and/or 
modification of existing equipment, which involves considerable capital outlay; 
hence, they can be considered long-term options (Abou El Ela et al. 2010). On
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the other hand, the EED optimization option is an attractive short-term alternative 
where emissions must be minimized, in addition to the objective of reducing fuel 
costs. Thus, the EED problem can be treated as a multicriteria optimization problem 
with nonmeasurable and contradictory goals. 

Further, the problem has been reduced to a single-objective problem by treating 
the emission as a constraint. This formulation, however, has severe difficulty in 
obtaining the trade-off relations between cost and emission (Hota et al. 2010). 

Nevertheless, many mathematical assumptions have to be considered to simplify 
the problem. Furthermore, this approach does not give any information about the 
compensation of those involved. One of the most intuitive ways of obtaining a 
single unique solution for multi-objective optimization is the weighted sum method 
(WSM). In this approach, the MOOP are converted into a scalar preference function 
using a linear weighted sum function (Augusto et al. 2012). 

An important aspect of the WSM is that a set of non-inferior solutions (or 
Pareto optimal solutions) can be obtained by varying the weights. Unfortunately, this 
technique requires several runs, as many times as needed for the number of Pareto 
optimal solutions. Furthermore, an optimal solution of the Pareto front cannot be 
used for nonconvex problems. To avoid this difficulty, the ε-restriction technique 
optimizes the objective function with greater importance and considers the other 
objectives with less relevance for some levels of permissions (Yokoyama et al. 
1988; Ying-Tung et al. 1994). The most obvious weaknesses of this approach are 
the computational cost and the tendency to find weakly nondominated solutions. 

To solve the EED-Dynamic problem, three versions of the differential harmonic 
search algorithm are proposed in the literature, namely: the chaotic differential 
harmony search algorithm, the self-adaptive differential harmony search algorithm, 
and the chaotic self-adaptive differential harmony search algorithm (Arul et al. 
2015). 

The typical EED problem can be formulated as a multi-criteria optimization 
model, with at least two conflicting objectives, namely, fuel cost and pollutant 
emissions. This problem can be formulated as described in the following sections. 

2.1.1 Objective 1: Minimizing Fuel Cost 

The generator cost curves are represented by quadratic functions F(Pi). The problem 
of minimizing the total cost ($/h) of fuel can be represented as follows, original Eq. 
(1) adapted from Farhan Tabassum et al. (2021): 

.Minimize F =
n∑

i=1

fi (Pi) (1) 

.fi (Pi) = ai + biPi + ciP
2
i ($/h) (2)
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where ai, bi and ci are the cost coefficients of the generator ith and Pi is the real 
power of the generator ith. 

2.1.2 Objective 2: Minimization of Pollutant Emissions 

The most important emissions considered in the power generation industry because 
of their effects on the environment are sulfur dioxide (SO2) and nitrogen oxide 
(NOx). These emissions can be modeled using functions that associate the emissions 
with the energy production for each unit. Sulfur dioxide emissions are dependent on 
fuel consumption and they take the same form as the cost functions of fuels used in 
economic dispatch. NOx emissions are more difficult to model as they come from 
different sources and their production is associated with several factors, such as 
boiler temperature and air content (Wang and Singh 2007). 

The total ton/h of pollutant emissions E(Pi) from the atmosphere such as sulfur 
dioxide, SO2 and nitrogen oxide NOx, caused by the burning of fuel in the 
generating units, can be expressed as in Eq. (3) adapted from Ajayi and Heymann 
(2021): 

.Minimize E =
n∑

i=1

fi (Pi) (3) 

.fi (Pi) = αi + βiPi + γiP
3
i (ton/h) (4) 

where αi, β i and γ i are the characteristic coefficients of the generator ith emissions. 
As restrictions for solving the problem, the same restrictions as for EED are 
considered. 

In summary, the objective of EED optimization is to minimize F(Pi) and E(Pi) 
simultaneously, subject to system constraints. The basic particle swarm algorithm is 
revised and expanded to address the multi-objective case. The proposed algorithm 
proves to be effective, as the solutions obtained have some superior characteristics 
compared with other approaches, including weighted aggregation and MOEA. In 
addition, the proposed approach addresses MOOPs more efficiently, as it is able to 
obtain a manageable set of nondominated solutions in a single solution (Wang and 
Singh 2007). With increasing interest in environmental pollution, traditional ED, 
which ignores pollutant emissions from fossil fuels used by thermal power plants, 
no longer meets the needs. Therefore, the EED, as an alternative, has become more 
attractive because it considers pollutant emissions as well as economic advantages 
(Aydin et al. 2014). The solution of the EED problem comprises some important 
evaluation criteria such as fuel cost, environmental impact, and loss of total active 
power. Thus, the EED problem is a multi-objective mathematical problem in which 
conflicting objectives are optimized simultaneously (Aydin et al. 2014). 

In the general literature, the EED problem can be solved through three 
approaches. In the first one, the emission amount is calculated as a constant within
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the allowed limits. However, it is very difficult to formulate trade-off relationships 
between fuel cost and emissions. As an example of this approach, the EED problem 
was solved with the Davidon–Fletcher–Powell method apud (Aydin et al. 2014), 
with the amount of emission taken as a constant within the allowed limits. 

In a second approach, emission reduction is considered beyond cost minimiza-
tion. In this case, the optimization problem for multiple goals in solving the 
EED problem is converted into a single goal optimization problem that considers 
only one goal at a time, or the linear combination of the two goals. In the 
literature, this type of optimization problem was solved by algorithms such as the 
genetic algorithm, the ED algorithm, the particle swarm optimization algorithm, 
the artificial bee colony (ABC) algorithm, the fast successive linear programming 
algorithm, the evolutionary computation algorithms, the hybrid bacterial foraging 
Nelder–Mead algorithm, the optimization algorithm based on biogeography with 
hybrid differential evolution, the analytical solution, the Newton–Raphson method, 
the gravitational opposition-based search algorithm, and the first-order gradient 
method (Aydin et al. 2014). 

Finally, in a third approach, simultaneously contradictory objectives are eval-
uated together in solving the EED problem. Both fuel cost and emissions are 
minimized together. In the literature, as an example of such an approach, the opti-
mization problem was solved using methods such as multi-objective mathematical 
programming, a formulation based on the fast ε-constraint approach, algorithms 
such as nondominated bacterial foraging classification and fuzzy domain-based 
bacterial foraging (Aydin et al. 2014). 

A combination of the ED problem and the NOx emission problem in a single-
objective optimization problem can be solved using the WSM (Aydin et al. 2014). 

The transformation from the MOOP to the single objective problem using the 
appropriate transformations is called scaling. The WSM is one of the oldest and 
most common scaling methods. The method is mainly suitable for convex problems. 
More than one objective function is scaled using this method, multiplying them 
with positive weights added to them. In this way, the MOOP is transformed into 
a single-objective optimization problem. After that, both algorithms, the ABC and 
the incremental ABC, with dynamic population size, are used to solve the converted 
problem (Aydin et al. 2014). 

2.2 Brazilian Environmental Regulation 

In Brazil, the regulation of the limits of atmospheric emissions are determined by 
the National Council for the Environment – CONAMA, which in the use of the 
powers conferred on it by Law No. 6.938, of 31 August 1981, regulated by Decree 
No. 99,274, of 6 July 1990, in view of the provisions of its Internal Regulation 
and considering the provisions of resolution CONAMA No. 5, of 15 June 1989, 
the National Air Pollution Control Program – PRONAR (CONAMA 2006) is  
established.
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Table 1 Classification of fuels according to their physical state 

Turbine by fuel type NOxa(as NO2) COa SOx a(as SO2) MPa 

Natural gas 50 65 NA NA 
Liquid fuel 135 NA. 200 50 

Source: CONAMA (2006) 
aThe results must be expressed in the concentration unit mg/Nm3, on a dry basis and 3% excess 
oxygen 
NA not applicable 

According to the emission limits of atmospheric pollutants, from gas turbines for 
electricity generation, defined by PRONAR (CONAMA 2006): 

1. The emission limits for atmospheric pollutants generated by turbines for the 
generation of electric energy, powered by natural gas or liquid fuels, in a simple 
cycle or a combined cycle, without supplementary burning, with electrical power 
above 100 MW, are defined here. When the total sum of electricity generation per 
project exceeds 100 MW, the limits established here are also required for each 
turbine individually, regardless of its generation capacity. 

2. For the application of this Annex, the following definition of the term must be 
considered: gas turbines – equipment that converts part of the energy contained 
in the fuel into mechanical energy, by means of the axial rotation of an axis, 
which activates an electric generator. 

3. The following emission limits are established for air pollutants generated in 
electricity generation processes by gas turbines (Table 1). 

(a) The limits established for turbines powered by liquid fuel also apply to 
turbines powered by natural gas, when they use liquid fuel in emergency 
situations or in the case of shortages. 

(b) In performance testing of new equipment, compliance with the established 
limits must be verified under full load conditions. 

(c) In periodic assessment, compliance with the established limits may be 
verified under typical operating conditions, at the discretion of the licensing 
environmental agency. 

4. When carrying out the sampling, activities or sources that emit pollutants must 
have the necessary structure and/or direct determination of pollutants in ducts and 
chimneys, in accordance with a standardized methodology or equivalent accepted 
by the licensing environmental agency. 

5. In the event of two or more sources whose final launch is carried out in a common 
duct or chimney, measurements must be made individually. When it is impossible 
to carry out individual measurements, in accordance with the standardized or 
equivalent methodology accepted by the licensing environmental agency, these 
may be carried out in the common duct or chimney and the emission limits 
must be individually weighted with the respective nominal thermal powers of 
the sources in question.
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6. The release of gaseous effluents into the atmosphere must be carried out 
through ducts or chimneys, whose design must take into account the buildings 
surrounding the polluting source and the established air quality standards. 

7. Owing to the local characteristics of the area of influence of the polluting source 
on air quality, the licensing environmental agency may establish more restrictive 
emission limits, including considering the alternative of using fuels with less 
polluting potential. 

2.3 Thermal Plants 

2.3.1 The Diesel Engine 

The diesel engine remains the most efficient liquid fuel burning unit yet conceived 
and has demonstrated its reliability for mass transport and power generation units. 
Thus, the proper and efficient functioning of a diesel engine is an important 
objective, especially for marine and industrial applications (i.e., power generation) 
(Hountalas et al. 2014). 

Additionally, it should be considered that the modularity of the equipment of a 
TPP operating on a diesel cycle allows for a short assembly time and a minimum 
space for construction, in addition to excellent load flexibility. There are numerous 
applications for motor generator sets, ranging from the production of a few kilowatts 
to hundreds of megawatts, for isolated or interconnected generation purposes, 
propulsion, or as generators to support power outages. 

2.3.2 Internal Combustion Engines 

Few inventions have had such a large impact on society, the economy, and 
the environment as the alternative ICEs, and these engines are commonly used 
for the propulsion of mobile systems. Internal combustion is advantageous in 
mobile scenarios, as it can provide a close relationship between weight and power 
(Deligiannis and Manesis 2006). 

These engines are also used in industrial applications such as oil and gas 
production, compression, quarrying, recycling, and electric power generation. Their 
extensive use derives from the fact that they can work with a variety of fuels at a 
wide range of speeds and with variable loads (Deligiannis and Manesis 2006). 

2.3.3 Basic Types of Alternative Engines 

Spark ignition engines are engines in which ignition is ordinarily triggered by an 
electrical spark whereas in compression ignition (CI) engines ignition ordinarily 
takes place without the need for an electrical spark or a surface heated by an external
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source of energy. These engines have received a great deal of attention in recent 
years owing to their low emissions and great efficiency (Nikhil et al. 2010). 

The two main types of internal combustion engines are spark ignition (SI) 
engines, where the fuel is ignited by a spark, and CI engines, where the increase in 
temperature and pressure during compression is enough to provoke the spontaneous 
ignition of the fuel (Deligiannis and Manesis 2006). 

2.3.4 Energy Generation Process with Combustion Engines 

Combined heat and power (CHP) systems allow one of the best ways of consuming 
fossil fuels efficiently. These systems emit less pollution than separate production 
of the same amount of power and heat, and, owing to their significant savings and 
environmental benefits, there is a growing trend toward using them in the power 
generation industry (Abusoglu and Kanoglu 2009; Meybodi and Behnia 2011). ICEs 
are widely used as the main engine of cogeneration systems. 

The preferred fuel of SI engines for power generation is natural gas. IC 
engines, which are most commonly diesel engines, operate primarily on this fuel. 
Alternatively, both gas engines and diesel engines can be configured to run on 
other fuels (Meybodi and Behnia 2011). Cogeneration systems based on internal 
combustion engines have been studied in recent years. As an example, the model 
developed to design and evaluate cogeneration systems for residential use can be 
highlighted and there is a growing trend toward using these systems in the power 
generation industry (Meybodi and Behnia 2011; Muccillo and Gimelli 2014). 

2.3.5 Energy Resources 

In the generation of thermoelectric energy, the term source of energy input is directly 
associated with the term fuel, which is defined as a substance that, when chemically 
combined with an oxidizing compound, generates an exothermic reaction releasing 
large amounts of heat (Lora and Nascimento 2004). 

A classification of fuels, according to their physical state, is presented in Table 2. 
The energy resources available for the generation of electrical energy from fossil 

fuels are directly related to this classification, and in this sense it is possible to work 
with gas, steam, combined cycle, generation systems, etc. 

Gas Turbine 

The main device of the combined cycle TPPs is the gas turbine, a technology 
originating from the development of jet propulsion turbines, developed for military 
and civil aircraft, where the fuel is kerosene.
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Table 2 Classification of 
fuels according to their 
physical state 

Combustible Physical state 

Solid Mineral coal 

Charcoal 

Schist 

Peat 

Firewood 

Agribusiness waste agroindustry 
Liquid Gasoline 

Kerosene 

Diesel 

Fuel oils 
Gaseous Natural gas 

Liquefied petroleum gas 

Biogas 

Source: Lora and Nascimento (2004) 

Fig. 1 Main components of a gas turbine. (Source: Lora and Nascimento (2004)) 

In TPPs, the most frequently used fuel is natural gas, although there is almost 
always the possibility of operating with a second fuel, such as diesel oil, for 
example, to avoid interruptions in the case of gas supply problems. 

Three main components can be distinguished in a gas turbine: 

• The compressor 
• The combustion chamber (CC) 
• The turbine itself 

Figure 1 illustrates the three main components of a gas turbine. 
The turbine is a mechanical drive source for both the compressor and the electric 

generator. In the case of a gas turbine, it basically consists of a compressor with 
its respective air intake section, a combustion system, and an expansion turbine 
associated with the exhaust gas section. 

However, the turbine can be operated in an isolated way (simple cycle), as in 
aircraft; its thermal efficiency is low, and about 64% of the heat generated by burning 
the fuel is lost in the exhaust gases. Additionally, the increase in thermal efficiency 
can be achieved by raising temperatures and inlet pressures, but this would greatly
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Fig. 2 Single-cycle gas turbine. (Source: Lora and Nascimento (2004)) 

increase the cost of construction and maintenance of the process equipment, making 
the project unfeasible. 

In Fig. 2, a characteristic arrangement of a simple cycle gas turbine is presented, 
showing the input and output energy distribution. 

In addition, gas turbines are excellent in the production of electric energy in a 
simple cycle or cogeneration, especially when using natural gas instead of liquid 
fuels. Furthermore, when natural gas is used as fuel, the emissions of atmospheric 
pollutants, such as NOx, SO2, and COx, are very low. At the same time, liquid 
fuels are known to cause maintenance problems owing to the presence of chemical 
elements and salts that can accelerate the corrosion of components present in the 
CC, and in the path of hot gases. 

Heat Recovery Boiler 

One of the main elements of combined cycle plants is a steam generator capable of 
recovering part of the heat emitted by the gases generated during the exhaust of the 
gas turbines. This steam generator or boiler is known by the acronym HRSG, which 
stands for heat recovery steam generator. Through the use of an HRSG, the thermal 
efficiency is substantially increased (as shown in Fig. 3), as the steam produced by 
it drives the turbine, with no need to burn additional fuel. 

Cogeneration 

Cogeneration systems are used in situations where electricity and heat are needed. 
As CHP systems involve the production of thermal energy in the form of steam 

or hot water or electricity, the efficiency of energy production can be increased from 
current levels ranging from 35% to 55% in conventional power plants, can exceed 
by more 90% in cogeneration systems (Abusoglu and Kanoglu 2009).
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Fig. 3 Heat recovery boiler. (Source: Lora and Nascimento (2004)) 

The cogeneration process with an internal combustion engine is connected to an 
electric generator and to heat exchangers in water jackets and exhaust gas for heat 
recovery. Heat and power plants combined with internal combustion engines are 
widely used because of their cost, effectiveness, mobility, and high efficiency ratio 
(Abusoglu and Kanoglu 2009). 

Combined heat and power systems allow fossil fuels to be consumed efficiently. 
These systems emit less pollution than separately producing the same amount of 
electricity and heat. 

2.3.6 Thermo-economics 

Thermo-economic analysis has great academic relevance, allowing the simultaneous 
assessment of technological, thermodynamic, economic, and financial aspects; 
therefore, it provides more solid results in decision making (Dincer and Cengel 
2001). 

The application of thermo-economics for industrial installations consists of 
determining the product (useful effect) and its cost in fuel (set of energy goods 
or materials consumed) and expenses (capital investments, operation, maintenance, 
etc.), evaluated in terms of its energy content. The energy-economic optimization 
implies obtaining the minimum total unit cost related to the product, that is, it 
consists in the gradual implementation of a development project, according to 
a plan that leads to a minimum total unit cost of the product. An important 
problem to be solved with the means provided by thermo-economics refers to the
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macroeconomic decision on the most advantageous destination for the investment 
of financial resources available for the development of the energy industry (Dincer 
and Cengel 2001; Wall and Gong 2001; Abusoglu and Kanoglu 2009). Advantages 
of the thermos-economic analysis method are that: 

• Thermo-economics allows, unlike other methods, the use of technical, energy, 
and financial resources to be optimized; giving companies greater competitive-
ness, taking into account the scarcity of resources and the need to produce more 
with less and at the lowest possible cost. 

• Thermo-economy makes it possible to calculate the real energy cost in each of 
the flows involved in the process, and only the knowledge of the true costs will 
make it possible to rationalize finite resources. 

• Thermo-economics, based on a property such as exergy, is able to classify all 
physical fluids according to their essence (their quality). This fact unites all the 
streams into a single type and can be treated in this way, not only for its content, 
but also for its quality. 

• Thermo-economics allows the quantification and identification of the causes 
of irreversibilities in systems conceived by humans. By quantifying them in 
energy units, thermo-economics manages to change qualities into something 
measurable, mathematically treatable, and with the possibility of being submitted 
for scientific discussion. 

3 Optimization Techniques 

3.1 Multi-objective Optimization 

Applications studied in practice usually involve the simultaneous optimization of 
multiple goals, which are generally nonmeasurable and conflict with each other. 
The purposes of multi-objective problems in mathematical programming are based 
on optimizing different objective functions, subject to a set of system constraints 
(Vahidinasab and Jadid 2008). 

Multi-objective optimization, also called multicriteria optimization or vector 
optimization, has been defined as finding a vector with decision variables that satisfy 
the constraints by assigning feasible values to all objective functions (Atashkari et 
al. 2007). In the absence of any preferential information, an nondominated set of 
solutions is obtained, rather than a single optimal solution. These optimal solutions 
are called Pareto optimal solutions (Panigrahi et al. 2010; Alberto et al. 2014). 

In this context, Pareto dominance is a vector U = [u1, u2, . . . , uk] ∈ Rk, which is 
dominant to a vector V = [v1, v2, . . .  , vk] ∈ Rk (represented by U < V) if and only if 
∀i ∈ {1, 2, . . . , k}, ui ≤ vi ∃ j ∈ {1, 2, . . .  k} : uj < vj. In other words, there is at least 
one uj. which is smaller than vj, whereas the rest of the u’s are less than or equal to 
their counterparts’ v’s (Atashkari et al. 2007).
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Many optimization problems involve multiple goals. A MOOP) can be mathe-
matically formulated as in Eq. (5) (Zhoua et al. 2011): 

.
Minimize F(x) = (f1(x), . . . , fm(x))T

and x ∈ �
, (5) 

where � is the decision space and x ∈ � is a decision vector. F(x) consists of m 
objective functions fi: � → R, i = 1, . . ., m, where Rm is the objective space. 

In Eq. (5) there are conflicts between the objectives to be minimized. The 
improvement of one objective can lead to the deterioration of the other. Thus, a 
single solution that can optimize all objectives at the same time does not exist, 
but rather a set of tradeoff solutions, called Pareto optimal solutions, which are 
important for decision making (Zhoua et al. 2011). 

Mathematically, the general MOOP is to find the vector . −→x that satisfies the m 
inequality constraints and p equality constraints and that optimizes the objective 
function vector Eq. (6) (Vahidinasab and Jadid 2008): 

.

Minimizar
−→
F

(−→
x

)

as
−→
h

(−→
x

) = −→
0

and −→
g

(−→
x

) ≤ −→
0 ,

(6) 

where .
−→
x ∈ Rn,

−→
F

(−→
x

) ∈ Rm,
−→
h

(−→
x

) ∈ Rpe
−→
g

(−→
x

) ∈ Rq . 
Equality and inequality constraints define a limited subarea for finding the ideal 

solution, which is called a viable area. Any point in this area thus defines a viable 
solution. 

Owing to the nature of conflicting goals, an ideal solution that simultaneously 
optimizes all criteria is often not achievable. Therefore, it is often preferable to 
give a set of solutions rather than a single solution for this type of optimization 
problem. These solutions are called efficient solutions or Pareto optimalities, which 
are solutions that cannot be improved in an objective function without deteriorating 
performance in at least one of the other objectives (Vahidinasab and Jadid 2008). 

A general MOOP can be expressed by Eq. (7). It is assumed that there are k 
objective functions that will be minimized. 

.Min F(X) = (f1(X), f2(X), . . . , fk(X))T X ∈ S (7) 

The general form of problem F is nonlinear and multimodal, and S can be defined 
by nonlinear constraints containing both continuous and discrete decision variables. 

Definition 1 (Dominated). 
Vector y will be dominated by vector w, if Eq.  (8): 

.∀i ∈ (1, 2, . . . , k) : fi(w) ≤ fi(y) e∃j ∈ (1, 2, . . . , k) : fj (w) < fj (y) (8)
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Definition 2 (Pareto optimality). 
Vector X ∈ S is an Pareto optimal solution if and only if there is no vector Y ∈ S, 

where Eq. (9): 

. F(Y )= (f1(Y ), f2(Y ), . . . , fk(Y )) dominates F(X)= (f1(X), f2(X), . . . , fk(X)).

(9) 

The space ρ in Rk is known as the Pareto optimal frontier, being formed 
by the objective vectors of Pareto optimal solutions. Obviously, any solution, if 
possible to define, must belong to the Pareto optimal. Other terminologies such as 
nondominated or efficient solutions are also used in the literature instead of Pareto 
optimal solutions (Gitizadeh and Aghaei 2014). 

A dot X*∈ � (where � is a viable region in Rn), is said to be Pareto optimal 
with respect to all X ∈ � if and only if F(X*) ≺ F(X). Alternatively, it can be easily 
updated as Eq. (10): 

.
∀i ∈ {1, 2, . . . , k} ,

∀X ∈ � − {X∗} fi (X∗) ≤ fi(X)ˆ∃j ∈ {1, 2, . . . , k} : fj (X∗) < fj (X)
. (10) 

In other words, the solution X* is declared as a Pareto optimal (minimum), if no 
other solution can be found to dominate X* using the Pareto dominance definition 
(Atashkari et al. 2007). A graphical representation of this concept is illustrated in 
Fig. 4. 

In Fig. 4, .f ∗
1 and f ∗

2 are used to designate the corresponding individual minima 

of each objective function, and the solution is defined as utopian .F ∗ = (
f ∗
1 , f ∗

2

)T. 
Note that, for the case of k objective functions, .f ∗

1 , f ∗
2 , . . . , f ∗

k will be used to 
designate the individual minima of each objective function and the solution is 

P 

f1* 

F* 

f1x1 

f2x2 

F(x) 

f2* 

Y 

S 

Fig. 4 Parameter/solution and Pareto surface, for a two-dimensional problem. (Source: Gitizadeh 
and Aghaei (2014))
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utopian .F ∗ = (
f ∗
1 , f ∗

2 , . . . f ∗
k

)T. As  F∗ simultaneously minimizes all goals, this 
is an ideal solution that is rarely feasible (Gitizadeh and Aghaei 2014). 

For a given MOP the Pareto front PT* is a set of objective function vectors 
that are obtained using the decision variable vectors in the Pareto series P*, which 

corresponds to PT* = F(X) = (f1(X), f2(X), ...,  f k(X)  ): X  ∈ P*. In other words, the 
Pareto front is a set of objective function vectors mapped from P* (Atashkari et al. 
2007). 

3.2 Multi-objective Optimization and Pareto Optimal Solutions 

A single-purpose optimization problem can be formulated as the expression given 
by Eq. (11) (Idoumghar et al. 2013; Taghdisian et al. 2015; Castro  2015): 

.
min f (x)

x ∈ S
, (11) 

where f is a scalar function and S is a group of constraints that can be defined as Eq. 
(12). 

.S = {
x ε Rm : h(x) = 0, g(x) ≥ 0

}
. (12) 

Multi-objective optimization, on the other hand, can be written in mathematical 
terms as in Eq. (13). 

.min [f1(x), f2(x), . . . , fn(x)] x ∈ S, (13) 

where n > 1 and S is the group of previously defined constraints. The space called 
the “objective space” contains the vector with the various objectives and the space 
reached contains the image of the entire group considered suitable for the aptitude 
function F. Such space is defined in Eq. (14) (Caramia and Dell’olmo 2008; Ghane-
Kanafi and Khorram 2015; Castro  2015): 

.C = {
y ∈ Rn : y = f (x), x ∈ S

}
. (14) 

The concept of “optimal” scalar does not apply directly to a multi-objective 
optimization group. Instead of a scalar number indicating “optimal,” the multi-
objective solution introduces the concept “Pareto optimal.” 

The concept consists in the fact that the entire vector x∗ ∈ S is considered to be 
contained in the Pareto optimal of a multi-objective problem if and only if all the 
vectors x ∈ S have a value greater than or equal to the vector x∗ , and by minus one 
x* is less than one of the objective functions fi, where i = 1,2, . . .  ,n.
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Fig. 5 General concept of the Pareto curve. (Source: adapted from Taghdisian et al. (2015)) 

The one that contains all the efficient solutions is known as the Pareto front, 
Pareto curve, or Pareto surface. The shape of Pareto’s figure indicates the nature of 
exchanges between the objective functions (Caramia and Dell’olmo 2008; Gitizadeh 
and Aghaei 2014; Castro  2015). 

Figure 5 shows a viable decision space and Pareto front for a multi-objective 
problem with two or three goals. These points are known as nondominated or non-
inferior points. 

At the top of Fig. 5, the viable decision space and the Pareto front for the problem 
with two goals are shown. At the bottom, a Pareto 3D surface for an optimization 
problem with three goals is shown. 

In Fig. 6, the Pareto set is visualized by four possible combinations of the two 
types of objectives. 

3.3 Multi-objective Optimization Problem Solving Techniques 

In certain cases, Pareto curves cannot be efficiently computed. Although in theory it 
is possible to find exactly all the points, it is possible that there might be problems 
of exponential size. For these there are approximation methods that are frequently 
used. However, the approximation is often not a secondary choice for the decision 
maker. In fact, there are many real-life problems from which it is very difficult 
for the decision maker to obtain all the information to formulate these problems
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Fig. 6 Set of Pareto combinations for two purposes. (Source: Caramia and Dell’olmo (2008)) 

correctly. Considering that decision makers tend to understand more about the 
problem once some preliminary solutions are presented, having some approximate 
solutions can help the expert in his task (Bazgan et al. 2013; Mirjalili and Lewis 
2015; Castro  2015). 

Approximation techniques usually have varied goals such as: representing a 
group of graphical solutions that can be converted to numbers (convex multi-
objective problems); representation of a group of graphic solutions where only some 
Pareto curves can be represented numerically (nonlinear multi-objective problems); 
representation of a group of graphical solutions where every efficient group of 
solutions cannot be represented numerically (discrete multi-objective problems) 
(Castro 2015). 

3.3.1 Scalar Transformation Technique 

Classically, a multi-objective optimization model can be scaled or transferred to a 
single objective optimization problem. Two simple methods of this approach are: the 
WSM and the weighted product method (WPM). In the first method, the composite 
function is generated by pre-multiplying each goal by a weight provided by the user 
(Eq. 15), whereas in the last method the composition of the function is generated 
by multiplying the goals with a given power by the user (Eq. 16). The weights and 
potencies referred to generally represent the paradigm preference in multicriteria 
optimization (Taghdisian et al. 2015; Ghane-Kanafi and Khorram 2015):
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.minimize Feq
(−→

x
) =

k∑

i=1

wifi

(−→
x

)
, (15) 

.minimize Feq
(−→

x
) =

k∏

i=1

[
fi

(−→
x

)]wi
. (16) 

Also, in Eqs. (15) and (16) wi is a vector of weights (or powers), normally defined 
by decision makers. Both methods have their advantages and limitations. For exam-
ple, although WSM is the simplest and probably the most widely used approach, 
selecting appropriate values for weighting factors is still another milestone for the 
decision system (Ghane-Kanafi and Khorram 2015; Caramia and Dell’olmo 2008). 

In the case of WPM, potentiating by increasing the nonlinearities in the 
composition of the function prevents the widespread use of this method. This is the 
case where classical solvers are used; otherwise evolutionary optimizers can handle 
nonlinearities very skillfully. 

A multi-objective problem is usually solved by combining several objectives into 
a single scalar objective function. This technique is called weighted sum or scalar 
transformation method. In more detail, the WSM positively minimizes the related 
weighted sum of the objective functions, as in Eq. (17) (Caramia and Dell’olmo 
2008; Ghane-Kanafi and Khorram 2015; Castro  2015): 

.

min
n∑

i=1
γi.fi(x)

n∑
i=1

γi = 1

γi > 0, i = 1, . . . , n
x ∈ S,

(17) 

which represents a new optimization of only one objective function. The function 
Ps (γ ) can be assigned to this new name of the weighted sum. 

It is possible to prove that by minimizing the single-objective function P(γ ) 
an efficient solution to the original multi-objective problem is found, because the 
image of this function belongs to the Pareto curve. In particular, if the weighted 
vector γ has all its elements greater than zero, then the minimization converges to 
the constrained Pareto optimal region (P(γ )); in contrast, if at least one element 
of γ is equal to zero, then the minimization converges to the optimal weak Pareto 
region. There is no a priori relationship between the weighted vector γ and the 
solution of the vector, and it is up to the decision maker to determine the appropriate 
coefficients, although the coefficient is not directly related to the importance of 
the objective functions. In addition, the decision maker is not aware of which 
coefficients are appropriate to satisfactorily obtain the solution. Bearing this in mind, 
it can also be said that the task of developing a heuristic to assist the decision maker 
is significantly difficult because it must start from the concept of initializing the
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search with certain coefficients and interacting with the weighted vectors to reach 
a certain Pareto curve region (Antczak 2011; Ghane-Kanafi and Khorram 2015; 
Castro 2015). 

As the creation of a weighted vector leads to only one point on the Pareto curve, 
performing several optimizations requires a great deal of processing power and a 
high computational cost. However, it is up to the technical specialist to determine 
which different combinations of coefficients should be considered so that a good 
part of the Pareto front can be represented (Ghane-Kanafi and Khorram 2015). In 
addition to the high computational cost, the scalar transformation method also has 
two technical deficiencies, which are explained below (Castro 2015): 

• The relationship between the objective function coefficients and the Pareto curve 
is such that a uniform distribution of the coefficients, in general, does not 
reproduce a uniform distribution on the Pareto curve. This can be seen from the 
fact that some points are grouped in some parts of the Pareto front whereas some 
parts (sometimes the most significant ones) are not reproduced. 

• The nonconvex parts of the Pareto group cannot be reached by combining the 
convex minimization of the objective functions. To illustrate, we consider a 
geometric interpolation of the WSM in two dimensions, when n = 2.  In a two-
dimensional space the objective function can be expressed as in Eq. (18): 

.y = γ1.f1(x) + γ2.f2(x), (18) 

where 

.f2(x) = −γ1.f1(x)

γ2
+ y

γ2
. (19) 

The minimization of γ . f (x) in the WSM can be interpreted as the attempt to find 
the value of y such that the line whose slope is determined by .− γ1

γ2
is tangent to the 

C region. Obviously, by changing the coefficient parameters it is possible to reach 
different points contained in the Pareto front. If the Pareto curve is convex, there is 
a greater possibility of calculating such points for different vectors of y (as can be 
seen in Fig. 7). 

Similarly, when the curve is nonconvex there is a group of points that cannot be 
reached by any combinations of the weighted vector γ (as shown in Fig. 8). 

According to Geoffrion apud (Caramia and Dell’olmo 2008), the necessary and 
sufficient conditions for convexity cases are: 

• If a group of solutions S is convex and the n objectives of fi are convex in S, 
where x* is considered an optimal Pareto restricted solution, if and only if there 
exists a γ ε Rn such that x* is an optimal solution of the problem Pr (γ );
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Fig. 7 Geometric representation of the weighted sum in the case of the convex Pareto curve. 
(Source: Caramia and Dell’olmo (2008)) 

Fig. 8 Geometric representation of the weighted sum, nonconvex Pareto curve. (Source: Caramia 
and Dell’olmo (2008)) 

• Likewise: if a group of solutions S is convex and the n objectives of fi are convex 
in S, where x* is considered a weak Pareto optimal solution if and only if there 
exists a γ ε Rn such that x* is an optimal solution of the Pf (γ ) problem. 

If the convexity hypothesis is not satisfied, only the necessary conditions will 
remain valid, that is, the optimal solutions of Pr(γ ) and Pf(γ ) are respectively the 
restricted and weak Pareto optimality (Caramia and Dell’olmo 2008; Antczak 2011; 
Ghane-Kanafi and Khorram 2015; Castro  2015).
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4 Methods of EED Optimization 

The approach described below includes a breakdown of the heuristic methods used 
to optimize the EED considered in this section. 

4.1 Heuristic Methods 

A heuristic method is a set of practical rules derived from experience. There is 
no definitive proof of its veracity, but the heuristic technique is expected to work 
most but not all of the time. A heuristic will help us to find good solutions, but not 
necessarily great ones. To apply heuristic rules, several metaheuristic techniques 
were developed. 

A metaheuristic is a set of concepts that can be used to define heuristic methods 
that can be applied to a wide range of different problems. In other words, a 
metaheuristic can be seen as a general algorithmic framework that can be applied 
to different optimization problems with relatively few modifications to adapt it to a 
specific problem (Silva and Silva 2014). 

Modern metaheuristic algorithms are a promising alternative for solving complex 
ED and EED optimization problems (Basu 2014b). In the following sections, the 
computational intelligence techniques applied in this chapter are described in detail. 

4.2 Nondominated Sorting Genetic Algorithm 

In their research, Fonseca and Fleming exposed the procedure for ranking solutions 
based on a dominance level system known as the nondominated genetic classifica-
tion algorithm (NSGA), which was implemented in its entirety (Srinivas and Deb 
1993; Fonseca and Fleming 1995). 

The NSGA varies from the simple genetic algorithm only in how the selection 
operator works. The crossover and mutation operators remain the same (Srinivas 
and Deb 1993; Coello 1999). 

Before selection is performed, the population is classified based on the nondom-
ination of an individual. Nondominated individuals present in the population are 
first identified from the current population. Then, all these individuals are admitted 
to constitute the first nondominated front of the population and a high standard 
aptitude score is assigned. 

Sharing is achieved by performing the selection operation using a reduction in 
fitness values, which are obtained by dividing an individual’s initial fitness value 
by an amount proportional to the number of individuals around him. This causes 
multiple ideal points of coexistence in the population. After sharing, nondominated
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individuals are temporarily ignored when processing the rest of the population in 
the same way to identify individuals for the second nondominated front. 

This new set of points is then assigned a new default fitness value that is kept 
lower than the previous front’s minimum shared fitness value. This process is 
continued until the entire population is classified on various fronts. The population 
is then reproduced according to the fitness values. Because individuals on the first 
front have a maximum aptitude score, they always receive more copies than the rest 
of the population. 

This was the intention to look for nondominated regions or Pareto optimal fronts. 
This results in a rapid convergence of population toward nondominated regions 
in this region. By emphasizing nondominated points, the NSGA is processing the 
schemas that represent Pareto optimal regions. 

The efficiency of the NSGA lies in the way in which multiple goals are reduced 
to a standard fitness function using the nondominated classification procedure 
(Srinivas and Deb 1993). 

Another aspect of the method is that virtually any number of goals can be 
solved. Both minimization and maximization problems can also be handled by this 
algorithm. The only place that requires a change for the two cases above is in the 
way in which nondominated points are identified (Srinivas and Deb 1993). 

4.3 The Elitist Nondominated Sorting Genetic Algorithm II 

The Elitist Nondominated Sorting Genetic Algorithm II (NSGA-II) is one of the 
most frequently used algorithms for solving MOOPs (Deb et al. 2002, Golchha and 
Qureshi 2015). 

Furthermore, the NSGA-II differs from the NSGA in that it uses a faster 
screening procedure, an elitist preservation approach, and a parameter for the 
segment operator (Golchha and Qureshi 2015). The functioning of the NSGA-II 
is shown in Fig. 9: 

(a) Initial Population 

Initially, a random parent population is created. The population is ordered on 
the basis of nondomination. Each solution is assigned an aptitude equal to its 
nondomination level (1 is the best level). Thus, fitness minimization is assumed. 
Tournament selection, recombination, and mutation operators are used to create a 
descendant population of size N (Kalaivani et al. 2013). 

The population is initialized based on the problem range and constraints, if any, 
and this population is initialized and sorted based on nondomination. 

(b) Selection 

In the original NSGA-II binary tournament selection (BTS) is used, where a 
tournament is played between two solutions and the best one is selected for the 
crossing. Two other solutions are taken again and another opening in the crossover
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Fig. 9 Operation of the NSGA-II. (Source: Adapted from Golchha and Qureshi (2015)) 

association is filled. It is carried out in such a way that each solution can participate 
in exactly two tournaments (Golchha and Qureshi 2015). 

(c) Crossover 

In NSGA-II simulated binary crossover is used, which works with two parent 
solutions and generates two offspring. The following step-by-step procedure is 
described (Golchha and Qureshi 2015): 

Step 1: Choose a random number ui ∈ [0, 1]; 
Step 2: Calculate using Eq. (20); 
Step 3: Calculate descending using Eq. (21).
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The mathematical formulation can be described as follows: 

.βqi =
⎧
⎨

⎩
(2ui)

1
nc+1 if ui ≤ 0, 5;

(
1

2(1−ui)

) 1
nc+1

other cases.
(20) 

.
Xi

(1,t+1) = 0, 5
[(
1 + βqi

)
Xi

(1,t) + (
1 − βqi

)
Xi

(2,t)
]
,

Xi
(2,t+1) = 0, 5

[(
1 − βqi

)
Xi

(1,t) + (
1 + βqi

)
Xi

(2,t)
]
,

(21) 

where: 

ui: A random number such that ui ∈ [0, 1]; 
nc: Distribution index (non-negative real number); 
Xi 

(1, t) & Xi 
(2, t): Parent solutions; 

Xi 
(1, t + 1) & Xi 

(2, t + 1): Descendants’ solutions. 

(d) Mutation 

Polynomial mutation is used, which transforms each solution separately, that is, 
a parent solution gives offspring after being mutated. The mathematical formulation 
can be described as in Eq. (22) (Golchha and Qureshi 2015): 

.yi
(1,t+1) =

(
yi

(1,t+1) + Xi
(U) − Xi

(L)
)

δ1 (22) 

and: 

.δ1 =

⎧
⎪⎨

⎪⎩
(2ri)

1
/

(nm + 1) − 1, se ri < 0.5,

1 − [2 (1 − ri)]
1
/

(nm + 1) , se ri ≥ 0.5,
(23) 

where: 

ri: A random number such that ui ∈ [0, 1]; 
nm: Distribution index (non-negative real number); 
Xi 

(1, t + 1): Mother solution; 
Xi 

(U): Upper limit of parent solution; 
Xi 

(L): Lower limit of parent solution; 
yi (1, t + 1): Descendants’ solutions. 

(e) Cluster Tournament Selection 

To obtain an estimate of the density of solutions close to a particular solution i 
in the population, we take the average of the two solutions on both sides of solution 
i together with each of the objectives. This quantity di is the Cluster Distance. The
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following algorithm is used to calculate the agglomeration distance of each point in 
set . F (Golchha and Qureshi 2015). 

Assignment procedure: Agglomeration-Selection .

(
F ,< c) 

Step 1: Consider the number of solutions in . F as .l =| F |. For each i in the set, first 
assign di = 0. 

Step 2: For each objective function m = 1, 2, . . . , M, rank the set in worst order of 
fm. Find the vector of ranking indexes Im = Selection (fm, >).  

Step 3: For m = 1, 2, . . . , M, allocate a great deal of distance to cutting-edge 
solutions, .dIm

1
= ∞, and for all other solutions j = 2 para (l − 1) calculate Eq. 

(24): 

.dIm
j

= dIm
j

+ f

(
Im
j+1

)

m − f

(
Im
j−1

)

m

fmax
m − fmin

m

(24) 

The NSGA-II presents an improved technique for maintaining the diversity of 
solutions, proposing a method of clustering the classification distance. However, 
in its process, the classification technique remained unchanged from its previous 
version. (Suksonghong et al. 2014). 

In the NSGA-II, all individuals are classified into matched populations (parents 
and descendants) based on the Pareto dominance relationship and then classified 
into several layers based on which an individual is located. On each front, the 
individuals are arranged in decreasing order of magnitude of the agglomeration 
distance value. In the BTS process, the algorithm first selects an individual 
positioned on a better nondominated front. In cases where individuals with an 
identical front are compared, the tournament selection operator chooses the winner 
based on the value of the agglomeration distance (Suksonghong et al. 2014). 

The NSGA-II elitist strategy considers all combinations of nondominated pop-
ulation solutions as solution candidates for the next generation. If the number of 
nondominated solutions is less than the population size, they are all kept as the latest 
generation solutions. Otherwise, candidates for the next generation are selected 
using the agglomeration distance criterion. This criterion has the advantage of 
maintaining the diversity of solutions in the population in order to avoid premature 
convergence (Suksonghong et al. 2014; Liu et al. 2015). 

4.4 Multi-objective NSGA-III 

The basic architecture of the NSGA-III Multi-objective proposal is like that of 
the NSGA-II, being different in its selection structure. However, in contrast to the 
NSGA-II, to ensure diversity among individuals in the population, the NSGA-III is 
aided by the provision and adaptation of an updated number of reference points in
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a well-distributed manner. In the NSGA-III, the agglomeration band operator was 
replaced by (Deb and Jain 2014): 

(a) Classification of the population at nondominated levels 

In the NSGAIII, the procedure for identifying nondominated fronts is the usual 
dominance principle (Gitizadeh and Aghaei 2014). All members of the tier 1 
population, from the undominated front, are included first St. And  if  |St| =  N, no  
further changes are required and the following generation starts with Pt + 1 = St. 
For |St| > N, individuals of the fronts from 1 to l − 1 are already selected, that is, 
.Pt+1 = ∪l−1

i=1Fi , and the rest of the members of the population are chosen from the 
last Fi front Fi (Deb and Jain 2014). 

(b) Determining Benchmarks on a Hyper-plane 

The NSGAIII uses a predefined set of reference points to ensure diversity in 
obtained solutions. The chosen reference points can be predefined in a structured 
way or preferably provided by the user. In the absence of any preference infor-
mation, any structured placement of predefined reference points can be adopted. 
A systematic approach that places points on a normalized hyper-plane of (M − 1) 
single dimensional unit, which is equally inclined to all objective axes and has an 
intercept of one on each axis. If p divisions are considered along each objective, the 
total number of reference points (H) in a M-objective problem is given by Eq. (25) 
(Deb and Jain 2014). 

.H =
(

M + p − 1

p

)
(25) 

In a problem with three objectives M = 3, reference points are created in a 
triangle with the vertex at (1, 0, 0), (0, 1, 0), and (0, 0, 1). If four divisions are 

selected (p = 4) for each objective axis like .H =
(
3+4−1

4

)
, 15 waypoints are 

created; these waypoints are shown in Fig. 10. For the NSGA-III, in addition to 
solutions to highlight the nondominated, the population members who are in some 
way associated with each of these reference points are emphasized. Because the 
above reference points are created, normalized, and widely distributed across the 
hyper-plane, the obtained solutions are also likely to be widely distributed on or 
near the Pareto front. In the case of a user-supplied preferred set of reference 
points, ideally, the user should be able to mark points on the normalized hyper-
plane or indicate any H, M-dimensional vectors for the purpose. The proposed 
algorithm is likely to find solutions close to the Pareto optimal corresponding to 
the reference points provided, thus allowing this method to be used more for a 
combined application of decision-making and multi-objective optimization (Deb 
and Jain 2014). 

(c) Adaptive Normalization of Population Members 

First, the population ideal point St is defined by specifying a minimum value 
.zmin

i for each objective function i = 1, 2, . . . , M within .∪t
T =0and getting an optimal
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Fig. 10 Fifteen-point 
structure of reference for a 
three-objective problem in a 
normalized plane for p = 4. 
(Source: Deb and Jain (2014)) 

Fig. 11 Procedure for 
calculating intercept and then 
forming the extreme point 
hyper-plane for a 
three-purpose problem. 
(Source: Deb and Jain (2014)) 

point in .z = (
zmin
1 , zmin

2 , . . . , zmin
M

)
. Each objective value of St is then obtained by 

subtracting the objective fi(x) by  .zmin
i for the ideal translation point St to become a 

zero vector. This objective is defined as .f ′
i (x) = fi(x)−zmin

i . After that, the extreme 
point .zmax

i on each objective axis (ith) is found within the search space (x ∈ St), 
which corresponds to the scalarization function .f ′

i (x)and a vector of weight near 
the objective axis ith minimum. These extreme M vectors are then used to constitute 
an M-dimension hyper-plane. The intercept of the ith objective axis and the linear 
hyper-plane can then be calculated (Fig. 11). The objective function can then be 
normalized as in Eq. (26) (Deb and Jain 2014): 

.f n
i (x) = f ′

i (x)

ai

, para i = 1, 2, . . . , M. (26)
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Fig. 12 Association between individuals in the population and their reference points. (Source: 
Deb and Jain (2014)) 

Note that the intercept on each normalized objective axis is now at .f n
i = 1, and 

a hyper-plane built with these intercept points will do .
∑M

i=1f
n
i = 1. 

(d) Association Operation 

After normalizing each goal adaptively based on the extent of members of St 
in the goal space, each population member must be associated with a reference 
point. For this purpose, a reference line corresponding to each reference point on the 
hyper-plane is defined, joining the reference point with the origin. The perpendicular 
distance of each of the members of the population St is calculated from each of the 
reference lines. 

The reference point whose reference line is closest to a population member in 
the normalized objective space is considered to be associated with the population 
member. This is illustrated in Fig. 12 (Deb and Jain 2014). 

(e) Operation Niche Preservation 

It is worth noting that a landmark may have one or more population members 
associated with it, or it does not need to have any population members associated 

with it. The number of population members of .Pt+1 = St
/

Fl
that are associated 

with each reference point is counted. This niche count is denoted as pj for the ith 
reference point ith. A new niche preservation operation is designed as follows. First, 
identify the reference point set Jmim = {j : argminjpj} having minimum pj. In the  
case of several of these reference points, one .

(
j ∈ Jmim

)
is selected randomly (Deb 

and Jain 2014).
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If pj = 0 (means that there is no member Pt + 1 associated with the reference 
point), there can be two scenarios with . j in set Fl. First, there exists one or more 
individuals in front Fl that are associated with the reference point . j , in this case, the 
one having the shortest perpendicular distance from the reference line is added to 
Pt + 1. The count . pJ for reference point . j is then incremented by one. Second, the 
front Fl has no individual related to the reference point . j . Therefore, the reference 
point is excluded from the current generation. 

If pj > 1 (means that there is already a individual associated with the reference 

point in .St
/

Fl
), an individual is randomly selected; if there is any individual from 

the front Fl that is associated with the reference point . j , then it is added to Pt + 1. 
Then, pj is increased by one. After updating the counts, the procedure is repeated up 
to K times, filling all the spaces in the population Pt + 1 (Deb and Jain 2014). 

(f) Genetic Operations to Create Descendant Population (Offspring) 

After forming Pt + 1, it is then used to create a new descendant population Qt + 1, 
by applying the usual genetic operators. In NSGA-III, it has already performed 
a careful elitist selection of solutions and tried to maintain diversity among 
solutions, emphasizing solutions closer to the reference line of each reference point. 
Furthermore, for a computationally low cost, we have a set of values to theN close to 
H, thus hoping to evolve an individual from the population close to the Pareto front. 
For all these reasons, no NSGA-III playback operation is used to deal with problems 
that have only box constraints. The population Qt + 1 is created using the traditional 
crossover and mutation operators, randomly selecting the parents of Pt + 1 (Deb and 
Jain 2014). 

(g) NSGAIII Least Parameters Property 

As with the NSGA-II, the NSGA-III does not require the creation of new 
parameters beyond those already defined in the GA, for example, the size of the 
population, crossover, and mutation probabilities. The number of reference points 
H are not parameters of the algorithm, as they are related to the defined number 
of exchange points. The population size N is dependent on H, like N ≈ H. The  
location of the reference points is dependent on the defined parameters that the user 
is interested in achieving in the obtained solutions (Deb and Jain 2014). 

5 Methodology for New EED Optimization Solution 

5.1 Introduction 

The new solution proposed for the EED optimization problem contemplates the 
shutdown of generators with higher fuel costs at the time of optimization to meet a 
certain power demand. In this solution, the incremental fuel cost and power losses 
are considered.
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Table 3 Characteristic data of plant generators 

Generator ci ($/MW2) bi ($/MW) ai ($) Pmin (MW) Pmax (MW) 

UG1 0.007 7 240 0.66 3.35 
UG2 0.0095 10 200 0.9 3.7 
UG3 0.009 8.5 220 0.8 3.6 
UG4 0.009 11 200 0.66 3.35 
UG5 0.008 10.5 220 0.72 3.45 
UG6 0.0075 12 120 0.66 2.97 
UG7 0.0075 14 130 0.88 3.5 
UG8 0.0075 14 130 0.754 3.33 
UG9 0.0075 14 130 0.9 3.9 
UG10 0.0075 14 130 0.56 2.95 

Source: Nascimento et al. (2016) 

The study was carried out in the electric power generation sector with data from a 
thermoelectric power plant (with ICEs) at the Manaus Industrial Pole and compared 
with a test system from the Institute of Electrical and Electronics Engineers (IEEE). 

For the treatment and analysis of the data, the computational tool MATLAB 
version r2016b was used, microcomputer, Intel i7 processor, with 8 GB of RAM, 
for the implementation of the various computational methods used (NSGA-II and 
NSGA-III) to validate the proposed methodology. 

5.2 Operating Parameters of the TPP Case Study 

In particular, the TPP (case study) works with a fixed demand of power to 
be generated, which is less than its maximum generation capacity, allowing the 
shutdown of generators with higher fuel consumption without compromising their 
operation. The reference plant selected for the case study is composed of ten 
generators, named (UG1 to UG10), as shown in Table 3. In the first column, the 
number of generating units is presented, in the second, third, and fourth there are 
the coefficients ai, bi, e  ci and in the last two, the minimum and maximum power of 
each generating unit are shown. 

These data were obtained from measurements carried out in the field, with the 
consumption record for different percentages of power of each generator (60, 70, 
80, 90 and 100%), and their coefficients specified through a regression method with 
help from software CurveExpert. 

The loss coefficients (Bi) are given by a square matrix of size n × n, described in 
Table 4, where n is the number of generators and all values are multiplied by 10−7. 

The loss coefficients (Bi) were obtained using Kron’s method (Wang and Singh 
2007).
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Table 4 Loss coefficients Bi 

n c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 

UG1 0.14 0.17 0.15 0.19 0.26 0.22 0.34 0.38 0.43 0.45 
UG2 0.17 0.6 0.13 0.16 0.15 0.2 0.23 0.56 0.23 0.51 
UG3 0.15 0.13 0.65 0.17 0.24 0.19 0.25 0.38 0.43 0.45 
UG4 0.19 0.16 0.17 0.71 0.3 0.25 0.43 0.56 0.23 0.51 
UG5 0.26 0.15 0.24 0.3 0.69 0.32 0.18 0.37 0.42 0.48 
UG6 0.22 0.2 0.19 0.25 0.32 0.85 0.97 0.55 0.27 0.58 
UG7 0.22 0.2 0.19 0.25 0.32 0.85 0.67 0.38 0.43 0.45 
UG8 0.19 0.7 0.13 0.18 0.16 0.21 0.28 0.56 0.23 0.51 
UG9 0.26 0.15 0.24 0.3 0.69 0.32 0.18 0.37 0.42 0.48 
UG10 0.15 0.13 0.65 0.17 0.24 0.19 0.25 0.38 0.43 0.45 

Source: Nascimento et al. (2016) 

Table 5 General emission 
coefficients – case study 

Generator αi(g/m3) β i(g/m3) γ i(g/m3) 

UG1 4.59 −884.13 112,047.21 
UG2 5.28 −871.68 105,511.36 
UG3 3.41 −581.35 96,795.36 
UG4 0.87 −263.50 86,264.93 
UG5 0.23 −198.77 84,132.86 
UG6 1.88 −444.28 92,565.64 
UG7 0.87 −302.81 88,329.64 
UG8 2.96 −654.92 102,614.29 
UG9 3.44 −712.03 104,626.14 
UG10 3.38 −716.90 104,892.86 

Source: Authors (2016) 

In Table 5, the general emission coefficients are presented. The first column 
shows the number of generating units, the second, third, and fourth show the 
emission coefficients αi, β i e γ i of each generating unit. 

5.3 Operating Parameters of the TPP Test System – NSGA-II 

To validate the robustness of the solution using the technique proposed in this 
chapter, a comparison was made with a Test System (Basu 2008) that contains ten 
thermal generating units, named (PG1 to PG10), with the characteristics shown in 
Table 6. In the first column, there is the number of generating units, in the second, 
third, fourth, fifth, and sixth are the fuel cost coefficients ci, bi, ai, di, and ei and in 
the last two columns are the minimum power and maximum of each generating unit 
(Table 6).
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Table 6 Characteristic data of the test system generators – NSGA-II 

Generator ci ($/MW)2h bi ($/MWh) ai ($/h) di ($/h) ei (rad/MW) Pmin (MW) Pmax (MW) 

PG1 0.1524 38.5397 786.7988 450 0.041 150 470 
PG2 0.1058 46.1591 451.3251 600 0.036 135 470 
PG3 0.028 40.3965 1049.9977 320 0.028 73 340 
PG4 0.0354 38.3055 1243.5311 260 0.052 60 300 
PG5 0.0211 36.3278 1658.5696 280 0.063 73 243 
PG6 0.0179 38.2704 1356.6592 310 0.048 57 160 
PG7 0.0121 36.5104 1450.7045 300 0.086 20 130 
PG8 0.0121 36.5104 1450.7045 340 0.082 47 120 
PG9 0.109 39.5804 1455.6056 270 0.098 20 80 
PG10 0.1295 40.5407 1469.4026 380 0.094 10 55 

Source: Basu (2008) 

Table 7 General emission coefficients test system – NSGA-II 

Generator αi(lb/h) β i(lb/Mwh) γ i(lb/Mw)2h) ηi(lb/h) δi(l/Mwh) 

PG1 0.0312 −2.4444 103.3908 0.5035 0.0207 
PG2 0.0312 −2.4444 103.3908 0.5035 0.0207 
PG3 0.0509 −4.0695 300.3910 0.4968 0.0202 
PG4 0.0509 −4.0695 300.3910 0.4968 0.0202 
PG5 0.0344 −3.8132 320.0006 0.4972 0.02 
PG6 0.0344 −3.8132 320.0006 0.4972 0.02 
PG7 0.0465 −3.9023 330.0056 0.5163 0.0214 
PG8 0.0465 −3.9023 330.0056 0.5163 0.0214 
PG9 0.0465 −3.9524 350.0056 0.5475 0.0234 
PG10 0.047 −3.9864 360.0012 0.5475 0.0234 

Source: Basu (2008) 

In Table 7, the general emission coefficients are presented. In the first column is 
the number of generating units, in the second, third, fourth, fifth, and sixth are the 
emission coefficients αi, β i, γ i, ηi, and δi of each generating unit. 

The loss coefficients (B) are given by a square matrix of size n × n, multiplied 
by 10−4, presented in Table 8, where n is the number of generators. 

5.4 Operating Parameters of the TPP Test System – NSGA-III 

To validate the robustness of the solution using the technique proposed in this work, 
a comparison was performed with a test system (Dhillon and Jain 2011) that contains 
six thermal generating units, named (PG1 to PG6), with the characteristics presented 
in Table 9. In the first column is the number of generating units, in the second, third, 
and fourth are the fuel cost coefficients ci, bi, and ai, and in the last two columns are 
the minimum and maximum power of each generating unit.
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Table 8 Test system loss coefficients – NSGA-II 

n l1 l2 l3 l4 l5 l6 l7 l8 l9 1 l0  

PG1 0.49 0.14 0.15 0.15 0.16 0.17 0.17 0.18 0.19 0.20 
PG2 0.14 0.45 0.16 0.16 0.17 0.15 0.15 0.16 0.18 0.18 
PG3 0.15 0.16 0.39 0.10 0.12 0.12 0.14 0.14 0.16 0.16 
PG4 0.15 0.16 0.10 0.40 0.14 0.10 0.11 0.12 0.14 0.15 
PG5 0.16 0.17 0.12 0.14 0.35 0.11 0.13 0.13 0.15 0.16 
PG6 0.17 0.15 0.12 0.10 0.11 0.36 0.12 0.12 0.14 0.15 
PG7 0.17 0.15 0.14 0.11 0.13 0.12 0.38 0.16 0.16 0.18 
PG8 0.18 0.16 0.14 0.12 0.13 0.12 0.16 0.40 0.15 0.16 
PG9 0.19 0.18 0.16 0.14 0.15 0.14 0.16 0.15 0.42 0.19 
PG10 0.20 0.18 0.16 0.15 0.16 0.15 0.18 0.16 0.19 0.44 

Source: Basu (2008) 

Table 9 Characteristic data of the test system generators – NSGA-III 

Generator ci ($/MW)2h bi ($/MWh) ai ($/h) Pmin (MW) Pmax (MW) 

PG1 0.002035 8.43205 85.6348 100 250.00 
PG2 0.003866 6.41031 303.778 50 230.00 
PG3 0.002182 7.4289 847.1484 200 500.00 
PG4 0.001345 8.3154 274.2241 85 265.00 
PG5 0.002162 7.42289 847.1484 200 500.00 
PG6 0.005963 6.91559 202.0258 200 490.00 

Source: Dhillon and Jain (2011) 

Table 10 NOx emission 
coefficients test system – 
NSGA-III 

Generator cNi bNi aNi 
PG1 0.006323 −0.38128 80.9019 
PG2 0.006483 −0.79027 28.8249 
PG3 0.003174 −1.36061 324.1775 
PG4 0.006732 −2.39928 610.2535 
PG5 0.003174 −1.36061 324.1775 
PG6 0.006181 −0.39077 50.3808 

Source: Dhillon and Jain (2011) 

In Table 10, the NOx emission coefficients are presented. In the first column, 
there is the number of generating units, in the second, third, and fourth are the 
emission coefficients aNi, bNi, and cNi of each generating unit. 

In Table 11, the COx emission coefficients are presented. In the first column is 
the number of generating units, in the second, third and fourth are the emission 
coefficients aCi, bCi, and e cCi of each generating unit. 

The loss coefficients (B) are given by a square matrix of size n × n, presented in 
Table 12, where n is the number of generators.
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Table 11 COx emission 
coefficients test system – 
NSGA-III 

Generator cCi bCi aCi 
PG1 0.265110 −61.02 5080.148 
PG2 0.140053 −29.95 3824.77 
PG3 0.105929 −9.55 1342.851 
PG4 0.106409 −12.74 1819.625 
PG5 0.105929 −9.55 1342.851 
PG6 0.403144 −121.98 11,381.07 

Source: Dhillon and Jain (2011) 

Table 12 Test system loss coefficients – NSGA-III 

n l1 l2 l3 l4 l5 l6 

PG1 0.00020 0.00001 0.00002 0.00001 0.00000 −0.00003 
PG2 0.00001 0.00030 −0.00002 0.00000 0.00001 0.00001 
PG3 0.00002 −0.00002 0.00010 −0.00001 0.00001 0.00001 
PG4 0.00001 0.00000 −0.00001 0.00015 0.00001 0.00005 
PG5 0.00000 0.00001 0.00001 0.00001 0.00025 0.00002 
PG6 −0.00003 0.00001 0.00001 0.00005 0.00002 0.00021 

Fonte: Dhillon and Jain (2011) 

5.5 Mathematical Formulation for the EED Problem Case 
Study 

The classical mathematical formulation for the total fuel cost function is given by 
Eq. (27): (Barisal and Prusty 2015; Behera et al. 2015; Elattar 2015; Aragón et al. 
2015). 

.Minimize TC =
n∑

i=1

Fi (Pi) , (27) 

where n is the number of generating units in the system, Pi is the power capacity of 
each generating unit (in MW), Fi is the fuel cost for each generating unit (in R$/h), 
and TC is the total cost of fuel (in R$/h). 

In this work, Fi is considered as a simplified cost function, expressed as a single 
quadratic function described in Eq. (28) (Nascimento et al. 2016): 

.Fi (Pi) = ciP
2
i + biPi + ai

(
$

h

)
, (28) 

where ai, bi and ci are the fuel consumption cost coefficients of the ith unit. 
In addition to minimizing the total cost of fuel, the programming considered the 

fulfillment of the following equality and inequality constraints:
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• Power balance constraint: the total generated power Pi must equal the required 
power demand PD. It is defined as Eq. (29): 

.

N∑

i=1

Pi = PD. (29) 

• Operating limit restrictions: thermal units have physical limits on the maximum 
and minimum power that can generate Eq. (30): 

.Pmini ≤ Pi ≤ Pmaxi, (30) 

where Pmini and Pmaxi are the minimum and maximum power of the ith unit 
respectively. 

• Power balance, with transmission loss: some energy systems include the loss of 
the PL transmission network; thus, Eq. (29) is replaced by Eq. (31) (Nascimento 
et al. 2016): 

.

N∑

i=1

Pi = PD + PL. (31) 

This is: 

.

N∑

i=1

Pi − PD − PL = 0, (32) 

where PL are the transmission losses, PD is the power demand, and Pi is the 
power of each ith unit respectively. 

The PL value was calculated as a function of transmission losses of each unit, 
which uses a matrix of loss coefficients B, a vector B0 and a value B00 (Eq. 33) 
(Nascimento et al. 2016): 

.PL =
N∑

i=1

N∑

j=i

PiBijPj +
N∑

i=i

B0iPi + B00. (33) 

• Prohibited operating zones: restrict the operation of generating units, owing 
to steam; valve-operating conditions; and shaft-bearing vibrations, restrictions 
(Eq. 34):
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.

⎧
⎪⎨

⎪⎩

Pmini ≤ Pi ≤ P l
i,1

P u
i.j1 ≤ Pi ≤ P l

i.j ,

P u
i,nj ≤ Pi ≤ Pmaxi

j = 2, 3, . . . , nj, (34) 

where nj is the number of prohibited zones in the ith unit, .P l
i.j and .P u

i.j are the 
lower and upper limits of the forbidden zone. 

• Restricting inequality in terms of fuel supply. 

At each interval, the amount of fuel supplied to all units must be less than or 
equal to the fuel supplied by the seller, that is, the fuel supplied to each unit, at 
each interval, must be within its lower limit .Fmin

i and its limit upper .Fmax
i , so the  

restriction (Eq. 35) (Basu  2014a): 

.Fmin
i ≤ Fim ≤ Fmax

i , i ∈ N,m ∈ M, (35) 

where Fim: fuel supplied to generator i in interval m; .Fmin
i : minimum amount of fuel 

supplied to generator i; .Fmax
i : maximum amount of fuel supplied to generator i. 

• Inequality constraint in terms of fuel storage limits. 

The fuel storage limit of each unit in each interval must be within its lower limit 
Vmin and the upper limit Vmax, so the restriction (Eqs. 36 and 37) (Basu  2014a): 

.Vmin ≤ Vim ≤ Vmax, (36) 

.Vim = V(m−1) + Fim − tm

[
ηi + δiPi + μiP

2
i

]
i ∈ N,m ∈ M, (37) 

where, ηi, δi, and μi are the coefficients of the fuel consumption of each generating 
unit and tm is the duration of the sub-interval m. 

• Constraint (Eq. 38) of inequality in terms of power demand limits: 

.

n∑

i=1

Pmin ≤ PD ≤
n∑

i=1

Pmax (38) 

The incremental fuel cost method: by optimal dispatch, it is assumed that the 
incremental cost for each unit is described as in Eq. (39) (Dike et al. 2013): 

.
∂F 1

∂P 1
= ∂F 2

∂P 2
= · · · = ∂Fm

∂Pm
, (39) 

.
∂F i

∂P i

= λ, (40) 

where, λ is the incremental cost.
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Fig. 13 Incremental fuel cost curve. (Source: Nascimento et al. (2016)) 

The optimal condition from Eq. (40) reduces to Eq. (41): 

.
∂F i

∂P i

= bi + 2ciPi, (41) 

.λ = bi + 2ciPi, (42) 

where λ is the incremental cost of fuel. 
The incremental fuel cost curve is shown in Fig. 13.a corresponds to the values 

of the different points on the actual incremental cost curve and b are the values of 
the points on the approximate (linear) curve for the incremental cost. Pi is the total 
power generation (Dhamanda et al. 2013). 

For load dispatch purposes the cost is generally approximated to one or more 
quadratic segments; thus, the fuel cost curve in active power generation assumes a 
quadratic shape. 

From Eq. (42) the power generated in the unit can be obtained as in Eq. (43) 
(Dike et al. 2013): 

.Pi = λ − bi

2ci

. (43) 

Furthermore, the optimal condition, Eq. (40), becomes Eq. (44): 

.
∂F i

∂P i

+ λ
∂P L

∂P i

= λ, , (44)
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.
∂P L

∂P i

= 2
n∑

j=1

BijPj + B0i , (45) 

where .
∂P L

∂P i
is the incremental loss of the generating unit i. 

Inserting Eqs. (41) and (45) into Eq. (44), one obtains Eq. (46) (Dike et al. 2013): 

.bi + 2ciPi + 2λ
n∑

j=1

BijPj + B0iλ = λ. (46) 

From Eq. (46), the power generated in unit i can be described as in Eq. (47): 

.Pi = λ (1 − B0i ) − bi − 2λ
∑n

j=1 BijPj

2 (ci + λBii)
. (47) 

It can be simplified as in Eq. (48): 

.Pi = λ − bi

2 (ci + Bii)
. (48) 

To calculate the levels of general emissions, the quadratic equation (Eq. 49) was  
used, from the analysis of measurement data, and its specified coefficients by means 
of a regression method with the aid of CurveExpert Software. 

.Egi (Pi) =
n∑

i=1

αiP
2
i + βiPi + γi

(
gm3/h

)
, (49) 

where αi, β i e γ i are the general emission coefficients; n is the number of generating 
units in the system; Pi is the power capacity of each generating unit (in MW); and 
Egi(Pi) is the total emissions in cubic molar grams per hour (gm3/h). 

To calculate the NOx emission levels, the quadratic equation (Eq. 50) was used, 
from the analysis of measurement data, and its specified coefficients through a 
regression method with the aid of CurveExpert Software. 

.NOxi (Pi) =
n∑

i=1

αniP
2
i + βniPi + γ ni

(
gm3/h

)
, (50) 

where αni, βni e γ ni are the emission coefficients of NOx; n is the number of 
generating units in the system; Pi is the power capacity of each generating unit 
(in MW); and NOxi(Pi) is the total emissions of NOx (in gm3/h). 

To calculate the levels of CO2 emissions, the quadratic equation (Eq. 51) was  
used, from the analysis of measurement data, and its specified coefficients by means 
of a regression method with the aid of CurveExpert Software.
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.CO2i (Pi) =
n∑

i=1

αciP
2
i + βciPi + γ ci

(
gm3

h

)
, (51) 

where αci, βci e γ ci are the CO2 emission coefficients; n is the number of generating 
units in the system; Pi is the power capacity of each generating unit (in MW); and 
CO2i(Pi) is the  total CO2 emissions (in gm3/h). 

5.6 Mathematical Formulation for the EED – Test System – 
NSGA-II 

For the test system, the mathematical formulation adopted for the function of the 
total fuel cost, considering the valve-point effect, is considered, given by Eq. (52) 
(Basu 2008): 

.f1 =
n∑

i=1

[
ai + biPi + ciP

2
i |di sin {ei (Pi.min − Pi)} |

]
, (52) 

where: 

ai, bi, ci, di, and ei are the fuel consumption coefficients; 
n is the number of test system generating units for the NSGA-II; 
Pi is the power capacity of each generating unit (in MW); 
f1 is the total cost (in $/h). 

For the general emissions of pollutants into the atmosphere, considering the 
emissions of sulfur oxide (SOx), nitrogen oxide (NOx), and carbon dioxide (CO2), 
a quadratic equation and an exponential function given by Eq. (53) (Basu  2008): 

.f2 =
n∑

i=1

[
αi + βiPi + γiP

2
i + ηi exp (δiPi)

]
lb/h, (53) 

where: 

αi, β i, γ i, ηi, and δi are the emission coefficients; 
n is the number of test system generating units for the NSGA-II; 
Pi is the power capacity of each generating unit (in MW); 
f2 is the total emissions (in lb/h).
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5.7 Mathematical Formulation for the EED – Test System – 
NSGA-III 

For NSGA-III the mathematical formulation adopted for the total fuel cost function 
is given by Eq. (54) (Dhillon and Jain 2011): 

.FFC = min
n∑

i=1

(
ai + biPi + ciP

2
i

) $

h
, (54) 

where: 

ai, bi, and ci are the fuel consumption coefficients; 
n is the number of test system generating units for the NSGA-III; 
Pi is the power capacity of each generating unit (in MW); 
FFC is the total fuel cost (in $/h). 

For the calculation of NOx pollutant emissions in the atmosphere, a quadratic 
equation is given by Eq. (55) (Dhillon and Jain 2011): 

.FNX = min
n∑

i=1

(
aNi + bNiPi + cNiP

2
i

)
kg/h, (55) 

where: 

ani, bni, and cni are the emission coefficients of NOx; 
n is the number of test system generating units for the NSGA-III; 
Pi is the power capacity of each generating unit (in MW); 
FNX is the total NOx emissions (in kg/h). 

For the calculation of COx pollutant emissions in the atmosphere, a quadratic 
equation given by Eq. (56) is considered (Dhillon and Jain 2011): 

.FCX = min
n∑

i=1

(
aCi + bCiPi + cCiP

2
i

) kg

h
, (56) 

where: 

aci, bci, and cci are the emission coefficients of COx; 
n is the number of test system generating units for the NSGA-III; 
Pi is the power capacity of each generating unit (in MW); 
FCX is the total emissions of COx (in kg/h).
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5.8 Optimization of EED by NSGA-II – Case Study 

In Table 13a and 13b, the results of the case study are presented, from a point on the 
Pareto border, after the execution of the NSGA-II. 

Average run time: 8.41459 s for the classic solution, 13.39859 s for the new 
solution that turns off the generators with the highest fuel cost, and 13.23760 s for 
the new solution that turns off the most polluting generators. 

The solution report presents the input parameters for running the algorithm, such 
as: total power demand PD; minimum and maximum power capacity of the PPT; 
total and fuel costs of each generating unit and the total power losses PL. 

The minimum number of generators with the lowest fuel cost is selected to meet 
the total need for active power demand PD and the optimal output power Pi of each 
generating unit is specified. The generators with the highest fuel cost (UG1, UG3, 
and UG5) are turned off at the time of optimization. 

In Fig. 14, the comparative graph of the optimal output power of each generator 
is visualized, between the classic solution and the new proposed solution, turning off 
the generators with the highest fuel cost (R. Cost) or turning off the most polluting 
generators (R. Emissions), implemented with NSGA-II for the case study. 

In Fig. 15, the comparative graph of the fuel cost of each generator is visualized, 
between the classic solution and the new proposed solution, turning off the 
generators with the higher fuel cost (R. Cost) or turning off the most polluting 
generators (R. Emissions), implemented with NSGA-II for the case study. 

In Fig. 16, the comparative graph of emissions of each generator is visualized, 
between the classic solution and the new proposed solution, turning off the 
generators with the highest fuel cost (R. Cost) or turning off the most polluting 
generators (R. Emissions), implemented with NSGA-II for the case study. 

In this analysis, the EED operational optimization problem was solved consid-
ering the incremental cost and implemented with the NSGA-II, contemplating the 
shutdown of generators with the highest fuel cost. The results, with the new solution 
turning off generators with higher fuel costs, showed a reduction of 32.27% in the 
total cost of fuel and a reduction of 30.29% in emissions, compared with the classic 
solution that distributes the generation of fuel power between all generators, not 

Table 13a NSGA II – Parameters using NSGA II – case study 

EED parameters using NSGA II – Solutions: 

NSGA II – Classic solution 

NSGA II – Solution turning 
off the most costly 
generators 

NSGA II – Solution turning 
off the most polluting 
generators 

Total of PD: 20 MW 20 MW 20 MW 
Minimum power: 0.56 MW 0.56 MW 0.66 MW 
Maximum power: 3.9 MW 3.9 MW 3.9 MW 
Total of PL: 0.053 MW 0.046 MW 0.39 MW 

Source: Authors (2016)
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Fig. 14 Power comparative graph, NSGA-II – case study. (Source: Authors (2016)) 

Fig. 15 Cost comparative chart, NSGA-II – case study. (Source: Authors (2016)) 

contemplating their shutdown with the highest fuel cost. By opting for the shutdown 
of the most polluting generators, a 28.26% reduction in the total fuel cost is obtained 
and a 33.10% reduction in emissions compared with the classic solution. 

In Fig. 17, the Pareto front graphic is visualized for the classical solution 
implemented with NSGA-II for the case study. 

Figure 18 shows the Pareto front graph for the new solution that turns off 
generators with higher fuel costs, implemented with NSGA-II for the case study. 

In Fig. 19, the Pareto front graph is visualized for the new solution that turns off 
generators with the highest rate of emissions, implemented with NSGA-II for the 
case study.
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Fig. 16 Comparative emissions chart, NSGA-II – case study. (Source: Authors (2016)) 

Fig. 17 Pareto front of the classic solution, NSGA-II – case study. (Source: Authors (2016)) 

5.9 NSGA-II Comparative with Test System 

In Table 14a and 14b, the comparative results with the test system of Basu (2008) are  
presented for the EED optimization problem, and compared with the new solution, 
which contemplates the shutdown of generators with a higher fuel cost implemented 
with the NSGA-II.



Optimization of Economic and Environmental Dispatch Using Bio-inspired. . . 351

Fig. 18 Pareto front of cost reduction, NSGA-II – case study. (Source: Authors (2016)) 

Fig. 19 Pareto front for emission reduction, NSGA-II – case study. (Source: Authors (2016))
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The solution report presents the input parameters to run the algorithm, such as 
total power demand PD; minimum and maximum power capacity of the PPT; total 
and fuel costs of each generating unit, and the total power losses PL. 

The minimum number of generators with the lowest fuel cost is selected to meet 
the total need for active power demand PD and the optimal output power Pi of each 
generating unit is specified. The generators with the highest fuel cost (PG1, PG2, 
PG9, and PG10) are turned off at the time of optimization. 

In Fig. 20, the comparative graph of the optimal output power of each generator 
is visualized, between the classic solution of Basu (2008) and the new proposed 
solution, turning off the generators with higher fuel costs (R. Cost) or turning off 
the most polluting generators (R. Emissions), implemented with NSGA-II for the 
test system. 

In Fig. 21, the comparative graph of fuel cost of each generator is visualized, 
between the classic solution of Basu (2008) and the new proposed solution, turning 
off the generators with higher fuel cost (R. Cost) or turning off the most polluting 
generators (R. Emissions), implemented with NSGA-II for the test system. 

In Fig. 22, the comparative graph of emissions of each generator is displayed, 
between the classic solution of Basu (2008) and the new proposed solution, turning 
off generators with higher fuel costs (R. Cost) or turning off more polluting 
generators (R. Emissions), implemented with NSGA-II for the test system. 

In this analysis, the EED operational optimization problem was solved consid-
ering the incremental cost and implemented with the NSGA-II, contemplating the 
shutdown of generators with the highest fuel cost. The results, with the new solution 
turning off the generators with the highest fuel cost, showed a reduction of 22.44% 
in the total cost of fuel and a reduction of 32.53% in emissions, compared with the 
classic solution that distributes the generation of fuel power between all generators, 
not contemplating their shutdown with the highest fuel cost. 

By opting for the shutdown of the most polluting generators, there is a 19.72% 
increase in the total fuel cost and an 81.96% reduction in emissions compared with 
the classic solution. In Fig. 23, the Pareto front graphic is visualized for the classical 
solution implemented with NSGA-II for the test system. 

Figure 24 shows the Pareto front graph for the new solution that turns off 
generators with higher fuel costs, implemented with NSGA-II for the test system. 

Table 14a Parameters using for the Test System – NSGA-II 

EED parameters using NSGA II – Solutions: 

NSGA II – Classic solution 
(BASU, 2008) 

NSGA II – Solution turning 
off the most costly 
generators 

NSGA II – Solution turning 
off the most polluting 
generators 

Total of PD: 1036 MW 1036 MW 1036 MW 
Minimum power: 10 MW 10 MW 10 MW 
Maximum power: 470 MW 470 MW 470 MW 
Total of PL: 19.69 MW 19.32 MW 11.72 MW 

Source: Authors (2016)
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Fig. 20 Power comparative graph, NSGA-II – test system. (Source: Authors (2016)) 

Fig. 21 Cost comparative chart, NSGA-II – test system. (Source: Authors (2016))
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Fig. 22 Comparative emissions chart, NSGA-II – test system. (Source: Authors (2016)) 

Fig. 23 Pareto front of the classic solution, NSGA-II – test system. (Source: Authors (2016))
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Fig. 24 Pareto front of cost reduction, NSGA-II – test system. (Source: Author (2016)) 

Table 15 Parameters. NSGA-III – case study 

EED parameters using NSGA-III 
Solutions: PD Pimin (M) Pimax (M) PL 

Classic 20 MW 0.56 MW 3.9 MW 0.3 MW 
Turning off generators at higher cost (R$) 20 MW 0.56 MW 3.9 MW 0.19 MW 
Turning off generators with higher emissions 
of NOx 

20 MW 0.56 MW 3.7 MW 0.21 MW 

Turning off generators with higher emissions 
of CO2 

20 MW 0.66 MW 3.9 MW 0.28 MW 

Source: Authors (2016) 

5.10 Optimization of EED by NSGA-III – Case Study 

Table 15 shows the operating parameters of the NSGA-III for the case study. 
Average execution time is 15.4435 s for the classic solution, 12.8941 s for the 

new solution that turns off generators with higher fuel costs, 12.6606 s for the new 
solution that turns off generators with higher NOx emissions, and 14.1847 s for the 
new solution that shuts down generators with higher CO2 emissions. 

The solution report presents the input parameters to run the algorithm, such as 
total power demand PD; minimum and maximum power capacity of the PPT; total 
and fuel costs of each generating unit and the total power losses PL.
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Table 16 Optimal power 
output results. NSGA-III – 
case study 

Optimal output power of each generating unit 
Solution: 

Classic R. Cost R. NOx R. CO2 

Power: 
Pi (MW) Pi (MW) Pi (MW) Pi (MW) 

UG1 2.99 0 0 0 
UG2 3.03 3.40 3.48 0 
UG3 2.18 0 3.44 3.33 
UG4 1.20 2.42 2.52 2.42 
UG5 1.22 0 2.42 2.53 
UG6 1.47 2.80 2.89 2.58 
UG7 1.43 2.42 2.93 2.53 
UG8 2.16 2.90 0 3.07 
UG9 2.59 3.61 0 3.71 
UG10 2.00 2.64 2.54 0 
Total 20.2800 20.1919 20.2199 20.1691 

Source: Authors (2016) 

In Table 16, the results of the optimal output power Pi of each generating unit 
are presented, comparing the classic solution with the new solution that turns off 
generators with higher fuel consumption (R. Cost) or with higher NOx emissions 
(R. NOx) or with a higher rate of CO2 emissions (R. CO2), after the execution of 
the NSGA-III for the case study. 

The classic solution that uses all generators to meet the need for active power 
demand PD was the one with the greatest power loss. In Fig. 26, the optimal output 
power comparative graph displays the Pi of each generator, between the classic 
solution and the new proposed solution implemented with NSGA-III for the case 
study (Fig. 25). 

Table 14b shows the results of total costs (R$) for each generating unit, 
comparing the classic solution with the new solution that turns off generators with 
higher fuel consumption (R. Cost) or with a higher rate of emissions. NOx (R. NOx) 
or with a higher rate of CO2 emissions (R. CO2), after the execution of NSGA-III 
for the case study (Table 17). 

The minimum number of generators with the lowest fuel cost is selected to meet 
the active power demand PDand the optimal output power Pi of each generating unit 
is specified. The generators with the highest costs (UG1, UG3, and UG5) are turned 
off at the time of optimization. The solution that turns off the generators with the 
highest fuel costs showed a reduction of 33.45%, compared with the classic solution 
that uses all generators to meet the need for active power demand PD. In Fig.  26, the  
comparative graph of fuel cost for each generator is visualized, between the classic 
solution and the new proposed solution implemented with NSGA-III for the case 
study. 

Table 18 shows the results of total NOx emissions for each generating unit, 
comparing the classic solution with the new solution that turns off generators with
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Fig. 25 Power comparison chart, NSGA-III – case study. (Source: Author (2016)) 

Table 17 Results of total 
costs (R$). NSGA-III – case 
study 

Total costs (R$) of each generating unit 
Solution: 

Classic R. Cost R. NOx R. CO2 

Cost: 
(R$) (R$) (R$) (R$) 

UG1 261.01 0.00 0.00 0.00 
UG2 230.42 234.09 234.93 0.00 
UG3 238.57 0.00 249.35 248.44 
UG4 213.26 226.72 227.78 226.67 
UG5 232.85 0.00 245.45 246.59 
UG6 137.66 153.69 154.74 151.07 
UG7 150.00 163.89 171.05 165.46 
UG8 160.33 170.62 0.00 172.98 
UG9 166.32 180.61 0.00 182.02 
UG10 157.97 167.06 165.60 0.00 
Total 1948.39 1296.69 1448.92 1393.23 

Source: Authors (2016) 

higher fuel consumption (R. Cost) or with higher NOx emissions rate (R. NOx) or 
with a higher rate of CO2 emissions (R. CO2), after the execution of the NSGA-III 
for the case study. 

The minimum number of generators with the lowest NOx emission rates was 
selected to meet the total demand for active power PD. The generators with the 
highest NOx emission rates (UG1, UG8, and UG9) are turned off at the time of 
optimization.
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Fig. 26 Fuel cost comparison chart, NSGA-III – case study. (Source: Authors (2016)) 

Table 18 NOx emission 
results. NSGA-III – case 
study 

NOx emissions from each generating unit 
Solutions: 

Classic R. Cost R. NOx R. CO2 

Emissions of the NOx: 
(g/m3) (g/m3) (g/m3) (g/m3) 

UG1 484.93 0.00 0.00 0.00 
UG2 260.37 259.25 259.00 0.00 
UG3 175.88 0.00 172.95 173.20 
UG4 310.19 305.50 305.13 305.51 
UG5 230.02 0.00 227.28 227.04 
UG6 171.94 170.84 170.77 171.02 
UG7 328.27 322.48 319.53 321.83 
UG8 328.35 323.56 0.00 322.47 
UG9 411.41 402.54 0.00 401.67 
UG10 189.04 187.80 188.00 0.00 
Total 2890.41 1971.97 1642.66 1922.74 

Source: Author (2016) 

The solution that turns off generators with the highest levels of NOx emissions 
presented a reduction of 43.17%, compared with the classic solution that uses all 
generators to meet the demand for active power PD. 

In Fig. 27, the comparative graph of NOx emissions for each generator is 
visualized, between the classic solution and the new proposed solution implemented 
with NSGA-III for the case study. 

Table 19 shows the results of total CO2 emissions for each generating unit, 
comparing the classic solution with the new solution that turns off generators with 
higher fuel consumption (R. Cost) or with higher NOx emissions rate (R. NOx) or
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Fig. 27 Comparative chart of NOx emissions, NSGA-III – case study. (Source: Authors (2016)) 

Table 19 Results of CO2 
emissions. NSGA-III – case 
study 

CO2 emissions from each generating unit 
Solutions: 

Classic R. Cost R. NOx R. CO2 

Emissions of the CO2: 
(g/m3) (g/m3) (g/m3) (g/m3) 

UG1 108,958.09 0.00 0.00 0.00 
UG2 102,935.57 10,2628.49 102,558.39 0.00 
UG3 95,368.80 0.00 94,662.42 94,721.83 
UG4 85,638.73 85,325.69 85,301.14 85,326.83 
UG5 85,633.98 0.00 85,326.93 85,299.45 
UG6 91,744.77 91,164.68 91,126.91 91,259.17 
UG7 87,570.79 87,280.08 87,130.95 87,247.32 
UG8 100,882.60 100,418.17 0.00 100,312.30 
UG9 102,705.28 102,001.58 0.00 101,932.72 
UG10 103,119.60 102,668.77 102,741.04 0.00 
Total 964,558.21 671,487.46 648,847.78 646,099.64 

Source: Authors (2016) 

with a higher rate of CO2 emissions (R. CO2), after the execution of the NSGA-III 
for the case study. 

The minimum number of generators with the lowest CO2 emissions is selected 
to meet the total demand for active power PD. The generators with the highest CO2 
emission rates (UG1, UG2, and UG10) are switched off at the time of optimization. 

The solution that turns off generators with the highest levels of CO2 emissions 
presented a reduction of 33.02%, compared with the classic solution that uses all 
generators to meet the demand for active power PD.
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Fig. 28 Comparative chart of CO2 emissions, NSGA-III – case study. (Source: Authors (2016)) 

Fig. 29 Best individuals for the classic solution, NSGA-III – case study. (Source: Authors (2016)) 

In Fig. 28, the comparative graph of CO2 emissions for each generator is 
visualized, between the classic solution and the new proposed solution implemented 
with NSGA-III for the case study. 

In Fig. 29, the graph of the best individuals for the classic solution implemented 
with NSGA-III for the case study is visualized.
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Fig. 30 Best individuals for cost reduction, NSGA-III – case study. (Source: Authors (2016)) 

Figure 30 shows the graph of the best individuals for the solution that turns off 
the generators with the highest fuel cost, implemented with NSGA-III for the case 
study. 

In Fig. 31, the graph of the best individuals for the solution that turns off the 
generators with the highest CO2 emission index is visualized, implemented with 
NSGA-III for the case study. 

Figure 32 shows the graph of the best individuals for the solution that turns off 
the generators with the highest NOx emission rate, implemented with NSGA-III for 
the case study. 

5.11 NSGA-III Comparison with Test System 

In Table 20, the operating parameters of the NSGA-III are presented for the test 
system. 

The average execution time is 10.312 s for the classic solution, 14.4588 s for 
the new solution that turns off generators with higher fuel costs, 15.6611 s for the 
new solution that turns off generators with the highest rate of NOx emissions, and 
9. 1874 s for the new solution that shuts down generators with the highest CO2 
emissions. 

In Table 21, the results of the optimal output power Pi of each generating unit 
are presented, comparing the classic solution with the new solution that turns off 
generators with higher fuel consumption (R. Cost), with higher NOx emissions (R.
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Fig. 31 Best individuals for CO2 reduction, NSGA-III – case study. (Source: Authors (2016)) 

Fig. 32 Best individuals for NOx reduction, NSGA-III – case study. (Source: Authors (2016))
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Table 20 Economic and environmental dispatch (EED) parameters. NSGA-III – test system 

EED parameters using NSGA-III 
Solutions: PD Pimin(M) Pimax(M) PL 

Classic 1500 MW 50 MW 500 MW 0.72 MW 
Turning off generators with the highest cost 
(R$) 

1500 MW 50 MW 500 MW 1.05 MW 

Turning off generators with higher NOx 
emissions 

1500 MW 50 MW 500 MW 0.78 MW 

Turning off generators with higher CO2 
emissions 

1500 MW 50 MW 500 MW 0.20 MW 

Source: Authors (2016) 

Table 21 Optimal power 
output result. NSGA-III – test 
system 

Optimal output power of each generating unit 
Solution: 
Classic R. Cost R. NOx R. COx 
Power: 
Pi (MW) Pi (MW) Pi (MW) Pi (MW) 

PG1 183.91 226.90 199.77 246.76 
PG2 179.89 221.35 204.86 0.00 
PG3 326.16 0 432.42 496.95 
PG4 209.67 252.01 240.35 262.93 
PG5 346.81 472.19 423.37 493.57 
PG6 254.29 328.60 0 0 
Total 1500.7295 1501.0481 1500.7760 1500.2018 

Source: Authors (2016) 

NOx), or with a higher rate of COx emissions (R. COx), after the execution of the 
NSGA-III for the test system. 

The new solution, which includes the shutdown of generators with higher fuel 
consumption, was the one with the greatest power loss. 

In Fig. 33, the comparative graph of the optimal output power Pi of each 
generator is visualized, between the classic solution and the new proposed solution 
implemented with NSGA-III for the test system. 

Table 22 shows the results of total costs (R$) for each generating unit, comparing 
the classic solution with the new solution that turns off generators with higher fuel 
consumption (R. Cost) or with higher fuel emissions. NOx (R. NOx) or with a higher 
rate of COx emissions (R. COx), after running the NSGA-III for the test system. 

The minimum number of generators with the lowest fuel costs is selected to meet 
the total demand for active power PD. The generator with the highest cost (PG3) is 
turned off at the time of optimization. 

The solution that turns off the generators with the highest fuel costs showed a 
reduction of 3.16%, compared with the classic solution that uses all generators to 
meet the need for active power demand PD. In their work, Dhillon and Jain (2011), 
obtain a total fuel cost of $17,520.30 using NSGA-II. The new solution proposed in
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Fig. 33 Power comparative chart, NSGA-III – test system. (Source: Authors (2016)) 

Table 22 Results of total 
costs (R$). NSGA-III – test 
system 

Total costs (R$) of each generating unit 
Solution: 
Classic R. Cost R. NOx R. CO2 

Courses: 
(R$) (R$) (R$) (R$) 

PG1 1705.20 2103.64 1851.33 2290.25 
PG2 1582.02 1912.12 1779.26 0.00 
PG3 3502.32 0.00 4467.59 5077.77 
PG4 2076.84 2455.17 2350.55 2553.54 
PG5 3681.52 4834.20 4377.28 5037.53 
PG6 2346.14 3118.39 0.00 0.00 
Total 14,894.05 14,423.52 14,826.00 14,959.10 

Source: Authors (2016) 

this chapter presents a reduction of 17.68% in the total fuel cost compared with this 
result (Dhillon and Jain 2011). 

In Fig. 34, the comparative graph of fuel costs for each generator is displayed, 
between the classic solution and the new proposed solution implemented with 
NSGA-III for the test system. 

Table 23, presented the results of total NOx emissions for each generating unit, 
comparing the classic solution with the new solution that turns off generators with 
higher fuel consumption (R. Cost) or with higher NOx emissions rates (R. NOx) or 
with a higher rate of COx emissions (R. COx), after the execution of the NSGA-III 
for the test system. left
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Fig. 34 Fuel cost comparative chart, NSGA-III – test system. (Source: Authors (2016)) 

Table 23 NOx emission 
results. NSGA-III – test 
system 

NOx emissions from each generating unit 
Solutions: 
Classic R. Cost R. NOx R. COx 
Emissions of NOx: 
(kg/h) (kg/h) (kg/h) (kg/h) 

PG1 224.64 319.92 1851.33 371.83 
PG2 96.45 171.54 1779.26 0.00 
PG3 218.06 0.00 4467.59 431.87 
PG4 403.15 433.15 2350.55 444.80 
PG5 234.06 389.39 4377.28 425.84 
PG6 350.69 589.39 0.00 0.00 
Total 1527.05 1903.40 14,826.00 1674.34 

Source: Authors (2016) 

The minimum number of generators with the lowest NOx emission rates is 
selected to meet the total demand for active power PD. The generator with the 
highest NOx emission rate (PG3) is turned off at the time of optimization. 

The solution that turns off generators with the highest NOx emission rates 
showed a reduction of 4.07%, compared with the classic solution that uses all 
generators to meet the need for active power demand PD. 

In their work, Dhillon and Jain (2011) obtain total NOx emissions of 1805.34 kg 
using NSGA-II (Dhillon and Jain 2011). The new solution proposed in this chapter, 
presents a reduction of 18.86% in total NOx emissions in relation to this result. 

In Fig. 35, the comparative graph of NOx emissions for each generator is 
displayed, between the classic solution and the new proposed solution implemented 
with NSGA-III for the test system.
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Fig. 35 Comparative chart of NOx emissions, NSGA-III – test system. (Source: Authors (2016)) 

Table 24 COx emission 
results. NSGA-III – test 
system 

COx emissions from each generating unit 
Solution: 
Classic R. Cost R. NOx R. COx 
Emissions of COx: 
(kg/h) (kg/h) (kg/h) (kg/h) 

PG1 2824.84 4883.65 3470.36 6165.76 
PG2 2968.80 4056.88 3566.50 0.00 
PG3 9496.17 0.00 17,019.61 22,755.42 
PG4 3827.07 5367.70 4905.56 5826.98 
PG5 10,770.72 20,450.29 16,285.27 22,433.13 
PG6 6430.82 14,829.08 0.00 0.00 
Total 36,318.43 49,587.60 45,247.31 57,181.28 

Source: Authors (2016) 

Table 24 presented the results of total COx emissions for each generating unit, 
comparing the classic solution with the new solution that turns off generators with 
higher fuel consumption (R. Cost), with a higher NOx emission rate (R. NOX), or 
with a higher rate of COx emissions (R. COx), after the execution of the NSGA-III 
for the test system. 

The minimum number of generators with the lowest COx emission rates is 
selected to meet the total demand for active power PD. Generators with the highest 
COx emission rates (PG3 and PG6) are turned off at the time of optimization. 

The solution that turns off generators with the highest COx emission rates did not 
show reductions in emission rates, compared with the classic solution that uses all 
generators to meet the need for active power demand PD. This phenomenon occurs 
because of the characteristics of the plant’s generators, making the classic solution
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Fig. 36 Comparative chart of COx emissions, NSGA-III – test system. (Source: Authors (2016)) 

Fig. 37 Best individuals for classic solution, NSGA-III – test system. (Source: Authors (2016)) 

the one with the lowest total index of COx emissions. In Fig. 36, the comparative 
graph of COx emissions for each generator is displayed, between the classic solution 
and the new proposed solution implemented with NSGA-III for the test system. 

In Fig. 37, the graph of the best individuals for the classic solution, implemented 
with NSGA-III for the test system is visualized.
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Fig. 38 Best individuals for cost reduction, NSGA-III – test system. (Source: Authors (2016)) 

In Fig. 38, the graph of the best individuals for the solution that turns off the 
generators with the highest fuel cost is visualized, implemented with NSGA-III for 
the test system. 

In Fig. 39, the graph of the best individuals for the solution that turns off the 
generators with the highest COx emission rate is visualized, implemented with 
NSGA-III for the test system. 

In Fig. 40, the graph of the best individuals for the solution that turns off the 
generators with the highest NOx emission rate is visualized, implemented with 
NSGA-III for the test system. 

In this chapter, it can be seen that the new solution proposed for the EED 
optimization problem, which includes the shutdown of generators with higher fuel 
costs at the time of optimization to meet a certain power demand, proved to be 
efficient, with a reduction in the total cost of fuel in power generation in TPPs 
compared with other conventional methods that distribute power generation among 
all generators, including those with higher generation costs. 

5.12 Conclusions 

This chapter proposes to present a new solution for optimizing EED problems, based 
on bio-inspired metaheuristics. In this context, issues related to multi-objective
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Fig. 39 Best individuals for COx reduction, NSGA-III – test system. (Source: Authors (2016)) 

Fig. 40 Best individuals for NOx reduction, NSGA-III – test system. (Source: Authors (2016))
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optimization and the conflicts that may exist within it were defined, in addition 
to the presentation of several methods based on conventional and unconventional 
analysis to solve the proposed problem. 

One of the initial aspects that can be highlighted is the fact that the formulation 
of the EED problem, tested by heuristic methods, proved to be feasible and easy to 
implement, with low computational costs given the complexity of the problems. 

Another important issue was the ease and feasibility of the computational 
implementation of the EED optimization problem modeling, through the use of the 
NSGA-II and NSGA-III. These algorithms showed that the EED multi-objective 
problem can be solved with a reasonable computational cost for the proposed 
problem. 

To solve the EED MOOP, better results were also found, considering the 
shutdown of generators with the highest fuel costs and that are not necessary to 
meet the demand for active power PD at the time of optimization. The proposal in 
this case proved to be efficient both for the application of the NSGA-II heuristic 
method, contemplating two objective functions (fuel cost and total emissions), and 
for the NSGA-III heuristic method, contemplating three objective functions (fuel 
cost, NOx emissions, and CO2 emissions). In both cases there was a significant 
reduction of more than 30% in fuel and emission costs. 

The new modified EED solution for shutting down generators with higher fuel 
costs at the time of optimization enables TPP specialists to carry out predictive 
maintenance on these machines that are not being used at the time of optimization, 
in order to improve efficiency not only in the generators, but in TPP generation 
planning. 

Bio-inspired computing methods based on optimization techniques do not 
guarantee to find an optimal global solution, but produce feasible solutions at an 
acceptable computational cost (time), which is the reason why such techniques have 
been widely applied to solve the EED problem. 

The positive results of this chapter, from the analysis of the application of 
several methods in several simulations, demonstrate the benefits of the proposed 
new method. 
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A Stochastic Multi-period Transmission 
Expansion Planning Using Whale 
Optimization Algorithm 

Mohamed M. Refaat, Muhyaddin Rawa, Yousry Atia, Ziad M. Ali, 
Shady H. E. Abdel Aleem , and Mahmoud M. Sayed 

1 Introduction 

1.1 Literature Review 

Transmission network expansion planning (TEP) is a strategy to decide where, 
when, and how many transmission facilities are needed to extend the current 
power system transmission network [1]. TEP strategy always comprises economic 
and technical plans. The objective of the economic plan is to transport energy to 
distribution networks and load sites with low investment costs, whereas the technical 
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Fig. 1 Main factors impacting TEP 

plan strives to keep power systems reliable at a reasonable level. Regarding the risks 
that threaten the transmission network, investors will be more interested in a strategy 
that has a lower investment risk and a better rate of return [1, 2]. 

TEP has been widely studied in the literature from different aspects such as the 
planning model, handling uncertainties, system reliability, and solution methods 
as shown in Fig. 1. Static or dynamic TEP-based AC or DC power flow models 
are commonly used to formulate TEP problems [1, 2]. In the static TEP (STEP) 
approach, the location and number of new lines are determined based on the demand 
for electrical power at the end of the planning horizon [1]. However, the planning 
horizon is divided into several time intervals in the dynamic TEP (DTEP) to take 
into account features such as annual load growth, inflation rate, market behavior, 
and environmental change, which lead to a more accurate and realistic assessment 
of the network. The implementation of DTEP increases the complexity and need for 
high computational effort 

The ACTEP is a comprehensive and realistic model; however, it translates into 
a non-linear large-scale optimization problem [3]. DCTEP, in contrast to ACTEP, 
omits reactive power and transmission losses and assumes the buses’ voltage is at 
its nominal value (1 pu) [4, 5]. As a result, the DCTEP model is linear and simple, 
but it has low accuracy compared to the AC model [3, 6]. 

The electric power system is not deterministic. Hence, the power system’s 
uncertainties are yet another feature that must be considered in the TEP model [7]. 
Uncertain events, such as stochastic behavior of electrical loads and contingencies 
related to transmission lines and generation units, always occur randomly in an 
unexpected way [8, 9]. Furthermore, the output energy of renewable generation
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sources (RGSs) like wind and PV units is highly unpredictable. RGSs, if widely 
used, might have a significant impact on power system operations and erode 
grid resilience. It is commonly treated loads and generation units as deterministic 
parameters in the traditional TEP models. Although the deterministic approach 
simplifies the problem, it fails to represent the random nature of the real power 
system and may produce unrealistic plans. In this regard, current research has 
focused on tackling this issue [7–9]. 

Stochastic and robust optimization approaches are commonly applied to deal 
with the system’s uncertainties. The stochastic optimization approach specifically 
relies on an accurate probability distribution function (PDF) of the uncertain 
element. This approach has some limitations concerning large-scale power systems. 
For example, a precise PDF of the uncertainty element may be difficult to determine. 
A large number of scenario samples are also required to obtain reasonable accuracy, 
leading to an intense computational problem [9]. The robust programming method-
ology, on the other hand, does not require the precise PDF of uncertain variables, but 
rather merely the bound of uncertainty. As a result, this strategy will be extremely 
useful when the whole PDF of uncertain parameters is not provided [8, 9]. In other 
words, stochastic parameters take values inside an uncertainty set, and the solution 
to an optimization issue must be feasible in the worst case. As a result, the goal of 
this approach is to optimize the objective function under the worst-case realization 
of uncertainty [89]. 

Organizations, like the North American Electrical Reliability Corporation, have 
issued a set of guidelines to be adhered to by all to ensure the power network’s 
reliability [10]. TEP models frequently have N-1 security, stability, and short circuit 
limiting constraints to maintain reliability [3, 4, 11, 12]. Energy storage systems 
and demand response programs are the most widely used sources of flexibility and 
reliability to achieve this objective [6, 13]. Both have demonstrated their capabilities 
in energy management roles, stabilizing the system and enhancing the reliability 
of the system as a whole, especially in the presence of RGSs. High voltage DC 
systems, thyristor-controlled compensators (TCCs), and phase-shifting transformers 
have been also used as power flow control technologies [3, 14]. Using these devices 
has allowed the system planner to achieve reliability at the lowest possible cost. 
On the other hand, the allocation of fault current limiters (FCLs) has recently been 
incorporated into the planning model to limit the short-circuit current to a pre-set 
value so that current protection devices are not replaced [3]. 

Because of the non-linearity of TEP’s mathematical model, it poses various 
problems for system planners. The feasible search space for this decision-making 
problem is typically large, non-convex, and challenging to explore since it is 
characterized as a mixed-integer nonlinear programming (MINLP) optimization 
problem [1, 2]. Therefore, selecting a suitable solution method is a challenge facing 
the system planner to deal with the model’s non-linearity and obtain the optimal 
configuration of the system. Several models and tools are used in the literature and 
can be organized into three classes: (1) mathematical, (2) heuristic, and (3) meta-
heuristic methods.
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Mathematical optimization methods are especially useful in solving simple 
and linear optimization problems with a relatively small search area. However, 
in combination with explosion problems with large search space, these methods 
require a high computational burden [3, 6, 12]. Furthermore, mathematical tech-
niques could not guarantee the global optimum of a problem if non-convexities 
are contained within the search space. The implementation of a branch and bound 
(B&B) algorithm has been expressed by Lee et al. [15] to solve the MILP model. 
The B&B succeeds to solve the problem, but it slowly converges to the optimal 
solution and needs high computational efforts. Granville et al. [16] have introduced 
the bender decomposition technique (BD) to solve a STEP problem. This method is 
criticized because it does not guarantee convergence to optimal solutions. Romero 
et al. [17] have presented a hierarchical decomposition-based method to tackle 
this problem. In Alizadeh et al. [18], the BD method has been applied to solve 
a MILP model, taking into account generation reliability. The application of a 
branch-and-cut BD technique has been also introduced in Huang et al. [19] to solve  
the TEP problem. In addition, a modified scheme-based BD has been applied in 
Esmaili et al. [3] to solve a MILP model including FCLs and TCCS allocation. The 
adopted scheme has succeeded in reaching the best solution with low linearization 
errors as little time as possible compared to the other methods. A mixed-binary 
linear programming model has been introduced by Vinasco et al. [20] to solve the  
expansion problem. It is formulated as STEP in the first step, and then the results 
of STEP are applied to the DTEP problem in another step. As a result, the search 
space and the computing time of the solution algorithm are minimized. Özdemir et 
al. [21] have developed a hybrid approach that combines linear programming with 
the Gauss-Seidel method to solve a large-scale STEP problem. 

In heuristic methods, streamlined procedures are employed to identify the best 
solutions. They have the advantage of being much computationally simpler, but they 
cannot guarantee either high quality or optimum solutions. Sensitivity analysis has 
been introduced by Pereira et al. [22] to solve the STEP problem. This approach 
saves time in contrast to mathematical methods, but its implementation on large-
scale networks is difficult. A DTEP-based constructive heuristic algorithm has 
been presented by Romero et al. [23]. Moreover, Sousa et al. [24] have developed 
an algorithm that combines a fuzzy system with a B&B algorithm to solve a 
STEP problem. This approach has succeeded in obtaining high-quality solutions. 
A candidate line selection technique for TEP has been addressed by Zhang et al. 
[25]. This method has proved to be highly effective and accurate in finding optimal 
planning for large networks. 

Meta-heuristic methods involve implementing heuristic techniques iteratively to 
find the optimal solution, using smart criteria. They need a higher computational 
effort, but they can lead to better solutions compared to heuristic algorithms [1, 
26]. In contrast to mathematical approaches, met-heuristic algorithms aim to get 
high-quality solutions with less computational burden, but they cannot ensure the 
global optimum [1]. Moreover, if they are unable to discover a solution, it is unclear 
if this is due to no possible solutions or to the algorithm’s inability to locate 
one. Recently, several meta-heuristic approaches have been applied in the area
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of TEP and can be categorized into four main groups. The first group comprises 
evolutionary algorithms such as genetic algorithms (GA) [26–28] and differential 
evolution [4, 26]. The second group includes swarm-based algorithms such as 
particle swarm optimization (PSO) [5, 29–32]. Human-based methods like a tabu 
search algorithm (TS) form the third group [33]. Whilst the fourth group involves 
physics-based techniques [34], Da Silva et al. [27] have introduced an improved 
GA to solve TEP problems. The extended GA (EGA) has been also employed by 
Escobar et al. [28] to determine the DTEP’s projects. This sophisticated type of 
GA can find high-quality topologies for large-scale and high-complexity systems. 
A TEP-based discrete particle swarm optimization (DPSO) approach has been 
presented by Shayeghi et al. [29]. DPSO utilizes swarm intelligence and is regarded 
as a useful tool for solving many engineering problems. Nevertheless, it may fall 
into local optimums. An improved DPSO with mutation based on the similarity 
method has been presented by Shayeghi et al. [30] to resolve this shortcoming. 
In Torres et al. [31] and Huang et al. [32] the improved local PSO and the 
multi-group PSO algorithms have been implemented to solve the STEP problem, 
respectively. In addition, Da Silva et al. [33] have presented a TS-based method 
to reduce the investment cost in TEP. TS approach is feasible and powerful 
to solve the STEP problem. In Refaat et al. [4], DTEP and STEP using the 
success-history-based differential evolution with semi-parameter adaptation hybrid-
covariance matrix adaptation evolution strategy algorithm (LSHADE-SPACMA) 
have been presented. The results have showed that LSHADE-SPACMA achieves 
superiority over the integer-based particle swarm optimization (IBPSO) technique 
[5], and the multiverse optimization (MVO) technique [34]. Shaheen et al. [35] 
have proposed the binary and integer coded backtracking search algorithm (CBSA) 
for solving the STEP. The results have demonstrated that the BSA outperforms 
IBPSO, and MVO in the area of TEP, while LSHADE-SPACMA still gives better 
performance compared to integer and binary CBSA. 

In this chapter, a stochastic multi-period TEP model (SMTEP) for power systems 
planning is adopted. The whale optimization algorithm (WOA) is applied to solve 
the proposed problem. The WOA has been developed by Mirjalili et al. [36], 
and it has proven to be efficient in solving many complex problems. A reduction 
technique and an acceleration scheme are incorporated with the WOA to enhance 
its performance and to reduce the computational time. The WOA’s efficacy is 
first validated to solve TEP and compared to LSHADE-SPACMA, IBPSO, MVO, 
and the binary and integer CBSA. Then, the impact of considering the system’s 
uncertainties and N-1 reliability constraints in the planning model is introduced. All 
case studies are carried out on the Garver system and an equivalent system to the 
transmission network of West Delta (WDN) in Egypt. 

The rest of this chapter is organized as follows: the problem formulation is 
presented in Sect. 12.2. The solution approach and the application of WOA for 
solving SMTEP are introduced in Sects. 12.3 and 12.4, respectively. Section 12.5 
represents the numerical results, and the chapter is concluded in Sect. 12.6.
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2 Problem Formulation 

The SMTEP problem aims to minimize the total investment and operating costs and 
load shedding (LS), and to satisfy all the system’s constraints. Due to the problem’s 
complexity, the DC model is applied in this chapter [4]. 

The SMTEP problem is typically formulated as an optimization problem with 
an objective function and a set of constraints. The SMTEP model considering N-1 
reliability and the LS is given as follows: 

. Min. F1 + F2 + F3 (1) 
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Where Nij 
s and Nij 

s − 1 are the total number of circuits between nodes i and j 
in scenarios S and S − 1, respectively. Cij is the investment cost of installing a 
circuit between nodes i and j, while Cr is the penalty cost due to load shedding 
($/MW). Cop, i is the operating cost of generation units ($/MWh). .P s

g,i and .P s
R,i are 

the generated active power of thermal units and RGS, respectively (MW). .P s
d,i and 

. rs
i are the load demand (MW) and the amount of load shedding (MW) at node i. . θs

i

and . θs
j are the bus voltage angle for nodes i and j, respectively. .P s

ij is the power pass 
through-line between nodes i and j (MW). β ij is the susceptance of the line between 
nodes i and j. The subscript max and min, respectively, represent the maximum and 
the minimum values for a variable. 

The objective function (1) covers the cost due to the investment in new 
transmission lines as well as the operating cost and the cost of LS required to achieve 
the N-1 security. The planning horizon is split into many time intervals, and the 
planning cost in each interval is reasonably transferred to the base period using an 
interest rate λ. 

Equations (5–10) represent the investment and operating constraints. Equations 
(5) and (6), respectively, limit the active power balance at bus i and power flows 
through transmission lines. While the voltage angles at bus i, the capacity of clean 
and thermal stations, number of circuits in each corridor are restricted by (7–10). 
The reliability constraints are represented in (11) to (13). Equations (11–12) show  
the nodal and power flow constraints to satisfy N-1 reliability, whilst (13) limits the 
LS at each bus. 

3 Solution Approach 

3.1 Proposed Model 

The SMTEP problem in (1–13) is reformulated to a bi-level problem. The master 
problem determines TEP projects and calculates the LS to satisfy the N-1 reliability 
constraint as shown in (14–15). Whilst (16–17) represents the sub-problem that 
concerns the generation operating cost. The WOA is applied to solve the master 
problem, and the operating cost is obtained from DC optimal flow using MAT-
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POWER toolbox [37]. 

. Min. F1 + F2 (14) 

.s.t. (10), and (13) (15) 

. Min. F3 (16) 

.s.t. (5)–(9), and (11)–(12) (17) 

The proposed approach to solve the SMTEP problem is depicted in Fig. 2. 
It begins with selecting scenarios that represent the power system’s uncertainties 
and defining the number of planning stages (max_stage). After that, branches, 
generation, and load data are prepared for the selected system. For each scenario, 
the WOA optimizes the number and the location of new circuits, and the generators 
dispatching are controlled using the MATPOWER toolbox [37]. The cost function 
is then calculated using (14). If the candidate solution does not fulfill the model 
constraints, it will be assigned at a higher cost. The preceding steps are repeated 
until the stopping criterion is achieved. This process is conducted for each stage. 

3.2 Stochastic Model 

The uncertainties in power systems relate to the daily variation of electrical demand 
and output power at each node. They are represented by scenarios that depict the 
hourly operating condition at each stage. Taking into account the 8760 hours of each 
stage in the proposed model increases the problem’s complexity. As a result, using a 
clustering technique, the fuzzy C- means (FCM) algorithm [38, 39], the 8760 hours 
of the year are reduced to a smaller number of representative hours (e.g., 24). The 
number of representative hours should be chosen in such a way that it does not affect 
the accuracy of the planning [40]. 

The selected scenarios are represented by a matrix (S). Each row in S states the 
wind speed, solar radiation, temperature, and the percentage of the load for each 
scenario. Using the data given in S, the output power of wind turbines (WT) and PV 
units are given by (18) and (19) [41]. 
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Select test scenarios using fuzzy C- mean algorithm 

• Define upper bound and lower bound of candidate circuits, and load shedding.

• Define the maximum number of stages ( max_stage) and the maximum number of 

runs (max_run). 

Obtain the generation operating cost from DC 

optimal power flow

• Update lower bounds

• Stage=Stage+1 
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Fig. 2 The proposed approach to solve SMTEP 
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where . P r
w and .P r

PV are the WT and PV units’ rated powers. . vs
w, . vr

w, . vin
w , and .vout

w are 
the speed of WT at scenario s, rated speed, and cut-in and cut-out speeds of the WT, 
respectively. While .Gs

PV is the solar irradiance, and Gstd and Rc are set as 1000 and 
120 W/m2 [41].
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• Fuzzy C- Mean Algorithm 

In this study, a clustering technique known as the FCM method is applied to 
compile scenarios that represent the hourly variation of load and generation (Y) in  
a number of (y) groups. This method has been first developed by Dunn [38] and 
improved by Bezdek [39]. The data to be clustered is collected in a matrix M that 
has a set of column vectors mj where j ∈ {1, 2, . . . . Y}. Two parameters are required 
by FCM clusters to group M: y and the component of fuzziness (d), where d ∈ k, 
and d > 1. The process is terminated if a pre-defined tolerance (eps) is reached. The 
adopted clustering technique undergoes the following steps [40]: 

Step 1: A membership matrix (k = [kij]y × Y ) is initialized randomly where the sum 
of each column j in k must equal to 1. y random centroids are chosen from the 
data. These centroids are gathered in a vector=[yi]1 × y 

Step 2: the new centroids are given by (20): 

.yi =
∑Y

i=1 kd
ij × mj

∑Y
i=1 kd

ij

(20) 

Step 3: the membership matrix is calculated (k = [kij]y × Y ) for each element in M, 
where: 

.kij = 1

∑y

p=1

( ‖mj −yi‖‖mj −yp‖
) 2

d−1

(21) 

Step 4: Determine .f (n)
FCM = ∑Y

j=1
∑y

i=1 kd
ij

∥∥mj − yi

∥∥, where .f (n)
FCM shows the 

objective function value at the nth iteration. 

Step 5: If .

∥∥∥f
(n)
FCM − f

(n−1)
FCM

∥∥∥ < eps,∀n, terminate the optimization procedure, 

otherwise, the procedure is repeated starting from Step 2. 

4 Application of WOA for Solving SMTEP 

The inspiration and the mathematical model of WOA have been introduced in [36]. 
It is based on the idea of the hunting behavior of humpback whales to chase their 
prey using a unique bubble net attacking mechanism. The foraging is sought by 
creating distinct bubbles along a circle or path in the form of a “9.” It’s a unique 
behavior that can only be observed in humpback whales. WOA, similar to any meta-
heuristic algorithm, begins with the process of initialization, followed by updates 
of decision variables and checking constraints, and then ends with the evaluation 
process. A reduction technique and an acceleration scheme are adopted in this
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work to accelerate the convergence to the optimal solution and to decrease the 
computation time. SMTEP based WOA algorithm can be applied as follows: 

Step 1: The whales’ population vector xt is randomly generated considering the 
lower and upper bounds of decision variables. Afterward, the fitness of each 
search agent .f t

i,j is calculated. The search agent gives the minimum value is 
considered the best search agent and assigned with . xt∗

j . 
Step 2: Each search agent (. xt

j ) in the population (xt) is updated using (22). The 
former updating process is called the shrinking encircling mechanism and the 
spiral model. 

.xt+1
j =

⎧
⎪⎪⎨

⎪⎪⎩

xt∗
j − A·D1, if |A| < 1 and p < 0.5

xt
j,rand − A·D2, if |A| ≥ 1 and p < 0.5
´
D· ebl· cos (2πl) + xt∗

j , if p ≥ 0.5

(22) 

p is a random number in [0,1]. D1 and D2 indicate the distance of ith whale to the 
prey (best solution obtained so far) and are calculated as follows: 
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j − xt
j

∣∣∣ (23) 
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∣∣∣C· xt

j,rand − xt
j

∣∣∣ (24) 

. 
´
D equals .

∣∣∣xt∗
j − xt

j

∣∣∣ and b is a constant for defining the shape of the logarithmic 

spiral, l is a random number in [−1,1], and . is an element-by-element multipli-
cation. 

Where A and C are coefficient vectors, .xt∗
j is the position vector of the best solution 

obtained so far, and . xt
j is the position vector. The vectors A and C are calculated 

as follows: 

.A = 2a· r − a (25) 

.C = 2· r (26) 

where a is linearly decreased from 2 to 0 over the course of iterations (in both 
exploration and exploitation phases), and r is a random vector in [0,1]. 

Step 3: Regarding generation units’ output obtained by DC-optimal power flow, the 
DC power flow (.PFj,t+1

i ) is calculated for each individual in the population using 
the MATPOWER toolbox [37], considering the system configuration under the 
updated variables.
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Step 4: Reduce the number of circuits of each population using the following 
reduction formula applied in Fathy et al. [5]: 

.x
j,t+1
i =

∣∣∣PFj,t+1
i

∣∣∣

PFj,MAX
i

(27) 

Where, .PFj,MAX
i is maximum power can flow in the circuit i. 

Step 5: Repeat Step 3 to check the constraints (5–7). 
Step 6: To check the reliability constraints, an acceleration scheme is applied to 

speed up the convergence to the final solution. It can be summarized as follows. A 
binary index, indicating whether the line will participate in the N-1 contingency 
or not, is defined for each individual in the population. During the analysis, 
if the outage of a line (i) in the individual (j) does not meet power flow and 
generation constraints, the analysis is terminated. After that, a high penalty cost 
is assigned to this individual. A complete N-1 analysis was not performed for all 
individuals in the population by adding this function to the algorithm. Hence, the 
computational burden and the consumed time are reduced. 

Step 7: For each individual in the population, the fitness value is calculated and 
compared with the best fitness. If the individual’s fitness is better, it will be 
assigned with . xt∗

j . 
Step 8: Steps from 2 to 7 are repeated till the stop criterion is reached. 

5 Results and Discussion 

5.1 Validation of WOA in Solving TEP 

To validate the WOA in solving TEP, it is implemented to identify the optimal 
configuration of the Garver system and the WDN, and the results are compared with 
the results introduced in the literature. The results are determined over 10 separate 
runs by MATLAB r2017a on a DELL PC, with a model name of OptiPlex7050, 
having an Intel 

® 
Core™ i7’ CPU at 2.6 GHz and 16 GB RAM. 

Garver system is a benchmark system and is composed of 3 generation units, 6 
existing transmission lines, and 15 candidate lines, see Fig. 3 [5]. The dotted line in 
Fig. 3 represents candidate elements, and the solid line represents existing elements. 

The initial configuration of WDN comprises 8 generating units, 52 loads, and 55 
transmission lines as shown in Fig. 4 [5]. Regarding the prospective transmission 
projects, 31 candidates’ lines are proposed to reinforce the network and incorporate 
additional links in the transmission system to supply the demand centres in the 
period 2016–2030. In terms of potential generation projects, it is planned for WDN 
to integrate a thermal unit at node 53.
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Fig. 3 Initial configuration of Garver system [5] 

For both systems, the data are gathered from the databases provided in Fathy et 
al. [5]. Operating costs of power plants are reported in Saboori et al. [42].

• TEP for Garver Network 

The STEP with and without including N-1 security is introduced in Table. 1. 
The WOA succeeds to get the same configuration proposed in Fathy et al. [5] and 
Silva et al. [43]. The convergence curves for WOA in both cases are depicted in 
Figs. 5 and 6, respectively. It may therefore be stated that the WOA is an effective 
algorithm for obtaining the optimal TEP of small-scale systems. Seven circuits are 
proposed for 200 million USD on the candidate paths 3–5, 2–6, and 4–6 if the N-1 
security is ignored in the model. However, if reliability constraints are taken into 
account, ten circuits are proposed for 298 million USD on routes 3–5, 2–6, 3–6, and 
4–6. This means that there is a 49% increase over the non-secure configuration. The 
secure plan requires three additional singular circuits on paths 3–6, 4–6, and 3–5 
to satisfy the N-1 security. Neglecting this kind of constraints results in decreasing 
the economic cost, but the system becomes more susceptible to technical issues that 
may lead to rolling blackouts.
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Fig. 4 Initial configuration of WDN [5]

• TEP for WDN 

The STEP and DTEP for WDN are summarized in Tables 2 and 3, respectively. 
The WOA’s convergence curve to find the STEP’s optimal solution is illustrated in 
Fig. 7. The results of STEP are compared with results introduced in Refaat et al. [4], 
Fathy et al. [5], Shaheen et al. [34], and Shaheen et al. [35]. The configurations of 
WDN using WOA and LSHADE-SPACMA are identical and economically better 
than systems obtained by IBPSO, MVO, and integer and binary CBSA. Both WOA 
and LSHADE-SPACMA achieve investment costs of 17.28 million USD, whereas 
STEP projects using IBPSO, MVO, integer CBSA, and binary CBSA cost 22.19, 
20.64, 18.605, and 18.455 million USD; respectively. WOA surpasses LSHADE-
SPACMA in fast convergence to the optimal value. The WOA needs 115.1 s, while 
the LSHADE-SPACMA needs 164.78 s. 

The DTEP for WDN listed in Table 3 is compared with the planning suggested 
in Refaat et al. [4]. The present study is concerned with in the results between 2016
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Table 1 STEP for Garver system using WOA, IBPSO [5], and Ref. [43] 

Without N-1 security With N-1 security 
Candidate line WOA IBPSO [5] WOA Ref. [43] 

1–2 1 1 1 1 
1–4 1 1 1 1 
1–5 1 1 1 1 
2–3 1 1 1 1 
2–4 1 1 1 1 
3–5 2 2 3 3 
1–3 0 0 0 0 
1–6 0 0 0 0 
2–5 0 0 0 0 
2–6 4 4 4 4 
3–4 0 0 0 0 
3–6 0 0 1 1 
4–5 0 0 0 0 
4–6 2 2 3 3 
5–6 0 0 0 0 
Added circuits 7 7 10 10 
TEP cost (million USD) 200 200 298 298 
Calculation time (sec) 4.2 NI* 9.3 NI 

NI* not introduced 

Fig. 5 Convergence curve of WOA during solving STEP for Garver system
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Fig. 6 Convergence curve of WOA during solving STEP for Garver system (N-1 security) 

and 2030. The planning horizon is divided into three stages. Each stage consists of 
5 years, and the interest rate is 0.2. 

Regarding the WOA’s results, two circuits, with investment costs of 2.45 million 
USD, are added at routes 6–34 and 5–53 to supply the predicted loads in the year 
2020. While four circuits, with investment costs of 7.375 million USD on the routes 
5–6, 33–53, and 5–53, are needed in the year 2025. At the end of the planning 
period, two circuits cost 4.305 million USD are suggested to be installed on routes 
36–53. The WOA locates the optimal solution for a small number of runs. Figure 8 
shows the WOA’s convergence curves for the three stages. 

The LSHADE-SPACMA, on the other hand, finds routes 6–34, 23–53, and 5–53 
are the three vital options to add three circuits with investment costs of 4.71 million 
USD in the first stage. Moreover, three circuits with investment costs of 7.32 million 
USD, and two circuits with investment costs of 3.42 are established in the second 
and the third stages, respectively. 

It is obvious that WOA, over the planning horizon, presents DTEP projects with a 
cost of 14.13 million USD which is lower than the DTEP’s cost given by LSHADE-
SPACMA. Based on the above stated, it can be concluded that WOA is an effective 
technique and outperform LSHADE-SPACMA in solving TEP problems. 

Regarding the STEP and the DTEP for the WDN, the findings reveal that an 
additional circuit is required on routes 5–6, 6–34 for DTEP, whereas no circuits are 
needed on route 20–53. This difference is attributed to the fact that DTEP takes 
into account the time value of the money and the annual load growth, as illustrated 
in (1–4). In the first stage, the installation of circuits on routes 6–34 and 5–53 are 
essential to supply the loads in the best way that achieves the technical and economic 
requirements. Therefore, these circuits are a part of the system and are relied upon 
in the planning of the second stage. Similarly, the third stage depends on the data of
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Table 2 STEP for WDN using WOA and some algorithms in the literature 

Candidate lines IBPSO [5] MVO [34] 

Integer 
CBSA 
[35] 

Binary 
CBSA 
[35] 

LSHADE-
SPACMA 
[4] WOA 

5–6 0 0 0 0 1 1 
5–7 0 0 0 1 0 0 
5–8 0 0 0 0 0 0 
5–22 1 0 0 0 0 0 
5–29 0 0 0 0 0 0 
5–32 0 0 0 0 0 0 
6–32 0 0 0 0 0 0 
6–34 2 1 1 1 0 0 
6–37 0 0 0 0 0 0 
7–32 0 0 1 0 0 0 
7–33 0 0 0 0 0 0 
7–34 0 0 0 0 0 0 
7–36 0 1 0 0 0 0 
7–37 0 0 0 0 0 0 
8–38 0 0 0 0 0 0 
8–33 0 0 0 0 0 0 
8–34 0 0 0 0 0 0 
8–36 0 0 0 0 0 0 
8–37 0 0 0 0 0 0 
25–53 0 0 0 0 0 0 
23–53 0 0 0 0 0 0 
22–53 0 1 1 0 0 0 
19–53 0 0 0 0 0 0 
37–53 0 1 0 0 0 0 
33–53 2 1 1 1 1 1 
5–53 0 0 2 2 2 2 
31–53 0 0 0 0 0 0 
34–53 2 1 0 0 0 0 
36–53 2 2 2 2 2 2 
20–53 0 0 0 2 1 1 
8–53 0 0 0 0 0 0 
TEP cost 
(million USD) 

22.19 20.64 18.605 18.455 17.28 17.28 

Calculation 
time (s) 

NI NI NI NI 164.78 115.1 

the second stage to obtain the final configuration of the system. The DTEP is more 
realistic because it is not practical to install all TEP’s projects in 1 year, and they 
also should be constructed at intervals to meet the annual load growth.
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Table 3 DTEP for WDN using WOA and LSHADE-SPACMA 

WOA LSHADE-SPACMA [4] 
Stage number Stage number 

Candidate line 1 2 3 1 2 3 

5–6 0 2 2 0 1 0 
5–7 0 0 0 0 0 0 
5–8 0 0 0 0 0 0 
5–22 0 0 0 0 0 0 
5–29 0 0 0 0 0 0 
5–32 0 0 0 0 0 0 
6–32 0 0 0 0 0 0 
6–34 1 1 1 1 1 1 
6–37 0 0 0 0 0 0 
7–32 0 0 0 0 0 0 
7–33 0 0 0 0 0 0 
7–34 0 0 0 0 0 0 
7–36 0 0 0 0 0 0 
7–37 0 0 0 0 0 0 
8–38 0 0 0 0 0 0 
8–33 0 0 0 0 0 0 
8–34 0 0 0 0 0 0 
8–36 0 0 0 0 0 0 
8–37 0 0 0 0 0 0 
25–53 0 0 0 0 0 0 
23–53 0 0 0 1 1 1 
22–53 0 0 0 0 0 0 
19–53 0 0 0 0 0 0 
37–53 0 0 0 0 0 0 
33–53 0 1 1 0 1 1 
5–53 1 2 2 1 1 2 
31–53 0 0 0 0 0 0 
34–53 0 0 0 0 0 0 
36–53 0 0 2 0 1 2 
20–53 0 0 0 0 0 0 
8–53 0 0 0 0 0 0 
Added circuits 2 4 2 3 3 2 
Cost (million USD) 2.45 7.375 4.305 4.71 7.23 3.42 
TEP cost (million USD) 14.13 15.36 

5.2 SMTEP for Garver System and WDN 

Some assumptions are made in the Garver network and the WDN to increase the 
usage of clean electricity as shown in Figs. 9 and 10, respectively. For the Garver 
network, the thermal unit at node 3 is replaced with a 165 MW wind unit, and the
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Fig. 7 Convergence curve for WOA during solving STEP for WDN 

Fig. 8 Convergence curve for WOA during solving DTEP of WDN 

capacity of the generation unit connected to node 1 is increased to 150 MW. The 
maximum capacity of the thermal unit at node 6 is also increased to 600 MW. The 
load and the generation data for each stage are given in Table 4. 

For the WDN, two wind stations with a capacity of 200 MW are constructed at 
nodes 2 and 8, and two solar power stations are expected to be established at nodes 
3 and 5. The capacity of each solar unit is 100 MW. Renewable and conventional 
energies are merged for buses where both types are available.
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Fig. 9 The initial configuration of the Garver system in the presence of RGS 

For the WDN, the wind speed, solar radiation, and temperature data are obtained 
from [44] to form 8760 scenarios representing operational conditions per hour at 
each stage. The 8760 scenarios are reduced to 24 scenarios using the FCM clustering 
technique. The selected scenarios are listed in Table 5. The Garver network is also 
planned using the wind and loads data provided in Table 5.

• SMTEP for Garver Network 

The SMTEP for the Garver system is shown in Figs. 11 and 12. With regard to 
the N-1 security, it is planned, as depicted in Fig. 11, to have 4 circuits in the first 
stage and 3 circuits in the second and third phases. Table 6 indicates that one circuit 
is needed at routes 1–2, 1–5, 2–4, 3–5, and 1–6, whilst five circuits are needed 
between bus 2 and bus 6. TEP’s projects are expected to cost 283.889 million USD. 
Ignoring the reliability of the N-1 reveals that the total planning cost is down to 
212.15 to million USD as 8 circuits at routes 2–5, 2–6, and 4–6 are needed during 
the planning horizon as described in Fig. 12. It is obvious that the reduction in 
the planning cost reaches 25.27% compared to the secure plan. The results found 
that no load shedding is applied for both strategies. This means that the candidate 
circuits and generation units are sufficient to meet the planning constraints. It can 
be concluded that omitting N-1 security in the model reduces the investment costs 
but makes it more prone to rolling electrical power outages.
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Fig. 10 The initial configuration of WDN in the presence of RGS 

Table 4 Generation and load data for SMTEP 

Stage 1 Stage 2 Stage 3 
Bus no. Pd (MW) .P max

g (MW) Pd (MW) .P max
g (MW) Pd (MW) .P max

g (MW) 

1 64 150 72 150 80 150 
2 192 0 216 0 240 0 
3 32 165 36 165 40 165 
4 128 0 144 0 160 0 
5 192 0 216 0 240 0 
6 0 600 0 600 0 600 

Finally, the presence of RGSs considerably changes the final configuration of the 
Garver network. Regarding the non-secure configuration presented in Sect. 12.5.1, 
the added circuit in route 3–5 is omitted, while additional two single circuits are 
needed in routes 2–5 and 2–6. For the secure configuration, two single circuits



398 M. M. Refaat et al.

Table 5 Selected scenarios 

Scenario no. Wind speed Solar irradiance Temperature Load/max. load 

1 7.628 1.39e-09 19.243 1 
2 7.009 0.194 16.796 0.891 
3 6.60 9.170 16.675 0.923 
4 7.167 4.440e-06 9.858 0.866 
5 6.030 0.691 32.399 0.891 
6 8.753 0.0187 25.012 0.953 
7 6.190 0.029 17.4066 0.828 
8 8.5734 2.460e-07 21.281 0.917 
9 5.996 0.388 22.918 0.823 
10 5.847 3.450e-06 21.238 0.866 
11 5.400 0.224 26.177 0.824 
12 5.717 0.629 32.023 0.863 
13 7.523 1.460e-07 19.031 0.936 
14 7.154 1.760e-05 10.022 0.888 
15 6.758 0.129 12.409 0.824 
16 7.637 0.615 30.138 0.949 
17 6.948 0.530 18.072 0.863 
18 6.056 1.350e-05 20.940 0.888 
19 6.820 0.241 20.942 0.898 
20 8.306 0.192 20.319 0.952 
21 8.876 8.880e-07 22.781 0.939 
22 7.242 1.620e-05 18.551 0.955 
23 6.809 0.777 29.276 0.899 
24 8.199 0.297 34.649 0.952 

between nodes 3 and 5 and nodes 3 and 6 are not needed, whilst four circuits located 
in routes 1–2, 1–5, 2–4, and 2–6 are required. 

Regarding the embedding of the acceleration scheme with the WOA, the results 
indicate that time spent solving the TEP problem is decreased by 22% compared 
to the full N-1 analysis for all individuals in the population. It has been found that 
the number of individuals meeting the security constraint increases as the algorithm 
moves towards the maximum iteration.

• SMTEP for WDN 

The SMTEP’s projects for the WDN are given in Table 7. The SMTEP with and 
without embedding the N-1 security are radically different from each other. Ignoring 
the N-1 condition, as shown in Fig. 13, results in installing one circuit in the first 
stage and two circuits in the subsequent stages, respectively. The TEP’s cost is 13.78 
million USD. It’s worth mentioning that no-load shedding is required for this plan, 
but it, on the other hand, is essential for achieving the N-1 constraints as shown in 
Table 7. The secure configuration represented in Fig. 14 clarifies that there is an 
urgent need for 14 circuits during the planning period with load shedding estimated
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Table 6 SMTEP for Garver system 

Without N-1 reliability With N-1 reliability 
Stage number Stage number 

Candidate line 1 2 3 1 2 3 

1–2 1 1 1 1 2 2 
1–4 1 1 1 1 1 1 
1–5 1 1 1 1 1 2 
2–3 1 1 1 1 1 1 
2–4 1 1 1 1 1 2 
3–5 1 1 1 1 2 2 
1–3 0 0 0 0 0 0 
1–6 0 0 0 0 0 1 
2–5 0 1 1 0 0 0 
2–6 4 5 5 4 5 5 
3–4 0 0 0 0 0 0 
3–6 0 0 0 0 0 0 
4–5 0 0 0 0 0 0 
4–6 0 0 2 0 0 0 
5–6 0 0 0 0 0 0 
Added circuits 4 2 2 4 3 3 
LS(MW) 0 0 0 0 0 0 
Cost (million USD) 120 50.833 41.667 120 75 88.889 
TEP costs (million USD) 212.15 283.889 

at 116.53 MW. It has been found that eleven circuits are installed in the first stage, 
and three circuits are constructed in the third stage. The results clarify that no 
circuits are needed in the second stage. The results also show that LS of 0.1157 MW 
and 56.64 MW are required in the first and the second stages, respectively, while LS 
of 116.53 MW is needed in the third stage. This implies that the expected load not 
supplied, for a single line outage, may reach to 5.3% of the total load demand. It is 
worth mentioning that the cost of this plan is 95.208 million USD. It is clear that the 
planning cost is about 6.9 times the non-secure plan. As expected, the time required 
to implement one run, using the acceleration scheme, is decreased. It is less than the 
conventional methods by 37%. The results found that the closer the algorithm gets 
to the terminated criteria the more individuals that satisfy N-1 security increases. 

Comparing the results obtained in this section and the results introduced in Sect. 
12.5.1 reveals that the presence of REGs reduces the need for TEP’s projects. For a 
non-secure plan, two circuits are not required in presence of wind and PV units. 

Finally, the system planner and operator should set their priorities, either preserve 
the system’s safety and reliability or pay attention to the overall planning cost and 
make the system vulnerable to complete or partial blackouts [45–47].
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Table 7 SMTEP for WDN 

Without N-1 reliability With N-1 reliability 
Stage number Stage number 

Candidate line 1 2 3 1 2 3 

5–6 0 0 0 0 0 0 
5–7 0 0 0 0 0 0 
5–8 0 0 0 0 0 0 
5–22 0 0 0 0 0 0 
5–29 0 0 0 0 0 0 
5–32 0 0 0 0 0 0 
6–32 0 0 0 0 0 0 
6–34 0 0 0 2 2 2 
6–37 0 0 0 0 0 0 
7–32 0 0 0 1 1 2 
7–33 0 0 0 0 0 0 
7–34 0 0 0 0 0 0 
7–36 0 0 0 2 2 2 
7–37 0 0 0 0 0 0 
8–38 0 0 0 0 0 0 
8–33 0 0 0 0 0 0 
8–34 0 0 0 0 0 0 
8–36 0 0 0 0 0 0 
8–37 0 0 0 0 0 0 
25–53 0 0 0 0 0 0 
23–53 0 0 0 2 2 2 
22–53 1 1 1 0 0 0 
19–53 0 0 0 0 0 0 
37–53 0 0 0 0 0 0 
33–53 0 1 1 2 2 2 
5–53 0 0 0 0 0 0 
31–53 0 0 0 0 0 0 
34–53 0 0 0 0 0 2 
36–53 0 0 2 2 2 2 
20–53 0 0 0 0 0 0 
8–53 0 1 1 0 0 0 
Added circuits 1 2 2 11 0 3 
LS (MW) 0 0 0 0.1157 56.64 116.53 
Cost (million USD) 1.5 7.975 4.305 25.248 23.60 46.36 
TEP costs (million USD) 13.78 95.208 

6 Conclusions 

This chapter presented a SMTEP model for power systems planning that takes into 
account the power system’s uncertainties and N-1 security. To solve the proposed
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Fig. 13 Final configuration of WDN using SMTEP model without considering N-1 security 

problem, reduction strategy and acceleration scheme were incorporated with the 
WOA to enhance the performance of the algorithm. Integrating uncertainties and 
reliability constraints into the planning model has become an urgent necessity 
that cannot be dispensed with to obtain a security system that is not exposed to 
rolling blackouts. Information, such as the date and number of installations of new 
transmission lines, and maintaining of the planned system security are among the 
most important features to the conducted strategy. In addition, the SMTEP model is 
economically welcome because investment costs are low, as the dynamic approach 
assumes the time value of money. 

Two test systems, the Garver network and the WDN, were used to validate the 
proposed strategy. The application of the WOA algorithm was first investigated to 
solve the STEP and DTEP problems. Promising results were obtained and ensured 
the potential of this technique. The STEP results for the WDN demonstrated that the 
WOA algorithm gives a better (low-cost) solution than IBPSO, MVO, and integer 
and binary CBSA for the WDN. Both WOA and LSHADE-SPACMA achieved
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Fig. 14 Final configuration of WDN using SMTEP model with considering N-1 security 

investment costs of 17.28 million USD, whereas the cost of STEP projects using 
IBPSO, MVO, integer CBSA, and binary CBSA was 22.19, 20.64, 18.605, and 
18.455 million USD, respectively. However, the WOA reached optimum solution 
faster than the LSHADE-SPACMA. Regarding the DTEP, the WOA obtained a 
configuration for the WDN with a cost less than the LSHADE-SPACMA by 1.23 
million USD. For the Garver system, the WOA succeeded to reach the optimal 
configuration presented in the literature. 

The results showed that including the N-1 security with SMTEP model highly 
impacts the final configuration of power networks. The results also indicated that 
taking into account the system’s uncertainties increases the robustness of the system 
and reduces the probability of power outage. The SMTEP for the WDN revealed that 
incorporating the N-1 security into the planning model increased the cost by 81.48 
million USD. Moreover, the presence of RGSs reduced the load shedding to 5.3%. 
For the Garver network, the SMTEP with the N-1 security increased the planning 
cost by 71.74 million USD compared to the non-secure configuration. Hence, the
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system planner and operator have to set their priorities, either maintaining the 
integrity and reliability of the system or paying attention to the overall planning 
cost and making the system vulnerable to total or partial blackouts. 

The results demonstrated that the reduction and the acceleration schemes con-
tributed to speeding up the convergence to the optimal solution. The calculation 
time was reduced by 37% for the WDN and by 22% for the Garver network. 
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DoD Depth of discharge 
EcSS Electro-chemical energy storage 
EES Electrical energy storage 
EMS Energy management system 
ESD Energy storage devices 
FES Flywheel energy storage 
GBES Gravity battery energy storage 
H2S Hydrogen sulfide 
HFB Hybrid flow battery 
KOH Potassium hydroxide 
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LAES Liquid air energy storage 
LHES Latent heat energy storage 
Li-ion Lithium ion battery 
MCFC Molten carbonate fuel cell 
MSS Mechanical Energy Storage System 
NaS Sodium sulfur battery 
NASA National aeronautics and space agency 
PAFC Phosphoric acid fuel cell 
Pb-acid Lead acid battery 
PCS Power conversion system 
PEMFC Proton exchange membrane fuel cell 
PHES Pumped hydro energy storage 
PV Photovoltaic 
RFB Redox flow battery 
SHES Sensible heat energy storage 
SMES Superconducting magnetic energy storage 
SoC State of charge 
SOFC Solid oxide fuel cell 
SoH Sate of health 
STES Sorption thermal energy storage 
TCP Transmission control protocol 
TES Thermal storage devices 
TSS Thermal storage system 
VRFB Vanadium redox flow battery 
YSZ Yttria stabilized zirconia 

1 Introduction 

In electrical grids, there is always a mismatch between generation and electrical 
load demand. It is a big challenge to mitigate this mismatch. There are many efforts 
that try to suppress the mismatch, among which supply/demand sides scheduling. 
In addition, this is done by using deterministic and probabilistic techniques and 
methodologies to decrease the estimation error in both sides. However, every 
electrical grid suffers from some sort of mismatch. The supply/demand mismatch 
can be positive type: supply exceeds the demand; or negative type: supply is deficit 
to cover the demand [1]. 

Here comes one of the promising solutions to the aforementioned problem, 
which is energy storage. The energy storage can offer a prominent tool to overcome 
the mismatch problem. The basic concept of energy storage is storing the energy 
when it is surplus to use when energy is deficit. Therefore, the storage converts the 
electrical energy to another energy form. Then, when needed, the storage technique 
shall restore it to electrical energy. The storage of electrical energy has a variety of 
forms that transfer the electrical energy either into another energy type or store
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it as electrical energy. Storage devices range from: (a) chemical (ex: fuel cell); 
(b) electrostatic (ex: super capacitors); (c) electromagnetic (ex: superconducting 
magnetic energy storage “SMES”); (d) electrochemical (ex: various types of 
batteries); (e) thermal (ex: molten salt); and (f) electromechanical (ex: flywheel). 
This is just a brief on techniques; the chapter discusses many more techniques. 
Moreover, this chapter tries to cover them in the following aspects: theory of 
operation, modeling, and integration with electrical generation [2]. 

Regardless of the simplicity of the concept, it comes with concerns. Those 
concerns shall be handled and studied carefully. As there are a variety in storage 
techniques, there will be a need to develop selection criteria. Among the selection 
criteria are the upcoming aspects. First is the storing capacity of each methodology. 
As an example, the chemical storage has limited capacity in comparison with 
mechanical storage. Second is the time needed to discharge the stored energy, as 
electrical storage discharges much faster than other forms of storage. Third is the 
storage density per square meter. In the published literature, the fuel cell is the 
best in this issue. Fourth is the optimum type of energy storage to certain energy 
generation technology. Pumped storage is more suitable for hydro substation. Fifth 
is the cost of installing the energy storage. The electrochemical storage (Sodium 
Sulfur “NaS”) has a high installation cost. Sixth is the lifetime of the energy storage. 
The mechanical storage lasts longer than other forms. Seventh is whether storage is 
needed for utility scale or not. Mainly mechanical and electromechanical are widely 
used. Finally, special requirements are needed to install each storage type. Some 
mechanical techniques (ex: compressed air) are site specific [3, 4]. 

This chapter will cover the various categories of energy storage devices with 
the consideration of all the above aspects in a comprehensive way. That gives an 
overview to the reader, both experts and beginners. 

2 Energy Storage Devices Technology 

The electric grid aims to balance between energy demand (load) and energy 
generation. The energy demand is highly stochastic, and its prediction always has 
a marginal error. On the other side, energy generation is subject to two governing 
factors: the unit response time and unit intermittence. This means that there are 
times when energy demand is high and there is no supply, and vice versa. 

To stabilize the electrical grid operation and balance generation/demand process, 
energy storage plays an important role. Energy storage aims to “store” the excess of 
energy generation to be used at a later time when there is a deficiency in generation. 
Therefore, this helps in increasing the overall system reliability and security. 

The electrical energy can be stored either in its original form or in an alternative 
form. In this section, the devices used to store the electrical energy will be 
demonstrated. For every energy storage device, the following will be discussed:
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• Theory of operation 
• Advantages of the technology 
• Disadvantages of the technology 
• The field of application 
• The mathematical model for each system will be presented whenever possible 

2.1 Mechanical Energy Storage Devices 

In this section, the mechanical energy storage system (MSS) is presented. This type 
of storage is one of the indirect ways of storing electrical energy. This is because 
the electrical energy is stored in another energy (mechanical) form either directly 
or through a thermodynamic process. The mechanical energy storage uses either 
kinetic energy, potential energy, or a mixture of the two. 

Each system can store electrical energy in a certain manner and release it based 
on its own structure. For every mechanical storage device, there is a renewable 
storage that can use the potential of mechanical storage effectively. 

2.1.1 Pumped Hydro Energy Storage 

The pumped hydro energy (PHES) depends on potential energy. Two connected 
water reservoirs are used. One is located in elevated location with respect to the 
other. In case of low energy demand, the excess electrical generation is used to 
power water pumps. Those pumps transfer water from the lower reservoir to the 
upper one. This is called “charging mode” and typically happens at nighttime “off-
peak hours” [5]. 

In cases of high energy demand and low electrical generation, the water gates at 
the higher reservoir are opened. The flow of water downwards operates turbines that 
help in generation of more electrical energy. This is called “discharging mode,” and 
typically happens at daytime “peak hours” [5]. 

This technology’s main advantages are as follows: 

• It can discharge in several hours and up to several days. 
• The system efficiency ranges from 70 to 85%. 
• This technology has a very long lifetime and theoretically unlimited charge/dis-

charge cycles [6]. 

While the disadvantages are as follows: 

• The system response is relatively slow, due to the amount of water transferred 
and the startup of pumps/turbines. 

• The amount of water needed to generate shall be calculated, including the 
evaporation rates and amount of energy needed.
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• This technology is site-specific, which means if the location of the two reservoirs 
is not found naturally, the cost of constructing them can make the PHES cost 
unfeasible considering the benefits [6]. 

The main application is grid storage to achieve peak shaving. 
The mathematical formula of this storage type is as follows: 

.PPHES = QHρgη (1) 

Where, 

PPHES = generated output power (W) 
Q = fluid flow (m3/s) 
H = hydraulic head height (m) 
ρ = fluid density (Kg/m3) (=1000 for water) 
g = acceleration due to gravity (m/s2) (=9.81) 
η = efficiency 

2.1.2 Compressed Air Energy Storage 

The compressed air energy storage (CAES) analogies the PHES. The concept of 
operation is simple and has two stages: (1) the compression stage (charging/s-
torage) – when power generation exceeds demand, the surplus power is used 
to compress the air using multistage compressors, thus reducing its volume and 
temperature and (2) the expansion stage (discharge/generation) – when the demand 
exceeds the generation, the compressed air is pumped into gas turbines, thus leading 
to the rotation of the generator that is coupled on the same shaft with the gas turbine. 

This technology depends on the static energy that is stored by gas compression. 
The energy is stored by compressing air in large underground caverns or above-
ground vessels [7]. 

The CAES analogies the PHES, as the elevated reservoir (storage reservoir) 
resembles the compression phase of the CAES, while the lower reservoir (discharge 
reservoir) is similar to the expansion phase [7]. 

The underground caverns can be either salt caves, hard rock, or porous rocks [8, 
9]. 

During the compression of air, the excess heat shall be removed in order to reach 
the storage temperature of compressed air. The removal of heat can be either of the 
following: 

• Adiabatic (A-CAES): it is a thermodynamic process in which generated heat due 
to air compression is not transferred to any other system, thus fulfilling the first 
law of thermodynamics. In this process, the air is compressed in caverns hundreds 
of meters below the earth’s surface to a pressure value of 100 bars. The produced 
heat is stored by transferring it into thermal storage devices (TES) to be used later
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to reheat the compressed air during the expansion process. Thus, there is no need 
to burn any kind of fuel. This technique has the highest efficiency up to 70% [7]. 

• Diabatic (D-CAES): in this method, the generated heat is permitted to be 
dissipated to the surrounding by means of intercoolers. The compressed air is 
stored in cavern in the same conditions as A-CAES. The only difference is that 
in the expansion phase, the compressed air might reach the gas turbine cooler 
than required, which can damage the turbine fins. Therefore, natural gas can be 
burnt with the compressed air to generate electricity from the turbine/generator 
set. This way, the efficiency is around 55% [7]. 

The advantages of CAES are [10] as follows:  

• Fast response time; therefore, the power generation fluctuation is minimal. 
• Large capacity, which can backup large wind farms, thus mitigating its intermit-

tency. 
• It can store hundreds of MWhr at a very low cost. 
• The technology has the ability to black start. 
• Can produce three times the power generated compared to burning natural gas in 

gas turbines for the same volume. 
• The environmental impact is at its lower limit. 

The disadvantages of CAES are [10] as follows:  

• Geographical limitations to find a location with suitable cavern that can store the 
compressed air. 

• Low round-trip efficiency. 
• There are inevitable losses in the process of compression. 
• An additional heating facility might be needed in order to operate the turbines in 

the expansion process, especially, the need for natural gas which is a fossil fuel 
with fluctuating market price. 

It is mainly used for storing energy of utility scale wind farms [10]. 
For A-CAES, the mathematical modeling includes the compression mode, heat 

and air storage, and finally the expansion mode. To be brief, the compression and 
expansion models will only be listed hereunder. For compression mode [11]: 

.P
Comp
CAES = 1

ηc
ṁc.a cp.aT

in
ct.a

(
βc

nct−1/nct − 1
)

(2) 

Where, 

.P
Comp
CAES = consumed power by compressor (W) 

ηc = compressor efficiency 
. ṁc.a = air mass flow (kg/s) 
cp. a = specific heat capacity (J/kg.K) 
. T in
ct.a = input temperature of air (K) 

βc = compression ratio for each compressor
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While for expansion mode [11]: 

.P
Expa
CAES = ηtṁt.a cp.aT

in
t.a

(
1 − βc

nt−1/nt
)

(3) 

Where, 

.P
Expa
CAES = electrical power obtained from during expansion (W) 

ηt = compression efficiency 
. ṁt.a = air mass flow through turbines (kg/s) 
. T in
t.a = air temperature that enters the turbine (K) 

2.1.3 Flywheel Energy Storage 

Flywheel energy storage (FES) depends on kinetic energy stored in rotating mass. 
With the same concept of the pumped hydro storage, but the only difference is that 
the energy stored in rotating mass (a rim attached to shaft). The storage system is 
composed of a rotor connected to a huge mass via a transmission system. The mass 
is rotating at a constant speed; to store more energy, the rotation speed increases, 
and vice versa. The transmission system is responsible to charge/discharge, i.e., 
increase/decrease the mass speed [12]. 

The rotating mass speed reaches 20,000–50,000 rpm. Therefore, the rotating 
mass is kept in vacuum [13]. 

The advantages of FES energy storage are [14] as follows: 

• The system has high reliability, as it can operate for charge/discharge cycles of 
the order of hundreds of thousands without degrading. 

• FES has a lifespan that lasts for decades with minimal maintenance. 
• Also, FES’s response time is very fast. 
• In addition, FES has high energy efficiency when considering charging/discharg-

ing phases. 
• State of charge could be determined easily by measuring the rotation speed of the 

mass. The storage energy is neither affected by the device life time or ambient 
temperature. 

• The stored energy could be drained completely, disregarding the depth of 
discharge concept. 

• The materials used in manufacturing this type of energy storage devices are 
environmentally friendly. 

While the disadvantages of FES’s energy storage are [14] as follows:  

• The energy losses in bearings could be countered by using superconducting 
magnetic bearings, which use the magnetic levitation concept to avoid touching 
between the rotating mass and conventional bearings. But this also puts the bur-
den of using cryogenic cooling to support the operation of the superconducting 
magnets.
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• The system shall be concealed in sealed tanks to enable the system operation in 
a vacuum, thus reducing the friction. 

• They are limited to short duration (order of few seconds/several minutes) support 
of the system. 

• They are more feasible to be used in utility scale levels. 

They can be used as an alternative to UPS for data centers and hospitals, as well 
as for launching fighter jets from the deck of military aircraft carriers. 

The mathematical formula of this storage type is as follows [12]: 

.EFES|max = 1

2
m r2ω2 (4) 

The useful stored energy in the system is as per the following equation [12]: 

.E = ηst EFES|max

(
1 − s2

)
(5) 

.s = ωmin

ωmax
(6) 

Where, 

EFES|max = maximum energy the FES can store (Wh) 
E = maximum useful stored energy (Wh) 
m = mass of the rotating FES (kg) 
r = radius of the rotating cylinder (m) 
ω = angular velocity (rad/s) 
ωmin = minimum angular velocity (rad/s) 
ωmax = maximum angular velocity (rad/s) 
ηst = efficiency of the system 
s = limit of rotational torque 

2.1.4 Gravity Battery Energy Storage 

The gravity battery energy storage (GBES) depends on both potential and kinetic 
energies. The electrical energy is converted to gravitational potential energy in 
elevated mass. In the storing mode, the surplus energy is used to elevate certain 
mass to certain a height and keep it still, via pulleys. Thus the kinetic energy (due 
to surplus electrical power) is stored in the form of potential energy. 

In the discharge mode, the mass is left to fall free, thus converting the potential 
energy into kinetic energy. The free-falling mass is connected to a generator shaft, 
thus generating electrical energy when there is a generation deficiency [15].
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The large scale system contains: 

• A large electrical generator that acts as winch in case of charge/discharge. 
• Cables and pulleys. 
• A large mass that can be concrete blocks, or any other heavy weight materials. 
• A shaft that extends to several hundreds of meters. It can be a vertical shaft 

elevator of an old mine. That extends beneath the earth level. 
• Or the location can be an inclined mountain, not a shaft. And the mass is moving 

on the inclined surface of the mountain. 

The system can store several MWhr and release it within minutes for short 
support for the system. 

Another variation of the system can be a water-filled cylinder equipped with 
weights, pulleys, and a generator [16]. 

For the system that uses vertical shafts, the mathematical model for stored energy 
is as follows: 

.EGBES|ver = mg (h2 − h1) (7) 

Where, 

EGBES|ver = maximum energy stored energy in vertical GBES (Wh) 
m = mass of the object (kg) 
g = acceleration of object to earth surface at sea level due to gravity (m/s2) 
h2 = final height (elevated) of the mass (m) 
h1 = initial height (lowest) of the mass (m) 

For the system that uses the inclined mountains, the mathematical model for this 
storage energy type is as follows, in the case of charging [15]: 

.PGBES(mtr)
∣∣
UP = mg (sin θ + μ cos θ) νUP (8) 

While in the case of discharging, the following equation can be used [15]: 

.PGBES(gen)
∣∣
DOWN = mg (sin θ − μ cos θ) νDOWN (9) 

Where, 

PGBES(mtr)|UP = maximum motor power when the system is charging (W) 
PGBES(gen)|DOWN = maximum generator power the system is discharging (W) 
θ = angle of inclination of the surface to the earth surface (degrees) 
νUP = rising speed (m/s) 
νDOWN = sliding speed (m/s) 
μ = surface friction coefficient 

This technology has the following advantages [17]: 

• High efficiency (75–80%). 
• Costs of production and maintenance are low per MWhr. 
• Environmentally friendly as there is no emissions.
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• No need for any fuel from any kind. 
• Fast response. 

While on the other hand, this technology suffers from the following disadvan-
tages [17]: 

• Site specific. 
• They are not spread in various locations as the technology is still emerging. 
• Hard and costly maintenance is required in the case of water version of this 

technology. 

2.2 Electro-Chemical Storage Devices 

In EcSS technology, the electrical energy is converted into chemical energy. In each 
battery, the state of charge determination is complex and extremely important. It 
determines if the battery either needs to be charged or the maximum permissible 
level of discharging. If care is not given to the state of charge issue, the battery 
performance and service life could be affected severely. 

The battery is always defined by the amount of current that could be delivered 
within voltage and time limitation. 

The battery mathematical formula could be defined as a set of voltage and current 
equations, or by power equation. The battery power equation is as follows [18]: 

.

PBAT(t) = PBAT (t − 1) × (1 − σ) + Ds

DoDmax × ηT

× 	tηc ×
(

NR1PR1(t)ηacdc + NR2PR2(t)ηdcdc − PL(t)

ηwrηinv

) (10) 

Where, 

PBAT(t) = energy stored in battery stack (W) 
. NR1 = number units of renewable technology with ac electrical output (ex: wind 

turbine) 
. NR2 = number units of renewable technology with dc electrical output (ex: PV 

panel) 
.PR1(t) = electrical power output from ac renewable unit (W) 
Ppv(t) = electrical power output from dc renewable unit (W) 
PL(t) = AC load (W) 
ηacdc = AC/DC converter efficiency 
ηdcdc = DC/DC converter efficiency 
ηinv = DC/AC inverter efficiency 
ηc = charging efficiency 
ηwr = wire loss (wire efficiency) = 0.98 
Ds = days of autonomy (2 days)
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DoDmax = maximum depth of discharge (= 80%) 
ηT = temperature correction factor (= 90%)
	t = time interval of the study (= 1 hour) 

The above mathematical model is suitable to estimate the stored energy in 
any chemical battery stack. It combines the previous state of charge plus the 
charging/discharging current from the generation units. 

This type of energy storage contains three major categories; the first is the 
secondary batteries and has the following subcategories: 

2.2.1 Lead Acid 

This battery (Pb-acid) type has a positive electrode made of lead dioxide (PbO2) and 
a negative electrode of metallic lead (Pb). The electrolytic medium is sulfuric acid 
(H2SO4), which comprises 37% of the total battery weight. This type of batteries is 
in standby emergency power systems, telecommunications, renewable applications 
(either PV or wind), and widely as a starter for vehicles. These batteries can achieve 
cycle efficiency levels of 80–90%. The battery has two common types: vented and 
sealed (valve regulated lead acid batteries – VRLA) [19]. 

The Pb-acid can have sizes that range from several hundreds of kWhr to several 
tens of MWhr [20]. 

The advantages of the Pb-acid batteries are as follows [21]: 

• Low production cost. 
• Available in many modular sizes. 
• High performance thus used in starting internal combustion engines. 
• High efficiency. 
• High open circuit voltage >2.0 V. 
• Some versions are maintenance free. 
• Can be easily recycled. 

While the disadvantages of the Pb-acid batteries are as follows [21]: 

• Low life cycle (50–500) cycle compared to other battery designs. Some designs 
can reach 2000 cycle. 

• Has energy density of 30–40 Wh/kg which is relatively low. 
• Self-discharge when stored for elongated times. 
• Can’t be manufactured in tiny sizes like other batteries. 
• Open types are hazardous due to hydrogen evolution. 

2.2.2 Lithium – Ion 

The invention of lithium-ion (Li-ion) battery revolutionizes the applications that 
need a secondary power source. The revolution lies in its numerous advantages in 
weight, capacity, and power compared to other competitors. The main usage is in
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electronic-based customer appliances. Currently there is a global trend to be used 
in electric vehicles. The battery consists of a metallic cylinder casing that house 
three sheets that are tightly spiraled together and immersed in liquid electrolyte. 
The positive electrode is made of lithium cobalt oxide (LiCoO2), and the negative 
electrode is from graphite (C6). Due to the high voltage of operation (3.7 V), the 
number of series cells can be reduced. On the other hand, there is a need to have a 
complex circuitry to avoid overcharging. The larger batteries suffer from heat issues 
due to requirements of cooling, which affect the performance of the battery [19]. 

The advantages of the Li-ion batteries are as follows [22]: 

• As sealed batteries, it is maintenance free. 
• Relatively long life cycle in order to tens of hundreds. 
• Can operate at different temperatures. 
• Low self-discharge, i.e., long shelf life. 
• Capable of rapid charge. 
• Large depth of discharge. 
• High in efficiency, specific energy, and energy density. 
• Can be housed in tiny aluminum casing. 

While the disadvantage of the Li-ion batteries are as follows [22]: 

• The initial cost is moderate. 
• High temperatures cause the battery to degrade. 
• Charging device must be equipped with charge controller to keep the battery safe. 
• Has bad performance when overcharged. 
• Crushing the cell can leak the material outside the casing, which may cause a fire 

hazard. 
• Many become unstable in the case of rapid charged at sub-zero temperatures. 

2.2.3 Sodium Sulfur 

The Sodium Sulfur (NaS) battery technology has molten Sulfur as the positive 
electrode and molten sodium as the negative electrode. Both materials are separated 
by beta-alumina ceramic electrolyte. The battery has an operating temperature of 
300–350 ◦C to keep both materials in molten state. The cells are arranged in blocks 
to have a commercial efficient size and use. The main use is in large scale utility-
based generation. The main drawback is the high temperature required to maintain 
the cell in its molten state. The battery commercial size is in order to megawatts 
[19]. 

The advantages of the NaS batteries are as follows [17, 19]: 

• Low cost compared to other batteries technologies. 
• High number of charge/discharge cycle. 
• High energy and power density. 
• High energy efficiency. 
• Relatively high resistivity to ambient conditions.
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The disadvantages of the NaS batteries are as follows [17, 19]: 

• Difficult thermal management due to high operating temperature. 
• Large safety precautions shall be carried to ensure stable operation. 
• The sulfur is corrosive; therefore, the battery shall be treated with strong 

corrosion resistance compounds. 

While the second category has the following two subcategories: 

2.2.4 Redox Flow 

In redox flow battery (RFB), the electrical energy is stored in different molten 
electrolytes kept in separate tanks. These different electrolytes act as electrodes. The 
charging/discharging process is done by flowing of the electrolytes from the tanks 
to the electrochemical cell body. These batteries are rechargeable type as secondary 
batteries, but differ in operation concept. The number and size of the used tanks 
determine the size of the cell. 

The most famous variation is the vanadium redox flow batteries (VRFB), which 
is most suitable for wind farms and solar park’s application as the amount of 
power generated/time needed is highly stochastic. It is suitable for achieving both 
peak load shaving, load leveling to compensate for generation fluctuations due to 
meteorological variations daily and seasonally [19]. 

The advantages of redox flow batteries are as follows [17]: 

• The battery has a modular design, as the power stored depends on the size of the 
battery, while the energy depends on electrolyte concentration. 

• The battery is capable of very large depth of discharge (theoretically 100%) as 
the reactions occur in the liquid phase. 

• Large number of charge/discharge cycles. 
• Low operating cost. 

Meanwhile, the redox flow batteries have the following disadvantages [17]: 

• The battery needs a circulating pump to permit the electrolyte to continuously 
flow. 

• The operating temperature shall be kept between 5 and 45 ◦C, in order to enable 
the electrolyte to work properly. Any change in this range affects the lifetime of 
the battery. 

• The initial cost of the battery is relatively high. 

2.2.5 Hybrid Flow 

The hybrid flow battery (HFB) contains two parts, one is the electrochemical cell 
and the other is the liquid electrolyte. Therefore, this technology combines the 
secondary batteries and RFB. In the case of charging, the liquid electrolyte deposits



420 S. R. Fahim and H. M. Hasanien

on the electrode, and vice versa in the case of discharging. The size of the battery is 
determined by the size of the electrochemical cell [23]. 

Finally, the third category, which is the electrochemical capacitor/ultracapacitor: 

2.2.6 Ultracapacitor 

Another electrochemical device is the ultracapacitor. This design closes the gap 
between ordinary electrical capacitors and general batteries. Electrochemical capac-
itors are different from the ordinary electrical capacitor. The first point of difference 
is the electrode; the electrode is covered with porous material that allows larger 
surface areas for the same volume, allowing a larger power density. Second point 
of difference is the supercapacitor contains a liquid electrolyte that is rich in 
positive and negative ions. The two electrodes, with separator, are immersed in the 
electrolyte [24]. 

The charge/discharge mechanism has three variations as follows: 

Double Layered Capacitor 

The double layered capacitor (DLC) is the first variation. In case of charging, the 
ions are polarized, forming separation of charges that acts as two additional “plates.” 
Thus the supercapacitor behaves as two ordinary capacitors connected in series. 
Therefore, a larger power density in smaller size. The energy is stored in electrostatic 
charges without any chemical reactions [24]. 

DLC can charge/discharge large amount of energy in order of milliseconds. This 
superior electrical performance aims to the low resistance in the insulating material, 
something that cannot be achieved in batteries [24]. 

They have the advantage of reliability, durability, absolute zero maintenance, and 
long life. Weather conditions do not affect their electrical performance. They have 
large specific power density that can reach ten times similar battery size [24]. 

One disadvantage is that the electrolyte needs to be replaced after 5 years 
regardless of the number of charge/discharge cycles. Also, they have high self-
discharge rate that permits using them in long term storage [24]. 

With efficiency reaches to 90%, they are used in both electronics and power 
electronics customer-based device. In addition, they could be used in UPS to bridge 
the short circuit failures [24]. 

The mathematical model of ultracapacitors is as follows: 

.ESC = 1

2
× εA

V 2

d
= 1

2
CV 2 (11) 

Where, 

ESC = energy stored in supercapacitor
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ε = permittivity 
A = area of plate (m2) 
V = voltage across the plates (Volts (V)) 
d = spacing between plates (m) 
C = capacitance of the capacitor (Farad (F)) 

Pseudo Capacitor 

Another form of the ultracapacitors is the pseudo capacitor. It has a similar 
construction to DLC, but the energy is stored by means of faradaic mechanisms. 
Which means that the energy is stored by means of reversible chemical reactions 
between the electrode and the electrolyte. The chemical reactions have three types: 
surface adsorption, redox reactions, and doping/undoping in case using conductive 
polymers as electrodes. The first two processes happen near the electrode surface, 
while the third one happens in the bulk of the electrolyte [24]. 

It was named “pseudo” as the used materials are not entirely capacitive as in 
DLC or dependent on faradic reactions as in batteries [25]. 

Hybrid Capacitor 

Final variation of electrochemical capacitors is the hybrid capacitor. It consists of 
two electrodes; one of them depends on the double layered capacitor concept, while 
the other depends on the pseudo capacitor concept [24]. 

2.3 Chemical Energy Storage 

This energy technology is mainly concerned with fuel cells. The fuel cell is a 
chemical device that stores electrical energy in the form of chemical reactions. 
However, there are different types of fuel cells but the major difference lies in the 
type of fuel used. In principal, the fuel cell uses certain type of elements as fuel, 
while the other element is the oxidant. The main structures of a fuel cell are two 
electrodes and membrane that form the reaction chamber between the externally 
stored in tanks [26]. 

A single fuel cell can generate power at a very low voltage (≤1 V). Therefore, to 
generate required power and voltage, a stack of fuel cells is needed. This stack has 
fuel cells connected in series and parallel to obtain the desired power. The major 
difference between fuel cells and batteries is that the battery is a closed system, 
while the fuel cell needs replenishing its elements to continue operating [26].
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The fuel cells can be classified referring to the type of fuel, oxidant, operating 
temperature, and the field of application. All the fuel cells types can be categorized 
into six types, as follows [27, 28]: 

2.3.1 Proton Exchange Membrane Fuel Cell 

PEMFC derived its name from the proton (positive ion) that is generated by using 
a catalyst with hydrogen gas. The positive ion travels to the anode through the 
electrolyte membrane that filters the protons from electrons. The remaining electron 
flow in the external circuit, thus generating electricity. Also, besides the generated 
electricity, the protons and electrons interact to create water molecules. 

The PEMFC operates at a temperature range of 50–100 ◦C, which is relatively 
low. 

The PEMFC has low electrical efficiency in the range of 40–45%. By applying 
CHP concept, the efficiency can increase to reach 70–90%. 

The sizes of PEMFC vary based on the application. It has the range less than 
10 kW for residential usage. For large buildings, the size can reach 50 kW, and for 
distributed generation application, the PEMFC reaches 250 kW. 

The major advantages for PEMFC are light weight, high power density, and start-
up rapidly, with solid low corrosion electrodes. 

However, the major disadvantages are: low operating efficiency (40–45%), 
expensive platinum catalyst, and high sensitivity to fuel impurities (CO, H2S). 

The detailed mathematical modeling for this type of fuel cell can be found in 
reference [29]. 

2.3.2 Alkaline Fuel Cell 

The AFC is considered as the one of the earlier models of fuel cells that was invented 
in the 1950s. The electrolyte in this fuel cell is the aqueous alkaline solution of 
potassium hydroxide (KOH). The operation follows the same principle of fuel cells. 
It was named the “Bacon Cell” after its British inventor Thomas Bacon. 

AFC can operate in a temperature range of 50–200 ◦C. However, the new designs 
can operate at 70 ◦C. 

It is characterized by high efficiency of 60–70%. And can reach 80% if combined 
heat and power (CHP) concept is applied. 

It was used by NASA in its shuttles in Apollo mission in the 1960s. The uses 
are not only limited to electricity generation but also for producing potable water. 
It has limited commercial usage in transportation. The AFC sizes ranges from 10 to 
100 kW. 

AFC’s major advantages are high power density and quick startup. 
Meanwhile, the major disadvantages are a short life span due to the use of 

corrosive electrolyte and the cell becoming easily poisonous to CO2 and needing 
an external device to eliminate CO2.
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2.3.3 Phosphoric Acid Fuel Cell 

The PAFC uses phosphoric acid (H3PO4) in liquid form and carbon paper as 
electrodes. The acid is a clear, colorless liquid with versatile applications of 
fertilizers to pharmaceuticals. The hydrogen is the input fuel and charge carrier as in 
PEMFC with the same operation concept. One of the reasons behind high operating 
temperature is to avoid the poisoning of the fuel with CO. On the contrary of other 
fuel cells, PAFC can use normal air as fuel rather than oxygen. 

PAFC has an operating temperature range of 175–200 ◦C. However, the system 
start-up required a temperature of 40 ◦C. 

Concerning the operational efficiency of PAFC, it ranges from 40% to 50%. 
Furthermore, by utilizing the CHP concept, efficiency can reach 85%. 

The PAFC is used in commercial applications in ranges that reach 500 kW. Also, 
in some countries, the PAFC size reached 1.3 MW. 

The main advantages of PAFC are used in heating water and as a CHP. 
On the other hand, PAFC has the following disadvantages: all the points listed 

for PEMFC. Also, the initial cost is tripled as the input fuel is air rather than pure 
oxygen. Also, the cost increases due to the use of coating made from platinum 
catalyst. 

2.3.4 Molten Carbonate Fuel Cell 

The electrolyte in MCFC is molten carbonate salt, in which two porous ceramic 
electrodes are immersed. 

MCFC operates at high temperatures that range from 600 to 700 ◦C. 
This fuel cell has an efficiency greater than 50%. By applying the CHP concept, 

the efficiency can exceed 80%. 
The MCFC mainly used for medium and large power applications ranges from 

hundreds of kilowatts to 1 MW. And in some sites, a system of size 2 MW is 
installed. 

Among the advantages of MCFC are: high efficiency, and for electrochemical 
oxidation the MCFC doesn’t need metal catalyst. 

However, the disadvantages of MCFC are: slow start up and inability to handle 
fuel impurities. 

2.3.5 Solid Oxide Fuel Cell 

The SOFC uses a dense and solid ceramic material called yttria stabilized Zirconia 
(YSZ), as electrolyte. The YSZ is used due to the two main characteristics: the first 
is high chemical and thermal stability, while the second is its pure ionic conductivity. 

SOFC operates at a very high temperature that ranges from 800 to 1000 ◦C. 
The SOFC has an operating efficiency of 50–60%. In case of using CHP concept, 

the efficiency can reach 90%.
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SOFC is mainly in wide range from small residential loads (1–5 kW) and medium 
range applications as micro-grids (100–250 kW). And finally, large utility sizes that 
reaches 1.7 MW. 

The main advantage of SOFC is high efficiency and can be used in the generation 
of electricity using excess heat. 

Meanwhile, the SOFC has the following disadvantages: slow start up, high cost, 
and intolerance of sulfur composed in the chemical reaction. 

2.3.6 Direct Methanol Fuel Cell 

The DMFC is a new technology compared to the aforementioned fuel cell technolo-
gies. It is an enhanced type of PEMFC, it can be considered as a clean renewable 
energy source. It uses liquid alcohol or methanol as fuel. 

DMFC operates a low temperature that ranges from 60 to 200 ◦C. 
The DMFC has a low operating efficiency of 40%. In case applying CHP concept 

the efficiency reaches 80%. 
DMFC is mainly used to replace batteries in portable devices like cameras, 

laptops, and other electronic devices. As this type has a power range capacity ranges 
from  1 W to 1 kW.  

The main advantages of SOFC are: low operating temperature, and the absence 
of the need of a catalyst (fuel reformer). 

While the main disadvantages of SOFC are: low efficiency and low power 
density. 

2.4 Thermal Energy Storage Devices 

The thermal energy storage system (TSS) is another indirect way to store electrical 
energy. In this form, the energy is stored in form of heat that can be re-used to 
generate electrical energy. 

2.4.1 Sensible Heat (Molten Salt) 

The SHES (sensible heat energy storage) technology uses a mixture of salts (sodium 
nitrate, potassium nitrate, and calcium nitrate) as a latent heat storage and heat 
transfer fluid. The salt mixture is pumped from the cold tank (where molten salt 
temperature >220 ◦C) to solar troughs to absorb heat. The molten salt (after heating 
to 566 ◦C) is pumped to the hot tank. If there a need to retrieve the stored energy, 
the molten salt from the hot tank is pumped to steam turbine to create superheated 
steam which generates electrical power [30].
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The system advantage is storing large amount of energy in small volumes. Also, 
the temperature difference is minimal, thus ensuring high heat transfer efficiency 
[30]. 

The system main disadvantage is that the molten salt could freeze in the pipes at 
low temperature (<200 ◦C). Also, the mixture might decompose at extremely high 
temperature [30]. 

As described, the system is used economically with concentrated solar power 
(CSP) plants [30]. 

2.4.2 Latent Heat (Cryogenic Energy Storage) 

One of the applications of LHES (latent heat energy storage) is liquid air energy 
storage. LAES could be obtained by applying the same concept illustrated in the 
CAES. The LAES avoids many defects, such as the need of caverns, needed by 
CAES, and large reservoirs needed by PHES. This eliminated the geographical 
limitations imposed by both CAES and PHES. It is still a hot area of academic 
research with no practical implementations, only prototypes for academic research 
[31]. 

The ambient air is liquefied by removing the heat from it in a process called 
cryogen. In case more power is needed, a specific cryogenic pump is used to expand 
the air. Sometimes a fuel can be used (ex: natural gas) to heat-up the liquid air before 
entering the turbine/generator set [31]. 

The LAES possess a theoretical round trip efficiency of 70%. Also, it can be used 
for grid scale storage in ranges of several hundreds of MW [31]. 

The LAES have the following advantages [31]: 

• In case of discharge, the technology can be beneficial in both generating 
electricity (using turbine/generator set) and use the low temperature in cooling 
purposes (using evaporator). 

• The technology has high power and energy density in a smaller volume of storage 
(compared with CAES). 

• Low initial cost. 

On the other hand, LAES have the following disadvantages [31]: 

• The system has limited applications (mainly in academic range). The challenge 
is to produce a competitive (technical and financial) alternative to the CAES. 

• The technology has low efficiency in small size applications. 
• The final challenge is to find the optimal liquefaction and thermodynamic process 

in the way to commercialize LAES.
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2.4.3 Sorption Thermal Energy Storage 

STES is considered as an emerging thermal technology besides SHES and LHES. 
It can play an important role with renewable energies to offer a more stable 
supply and mitigate intermittency. The technology depends on a reversible reaction 
between sorbent/sorbate materials. Among the used materials are: silica gel (SiO2), 
zeolite (crystalline aluminousilicates), natural rocks, and activated carbon; these are 
considered as solid absorption materials. While the liquid absorption materials come 
in pairs, such as: CaCl2/H2O or NaOH/H2O, and many others. The technology is 
still under the academic research via prototypes with promising performance [32, 
33]. 

The technology has two variations, closed STES and open STES: 

• Closed system sorption energy storage [32, 33]: 

– It consists of the sorption reactor, evaporator, and condenser. 
– In case of charging (desorption), the heat energy is supplied to the system 

from an external source (ex: concentrated solar power). Then the energy is 
stored by breaking the chemical bond between sorbent/sorbate, which forms 
chemical potential. The breaking of the bond releases water vapor that flows 
from reactor to condensate in the condenser. The evaporation valve between 
the reactor and condenser is opened. The condenser stores the water and 
releases heat to the surrounding. Then both the sorbent and sorbate are isolated 
in separate tanks, and the evaporation valve is closed. This is used mainly in 
the summer season or hot days. 

– When heat is needed, the system is put into discharge mode (sorption). The 
tanks of sorbents and sorbets are put together and the evaporation valve is 
open the reaction between the materials release heat. This is mainly done in 
the winter season or night. 

– This technology has some advantages as follows: it has the ability to store 
heat for cold weathers or provide cooling via evaporation. Tanks containing 
the stored heat can be transferred over long distances. 

– While, there are disadvantages as follows: the system is complicated as it has 
many components. It occupies a large volume that adds to the manufacturing 
complexity. 

• While the system is called open system sorption energy storage: 

– The system is much simpler than closed STES, in which both the condenser 
and evaporator are eliminated. 

– In charging mode, the hot ambient air is directly supplied to the sorbent 
reactor, thus releasing the water vapor to the ambient directly. This makes 
the ambient air warm. This makes the sorbent unsaturated. 

– In discharging mode, a fan is used to blow cold wet ambient air (may need a 
humidifier) to the unsaturated sorbent reactor, thus releasing the sorption heat 
into the surrounding. Therefore, heating is produced.
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– The major advantages are: simple structure than closed STES. Easy to 
fabricate and maintain. 

– On the other hand, the system disadvantages are: the manipulation of moisture 
of the ambient air (supplying can affect the thermal comfort of individuals. 

Both systems can be used in deferring the need of electric energy for heating/-
cooling. 

2.5 Electrical Energy Storage Devices 

EES is a direct form of electrical energy storage, as the stored energy is preserved 
in its original form (i.e., electrical charges/field). 

2.5.1 Capacitor 

Electrical capacitors store electrical energy in the form of static charges. They 
consist of two plates isolated with isolating material (mainly air). By applying 
electrical current, the magnetic field associated rearranges the positive and negative 
ions thus the energy is stored directly [34]. 

The mathematical formula for stored energy in capacitors is as follows [34]: 

.Ecap = 1

2
εA

V 2

d
(12) 

Where, 

Ecap = energy stored in capacitor 
ε = permittivity 
A = area of plate (m2) 
V = voltage across the plates (Volts (V)) 
d = spacing between plates (m) 

And the capacitance can be expressed by the following equation [34]: 

.C = ε
A

d
(13) 

Therefore, the energy stored in terms of capacitance and voltage is as follows 
[34]: 

.Ecap = 1

2
CV 2 (14)
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2.5.2 Super Magnetic Energy Storage 

As electrical current passes in any conductor, the electrons forming the current 
collides with the molecules of the conductor. Because of the electrical resistance 
of the material, some of them pass through and others do not. Electron passing thus 
creates collisions that heat the conductor up. The heat stresses the material up and 
could eventually cause failure in the material. This heating limits the amount of 
electrical current that can pass through the conductor [23, 35]. 

It was found that the materials if cooled, the harmful effect of the heat stress 
could be avoided. Moreover, the same material can bare more electrical current 
than in the absence of cooling. In other words, the electrical performance could 
be enhanced by cooling. Therefore, if we cooled the material well enough (reaching 
superconducting critical temperature), we can have zero resistance conductor. This 
conductor is called superconductor [23, 35]. 

The SMES is based on the previous idea. A coil enclosed in special container, 
in which the coil is operating at superconducting state by means of cryogenic fluid. 
The cryogenic fluid can be Helium/Nitrogen gas; that is cooled to reach 4 K. This 
process liquefies the gas. Then it is pumped to the cryostat “container containing 
the coil.” Now, there are materials that can be superconducting at 100◦K [23, 35]. 

The coil is charged using direct current (dc) injected to the coil that generates a 
magnetic field. 

The advantage of SMES is their very quick response. The stored power is 
instantaneously ready whenever discharge is requested. The system achieves 85– 
90% efficiency. As the overall system is stationary (i.e., no moving parts), but 
reliability is affected by the effectiveness of the cryogenic system [23, 35]. 

The disadvantage of the SMES is the energy demand to keep the cryogenic 
system operating [23, 35]. 

The SMES used for load frequency control, grid voltage stability, and as spinning 
reserve. The mathematical model for the SMES is as follows [35, 36]: 

.ESMES = 1

2

∫∫∫
LBdxdydz = 1

2
LI 2 (15) 

Where, 

ESMES = energy stored 
L = intensity of magnetic field (Henry (H)) (A/m) 
B = induced magnetic field (Tesla (T)) (Wb/m2) 
I = current (Ampere)
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3 Classification of Energy Storage Devices 

3.1 Classification Based on the Type of ESD Technology 

In Fig. 1, the classification is done considering two parameters; the first one is the 
type of technology used to store the electrical energy. This led to five different 
categories: mechanical, electro-chemical, chemical, thermal, and electrical. 

The aforementioned categories can be further classified into the state of the 
electrical energy. Those categories are indirect and direct storage. In indirect 
storage, the electrical energy is converted into another energy form and stored. 
This applies to mechanical, electro-chemical, chemical, and thermal. While in direct 
storage, the electrical energy is stored in its original form, and the electrical storage 
devices are the only ones that can achieve that [37]. 

3.2 Classification Based on ESD Role 

The power grid is divided into three main parts: generation, transmission, and 
distribution. In this classification, the energy storage plays different roles based on 
their location in the power grid. This means that the energy storage (regardless of 
its type) can add benefits to whatever section it is in or will be added to. 

The role/benefits of using energy storage are both technical and financial. It can 
help in facing both the planned/expected events and the sudden fluctuations. Thus 
enable the operators to have a flexible grid with resilient behavior. 

The benefits can be extended to off grid networks which are far from municipal 
power grids. Also, the households that depend on electrical power generation from 
renewable resources [38, 39]. 

In Fig. 2, a demonstration of the different roles that the energy storage can play 
in various locations of the power grid. 

While in Fig. 3, a depiction of the different energy storage devices that are 
assigned to each of the power grid functions and locations [40–42]. 

3.3 Classification Based on ESD Service Time 

In Table 1, the energy storage devices are classified as per the discharge duration 
time. Also, for each time duration, there are certain applications that fit the men-
tioned time window. Finally, the table shows that some energy storage technologies 
can be used in any task regardless the duration time, ex: Pb-acid batteries. While 
SMES is only suitable for medium duration tasks only [42, 43].
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Table 1 Classification of ESD based on service time 

# Service time Application Type of ESD 

1. Long duration Load leveling 
Online reserve 
Energy arbitrage 
Peak shaving 
Frequency regulation 
Seasonal balancing 
Renewable penetration 

PHS 
CAES 
RFB 
FCs 
Pb-acid 
NaS 

2. Medium duration Black start 
Demand side management 
Distributed storage 
Investment deferral 
Contingency relief 
Spinning reserve 
Transmission support 

Pb-acid 
Li-ion 
RFB 
FCs 
Thermal energy storage 
FES 
SMES 

3. Short duration Power quality 
Intermittency mitigation 
Transient stability 
Frequency regulation 
Renewable penetration 
Smoothing fluctuation 

FES 
Ultracapacitor 
Pb-acid 
Li-ion 
SMES 

4 Evaluation and Selection Criteria for Energy Storage 
Devices 

In selecting an energy storage device to certain application, some optimization 
models rely only on economic modeling. Despite the importance of this approach, 
the result may be biased. The following aspects shall be considered [43]: 

• Modularity to enable future expansion. 
• High energy capacity to allow long period energy storage. 
• The ratio of power storage to energy storage to be high. 
• High efficiency. 
• Large number of charging/discharging cycles. 
• High value of depth of discharge (DoD). 
• Low rate of self-discharge. 
• Environmentally friendly. 
• Tolerance to (ambient temperature, humidity, etc. . . . ). 
• Simple in design and usage. 
• Cost effective in initial, operation, and maintenance costs. 

After selecting the proper energy storage, the selection is ready to undergo 
an evaluation (Fig. 4). In return, the evaluation has the following criteria’s listed 
hereunder and depicted in Fig. 3 [3, 44, 45]:
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Fig. 4 Selection criteria for ESD 

4.1 Technical Criteria 

• Storage capacity: it indicates how much energy the device can store after 
finishing the charging phase. 

• Energy and power density: both are the ratios of the storage to mass and weight 
respectively. Some energy storage devices have significant difference between 
the energy and power storage. This is referenced to either the technology used or 
the type of material. 

• Time of response: it is the amount of time needed by the storage device to be 
operational when needed. As long as this value is low, the reliability of the used 
storage device increases. 

• Lifetime: it is the operational period of time before the energy storage device is 
aged and need to be replaced. 

4.2 Economic Criteria 

• Unit cost: this feature represents all the costs needed by the energy storage device. 
From initial, to operation and maintenance costs. By varying the energy storage 
technology and size, this feature is affected considerably.
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• Economic benefit: it can be the time needed to return the initial investment, the 
impact on energy market, price lowering as a result of supply stability and many 
more. 

4.3 Environmental Criteria 

• Emission relief: amount of solid, water, and gas wastes due to usage of energy 
storage. The lower the values of three waste types, the more convenient the 
storage device is. Also, the amount of pollution the energy storage produces as a 
result of its wastes. 

• Environmentally friendly: it is the impact of installation, operation, vegetation, 
and land use on the ecosystem. All these impacts indicate how much the energy 
storage is friendly to the surrounding ecosystem. 

4.4 Social Criteria 

• Job opportunities: some energy storage projects are labor intensive in both 
nation-wide and to urban communities. These created opportunities may be of 
direct type, indirect type, short term, and long term. 

• Social acceptance: it is important to investigate the acceptance of the surrounding 
communities to the installed energy storage projects. Some energy storage 
technologies are not accepted for their large land occupation, noisy operation, 
or any other environmental/health issues. Public acceptance shall contribute in 
the construction decision. 

5 Energy Management of Energy Storage Devices 

The energy management is concerned by some of the following aspects [46, 47]: 

• Operation scheduling, as it should be optimized to ensure maximizing the 
benefits of the energy storage device. 

• Operation coordination of multiple energy storage devices considering their 
various sizes, technologies, technical aspects, etc. 

• Maximizing the energy efficiency of each energy storage device. 
• Managing charging/discharging cycles to increase the lifetime of the energy 

storage device(s). 
• Considering various operation constraints of each energy storage device. The 

constraints are dictated by the technology of the energy storage device.



436 S. R. Fahim and H. M. Hasanien

A typical energy management architecture comprises many stages and compo-
nent, which are: EMS, PCS, and DMS. Each with a specific function. The different 
control components are interconnected with Modbus/TCP. In the following section 
each component function and location in the control structure will be discussed [46]. 

5.1 Energy Management System 

The energy management system (EMS) is the component responsible for the overall 
management of all the energy storage devices connected to a certain system. It is the 
supervisory controller that masters all the following components. 

For each energy storage device or system, it has its own EMS controller. It is 
called the slave EMS. In this case, the slave EMS is supervised by the master EMS. 

The master EMS takes the inputs from the customer/owner, market prices, and 
utility conditions. Among the outputs are the operating conditions for each energy 
storage device. These outputs are passed to the slave EMS of connected energy 
storage systems. 

If the system has master/slave, EMS it is called centralized control structure. If 
the system has slave EMS only, it is called a decentralized structure. 

The major role of master EMS is to coordinate the data flow of from/to each 
of the subsystem components. The data flow is (and not limited to) devices status, 
measurements, etc. 

5.2 Power Conversion System 

The power conversion system (PCS) is responsible for the interface between the 
energy storage device and the electrical grid, thus managing the power flow from 
the device to the grid. It has an intermediate location in any control structure. As 
most of the energy conversion systems produce DC current, the PCS has to integrate 
these devices to the AC grid. The mechanical energy storage can be excluded from 
DC/AC integration. 

PCS receives the inputs from the EMS (real and reactive power status) and 
then delivers the output to the device management system (DMS). The PCS is 
responsible for the primary and secondary control functions; they are as follows: 

• Charging mode, it is one of the secondary control functions. It happens when 
the master EMS give the charging command to the device PCS. The charging 
has three variants. The first is the bulk charge/current control, this happens in 
case of fast charging with the device has low state of charge. The second is the 
absorb charge/voltage control. This in case the state of charge is higher than a 
certain threshold. Finally, the floating charge/voltage control. In this case, the 
state of charge is close to maximum. In FES system, the terminology is slightly
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different; the bulk charge is named torque control. While the absorb charge is 
called speed control. Finally, the floating charge is called power control. 

• Discharge mode, it is another secondary control mode. The discharge shall 
consider the following aspects: the first one is the minimum allowable depth of 
discharge DOD. The second one, the available energy stored in the device. 

• Standby mode, it is also one of the secondary control modes. In this mode 
the energy storage device is connected to the grid but it is not charging or 
discharging. This mode occurs when the SoC is at maximum. 

After the PCS determines the above mentioned states, the primary control 
is performed. The primary control is performed either using transformer-based 
controllers or transformerless controllers. The transformerless controllers depend 
on power electronic devices. Primary control has the following functions: 

• Charge control 
• Voltage control 
• Current control 
• Combined voltage/control 

The final task for PCS is the communication interface. 

5.3 Device Management System 

This component might be referred to as a BMS (battery management system) in the 
case of battery-based systems. The DMS is connected directly to the energy storage 
device. This is the final device in any control structure, before the device itself. The 
DMS is responsible for the following tasks: 

• Active safety protection, thus to ensure the safe operation of the energy storage 
device. The active safety protects the device from overcharge, deep discharge, 
and over temperature. All these can reduce significantly the lifetime of energy 
storage device. If any of the above conditions are detected, DMS can disconnect 
the device from the grid as a protection measure. 

• Passive safety protection, this stage occurs to prevent worst case scenario events. 
Examples on these events are short circuits, leakage of chemical materials, 
thermal runaway (batteries), over speed rotation (FES), etc. All energy storage 
systems are equipped with circuit breakers/fuses to protect against short circuits. 
Thermal insulation as a counter measure for thermal runaway. Speed sensors to 
avoid over rotation and reinforced casing to contain the system in case of damage 
of FES. 

• State of charge, the SoC is the indication of how much energy is still within 
the device. SoC can be measured directly in mechanical systems such as PHES, 
by measuring the water level in reservoir. While in batteries (e.g., Li-ion), 
it cannot be measured, it can only be estimated using the measured battery
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Table 2 Economic analysis of energy storage devices 

Energy storage Capital cost O&M 
# Category Technology Power ($/kW) Energy ($/kWh) ($/kWh.yr) Service years 

1. MSS PHS 403–4644 5–136 2–10 ≤70 
2. CAES 432–1674 2–130 2–5 ≤40 
3. FES 32–756 216–162,000 5–6 ≤20 
4. EcSS Pb-acid 211–648 132–915 3–26 ≤20 
5. Li-ion 161–4320 282–4104 2–123 ≤15 
6. NaS 221–3240 194–1080 2–54 ≤15 
7. VRFB 351–1620 142–1080 4–51 ≤10 
8. DLC 108–864 108–101 1–6 ≤40 
9. CSS PEMFC <1500 – 1400–4200 ≤15 
10. TES Molten salt 3400–4500 – 120 ≤30 
11. LAES 6000–15,000 – 250 ≤30 
12. STES 1000–3000 – 20–60 ≤30 
13. EES SMES 120–150 – 14.5–22.2 ≤40 

parameters. This estimation depends on mathematical modeling. The precision 
of SoC estimation depends on the model accuracy. 

• State of health, the SoH is the comparison between the current conditions of the 
energy storage device with reference to its ideal condition. 

• Specific applications, as the energy storage technology operating concept and 
conditions varies, the DMS has to consider these variations. 

6 Economic Analysis of Energy Storage Devices 

This section will present the main contributing values of the economic analysis of 
energy storage device [2, 27, 40, 41, 48–53]. The parameters are depicted in Table 2. 

7 Conclusions 

From the aforementioned presentation, it is clear that energy storage is useful by 
all its forms and means. Energy storage is versatile in sizes and applications, which 
enables adding it to either generation, transmission, or distribution. Regardless of 
its location, the added energy storage device will be useful. 

However, it is important to take care in selecting the energy technology. The 
selection shall consider all the mentioned aspects thus to harness benefits and avoid 
drawbacks. It is worth mentioning that the emerging technologies can contribute 
strongly in the field supply stabilization and mitigating fluctuations.
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It is notably to consider the different economic parameters for each energy 
storage device. Starting from capital cost; through the operation and maintenance 
costs; finally, the salvage value costs. All these costs should be included in the 
decision maker consideration in order to select the proper energy storage device 
that suites well the required application. 

Finally, the energy storage devices shall be selected via multi-criteria decision-
making techniques. Those techniques incorporate the economic model, along 
with geographical location limitations, technical aspects of the energy storage, 
and finally, the decision maker preferences. Those aspects affect the selection 
considerably and make it more adequate from an economical point of view. 
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MGCC Microgrid central controller 
MT Micro-turbine 
NOx Nitrogen dioxide 
OF Objective function 
PV Photovoltaic 
RES Renewable energy resource 
SO2 Sulfur dioxide 
SoC State of charge 
WT Wind turbine 

Symbols 

bbatt Bidding cost at period h of the battery 
bFC Bidding cost at period h of the fuel cell 
bgrid, s, h  Bidding cost at period h of the grid 
bMT Bidding cost at period h of the micro-turbine 
bPV Bidding cost at period h of the photovoltaic 
bWT Bidding cost at period h of the wind turbine 
Battt P Output power of the battery storage system 
bt 
BSS Bidding cost of the battery storage system 

bgrid Energy market price 
Costt BSS Operation cost of battery storage system 
Costgrid Operation cost of the grid 
d Component of fuzziness 
DGC Costs of fuel cell and micro-turbine 
DGη Efficiency of the distributed generation 
DGinvest Investment cost of micro-turbine or fuel cell 
DGP Output power of the distributed generation 
Eh 
batt Energy stored in the battery storage system at period h 

Eh 
batt−max Maximum capacity of the battery storage system 

Eh 
batt−min Minimum capacity of the battery storage system 

Ein 
batt Initial stored energy 

efbatt Efficiency of the battery 
ηin Efficiency of the inverter 
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FCCSD Shut-down cost coefficient of fuel cost 
FCCSU Start-up cost coefficient of fuel cell 
FCh 

P Power generated at period h by fuel cell 
FCh 

SD Shut-down cost of fuel cell 
FCh 

SU Start-up cost of fuel cell 
fuelDG Cost of fuel to supply the micro-turbine or fuel cell 
gridP Output power of the main grid 
I Global insolation 
I0 Standard solar irradiance under standard test conditions 
s, h Probabilities of wind turbine scenarios 
k
CO2 
batt CO2 injected from the battery storage system 

k
CO2 
FC CO2 injected from the fuel cell 

k
CO2 
grid,s,h CO2 injected from the main grid 

k
CO2 
MT CO2 injected from the micro-turbine 

k
CO2 
PV CO2 injected from the photovoltaic 

k
CO2 
WT CO2 injected from the wind turbine 

k
So2 
batt So2 injected from the battery storage system 

k
So2 
FC So2 injected from the fuel cell 

k
So2 
grid,s,h So2 injected from the main grid 

k
So2 
MT So2 injected from the micro-turbine 

k
So2 
PV So2 injected from the photovoltaic 

k
So2 
WT So2 injected from the wind turbine 

k
NOX 
batt NOX injected from the battery storage system 

k
NOx 
FC NOX injected from the fuel cell 

k
NOX 
grid,s,h NOX injected from the main grid 

k
NOX 
MT NOX injected from the micro-turbine 

k
NOX 
PV NOX injected from the photovoltaic 

k
NOX 
WT NOX injected from the wind turbine 

mh 
FC State of fuel cell 

mh 
MT State of micro-turbine 

MS Photovoltaic output power scenarios 
MTCSD Shut-down cost coefficient of micro-turbine 
MTCSU Start-up cost coefficient of micro-turbine 
MTh 

P Power generated at period h by micro-turbine 
NS Market price scenarios 
O Number of clusters 
P h 
batt Power generated at period h by the battery storage system 

P h−ch 
batt Power charged at h 

P h−dis 
batt Power discharged at h 

P h−ch 
batt−max Maximum power charging
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P h−dis 
batt−max Maximum power discharging 

Pgrid, h Power generated at period h by the main grid 
Pload, s, h Total load scenarios 
PVRPV 

η Relative efficiency of the PV 
PVN Number of the PV elements 
PVPr Rated PV power 
PVh 

P,s Power generated at period h by photovoltaic 
PVt 

P Photovoltaic output power 
Tam Ambient temperature of photovoltaic 
TCo Temperature constant of the maximum photovoltaic power 
vin WT Cut-in speed of the wind turbine 
vout WT Cut-out speed of the wind turbine 
vr 
WT Rated speed of the wind turbine 

vt 
WT Speed of the wind turbine at time t 

w1 Weight factor of the total operation cost of the microgrid 
w2 Weight factor of pollution emission of the microgrid 
ωs, h Probabilities of photovoltaic scenarios 
WS Wind turbine output power scenarios 
WTh 

P,s Power generated at period h by wind turbine 

WTh 
SD Shut-down cost of wind turbine 

WTh 
SU Start-up cost of wind turbine 

WTt 
P Wind turbine output power 

WTPr Wind turbine rated power 
χ s, h Probabilities of market price scenarios 

1 Introduction 

One of the world’s most pressing issues is climate change resulting from the 
emissions of fossil fuel power plants. Thus, converting conventional grids to smart 
grids has gotten a lot of interest [1, 2]. Since the smart grid brings excessive 
environmental profits: decreased greenhouse gases, decreased burning of fossil 
fuels, increased interaction between customers and intelligent grid operators, and 
enhanced integration of the different types of renewable energy resources (RESs) 
[3, 4]. Microgrid (MG) has a significant role in this conversion. A microgrid is a 
localized grid with various types of distributed generators (DG), the energy storage 
systems (ESS), and electrical loads [5–7]. 

Nowadays, the MG’s energy management (EM) with minimizing the operating 
cost of the MG and best employment of the RES to reduce environmental pollution 
has become the center of the microgrid operating system [8]. MG operators can 
no longer manage the power of the MG with minimum cost as the only objective. 
The increasing environmental concern pressures the MG operator towards multi-
objective energy management to achieve minimum cost and minimum emissions
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[9]. Whereas power generation from fossil fuel releases numerous pollutants, like 
sulfur dioxide (SO2), carbon dioxide (CO2), and nitrogen dioxide (NOx), into the 
atmosphere [10]. Thus, MGs’-EM is employed for getting an optimal generating 
schedule of the different DGs and ESS to achieve the objective function (OF) 
while fulfilling the operating restrictions. However, random demand, the nature 
of RES intermittency, and the volatile market price have an essential influence on 
the EM of MGs [11]. Thus, MG operators’ most crucial challenge is considering 
the uncertainty of future variables, like RESs, market pricing, and electrical loads. 
In the literature, some researchers [12–16] treated the management of MGs as an 
optimization issue with the goal of attaining the single lowest overall operating 
cost by assuming one uncertain parameter only. And others researchers [17–21] 
considered multi-OF for minimizing total operating cost and pollutant emission of 
the MG while ignoring the uncertain parameter. 

To redress this gap, this chapter suggested a stochastic optimization model for 
scheduling the energy of MG considering random demand, the intermittent nature 
of RES, and the volatile market price. Also, this chapter aims to schedule the energy 
of the MG with only OF such as lessening the overall operating cost of the MG 
over a 24-h horizon or minimizing the pollutant emissions over a 24-h horizon and 
with multi-OFs minimizing the overall operating cost and the pollutant emission 
MG over a 24-h horizon at the same time with fulfilling the operating restrictions. 

2 Microgrid Description 

The typical MG considered includes MG central controller (MGCC) and different 
DGs like a photovoltaics (PV), wind turbines (WT), micro-turbines (MT), fuel cells 
(FC), and battery storage systems (BSSs), as illustrated in Fig. 1 [13]. 

Fig. 1 Distribution network model
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2.1 Wind Turbine 

The WT’s output power .
(
WTt

P

)
at period t depends on the period step wind velocity 

in a definite position is exemplified by (1) [13]. 

.WTt
P =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 vt
WT < vinWT

WTPr

(
(vt

WT)
2−(

vinWT

)2

(vr
WT)

2−(
vinWT

)2

)
vinWT ≤ vt

WT < vr
WT

WTPr vr
WT ≤ vt

WT < voutWT
0 vt

WT > voutWT

(1) 

where WTPr, .voutWT, vinWT, vr
WT, and vt

WT are the WT rated power, cut-out speed, cut-
in speed, rated speed of the WT, and the speed of WT at time t, respectively [12]. 

2.2 Photovoltaic 

The temperature of the atmosphere and solar irradiance affects the . output power of
PV

(
PVt

P

)
as shown in (2) [13]. 

.PVt
P = PVNPVPr

(
I

I0

)
(1 + TCo (Tam − 25)) ηinPVRPV

η (2) 

where TCo and Tam symbolize the temperature constant of the PV’s maximum power 
and the ambient temperature, respectively. PVN and PVPr denote the number of the 
PV elements and the rated PV power, respectively. .PVRPV

η is the relative efficiency 
of the PV. ηin denotes the efficiency’s inverter. I and I0 represent the global 
irradiance and standard solar irradiance during standard test condition, respectively. 

2.3 Fuel Cell and Micro-turbine 

The costs of FC and MT (DGC) are depending on the efficiency (DGη) and output 
power (DGP) of DG as exemplified in (3) [13]. 

.DGC = fuelDG × DGP

DGη

+ DGinvest (3) 

where fuelDG and DGinvest represent the cost of fuel ($/kWh) to feed the FC or MT 
and their investing costs, respectively.
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2.4 The Main Grid Operating Cost 

The grid operating cost (Costgrid) can be exemplified by the energy market pricing 
(bgrid) and the main grid output power (gridP) as represented in (4). 

.Costgrid = bgrid × gridP (4) 

2.5 Battery Storage System 

The operation cost of BSS .(CosttBSS) is represented by the BSS output power .(Batt
t
P) 

and its bidding cost .(bt
BSS) as represented in (5) [6]. 

.CostBatt = bBatt × BattP (5) 

3 Uncertainty Modeling 

Designing appropriate scenarios is critical in stochastic optimization to enable 
decisions based on real-world uncertainty measures [13]. Consequently, uncertainty 
estimations must imitate the measurement rule in a realistic approach. Each 
approach of uncertainty modeling would lead to a different system design. As 
a result, the appropriate choice of how to model uncertainty is critical. Rather 
than believing explicit knowledge of identified parameters as in the deterministic 
approach, uncertainty modeling uses random distributions as input to a random 
optimization issue to simulate the probability features of parameters [22]. 

In this chapter, a collection of situations is created to represent the many alterna-
tives of system parameter uncertainties, and each one has a definite probability. A 
fuzzy cognitive map (FCM) is used to generate unpredictable situations of electricity 
demand, RESs production power, and market pricing, as well as to combine them 
into a smaller variety of situations [24]. 

As clarified in [22, 23], FCM a technique for organizing a large amount of data 
(M) into a small number of clusters (O) where O= 5. The task becomes increasingly 
complex and sophisticated as the possibilities grow, necessitating a larger computing 
package. 

The information in a matrix Z required to be clustered that containing a group 
of column vectors zj, where j ∈ {1, 2, . . . .  M}. FCM needs two variables to group 
Z: O and the component of fuzziness (d), where d ∈ k and d > 1. The operation is 
expected to conclude at a predetermined tolerance (eps). Five phases are included 
in the FCM clustering algorithm:
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Stage 1: A membership matrix (k = [kij]O × M) is adjusted arbitrarily where the sum 
of each column j in k must equal 1. O random centroids can be selected from the 
data. These centroids are collected in a vector =[Oi]1 × O. 

Stage 2: Compute the new centroids utilizing (6): 

.Oi =
∑M

i=1 kd
ij × zj

∑M
i=1 kd

ij

(6) 

Stage 3: Compute the elements of the membership matrix (k = [kij]O × M) for each 
element in Z, where: 

.kij = 1

∑O
p=1

( ‖zj −Oi‖‖zj −Op‖
) 2

d−1

(7) 

Stage 4: Compute .f (n)
FCM = ∑M

j=1
∑O

i=1 kd
ij

∥
∥zj − Oi

∥
∥, where .f (n)

FCM at the nth 
iteration denotes the OF value. 

Stage 5: If .

∥∥∥f
(n)
FCM − f

(n−1)
FCM

∥∥∥ < eps,∀n, stop the optimization technique, otherwise 

repeat the procedure starting from stage 2. 

4 Problem Formulation 

In this section, the problem’s single OF, multi-OF, and constraints are explained. 

4.1 Cost Formulation 

The main OF (f (x)1) is minimizing the total expected cost of the MG during the day 
whereas taking into account RESs, market price, and electrical load uncertainties. 
The total operating cost of MG (f (x)1) at period h taking into account numerous WT 
output power scenarios (WS) and their statistics (s, h), multiple PV output power 
scenarios (MS) and their statistics (ωs, h), and numerous market pricing scenarios 
(NS) and their statistics (χ s, h) is stated in (8–12). 

. min f (x)1 =
∑H

h=1

[ ∑NS

s=1

(
χs,h × kgrid,s,h × Pgrid,h

)
+

∑MS

s=1

(
bPV × ωs,h × PVh

P,s

)

+
∑WS

s=1

(
bWT × �s,h × WTh

P,s

)
+

(
mh

FC × bFC × FCh
P + FCh

SU + FCh
SD

)

+
(
mh

MT × bMT × MTh
P + WTh

SU + WTh
SD

)
+

(
bbatt × P h

batt

)]

(8)
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.FCh
SU = FCCSU × max

(
0,

(
mh

FC − mh−1
FC

))
,∀h (9) 

.FCh
SD = FCCSD × max

(
0,

(
mh−1

FC − mh
FC

))
, ∀h (10) 

.MTh
SU = MTCSU × max

(
0,

(
mh

MT − mh−1
MT

))
,∀h (11) 

.MTh
SD = MTCSD × max

(
0,

(
mh−1

MT − mh
MT

))
,∀h (12) 

where bWT, bPV,bMT, bFC, bgrid, s, h, and bbatt are the cost’s bidding at period h of the 
WT, PV, MT, FC, the main grid, and BSS (ACct /kWh), respectively. .WTh

P,s, .PVh
P,s, 

.MTh
P, .FC

h
P, Pgrid, h, and .P h

batt represent the power produced at period h by WT, PV, 
MT, FC, the main grid, and BSS. .mh

MT and .mh
FC are the state of MT and FC, in 

which .mh
MT or .mh

FC equals 1 when MT or FC is on; otherwise, .mh
MT or .mh

FC equals 
0 when MT or FC is off. .WTh

SD and .FCh
SD are the cost’s shut-down of WT and FC, 

respectively. .WTh
SU and .FCh

SU are the cost’s start-up of WT and FC, respectively. 
FCCSU, FCCSD, MTCSU, and MTCSD denote cost’s start-up and cost’s shut-down 
factor of FC and MT, respectively. 

4.2 Emission Formulation 

The main OF (f (x)2) is minimizing the overall MG emissions while also considering 
RESs, market price, and electrical load uncertainties. The pollutant emission exited 
from grid-connected MG is produced due to the generating sources. It is assumed 
that the emission comprises sulfur dioxide (SO2), carbon dioxide (CO2), and 
nitrogen dioxide (NOX), the mathematical formula of the total emissions of grid-
connected MG (f (x)2) at period h can be expressed in (13). 

. 

min f (x)2 =
∑H

h=1

[ ∑NS

s=1

(
χs,h × k

CO2
grid,s,h × k

So2
grid,s,h × k

NOx

grid,s,h × Pgrid,h

)

+
∑MS

s=1

(
ωs,h × k

CO2
PV × k

So2
PV × k

NOx

PV × PVh
P,s

)
+

∑WS

s=1

(
�s,h × kCO2

WT × kSo2WT × kNOx
WT × WTh

P,s

)

+
(
mh

FC × k
CO2
FC × k

So2
FC × k

NOx

FC × FCh
P

)
+

(
mh

MT × k
CO2
MT × k

So2
MT × k

NOx

MT × MTh
P

)

+
(
k
CO2
batt × k

So2
batt × k

NOx

batt × P h
batt

)]
(13) 

where, .kCO2
WT , k

CO2
PV , .kCO2

MT .k
CO2
FC , .kCO2

grid,s,h, and .k
CO2
batt are the CO2 injected from the 

WT, PV, MT, FC, main grid, and BSS, respectively. .kSo2WT, k
So2
PV , .kSo2MT, .k

So2
FC , .kSo2grid,s,h,
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and .kSo2batt are the SO2 injected from WT, PV, MT, FC, the main grid, and BSS, 

respectively. .kNOX

WT , k
NOX

PV , .kNOX

MT , .kNOX

FC , k
NOX

grid,s,h, and .k
NOX

batt are the NOX injected 
from the WT, PV, MT, FC, main grid, and BSS, respectively. 

4.3 Multi-objective Function Formulation 

This section introduces multi-OF for minimizing the overall operating cost and the 
pollutant emission grid-connected MG during the day at the same time. The multi-
OF can be given as follows: 

.min f (x)3 = w1 × f (x)1 + w2 × f (x)2 (14) 

where w1 and w2 denote the weight factor of the overall operating cost of the MG 
and pollution emission of the MG during the day. 

4.4 Constraints 

The OF is constrained to the following restrictions: 

4.4.1 Generation and Demand Balance 

At period h, the total load scenarios (Pload, s, h) and their statistics (LS with statistics 
ψ s, h) should be equal to the sum of the power produced from WT, PV, MT, FC, the 
grid, and power discharged from the battery as expressed in (15). 

. MTh
Pm

h
MT + FCh

Pm
h
FC + WTh

P,s + PVh
P,s + Pgrid,h + P h−dis

batt =
∑LS

s=1
ψs,h × Pload,s,h

)
+ P h−ch

batt

(15) 

4.4.2 Generating Units Limit 

The power produced by the WT, PV, MT, FC, and the main grid have to be within 
their bounds as expressed in (16–20). 

.Pmin
grid,h ≤ Pgrid,h ≤ Pmax

grid,h, ∀h (16)
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.PVh−min
P,s ≤ PVh

P,s ≤ PVh−max
P,s , ∀h (17) 

.WTh−min
P,s ≤ WTh

P,s ≤ WTh−max
P,s , ∀h (18) 

.FCh−min
P ≤ FCh

P ≤ FCh−max
P , ∀h (19) 

.MTh−min
P ≤ MTh

P ≤ MTh−max
P , ∀h (20) 

4.4.3 Storage Constraints 

The discharged and charged power limits and the BSS’s energy stored is formulated 
as follows: 

.P h−ch
batt ≤ P h−ch

batt−max, ∀h ≤ H (21) 

.P h−dis
batt ≤ P h−dis

batt−max, ∀h ≤ H (22) 

.Eh
batt−min ≤ Eh

batt ≤ Eh
batt−max, ∀h ≤ H (23) 

where .Eh
batt−max, .E

h
batt−min, and .Eh

batt are the highest and lowest capacity of the BSS 

and the BSS’s energy stored i at period h, respectively. .P h−ch
batt−max, .P

h−dis
batt−max, .P

h−ch
batt , 

and .P h−dis
batt are highest power charging (kW), highest power discharging (kW), the 

charged power (kW) at h, and power discharged (kW) at h, respectively. Through 
the day, the sum of the charged power while considering the BSS efficiency (efbatt) 
should equal the sum of discharged power, as expressed in (24). 

.

∑H

h=1
P h−ch
batt × efbatt =

∑H

h=1
P h−dis
batt (24) 

The initial stored energy .
(
Ein
batt

)
is judged at (h = 1) as expressed in (25). The 

initial stored energy is obtained at the last hour (h = 24) as described in (26). 

.Eh
batt = Ein

batt + efbatt P
h−ch
batt �h − P h−dis

batt �h, h = 1 (25) 

.Eh
batt = Ein

batt, h = 24 (26)
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The BSS stored energy ( .Eh
batt

)
depends on the previously stored energy ( 

.Eh−1
batt

)
and the quantities of charged and discharged powers at h, considering efbatt, 

expressed in (27). 

.Eh
batt = Eh−1

batt + efbatt P
h−ch
batt �h − P h−dis

batt �h, 2 ≤ h ≤ H (27) 

5 Simulation Results and Discussion 

According to the grid-connected MG shown in Fig. 1, Table 1 shows the highest and 
lowest power limits, the bids, emission data, and coefficients used WT, PV, MT, FC, 
main grid, and the BSS [14]. 

The stochastic method utilizes several scenarios with corresponding probabilities 
to get a purer picture of the influence of variations of parameters on the alternative. 
Depending on chronological information, 1000 situations are produced to imitate 
the intermittency of load demand, PV and WT, and market pricing. Next, a situation 
reduction dependent on the FCM clustering technique can be carried out to decrease 
the generated scenarios of market price, demand, PV, and WT to the most critical 
five scenarios. 

The clustered scenarios of PV power and WT power at each time (1 hour) are 
shown in Fig. 2. The clustered scenarios of the market price and electrical loads at 
each time (1 hour) are shown in Fig. 3. The probability of the happening scenarios 
of market price, demand, PV, and WT is shown in Figs. 4, 5, 6, and 7, respectively. 

Before applying the multi-OF, single-objective optimizations are executed to 
explain how each objective impacts the microgrid’s daily energy scheduling. In 
the first single objective (Case 1), the optimal intermittent model for schedule the 
MG energy is executed for minimizing the overall MG operating cost, and in the 
second single objective (Case 2), the optimal intermittent model for schedule the 
MG energy is executed for minimizing the overall MG emissions. Then, the multi-

Table 1 Cost, emissions technical data of the grid and DGs 

Units WT PV MT FC BSS Grid 

Min. power (kW) 0 0 6 3 −30 −30 
Max. power (kW) 15 25 30 30 30 30 
Bid (ACct/kWh) 1.073 2.584 0.457 0.294 0.38 Figure 3 
Cost’s start-up/Cost’s shut-down (ACct) 0 0 0.96 1.65 NA NA 
CO2(Kg/MWh) 0 0 720 460 10 0 
SO2(Kg/MWh) 0 0 0.0036 0.003 0.0002 0 
NOX(Kg/MWh) 0 0 0.0075 0.0075 0.001 0 

NA not applicable
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Fig. 2 Output power situations of PV and WT 
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Fig. 3 Market pricing and electrical demand situations 

objective optimization problem (Case 3) can be directed to integrate the two OFs, 
namely, minimizing total operation cost and emissions. 

We can realize from Table 2 that the MG overall operating cost in Case 1 has 
offered the best effects in comparison with the outcomes attained utilizing the other 
cases, but the total emission of the MG, in this case, is very high. And vice versa 
in Case 2, the total emission of the MG is lower than in other cases, but the MG 
overall operating cost is very high. Therefore, Table 2 shows that the multi-objective 
optimization approach gives the best result from the overall operating cost and 
emissions viewpoints. 

Figures 8, 9, and 10 show the optimum hourly powers output of the main 
grid, WT, PV, FC, and MT during parameters uncertainty in the three cases. The 
optimal hourly energy scheduling must be calculated to attain the minimal operating 
cost of the grid-connected MG through the day. Consequently, Fig. 8 depicts the
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Fig. 4. Probability of market pricing situations. 
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Fig. 4 Probability of market pricing situations 
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Fig. 5 Probability of electrical demand scenarios 

power imported/exported from/to the main grid, the power output of each DG, and 
charging/discharging power of BSS relates to the bids of each DG and BSS and 
market pricing of the main grid in addition to the MG constraints. Figure 3 depicts 
the power imported/exported from/to the main grid based on the energy market 
pricing. 

Figure 9 shows the optimal hourly output powers of the WT, PV, FC, MT, main 
grid, and BSS for lessening overall emissions of the grid-connected MG under con-
sidering the uncertainty parameters. Figure 9 displays the power imported/exported 
from/to the main grid, the power output of each DG, and the charging/discharging 
power of BSS depend on the number of emissions emitted from each source in 
addition to the MG constraints. 

It is evident from Table 1 that the renewable sources (PV and WT) are zero-
emissions sources. Thus, the power available from WT and PV is fully consumed
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Fig. 7 Probability of WT situations 

Table 2 The overall operating cost of the MG grid-connected in various cases 

Case 1 Case 2 Case 3 

Overall operating cost (ACct/day) 148.26 1132.901 178.939 
Overall emission (kg/day) 603.433 314.439 558.232 

over a 24-h horizon, as shown in Fig. 9. It can be noted from Table 1 that the 
MT emission is high. Hence, the power consumed from the MT is low to create 
pollution-free environments. In the intervals with high load and low power output 
of renewable energy, it needs to consume power from the MT, although it pollutes 
the environment to satisfy the MG constraint. Also, Fig. 9 shows the BSS that did 
not affect the operating of the MG to achieve the minimization of the MG emission 
because the sum of available energy from renewable energy sources at each hour 
is less than the total electrical load, so it is fully used to supply the load electricity
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Fig. 8 Optimum hourly output powers of the WT, PV, FC, MT, main grid, and BSS for minimizing 
MG operating cost
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Fig. 9 Optimum hourly output powers of the WT, PV, FC, MT, main grid, and BSS for minimizing 
emissions 

and also the use of MT and FC in cases of achieving electrical balance only because 
they are polluting sources of the environment. 

Figure 10 shows the optimal hourly output powers of WT, PV, FC, MT, main 
grid, and BSS for lessening MG operating cost and emissions under uncertainty 
parameters. Therefore, Fig. 10 shows the power imported/exported from/to the main 
grid, the output power of each distributed generator, and BSS charging/discharging 
power based on the market pricing of the main grid, bids of each source, and 
emissions of each source, in addition to the MG constraints. 

Figures 11 and 12 show the charging/discharging power of BSS at each hour and 
the state of charge (SoC) during the day in cases 1 and 3, respectively. It is notable 
from Figs. 11 and 12 that BSS is discharged from hour 10 to hour 12 and at hour
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Fig. 10 Optimal hourly output powers of the WT, PV, FC, MT, main grid, and BSS for minimizing 
MG operating cost and emissions
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Fig. 11 Charging and discharging power and SoC of BSS in Case 1 

14 since the market pricing is very high. Also, BSS is charging for the first moment 
since the energy market pricing is low and the overall MG demand is not great in 
these times. 

6 Conclusions 

A stochastic optimization model has been offered for schedule the grid-connected 
MG energy, considering the variation of market pricing, RESs, and load demand. 
The stochastic presentation is a scenario-based technique that GAMS solve. The 
FCM has been utilized to gather the produced scenarios of the load alteration, RESs
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Fig. 12 Charging and discharging power and SoC of BSS in Case 3 

output power, and market pricing variant during the day. This chapter introduces 
a schedule for the energy of the MG with only OFs such as lessening the overall 
MG operating cost over a 24-h horizon or minimizing the pollutant emissions over 
a 24-h horizon and with multi-OF minimize the MG overall operating cost and 
the pollutant emission over a 24-h horizon at the same time with tacking into 
account numerous constraints linked to the system operation and the uncertainty 
of parameters. The formula developed in this paper revealed that the variables OF 
and uncertainty degree have a substantial impact on the optimal hourly generation 
schedule of MG. This chapter demonstrates that a multi-OF is a suitable approach 
to the energy management of the MG. 
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A Resilient Hybrid Renewable Energy 
System for DC Microgrid with Inclusion 
of the Energy Storage 

Siddharth Joshi, Praghnesh Bhatt, Bhinal Mehta, and Amit Sant 

1 Introductory Remarks 

Recently, the energy demand has increased in a significant way so the renewable 
energy sources have been boosted by the increase of the price of conventional fuels 
and limited reserve capacity available for the foreseeable future. The energy crisis 
on the present day and inadequate nature of fossil fuel & sources led to an increased 
interest in power generation through renewable/non-conventional sources of energy. 
Renewable energy sources (RES) are the fastest-growing sources of energy which is 
used to supply the demand of electrical energy, with the increment rate of 2.9% per 
annum from 2012 to 2040 [1]. Nowadays, these renewable resources have become 
key players to electrify the loads, and some of the primary renewable sources are 
wind, solar, tidal, and biomass. The solar energy, or the energy from the sun, is one 
of the promising resources. The solar energy is available in the two forms; the first 
is in the thermal form which is used for water heating application and thermal to 
electrical energy conversion, and the second is solar photovoltaic, which converts 
light energy available in the photon to electrical energy. 

The Indian government sets a target of 175 GW projection of RES by the year 
end of 2022 in installed capacity. The current status of the various renewable energy 
sources is shown in Fig. 1. To achieve the set target, 100 GW comprises of 60 GW 
roof top and 40 GW large scale power plant of solar PVES will be installed. The 
sector-wise Renewable Energy Cumulative Achievements for grid-interactive power 
is shown in Fig. 2 [2]. Among these RES, the contribution of renewable energy 
sources in the Indian grid is in shown in Fig. 3 [2]. 
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Fig. 3 Contribution of the renewable power sector in the Indian power sector as of January 2021 

2 Review of Literature 

The applications of RES in microgrids are many. The inclusion of RES plays 
significant role in the formation of microgrid. A DC microgrid comprises of a
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DC bus, which feeds DC load. Normally, low-power devices like Internet routers, 
laptops, mobile phones, charging of small electrical vehicles, energy storage 
charging, and electronic gadgets are classified as DC loads. 

This work contributes to the resilient hybrid RE system, which consists of pho-
tovoltaic energy system (PVES) and its converter assembly with the incorporation 
of battery energy storage system (BESS), which feeds the DC load to the DC load. 
The hybrid energy system (HES) may be defined as the system comprises of more 
than one power generating sources. The combined PVES and BESS form the DC 
microgrid [3]. These kinds of DC grids are useful for the isolated location where the 
grid power is not available and for those locations where frequent power outages 
are happening. Based on the concept of the PVES and BESS, the HES is formed 
and it is used to feed the DC load. To enhance the effectiveness and efficacy the 
MPPT algorithm is accommodated with PVES. From the above concept of the 
DC microgrid with PVES and BESS, the following literature are presented. The 
literature review covers the literature which comprises HRES, the application of 
MPPT algorithms in PVES, ES, and the analysis of HRES. 

The adaptive MPPT algorithm for Solar Photovoltaics is proposed in [4] for  fast  
varying climatic conditions using current perturbation method with estimation of 
short-circuit current of PV system. The proposed MPPT algorithm consists of two 
segments. The initial one is used to increase the tracking speed considering voltage 
as a perturbing variable to reach at MPP during steady climatic condition. The later 
segment focuses on the estimation of the short circuit current of solar PV under 
sudden changes in temperature and irradiance. The improvement in tracking speed 
towards maximum power point is considered as a variable. The modeling equations 
of a photovoltaic module have been solved using the NR method. The authors have 
checked the output of PV array with MPPT at standard test conditions (STC), i.e., 
1000 W/m2 and 25 ◦C. 

The author proposed a MPPT method with the incorporation of two MPPT 
algorithms in [5]. The calculation of the short circuit current is incorporated with 
a sudden change in insolation to establish the concept. The authors proposed the 
equation of current delivered by PV within upper and lower bounds/limits for 
current perturbation algorithm. They also derived the equation for PV within set 
limits for adaptive control algorithm. The comparison is done for conventional 
MPPT algorithm and proposed algorithm. They proposed ACA and VPA algorithms 
in the context of conventional algorithms like P & O (Perturb & Observed) and 
Fractional Short Circuit Current (FSCC) method. The activation signal is received 
by the ACA during sudden change in insolation. The controllers have fine-tuned 
with derivation of small signal modeling of the boost converter. 

Authors have proposed the simulation and analysis for parallel connected PV 
system with MPPT in [6]. They established their proposed system with hardware 
demonstration. They clam the reduction in power loss using this topology. They 
employed a bidirectional converter for MPPT implementation, which has two main 
functions: charging the battery and acting as a step-up converter. For parallel-
connected PV modules with MPPT algorithm, they proposed a dual way DC to DC 
converter for charging and discharging of the battery. They compared MPPT series
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connections to parallel connections first, and afterwards, the author’s simulated 
series connected multiple parallel MPPT. They first compared MPPT parallel 
connections, and then authors simulated series connections between multiple 
parallel MPPT. The proposed controller is tested for buck and boost converter. They 
have proposed and tested the bidirectional converter with five modes of operation. 
Various protection schemes to avoid charge and discharge of storage is discussed. 

The operating principles of various MPPT techniques have proposed in [7] for  
solar photovoltaic applications. The MPPT methods are classified for uniform and 
non-uniform insolation levels. The comparative analysis among MPPT techniques 
has been done for their sampling rate, robustness, complexity, efficiency, their 
sampled parameters, requirement of a system or expert knowledge, and constant 
power operation for uniform and non-uniform solar insolation. 

Comprehensive overview of MPPT approaches is reported in [8]. With the 
various control systems utilized for AC to DC and DC to AC conversion, the 
authors compared Tech-A to Tech-Z. The criteria of controlling variable, mode of 
conversation, form of the signal (analog or digital), cost, and level of complexity is 
taken into the consideration while comparing the MPPT methods. 

Due to wide acceptance of the AC supply for AC loads, the hybrid energy systems 
were proposed and analyzed for supplying AC power. The PVES and BESS provide 
DC supply, whereas WES or diesel engine systems required AC-DC and then DC-
AC conversion. The hybrid system with DC bus could be a substitute solution where 
the reduction in the power stage is considered. The remote and isolated locations, 
where the DC supply is used to feed the LED loads for lighting and DC fan. 
The merits of DC system are proposed in [9]. The low-voltage bipolar-type DC 
microgrid with PV, supercapacitor, gas engine, battery, fuel cell, etc. is proposed in 
[9] for high-quality power distribution. 

The review of hybrid wind PV system is discussed in [10]; the authors have 
described various software/simulation tools used for hybridization methods with 
case studies. They considered the concept of the unit sizing of PVES, HRES, includ-
ing aspects like meteorological data, load profile, modeling of PVES, modeling of 
WES, modeling of BESS, constraints of optimization, reliability analysis, economic 
analysis, converter design, controller design, performance assessment, and software 
tools. They have listed a summary of optimization studies, software tools for HRES. 

The authors discussed the comparative investigation of stand-alone hybrid 
systems in [11]. The applications for off-grid and rural electrification using such 
renewable hybrid solar energy-based sources are discussed. The hybrid solar energy 
combined with conventional and non-conventional sources is discussed. Standalone 
PV-based system in the context of location of the project, load type, design capacity 
with their outcome from 2001 to 2013 has been discussed. The location for hybrid 
solar-PV/wind throughout the world has been discussed with its design capacity and 
outcome. 

Regulation of DC link voltage across DC bus is important especially for 
significant in weak grids and isolated systems. An algorithm for the regulation 
of the DC link voltage irrespective of change in load or atmospheric conditions is 
discussed. The wind energy conversion system is hybridized with the battery bank,
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fuel cell and electrolyser has been proposed in [12]. The effective control technique 
with unbalance loading conditions is used. The energy management system ensures 
the state of charge (SoC) of the battery. 

The authors have analyzed the operation of the standalone PV/Wind/Battery 
system the weather data for 2 days by taking sample of wind speed, insolation, and 
temperature of solar PV at Calicut, India [13]. The DC link voltage is maintained 
with the help of proposed control algorithm. The study has been done for deferrable 
loads for primary, secondary, and tertiary control. 

A micro rating DC power distribution system applicable for residential load is 
proposed in [13]. The major impact has focused on the DC power distribution 
system using RES such as PV, Wind, and Fuel cell for residential applications. 
The DC electrical system for clean energy house is located in the area of the 
industrial city Denizil, Turkey. The proposed DC system comprises of 400 W of 
a wind turbine, 5 kW of PV panels, and 2.4 kW of fuel cell used to run DC 
electric system for various electrical loads for which system is designed. The 
system also comprises of various sources with DC to DC converter, DC surge 
protector, monitoring devices, DC distribution power block, protective system, and 
data acquisition system. 

The voltage control scheme for stand-alone HRES is proposed in [14] for  the  
isolated area power system applications. The authors proposed novel algorithm for 
maintaining DC link voltage and the regulation of voltage at DC link voltage for 
hybrid RES. The standalone system with the BESS and the fuel cell is used by 
considering the meteorological changes such as PV insolation and temperature of 
PV, variation in wind speed, and impact of change in load. 

Authors in [15] have presented a complete review on AC and DC microgrid. They 
have mentioned every aspect of building and configuring AC and DC microgrid. The 
various components for AC/DC microgrid and its general schemes are explained 
and compared. The various technologies with renewable and non-renewable energy 
sources, renewable DGs with primary energy, type of output, power from a module, 
efficiency (electrical), overall efficiency with its advantages, and disadvantages are 
discussed. They have also described the technology used in storage systems in 
context of its efficiency, capacity, energy density, capital, lifetime, environmental 
impact, and maturity with examples. 

Microgrid architectures with the low voltage distribution generation are proposed 
in [16]. Authors have described the typical elements of a micro-grid, and its 
architectures with their topologies. The DC microgrid with various zones with 
incorporation of solar state transformer is discussed. A performance comparison of 
the microgrid architectures for various topologies like microgrid has been discussed. 

Substantial issues of the HRES for the isolated load have discussed in [17]. 
Authors have mentioned various drivers for hybrid system development which 
comprises of economic factors, scarcity of electrical energy, policies, etc. They 
have also mentioned the benefits of hybrid systems and their viability as an option 
for rural electrification, the boosting of integration methods, power electronics 
interfacing methods, etc., with renewable sources like biomass, solar energy, wind
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energy, and hydropower. The design related issues are also described. The key aspect 
for this article is to empower the homes for the population whom are living in the 
isolated areas. 

The regulation in the DC link voltage in case of Photovoltaic system, fuel-cell, 
and supercapacitor-based hybrid system is proposed in [18]. They proposed the 
maintenance of DC link voltage with its regulation using the fuzzy logic controller. 

The authors provide the solution to integrate the various renewable energy 
sources by formation of the micro-grids. The proposed micro-grid integration is 
done beyond the penetration depth limitations [19]. The energy management in 
hybrid system is proposed for islanding and grid connected modes are demonstrated 
in the work. 

A novel active and reactive power control system for single-phase residen-
tial/commercial applications is proposed in [20] for HRES. The real time grid 
integration with the parameters like the voltage regulation, active & reactive power 
control, and its fault ride-through (FRT) with hybrid estimator is proposed. 

PV, energy storage, and supercapacitor-based hybrid energy system for microgrid 
applications are proposed in [21]. The author proposed control strategies for fast 
regulation of DC link voltage for permutations and combinations of unpredictable 
changes in power from renewable and source as well, the reduction in current stress 
for battery management system, power management at PCC, current limit in battery 
and supercapacitors in case of hybrid energy system. They demonstrated the same 
with the hardware model of hybrid system. 

The PVES with storage incorporated with novel decentralized control for power 
management is proposed in [22]. The droop control units are proposed in this work 
by authors to coordinate the hybrid system units for micro-grids. The multi-segment 
P-f characteristics are proposed in the article with frequency band. The overall 
coordinated control is proposed with simulation analysis for hybrid renewable 
power generation system. 

PV Battery hybrid system-based reactive power scheduling using model predic-
tive control is proposed in [23]. The main outcome of this paper comprises of the 
consideration of real time electricity pricing and its variation with real-time load 
and its demand with real time data for solar insolation. The MPC with function 
of the profit-cost is considered. Energy storage system is extended for peer-to-peer 
transmission like grid, vehicle or EVs, house, or any other application is proposed 
with MPC. 

The hybrid PV and ESS is proposed with control and power management system 
in [24]. The proposed system ensures about succeeds in the regulation of the voltage 
on the DC & the AC Bus. The power management algorithm ensures the power flow 
for grid-connected and isolated mode. 

A hybrid storage system combining battery and supercapacitor interfaced with 
DC bus for enabling the power flow is proposed in [25]. The primary source is 
the solar PV connected with high gain converter. The parallel operation of grid-
side converters with PV source, battery energy storage, and supercapacitors are 
contributed in this work.
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The authors proposed new energy management system implemented in hybrid 
system which comprises of solar PV, battery energy storage, and supercapacitor 
in [26]. The feature enhanced for novel energy management system are the 
restoration of DC link voltage in faster way, State of charge (SoC) limit for energy 
storage battery and super capacitors, BESS charging and discharging, and smooth 
transitions in the mode of operations for the sources. 

The certain limitations of the fuzzy logic controller are the rules of scheduling 
are made without any standard approach with only human expert knowledge. The 
difficulty in the correct weight of the rules is also a challenge. For the complex 
system, the weight adjustment rules are quite complex [27]. 

The hybrid system usually employed with closed loop system to maintain the 
voltage and frequency. The fixed gain and adaptive gain techniques are used to fine 
tune the parameters of the controller. The gains are varying based on the error input 
in case of Gain scheduling to ensure that the degradation in the effectiveness which 
is minimized where disturbances are created by system or climatic conditions in 
present case as compared to fixed PI gain method [28]. While implementing this 
method, it is necessary to recognize the range over which the Kp and Ki would vary 
when the operating conditions change. 

The basic idea of choosing a gain depends upon the error signal; it indicates that 
when the error signal is large, a value of the proportional gain is selected as high 
to increase the control effort; hence, there is an acceleration or declaration in the 
parameter to be controlled. Similarly, vice-versa, for integral gain, the large value 
of the integral gain is chosen when the error is small. The gains are selected to tame 
the steady-state error. 

The proposed work describes the Resilient Hybrid Renewable Energy for DC 
Microgrid fed to the DC load using PVES and BESS. The following objectives are 
taken into the consideration in the proposed work: 

• To obtain an effective DC link voltage profile at DC bus for Photovoltaic Energy 
System and Battery Energy Storage-based hybrid DC Microgrid System. 

• Incorporation of the quasi-double boost DC to DC converter interfaced between 
the PVES and the DC load with MPPT algorithm incorporated with fixed gain 
controller. 

• To address the limitation of fixed gain controller through simulation with 
incorporation of adaptive Gain Scheduling PI controller technique. 

• Application of Gain Scheduled Proportional Integral Controller-based PI con-
troller is proposed for PVES and BESS system. 

• Comparative analysis for fixed gain PI and GSPI controller under various climatic 
conditions, considering permutations and combinations of the solar insolation 
and temperature of the PV module.
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3 Modeling of PV Cell/Module and Battery Energy Storage 
System 

This segment covers the mathematical modeling of photovoltaic energy conversion 
system and energy storage. This portion is divided in to two parts. The first part 
covers the essentiality of energy storage system and its importance with energy 
storage system with PV. The second part covers the modeling equation of PVES, 
BESS, and power converter used in the system. 

3.1 Need of ESS 

At present, battery is used as an energy storage element in the PV power plant 
that has a small capacity. The commonly available rechargeable batteries are lead 
acid, nickel cadmium, nickel metal hydride, lithium ion, lithium-ion polymer, etc. 
Usually, for the PV systems incorporated with the Li-ion and the lithium-ion 
batteries. Among the available battery options, the Li-ion batteries are preferably 
used because of high energy storage capacity. 

There are several aspects of energy storage integration in PV power plants. The 
first one is the incorporation of ES system connected with the grid and the second 
one is the importance of energy storage for off grid system and roof top power 
plants. In the case of grid connected solar PV power plants, the installation of energy 
storage battery bank results in to the quick release of the energy into the grid as and 
when needed. The incorporation of energy storage with grid-integrated power plants 
is used to make the power supply smoother, and energy stored in the battery banks 
can be used during the timing of the peak demands. 

3.2 Modeling Equation of PV & BESS 

3.2.1 Modeling of PV 

The simple circuit of the PV cell is as shown in Fig. 4. The simplest equivalent 
circuit for a PV cell or module comprises of a current source drives through the 
Sun light. The important parameters for PV cell/module are open-circuit voltage 
(VOC), short-circuit current (ISC), rated or maximum-power point voltage (VMPP), 
rated or maximum-power point current (IMPP), and peak power capacity in watt 
(WP). When the output terminals of the PV cell or module are shorted, the ISC 
is measured for particular climatic conditions. Likewise, connecting terminals of 
voltmeters across the PV cell or module the VOC will be computed. The IV and PV 
characteristics of Photovoltaic cell or module demonstrate the performance of PV 
module at various climatic conditions. The mathematical equations are obtained as
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Fig. 4 Equivalent circuit diagram of PV cell/module [4] 

under the simplified model of PV module. Similarly, to accommodate the effect 
of temperature and insolation, one has to model real PV cell or module. This 
requires the accommodation of the series resistance Rs is the series resistance of 
PV cell/module in ohm, the shunt resistance Rsh is the shunt resistance of PV cell 
in ohms. The series resistance causes adds the contact resistance and rear & top 
metal contacts and that too on shunt resistance results power losses. The relationship 
between VOC, ISC, and current delivered to the load is mentioned in Eqs. (1) and (2). 

.VOC = 0.0257 ln

(
ISC

I0
+ 1

)
(1) 

.IPV = Iph − Irs

(
e

q(Vpv+IpvRs)
AkT − 1

)
− Vpv + IpvRs

Rsh
(2) 

3.2.2 Modeling of BESS 

The ES is a key element for hybrid renewable energy system operating at standalone 
mode. The variable nature of insolation and temperature for PV system results 
variability in voltage level with change in climatic conditions. However, the 
battery banks encounter certain disadvantages like life cycle of battery, charging 
& discharging pattern, cost of large-scale development, lack of maintenance, etc. 
The BESS integrated with variable renewable sources like PVES in the present case 
ensures buffer when the sun is not shining and provides the voltage support at DC 
link /DC bus. Taking into consideration the modeling aspect, the battery storage can 
be modeled as controlled voltage source with series resistance [29]. The open circuit 
voltage equation is calculated by non-linear Eq. (3); 

.E = E0 − K
Q

Q − it
+ A exp

(−B∗it
)

(3)
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Equation (3) represents various quantities like E is the no-load or open circuit 
voltage in Volt, E0 = constant voltage of battery in Volt, K is the polarization voltage 
in Volt, Q is storage capacity in Ah,

∫
idt is the actual battery charge in Ah, A is the 

exponential zone amplitude in Volt, B is the exponential zone time constant inverse 
in (Ah)−1, Vbatt is the battery voltage in Volt, R is the internal resistance of battery 
storage in ohm (�), i is the battery current in Ampere. 

4 Description of Hybrid System 

The hybrid PV & BESS-based energy system comprises of Photovoltaic array which 
comprises of 3 kW PV array and 72 V, 25 Ah BESS. The PVES consists of PV array 
connected with the quasi-double boost DC to DC converter, which is connected with 
DC bus which is then connected with the DC load. The purpose of incorporating the 
quasi-double boost converter is to acquire the high voltage ratio so that the range of 
output voltage will increase [30] and the reduction in the voltage stress on the power 
electronic switches of the converters and the pairs of inductor and capacitors. The 
BESS is interfaced with bidirectional DC to DC converter which is an interfacing 
medium between BESS and DC bus. 

The PVES system comprises of 3 kW of peak power PV array. The PV array will 
generate 3 kW power at the standard test conditions which is 1000 W/m2 insolation 
and 25 ◦C temperature. The quasi-double boost converter of 3.3 kW considering 
90% efficiency of static quasi-double boost converter. The DC to DC converter 
operate with a gate pules. To drive the DC to DC boost converter, the voltage and 
current samples are taken from PV array output. These samples are fed to the MPPT 
algorithm. The MPPT proposed in [4] is used in this work. The MPPT algorithm is 
coded in simplified C block in PSIM 

® 
11.1.3 software. The reference current is 

generated through MPPT algorithm and it is compared with actual PV current, the 
error signal is fed to controller which then compared with saw tooth waveform for 
the generation of gate pulse. 

The BESS system comprises rating of 72 V, 25 Ah and is interfaced with the 
bidirectional DC to DC converter, which is interfaced with DC bus. The PVES and 
BESS are interfaced with common DC bus. The diagram of the HES is shown in 
Fig. 5. To maintain constant voltage across DC bus the reference voltage of 200 V 
is selected. 

5 PI Tuning by Gain Scheduling, Mathematical Model 

The proportional integral gain is usually incorporated in closed loop to regulate 
the DC link voltage and generation of duty cycle. The fixed or conventional gain 
controller has disadvantages of the high probability of failure with change in
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Fig. 5 PVES and BESS hybrid system fed to DC load with PI controller 

climatic conditions. If the climatic conditions change, the controller may saturate 
which results undesired output. This problem can be addressed using various PI 
controller tuning methods. This analysis focuses on the integration of the GSPI con-
troller applied in hybrid PV and BESS standalone system and its comparison with 
incorporation of fixed gain controller. The incorporation of fixed gain controlled 
with PVES and BESS is shown in Fig. 7. The value of load resistance is taken as 
20 �. The 50 kHz switching frequency is selected. The State of Charge (SoC) of 
the energy storage is considered as 0.8. The modulator signal is generated from the 
controller output. 

The operation with the GSPI controller is divided into two stages. The first stage 
determines the gains of the controller with the error input and the second one decides 
the controller output. 

The controller is modeled mathematically with respect to change in controller 
gain based upon error input is mentioned in Eq. (4). 

.udc(t) = kp(t) ∗ e(t) + ki(t)

∫
e(t)dt (4)
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Fig. 6 Implementing GSPI 

The Eq. (4) represents various parameters like udc(t) denotes the output of the 
controller, e(t) is error signal, kp(t) and ki(t) are the instantaneous values for PI, and 
t is time. kp(t) can be represented as a function of the input error signal e(t) as in Eq.  
(5), where, ‘a’ is a constant, kpmax and kpmin are the maximum and the minimum 
values of kp. Similarly, Integral gain, ki(t), in Eq. (6) as a function of error signal 
e(t) can be expressed. The structure of GSPI controller is shown in Fig. 6. 

.kp(t) = kp(max) − (
kp(max) − kp(min)

)
e−(a|e(t)|) (5) 

.ki(t) = ki(max)e
−(η|e(t)|) (6) 

The graphical and logical response for GSPI controller with change in error is 
as shown in Fig. 7a, b for kp & ki based upon error signal. The GSPI offers the 
benefits of variation of kp & ki with change in error input with variations in the 
climatic conditions. The performance of GSPI controller rejects the degradation in 
output under disturbance. The only disadvantage is that the GSPI needs an extra 
calculation for the identification of kp and ki at every iteration. 

6 Simulation Results and Discussions 

The model for simulation is developed in PSIM 
® 
11.1.3 environment. The PVES 

is interfaced with quasi-double boost DC to DC converter with DC load. The 
incorporation of MPPT algorithm ensures MPPT operation of PVES. To maintain 
the constant voltage at the DC link, the incorporation of the BESS with bidirectional 
DC to DC converter is simulation. The system is tested for fixed gain controller and 
with incorporation of GSPI controller under sudden change in load variations and 
climatic conditions. The quantities which are measured for the simulation and its 
analysis purpose are PV module voltage, voltage level after first stage of quasi-
double boost, voltage after second stage of quasi-double boost, load voltage (load 
voltage and output of DC to DC converter is same.), load current, power shared by
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(a) 

(b) 

K
p 

Error Signal 

Error Signal v/s Kp 

K
i 

Error Signal 

Error Signal v/s Ki 

Fig. 7 Response of GSPI controller for (a) Kp with error signal e(t) and  (b) Ki with error signal 
e(t) 

PVES, BESS voltage, power shared by BESS, etc. The DC bus along with PV and 
energy storage forms a DC microgrid with incorporations of balance of systems for 
PVES and BESS. 

The system is first tested with fixed gain PI controller for variations in climatic 
conditions and change in load. The schematic diagram of the HRES is shown in Fig. 
5. The system is than test through the incorporation of GSPI controller instead of 
fixed gain PI method. The schematic diagram is shown in Fig. 8. The simulation 
analysis of PVES and BESS is done by considering three cases. The first case 
incorporates comparative analysis of the fixed gain PI controller and GSPI controller 
in case of the hybrid PVES and BESS system at 1000 W/m2 insolation and 25 ◦C 
temperature for PVES and SoC for BESS is taken as 0.8. The second case deals with 
the comparative analysis for change in insolation, temperature, and change in load
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Fig. 8 PVES and BESS hybrid system fed to DC load with GSPI controller for DC microgrid 

for the fixed gain controller and GSPI controller. The third case comprises a GSPI 
controller for change in insolation, change in temperature, and change in load. 

Case 1: Performance of PVES and BESS for constant insolation, temperature, 
and constant load for fixed gain controller and GSPI controller. 
This case represents the performance of hybrid system which is tested for constant 
insolation of 1000 W/m2 and temperature 25 ◦C for PVES. The connected load at 
DC bus is 2 kW/20 �. Figure 9a shows the power sharing by the PVES and BESS 
with the incorporation of the fixed gain PI controller. The power shared by PVES 
(Ws0) and BESS (Pb) are Fig. 9b shows the voltage profile at DC bus (Vdcload0), 
the voltage after first stage of the boost converter (Vboost0) and second stage of the 
boost converter (Vb2) connected with PVES and total current drawn by the system 
(Iload1).
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Fig. 9 Results for hybrid system with fixed gain controller: (a) Power shared by the PVES and 
BESS (in Watt) and (b) voltage profile at DC bus, voltage levels in quasi double boost converters 
(in V), total current drawn by load (in A) 

Similarly, the hybrid system is tested for similar climatic conditions and load 
conditions for GSPI controller. Figure 10a, b demonstrate the results for the GSPI 
controller which is used in place of fixed gain controller. 

Figure 9a shows the power sharing between PVES and BESS for 2 kW load. 
The DC resistance has modeled and taken as a load for DC microgrid. The power 
sharing between PVES and BESS is 74.93% and 25.06%, respectively, to cater the 
load demand of 2 kW. The load voltage has maintained at 200 V. The incorporation 
of PI controller regulates the voltage around 200 V DC. The limitation of the fixed 
gain controllers in the context of steady-state behavior of the quantities is observed
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Fig. 10 Results for hybrid system with GSPI controller: (a) Power shared by the PVES and BESS 
(in Watt) and (b) voltage profile at DC bus, voltage levels in quasi double boost converters (in V), 
total current drawn by load (in Amp.) 

in Fig. 9a, b. The system takes much longer time to gain its steady value of respective 
electrical quantities. Figure 9a, b demonstrate the same for voltage, power drawn by 
the load, contribution of the power by the PVES and BESS, and load current. This 
increases the voltage stress across switching MOSFET. 

To address this issue, the incorporation of adaptive proportional integral con-
troller is adapted. The hybrid DC microgrid system is now incorporated with the 
GSPI controller. Section V depicts the mathematical model of GSPI controller. This 
effect of GSPI controller is demonstrated in Fig. 10a, b. The time required to reach 
at steady state mode by the system is less with less transients for incorporation of
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GSPI as compared to fixed gain controller. The output of GSPI controller drives the 
gate pulse of the quasi-double boost converter for PVES and the gate pulse of the 
bidirectional converter in case of the BESS. 

The effect of the quasi-double boost converter is observed in Fig. 10b which 
results in reduction in the voltage stress across the quasi-double boost converter. 
The other advantage is the reduction in the DC ripple in case of DC voltage profile 
which demonstrates the effectiveness of the controller. The constant DC link voltage 
profile in DC microgrid application is essential to strive a goal for further connection 
with other power electronic components and the grid. 

Case 2: Performance of PVES and BESS for change in insolation, temperature, 
and change in load for fixed gain controller and GSPI controller. 
This case represents the performance of the PVES and the BESS-based hybrid DC 
system under dynamic conditions. The system is tested for change in insolation, 
change in temperature, and change in load as well. Initially, the system is tested for 
fixed gain PI controller and then it is compared with GSPI controller for similar 
variations climatic and load conditions. Figure 11 shows simulation analysis for the 
PVES and the BESS-based DC microgrid with fixed gain controller and Fig. 12 
shows simulation analysis with GSPI controller. 

The simulation analysis is done using change in insolation and temperature 
for fixed gain controller. The input applied to the PVES is shown in Fig. 11a. 
The insolation changes from 1000 to 900 W/m2 to 800 W/m2 within 3 seconds. 
Similarly, the increment in temperature is shown in Fig. 11a which varies between 
25 ◦C and 30 ◦C within 3 seconds. The power sharing between PVES and BESS 
is shown in Fig. 11b and similarly, like case 1, the voltage at different nodes are 
observed in Fig. 11b. 

The simulation analysis is done for GSPI controller by considering the above 
mentioned climatic conditions. The responses shown in Fig. 12b, c typify the 
effectiveness of the GSPI controller incorporated with the MPPT algorithm. The 
effectiveness of the algorithm and response of controller can be seen with the help 
of the results shown in Fig. 12. The variations in the climatic conditions can be 
observed in the results. The responses are as shown in Fig. 12c the change in climatic 
conditions (insolation and temperature) there is little deviation in voltage profile 
across DC load or at the DC bus; again the value of the voltage is regained to the 
reference value which is set as 200 V DC. Similar observations can be done in 
current profile when the load changes and in voltage profile for quasi double boost 
converter. 

Case 3: Performance of PVES and BESS for change in insolation and constant 
temperature for GSPI controller and change in temperature and constant 
insolation with change in load. 
This case describes the analysis for PVES and BESS-based DC microgrid for 
change in insolation & constant temperature and change in temperature and constant 
insolation with change in load.
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Fig. 11 Results for hybrid systemwith fixed gain controller: (a) Input solar insolation (inWatt/m2) 
and temperature (in ◦C), (b) power shared by the PVES and BESS (in Watt), and (c) voltage profile 
at DC bus, voltage levels in quasi double boost converters (in V), total current drawn by load (in 
Amp)
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Fig. 12 Results for hybrid system with GSPI controller: (a) input solar insolation (in Watt/m2) and  
temperature (in ◦C), (b) power shared by the PVES and BESS (in Watt), and (c) voltage profile 
at DC bus, voltage levels in quasi double boost converters (in V), total current drawn by load (in 
Amp)
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Fig. 13 Results for hybrid system with GSPI controller: (a) power shared by the PVES and BESS 
(in Watt)  and (b) voltage at DC bus, response of the quasi double boost converters (in V), total 
current drawn by load (in Amp) 

3.1 Performance of PVES and BESS for change in insolation and constant 
temperature. 
This case describes the testing of system for change in insolation from 1000 to 
900 W/m2 to 800 W/m2, constant temperature of 30 ◦C and constant loading 
condition. The responses are shown in Fig. 13a, b. The effect of the quasi double 
boost converter is observed in Fig. 13b which regulates the DC link voltage around 
200 V.
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Fig. 14 Results for hybrid system with GSPI controller: (a) power shared by the PVES and BESS 
(in Watt) and (b) voltage profile at DC bus, voltage levels in quasi double boost converters (in V), 
total current drawn by load (in Amp) 

3.2 Performance of PVES and BESS for change in temperature and constant 
insolation with change in load. 
The case 3.2 describes the testing of system for constant insolation and the variation 
in temperature from 25 to 30 ◦C with combination of change in load. The equivalent 
load resistance of 18 � is considered as a DC load. The increment in total power 
is observed in Fig. 14a after 1 second. After 1 second the additional load of 250 W 
is connected at DC bus. The responses are shown in Fig. 14a, b. The effect of the 
quasi-double boost converter is observed with change in temperature and loading 
conditions in Fig. 14b which regulates the DC link voltage around 200 V. The
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GSPI controller ensures the voltage regulation and the BESS maintains the DC link 
voltage profile at reference value of 200 V. 

7 Concluding Remarks 

This effort reports the PVES and the BESS-based HRE system for DC microgrid 
application. The PVES and the BESS incorporates the closed loop control with the 
accommodation of fixed gain controller. To address the limitations of fixed gain 
controller, the GSPI control is proposed for the PVES and BESS-based hybrid 
renewable power system fed to DC load. Like fixed gain controller the GSPI 
controller is incorporated for PVES and BESS to control the quasi-double boost 
converter and the bidirectional DC to DC converter respectively to ensure the 
voltage regulation at the DC bus. The gains of GSPI vary during transient conditions 
like change in insolation and temperature for PVES and change in load at DC bus in 
order to keep the voltage regulation with in the limit at DC bus and MPPT operation 
of PVES. This addresses the limitations of fixed gain PI controller. The performance 
of HES is checked under the change in climatic conditions and change in load to 
check the effect on of the change in DC bus voltage profile and operation of MPPT. 
The PVES and BESS-based DC bus is designed to feed the rural communities which 
are away from the national grid and forms its own DC microgrid. Hence, the PVES 
and BESS-based hybrid renewable energy system is suitable for DC microgrid 
application is resilient and sustainable for local DC load. 
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High Impedance Fault Detection 
and Classification Based on Pattern 
Recognition 

Zahra Moravej and Mehrdad Ghahremani 

1 Introduction 

The high-impedance fault (HIF) in electrical energy distribution networks is caused 
by the connection of an electrified conductor to the ground via an object with 
relatively high impedance and is usually associated with an electric arc [1]. This type 
of fault can also occur when an electrified conductor in overhead power lines comes 
into contact with an object such as a tree or when it is cut and falls to the ground. 
Due to the low voltage in the grid and the high impedance between the ground and 
the electrified conductor, the current flowing at the fault location is small and on 
the order of the load currents in the lines. HIF can be defined as a fault that does 
not draw sufficient current to activate common protective devices (such as fuses and 
relays). 

Various sources have reported the HIF current to be from 0.5 to 75 A and 
sometimes up to 100 A [2]. Accordingly, current-based protection schemes cannot 
detect this fault. Upon the occurrence of this fault, an electric arc forms at 
the location of contact between the conductor and the object. The HIF can be 
distinguished from normal loads in the distribution grid via the features of the arc 
current. However, detecting all HIFs in a distribution grid is a formidable task and 
requires careful preparations and accurate measurements. Examples of HIF current 
are shown in Figs. 1 and 2. 

Some features of the HIF are as follows: 

• The current at the fault location is low due to the high impedance between the 
ground and the conductor and can vary according to the conditions of the contact 
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Fig. 1 Simulated HIF current waveforms: (a) faulty phase current in substation (measuring point), 
(b) the HIF current at the fault location, (c) superimposed component of the measured phase current 
at substation due to the HIF (obtained by subtracting the faulty phase current and the phase current 
without HIF) [3] 

Fig. 2 HIF current waveforms with 20 kV conductor connection on several different surfaces: (a) 
dry asphalt with 2 cm thickness, (b) plain (non-reinforced) concrete with 10 cm thickness, and (c) 
reinforced concrete with 10 cm thickness [3]
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Table 1 Different HIF 
currents [2] 

Contact surface Fault current (A) 

Dry asphalt 0 
Plain (non-reinforced) concrete 0 
Dry sand 0 
Wet sand 15 
Dry grassland 20 
Dry grass 25 
Wet grassland 40 
Wet grass 50 
Reinforced concrete 75 

location and the grid. Table 1 displays HIF currents over various surfaces reported 
by the Power System Relaying Committee (PSRC) of IEEE [2]. 

• HIFs are usually accompanied by electric arcs. 
• HIF currents are not sinusoidal. Therefore, their harmonic and inter-harmonic 

components are more than those of load currents. Although the fault current 
waveform is different for different contact surfaces, there are similarities between 
the features of HIFs for different surfaces due to the manner of arc formation. 

• The fault current differs in positive and negative half-cycles: the current ampli-
tude is usually smaller in negative cycles. 

• The HIF has a dynamic nature, i.e., the fault current amplitude varies in different 
cycles and behaves randomly. 

• Moreover, the HIF is single-phase, and the fault current normally increases when 
more than one phase is involved in the fault. 

• Also, this fault has a resistive characteristic. 

1.1 History of HIF Protection 

Research on detecting HIFs began in about the mid-1970s. The advent of numerical 
relays in the early 1990s began with the fabrication of an HIF relay by University 
of Texas and General Electric researchers [4]. Later, other protective relay manufac-
turers, such as ABB and Schweitzer, offered relays capable of detecting HIFs. 

The initially used methods were mostly based on energy and the statistical 
specifications of current frequency components. However, the developments in 
discrete signal processing and digital signal processors (DSPs) in later years led to 
the use of various signal processing, artificial intelligence, and pattern recognition 
algorithms in detecting HIFs. 

In recent decades, numerous academics have researched this topic and have 
reported various techniques to detect HIFs. A review of papers indexed throughout 
the years in authoritative journals indicates the significance of HIF detection as a 
challenge faced by distribution networks companies [5]. Fault detection methods
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can perform differently under different conditions and in different grids. This 
performance refers to the reliability indexes of protective systems, the two aspects 
of which are dependability and security. Dependability represents the adequate 
performance of the system when it is needed. Security refers to the inaction of the 
system when it is not needed. Another commonly used index is sensitivity, which 
denotes the ability to detect faults defined for the relay under various abnormal 
conditions. 

2 Goals in HIF Protection 

Similar to other faults, the HIF must be detected in a grid. In distribution networks, 
protective devices are generally used to protect grid equipment, such as transformers 
or overhead and underground power lines, against fault currents, which exceed the 
allowable current limits of this equipment. However, the HIF is within these limits 
and, thus, does not damage grid equipment. The primary goal in detecting this fault 
in traditional distribution networks is to prevent injury caused by electrocution. 
Nevertheless, other motivations come into play with the privatization of electricity 
companies and the creation of a competitive market. In general, the goals in 
detecting HIFs are the following: 

• Prevention of injury: As mentioned in older references, the most important reason 
for detecting HIFs is to prevent injury due to electrocution from contact with a 
broken conductor. 

• Prevention of fire: An electric arc caused by the fault, especially when the 
conductor breaks and falls onto a tree, can result in fire. 

• Prevention of potential outages: Timely detection of HIFs can prevent damage to 
equipment due to electric arcs caused by fault currents and potential outages and 
decrease outage penalties and losses from reduced electricity sales. 

• Reduction of outage duration: A common method of detecting conductor 
breakage in distribution networks is through telephone calls from customers. This 
method suffers from delays, especially in areas with a smaller customer presence. 
Faster detection of conductor breakage decreases losses due to reduced electricity 
sales and potential outage penalties. 

However, protection against HIFs is not carried out merely by detecting the 
fault since a short-lived occurrence of this fault does not damage grid equipment 
considering the small current that passes through this equipment as a result of 
an HIF. On the other hand, HIF detection algorithms are less error-prone than 
protection methods such as overcurrent protection and distance protection. Hence, 
issuing a trip command via the HIF protection immediately after fault detection is 
not recommended. As a result, when an HIF is detected in the distribution grid, 
appropriate measures must be taken automatically or by the operator. Usually, the 
protection system transmits an alarm signal after detecting a fault and issues a trip 
command if it detects a repeated fault and conductor breakage. Factors such as
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hazard probability and the quantity and importance of the loads connected to the 
feeder in which the fault has been detected must be considered before issuing a trip 
command. For example, the possibility of electrocution due to conductor breakage 
is significantly higher in a residential area than a non-residential one, or additional 
considerations must be made for disconnecting a feeder that supplies the load of 
a hospital. The location of the fault must be specified to perform these actions. 
In addition, the approximate location of the fault must be known for the rapid 
resolution of the factors causing the fault and the dispatching of repair teams. 

Moreover, given the privatization of the electricity industry, electricity companies 
must pay fines to their customers in cases of outage. Also, they are held responsible 
for accidents, such as electrocution or fire, caused by their distribution networks 
equipment. Therefore, the rapid detection and resolution of faults are important 
aspects for reaching the reliability indexes required to become a smart grid. 

3 Methods of HIF Detection in Distribution Networks 

Various algorithms have been proposed for detecting HIFs. These algorithms consist 
of three main steps, as shown in Fig. 3. They can be classified and analyzed in 
different ways. To avoid repetition, not all of these algorithms have been introduced 
in this section. Only those proposed for HIF detection in distribution networks have 
been reviewed in Fig. 3 according to the method used in each of the three steps. 

3.1 Input Data Preparation 

The three-phase voltages and currents in a distribution grid are measured using 
instrument transformers. The current in the neutral wire is also measured if it is 
present in four-wire distribution networks. Other parameters, such as active power, 
reactive power, and currents of positive, negative, and zero sequence voltages may 
be computed via the measured values. Different signals can be used for fault 
detection given that any event in the grid affects all signals to different degrees. 
Since an HIF directly impacts the phase and earth currents, most references, such as 
[4, 6–15], have used only the three-phase current or residual current signal to detect 
the fault. 

On the other hand, some references have utilized (three-phase or residual) voltage 
signal features in addition to current signals for fault detection [16–18]. Voltage 
signals have rarely been used on their own [19, 20]. 

An arc forms as a result of electric discharge in the gap between two surfaces 
with a potential difference (such as an electrified conductor and tree branches) due 
to an HIF. Electromagnetic waves are radiated as the electric charges pass through 
space. These waves can be received via special antennae and sensors, and faults in 
the power system can be detected based on their amplitude and features. Electric-
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Feature extraction 

Feature extraction using time-domain data or transfer input data to 

frequency or time-frequency domain and data extraction in that domain. 

Input data preparation 

Input signals Preparation, 

Analog to digital Converts, 

Data window preparation 

Fault detection criteria 

Detect the presence or absence of fault based on selected characteristics 

using methods such as setting threshold values for each characteristic or 

expert methods and pattern recognition. 

Signal output Send 

Sending an alarm or trip signal due 

to HIF or failure to send a signal 

Fig. 3 Schematic of HIF detection in distribution networks 

arc-induced electromagnetic waves received by various antennae in a laboratory 
have been analyzed in [21].
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3.1.1 Determining the HIF-Induced Signal 

It is very difficult to measure HIFs in an operational distribution grid since there 
might be several month intervals between their occurrences. Therefore, it is common 
practice to create artificial fault conditions in real feeders in order to be able to 
measure and store signals caused by HIFs. For this purpose, the feeder is connected 
to various surfaces, and the resulting signals are measured. Such tests are usually 
conducted on insignificant or non-operational feeders since obtaining a permit for 
causing an error in operational feeders due to the possibility of an outage in the 
feeder and damage to the equipment. 

Another technique for measuring the arc current due to contact between a 
medium-voltage conductor and various surfaces is laboratory simulation. In this 
technique, a conductor is electrified with the desired voltage in a laboratory and 
brought into contact with different surfaces. 

However, the arc fault due to this contact can be obtained only at one point in 
the distribution grid and only under no-load or low-load conditions in this method. 
Fault measurement at different points in a distribution grid and under different 
operating conditions is a formidable task that requires considerable time and money. 
In addition, it is very hard to simulate other events possible in distribution networks. 

To design an HIF-detection scheme, one must first examine the features of the 
errors, events, and disruptions occurring in the distribution grid so that suitable 
features can be selected and an appropriate decision-making criterion can be 
designed. In addition, large numbers of input and output data are required to train 
the decision-maker and the classifier in expert methods. For this reason, most 
references have considered software simulation. Many references, such as [6, 14, 
17, 22–26], have used simulation results to analyze faults and design fault detection 
algorithms. Some other references have first measured HIF values in real feeders 
or in the laboratory and, then, used simulation data along with measured data to 
design and test their proposed algorithm [9, 27–29]. Most of these references have 
employed measured HIF signals for comparison with simulated error models and 
have trained their algorithms using simulation data. For this purpose, the tested 
part of the distribution system is simulated in software such as EMTP, PSCAD, 
or MATLAB. 

3.1.2 HIF Model 

Numerous researchers have used the double-diode model to model HIF due to its 
simplicity and ability to provide the main features of the HIF, presented in Sect. 1 
[3, 10, 29–31]. The circuit model of the simulated HIF is displayed in Fig. 4. 

RHIF - P and RHIF - N represent the arc resistance, and UP and UN denote the 
fault threshold values during positive and negative half-cycles UP < UN. When 
the fault voltage is larger than the fault threshold voltage during the positive half-
cycle VFault > UP and smaller than the fault threshold voltage during the negative 
half-cycle VFault < UN, the fault current will flow in the circuit. However, if
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Fig. 4 Circuit model of the 
simulated HIF 
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UN 

U(t) 

RHIF(t) 

UN < VFault < UP, the HIF current will be zero, and no current will flow in the circuit. 
RHIF(t) represents the time-varying resistance, the value of which varies randomly 
in each cycle, and U(t) expresses the dynamic and time-varying nature of the HIF. 

3.1.3 Distribution Grid Modeling 

Software simulation is used because it is impossible to simulate and measure 
various HIF cases and other events in an actual distribution grid. To this end, 
first, a distribution grid, including the loads and the accessories, must be modeled. 
References that have measured HIFs in actual feeders have mostly first modeled 
the feeder in a software environment and then carried out the simulations on the 
feeder. As an example, Fig. 5 displays a distribution grid in which HIF tests were 
performed, after which these tests were modeled in software for further simulations. 

Many papers that have utilized only software simulation have modeled part 
of an actual distribution system in software or used sample distribution networks 
introduced in authoritative references, such as the IEEE 34-bus distribution grid, 
for simulation and measurement. Figure 6 displays one sample distribution network 
used for simulating and measuring an HIF in software. 

The larger and more complex a distribution grid is, the more diverse the feeders 
and loads will be, and the better the fault detection algorithm can be evaluated. 
Moreover, the presence of various linear and nonlinear single-phase and three-phase 
loads with different harmonic properties helps better evaluate the reliability of the 
proposed method. In some references, the proposed method has been studied only
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Fig. 5 A sample distribution grid for software simulation of HIFs [3] 

Fig. 6 A sample IEEE 34-bus distribution grid for software simulation of HIFs [30]
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for one or two events, such as the disconnection and reconnection of a linear load 
and a capacitor bank, or the system loads have been considered fixed and a fixed 
amount of harmonic load has been modeled in the system. Hence, the efficiency 
of the methods proposed in these references cannot be judged without further 
examination. 

3.1.4 Modeling of Distribution Grid Loads 

Distribution grid feeders feed various types of domestic and industrial loads. The 
distribution grid loads play a key role in the performance of the fault detection 
algorithm. More specifically, some of the algorithms designed and evaluated for HIF 
detection in grids with linear loads may not perform well in those with nonlinear 
loads. The more power electronic instruments, rectifiers, and converters are used 
in industrial workshops and household loads, the more the harmonics will be in 
the grid. Since a major feature for HIF detection are the harmonic components of 
the current, nonlinear loads significantly affect the performance indexes of these 
algorithms. Furthermore, the presence of dynamic loads influences the data utilized 
by fault detection algorithms due to the variation in the currents associated with 
these loads after an event in the grid. Numerous references have evaluated their 
proposed techniques only in grids with linear loads, and some references have 
considered a number of rectifiers for generating load harmonics in the distribution 
grid. 

Consider Possible Events in a Distribution Network 

The following events are considered in the simulations: 

• Disconnection and reconnection of linear loads. 
• Disconnection and reconnection of a capacitor bank. 
• Low-impedance faults. 
• Consideration of nonlinear loads. 
• Line electrification. 
• Transformer electrification. 

Some references have simulated only one or two events, while some others, such 
as [3, 9, 11, 26, 27, 30] etc. have considered more events. The more diverse the 
events are, the more complicated training will become, and the higher the error 
probability of the algorithm will be. On the other hand, the performance of the 
proposed method will be better evaluated.
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3.2 Feature Extraction 

Feature extraction refers to the selection and calculation of numerical quantities 
from measured or simulated data for the purpose of fault detection. Given that 
the HIF current amplitude is on the order of the distribution line load current 
amplitude, one cannot use the current amplitude to detect faults and must extract 
certain features from HIFs to be able to distinguish them from other events, such 
as disconnection and reconnection of the capacitor bank and nonlinear loads. These 
features constitute data that are input to the fault detection algorithm. 

Appropriate feature selection plays a significant role in correctly distinguish-
ing faults from non-fault events. Those features must be selected the fault-state 
characteristics of which are different from those of other power grid events, such 
as capacitor bank switching, disconnection and reconnection of various linear and 
nonlinear loads, and disconnection and reconnection of transformers. Since one 
cannot utilize only one feature for a distribution grid consisting of various loads, 
previous works have chosen more than one feature or even many features (e.g., 
24 features in [15]). This section examines the features selected for HIF detection 
according to the domains from which they have been selected. 

Selecting unique features for fault detection is extremely difficult. This is because 
it is virtually impossible to select quantities produced only due to HIFs at locations 
where measurement instruments are installed. 

Hence, one can improve the chances of correct detection via the selection of 
a number of features that might be affected also by other events, the relationship 
between sets of these features, or even their statistical characteristics, such as 
standard deviation and randomness. For example, [4, 15] have employed the energy 
and the statistical characteristics of the odd and even low-order harmonics and inter-
harmonics of the current and the high-frequency current components to ensure the 
presence of an HIF. 

In the employed algorithm, one can directly use input signal data in the time 
domain for fault detection, a method called the time-domain method. Alternatively, 
the time-domain data may be taken via a transform to the frequency or time-
frequency domain where the features may be calculated. 

3.2.1 Time-Domain Methods 

Time-domain methods here refer to those algorithms that employ time-domain 
signal features to detect faults. Some of the time domain HIF detection techniques 
are introduced in this section: 

• Using circuit models and differential equations in this method, the lines and 
the HIF are modeled based on the electrical characteristics of the system, and 
the electrical relationships between the measured voltage and current values and 
the modeled system are obtained as differential equations. These equations can
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then be solved using numerical methods and recursive algorithms to estimate the 
resistance and location of an existing arc fault along the lines [22]. 

• Using a correlation function a technique for HIF detection using the correlation 
function of measured voltage and current signals in the time domain has been 
presented in [6]. In the proposed method, the auto-correlation and the partial 
auto-correlation functions of the voltage and current signals and the first and 
second derivatives of the voltage and current are calculated first. Then, the sets of 
each of these correlation functions are computed for a given number of samples 
(10 or 20 samples), and the calculation indexes are utilized for HIF detection. 

Using mathematical morphology algorithms Mathematical morphology (MM) 
was introduced in the mid-1970s as an image processing tool. Morphology is based 
on extracting the spatial structures of images and signals. It affects the signal itself 
and does not make use of a transform to transfer the signal from the time domain to 
another domain, such as the frequency domain, for feature extraction. For this reason 
and for the use of simple mathematical operators to extract the signal features, 
it is fast to implement. Morphology-based filters have been employed in power 
engineering for eliminating the DC component for phasor estimation, detecting 
instrument transformer saturation, distinguishing between an inrush current and 
a fault to protect power transformers, locating faults in transmission lines, and 
denoising power signals. Moreover, mathematical morphology has been utilized in 
[19, 31] to detect HIFs. 

3.2.2 Frequency Domain Methods 

Frequency domain methods are the most common HIF detection techniques found in 
authoritative sources [5]. As mentioned in Sect. 1, an HIF is usually associated with 
an electric arc. The energy of the harmonic components of an arc current can be used 
as a criterion for distinguishing faults from load currents. These methods commonly 
utilize Fourier-based transforms to compute the frequency spectrum of the measured 
signals or the amplitudes of the harmonics included therein. Subsequently, the 
fault conditions are discerned from non-fault ones using the components extracted 
according to the relationship between the amplitudes (energy) of the frequency 
components and that of the main signal frequency and by defining the appropriate 
threshold or via other decision-making techniques. 

Several references have considered the energies of the second and third har-
monics as major HIF indicators. Furthermore, the energies of even- and odd-order 
harmonics and inter-harmonic components have also been used as indicators that 
can distinguish fault and non-fault conditions. Given the random characteristics of 
HIF currents and the differences in the amplitude and form of the current in different 
cycles, one can also use the statistical characteristics, such as standard deviation, of 
the harmonics as fault indicators.
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The HIF is resistive in nature; hence, the phase difference between some of the 
harmonics can be utilized as a feature that detects HIF. The Fourier transform has 
been used in the majority of frequency-domain methods to extract the harmonics. 

Some HIF indicators based on harmonic components are as follows: 

• The ratio of the second and third harmonics of the three-phase current to the 
fundamental component [7]. 

• The ratio of the second harmonic of the three-phase current to the fundamental 
component. 

• The change in the variance of the low-order even harmonics of Current 3I0 during 
600 consecutive cycles. 

• The energy of the mean variance of Harmonics 2, 3, 4, 4, 7, and 9 of Current 3I0 
[2]. 

• The energies of the 180 Hz component and the 210 Hz inter-harmonic component 
(in the 60 Hz system). 

• The magnitude and angle of the third harmonic of the voltage and current [32]. 
• The energy and statistical characteristics of the low-order odd and even harmon-

ics and inter-harmonics of the current and the high-frequency components of the 
current [4, 15]. 

• The sum of the energies of even harmonics of order 6–32, the ratio of these 
energies to those of odd harmonics of order 7–33, and the increase in the 
variances of even harmonics of order 6–32 [14]. 

• Magnitudes of zero sequence and negative sequence harmonics of order 2, 3, and 
5 and the ratio of zero sequence harmonics to negative sequence harmonics for 
current and voltage signals [22]. 

• The energy and statistical characteristics of the low-order odd and even harmon-
ics and inter-harmonics of the current [8]. 

• The energy of the third harmonic of three-phase currents, the phase difference of 
the third harmonic of the current and voltage, and the ratio of the energy of the 
third harmonic to that of the fifth harmonic of the current. 

• The magnitude of the first and third current harmonics, the magnitude of the first 
voltage harmonic, and the phase difference between the magnitudes of the first 
and third current harmonics and the first and third voltage harmonics. 

• The increase in the sum of the energies of harmonic and inter-harmonic 
components of up to the 15th order (the frequency range of 25–375 Hz in the 
50 Hz system) and the durability and randomness of the harmonic energies [9]. 

• The magnitude of the third and fifth harmonics of the current [33]. 

Given the variation in the harmonic current components in distribution networks, 
some references have suggested using the Kalman filter to estimate the frequency 
components. The application of the Kalman filter to extracting the harmonics of the 
HIF current signal has been investigated in [10]. The proposed method has used two 
of these filters, one to estimate the fundamental component and the other to estimate 
the current signal harmonics under steady-state working conditions. Also, a Kalman 
filter has been used to estimate the fundamental and the harmonics under disturbance
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conditions and changes in the current signals. Subsequently, the amplitudes of the 
low-order harmonics corresponding to the HIFs have been studied. 

3.2.3 Time-Frequency Domain Methods 

Time-frequency domain methods refer to those that process signals and extract 
features using transforms that transfer signal data from the time domain to the 
time-frequency domain. One of the first time-frequency transforms was the short-
time Fourier transform (STFT). STFT or the windowed Fourier transform provides 
information regarding the frequency components of the considered signal in limited 
ranges in the time and frequency domains. The wavelet transform was introduced 
in 1980 as a time-frequency transform and gained popularity in engineering with 
the introduction of the discrete wavelet transform and its implementation using 
filter banks. This transform was first used in power engineering in the mid-1990s. 
It started to be increasingly used in denoising, fault detection, fault location, etc., 
as its features, such as fast implementation, provision of signals with various time 
and frequency accuracies, excellent detection of the disturbance and edges in a 
signal, provision of a compressed and signal with minimum data loss. Using the 
wavelet transform has been reported in most areas of signal processing and signal 
feature extraction in various sources. Also, numerous sources have reported using 
the wavelet transform to detect HIFs. Most of these references have utilized this 
transform to decompose electric signals at various levels, after which they have 
used features such as the energy or variance of various decomposition levels to 
distinguish faults from other conditions in distribution networks [34]. 

The following are some instances of the features extracted via the wavelet 
transform for HIF detection, as reported in the literature: 

• Using the number and jump intervals of the exact coefficients of the current signal 
discrete wavelet transform at the first and second decomposition levels during 
two cycles. 

• Using the amplitude and phase difference between the continuous wavelet 
transforms of the I0 and V0 signals at the jump points of the continuous wavelet 
transform of the I0 signal for the detection of an HIF and its direction [16, 25]. 

• Using three consecutive continuous wavelet transforms of I0 and V0 signals [17]. 
• Decomposing four current signal cycles up to two levels using the discrete 

wavelet transform and using the average of the exact coefficients of the first-
level decomposition of each cycle and the RMS of the exact coefficients of the 
second-level decomposition of each cycle to discern between HIFs and other 
events. 

• Decomposing the current signal up to three levels using the discrete wavelet 
transform, dividing the exact coefficients into four parts at each level, and using 
the RMS of the first two parts at decomposition level [27]. 

• Using the sum of the third-level exact coefficients obtained from decomposing 
the residual current using the discrete wavelet transform during two cycles and
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the sum of the absolute values of the third-level exact coefficients obtained from 
decomposing the residual voltage during one cycle [18]. 

• Using the absolute values of the exact coefficients from third- and fifth-level 
decomposition of the residual current via the discrete wavelet transform during 
one cycle [35]. 

• Using the standard deviation of the first to seventh-level exact coefficients and 
seventh-level approximate coefficients resulting from decomposing three-phase 
currents [28]. 

• Using the sum of the absolute values of the exact coefficients of third-level 
decomposition of the three-phase current and voltage during one cycle [36]. 

• Using the standard deviation of the fourth- to seventh-level exact coefficients and 
the approximate coefficients of the last decomposition level of current, voltage, 
and power signals [37]. 

Some works have selected a combination of frequency and time-frequency 
domain features. For instance, the method presented in [11] makes use of the dis-
crete wavelet transform and the Fourier transform for current signal decomposition. 
In this method, first, the current signals are decomposed down Level 2 via the 
discrete wavelet transform. Then, the exact coefficients of each level are grouped 
into 5 parts, after which the ratio of the energy of the third part to that of the second 
part and the ratio of the energy of the third part to that of the fourth part for each 
level are selected for distinguishing HIFs from other events. In addition, the ratio 
of the amplitude of the third current harmonic to that of the fundamental and the 
DC component of the current signal (sum of all signals) during one cycle have been 
applied to HIF detection. 

3.3 Decision-Making Techniques for HIF Detection 

The features used in various references to distinguish between the HIF and non-fault 
conditions in distribution networks were discussed in Sect. 3.2. A fault detection 
criterion must be specified after feature selection. Selecting a feature capable of 
setting a clear boundary for fault detection using signals measured at the location of 
the protective equipment in the distribution grid is a daunting task. For this purpose, 
several features are usually selected and analyzed or compared to the set values 
to detect the fault. Establishing boundaries for decision-making requires thorough 
investigations given that HIF features, such as the second, third, or fifth harmonics, 
are present in the grid load at different levels of energy. This section introduces some 
of the decision-making techniques used for HIF detection in distribution networks.
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3.3.1 Threshold-Based Decision-Making 

This type of decision-making refers to specifying a clear boundary between the 
values of the selected features under fault and non-fault conditions. Examples 
include conventional protection in power systems, such as overcurrent and distance 
protections. As mentioned previously, the frequency spectrum of the HIF is different 
from those of the load signal, capacitor bank switching, etc. Accordingly, boundary 
values can be selected by analyzing and comparing the frequency components of 
these events. 

For instance, [1] has used the relative energies of the frequency components 
from 2 to 10 kHz as a decision-making criterion for fault detection although not 
all HIFs could be detected using this method. Specifying thresholds for the chosen 
features was the decision-making criterion for fault detection in [3, 9, 10, 38–40]. 
The simplest solution for cases with more than one feature is using the AND gate. 
Specifically, a fault is detected when all the values have exceeded their thresholds. 
However, in most papers, in case the threshold conditions are not met, the HIF 
counter is activated, and the fault detection signal is activated if fault detection is 
repeated within a specified time (e.g., 3 consecutive cycles or after a specific delay). 
This is for improving the safety of the algorithm and to prevent performance errors 
in case of transient faults and computational errors. 

To be able to specify a threshold, one must first select features for HIFs and other 
events and, then, select parameters providing the highest sensitivity and safety as 
the final configuration. The thresholds can also be determined using smart methods 
and optimization algorithms, such as the genetic algorithm. 

In this case, different features can be assigned different weights, and a fault can 
be recorded if the sum of the products of the weights and the features exceeding 
their thresholds violates a specified threshold. 

The criterion for relay performance and issuing HIF signals in references that 
have fabricated relays and tested them on actual feeders is complicated and based on 
several algorithms and other criteria. For example, the relay fabricated by General 
Electric and the University of Texas [4, 15] employs decision-making and expert 
systems along with a large number of different features and algorithms. 

3.3.2 Decision-Making Using Smart Pattern Recognition Techniques 

The use of pattern recognition for HIF detection involves employing artificial 
intelligence techniques to analyze the features extracted from the measured signals 
and to distinguish between the fault-related features from those associated with 
normal operational events in power systems. In pattern recognition methods, a 
dataset consisting of the patterns and the classifiers corresponding to each pattern 
must be prepared after the technique is selected. A pattern refers to the features 
selected from a process. In this case, they include features associated with various 
events in a distribution grid, such as HIF, disconnection and reconnection of a 
capacitor bank, and disconnection and reconnection of various linear and nonlinear
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loads. In its simplest form, the class of each pattern consists of the presence and 
absence of an HIF. Accordingly, a set of different data from various events must be 
prepared so that pattern recognition methods can be used. A part of this data is used 
for training and another part for testing the selected pattern recognition technique. 
The larger the range of the provided data and the more the event conditions it 
includes, the better the pattern recognition performance. 

An advantage of pattern recognition methods over threshold-based ones is their 
lack of need for an expert to configure the thresholds. In such methods, the pattern 
recognition parameters are determined automatically, and during training, after 
technique selection and data preparation, such that the false detection error is limited 
to a range. 

One of the most rudimentary classifiers is the Bayes classifier, which classifies 
the input patterns based on the Bayes conditional probability, and is sometimes used 
to measure the performance of other classifiers. Some pattern recognition methods 
used for HIF detection in distribution networks are those based on support vector 
machine (SVM), artificial neural networks (ANNs), fuzzy logic, decision tree, and 
hybrid methods, such as neural-fuzzy networks. 

Methods Based on Neural Networks 

ANNs are one of the oldest and most popular smart classifiers and have been 
used in a large number of fields owing to their numerous advantages, such as 
adaptive learning, self-organization, fault tolerance, generalizability, and stability. 
These networks include different types, such as multi-layer perceptron (MLP), 
probabilistic neural networks (PNNs), and radial basis function (RBF) networks, 
each of which has specific capabilities. In addition to pattern recognition, they have 
found application in various areas, such as modeling. ANNs have also been used to 
detect HIFs, as discussed in the following. 

A feed forward network with 18 inputs from Fourier transform components, a 
hidden layer consisting of 15 neurons, and one output for HIF detection has been 
used in [22]. The network was trained using the back propagation algorithm. 

Three MLP networks consisting of four inputs, two middle layers made of ten 
neurons in the first layer and five neurons in the second, and two output neurons 
(presence and absence of fault) have been used in [31] for fault detection. The linear 
sigmoid function was selected as the activation function, and the numbers of layers 
and neurons were determined by trial and error. The input of each network was 
obtained from the multi-resolution morphology gradient of three current half-cycles 
(each for one network), and the networks were trained through the Levenberg-
Marquardt algorithm. The final decision on the presence of an HIF in the network 
was made using the combined output of the three networks. After various methods 
were used to combine the classification networks, the best result was obtained via 
the mean output. 

A neural network (NN) composed of 24 inputs obtained from 8 features resulting 
from the discrete wavelet transform of three-phase current signals, 2 middle layers
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consisting of 14 neurons in the first layer and 6 neurons in the second, and 3 output 
neurons (related to the presence and absence of a fault) has been employed in [28]. 
The selected outputs corresponded to HIF, low-impedance fault (LIF), and normal 
operation, and the Levenberg-Marquardt algorithm was used for training. Moreover, 
[12, 17, 22, 25, 30, 31, 35–37, 41–44] have also used NNs for HIF detection. 

Support Vector Machine 

SVM is a pattern recognition technique that is more recent than NNs and fuzzy 
logic. It is based on a linear classification of data and attempts to select pattern 
boundary lines that provide a larger safety margin. 

For complex nonlinear patterns, one can first transfer the nonlinear input vector to 
a high-dimensional space via a kernel function and then calculate the inner product 
such that the patterns can be separated by lines in the new space. This considerably 
reduces the computational burden. For instance, MLP or RBF can act as the kernel 
function. Simpler training is an advantage of SVM compared to NNs. Moreover, it 
does not become trapped in local extremum, unlike NNs. 

SVM has been used as the main classifier for HIF detection in [29]. The 
performance of the SVM classifier has been compared to those of Bayesian and 
MLP classifiers in terms of safety and dependability. The results indicated the 
significant advantage of the SVM. Moreover, [3, 45–47] have also used SVM for 
HIF detection. 

Fuzzy Logic 

Since it is difficult to specify a deterministic threshold for each feature as the 
boundary between faulty and non-faulty conditions, fuzzy variables can be used 
instead of deterministic ones. 

A method for HIF detection based on the fuzzy inference system (FIS) has 
been proposed in [27]. In this method, 4 features are selected using the discrete 
wavelet transform; then, a set of input data, consisting of the features extracted in 
every simulation and output, is prepared for various events. Based on the 4 selected 
features, 4 membership functions are selected for each class, making up a total of 
12 Gaussian membership functions for the fuzzy system inputs. Moreover, [33, 48, 
49] have also used fuzzy logic for HIF detection. 

Hybrid Fuzzy-Neural Method 

Given that each NN technique has unique advantages, one can combine different 
techniques to benefit from all these advantages. 

ANFIS systems have been utilized in [11] to classify nonlinear disturbances in 
a distribution grid, including HIF, current transformer (CT) saturation, nonlinear
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loads, and inrush current caused by transformer electrification. Four features 
obtained using the discrete wavelet transform and two obtained from the Fourier 
transforms of current signals have been selected as the inputs of the proposed 
system. In addition, [22, 41] have also used Hybrid fuzzy-neural for HIF detection. 

Decision Tree 

The decision tree is an expert system for pattern recognition or decision-making 
based on several different features. To use this method, one must select features and 
specify thresholds for each feature. Then, a feature at the root of the tree is selected, 
and the threshold condition is examined for that feature to guide the input toward 
various branches. Subsequently, a feature in each branch is inspected to determine 
the branch (leaf) the input belongs to. There is software for training a decision tree. 
This software determines the thresholds for the conditions of each branch based 
on the input data, which consist of the selected features and the class of each data 
group. The decision tree has been employed in [26, 50] to detect HIFs in distribution 
networks. 

4 Summary of HIF Detection Methods 

This section introduced the HIF detection techniques presented in authoritative 
references and categorized them in different respects. The methods proposed in 
the literature performed well within the limits of the corresponding experiment. 
However, given the lack of comprehensiveness of these methods, they might 
perform differently in most cases when exposed to various linear and nonlinear 
single-phase and three-phase loads in the grid. 

A wide range of features, including features in the time, frequency, and time-
frequency domains, have been utilized for HIF detection in different sources. An 
advantage of time-domain methods is that they can directly use the signals in the 
domain they were measured. Hence, they are less likely to lose data in addition to 
executing the algorithm faster. However, extracting HIF-related features in the time 
domain without the use of intermediate transforms is a formidable task due to the 
small amplitude of the fault current relative to that of the normal load current. In 
addition, it is difficult to separate noise and disturbance from the signal. 

The Fourier transform and fault feature extraction in the frequency domain are 
techniques also used in HIF detection relays. A property of Fourier-transform-
based methods is the accurate estimation of the frequency components, especially 
when the nominal frequency of the system varies. This is especially effective in 
estimating the amplitudes of higher frequency components. Moreover, the data 
window significantly affects the phase magnitude estimation in methods that use 
the phases of the harmonics. A property of frequency domain features is their 
independence from time. In other words, the Fourier transform results provide only
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the magnitude and phase of the frequency components along the data window and 
no information on the time and quality of these components with time. 

The special waveform of the arc fault current signal Fig. 1 is that the arc 
fault current stops flowing around the point passing through zero voltage at 
specific periods. This produces frequency components, such as the third and fifth 
components, and can be used to detect faults in frequency domain methods. The 
lack of current flow in the region passing through zero voltage can be exploited as a 
feature of the arc current. This is impossible in the Fourier transform. 

Time-frequency transforms can provide time-frequency data in different inter-
vals. This feature and the localization property of time-frequency transforms can be 
used to detect HIFs, the features and quality of which differ in different intervals 
(during one cycle). The relative energies of various frequency ranges, obtained 
from decomposing the measured signals using the wavelet transform. In addition 
to energy, other features, such as the statistical characteristics of the decomposition 
coefficients, can be employed to distinguish between faults and other events. 

An important point about many of the proposed methods is that the amplitude 
of the HIF current is significant compared to that of the load current at the 
measurement location. Hence, the features of HIF are prominent in the phase current 
signal. On the other hand, the principal difficulty in detecting this fault is its small 
amplitude. Specifically, the fault features are covered by the load currents in high-
load distribution networks, and various features must be used to distinguish them. 
This is especially true in the case of feature extraction in the time domain. These 
features will be ineffective in reliable HIF detection if the fault current amplitude is 
smaller than that the load current amplitude. Another important point about feature 
extraction for HIF detection is that the values computed for the parameters selected 
as features by the measured signals in the main feeder of the distribution grid are 
considerably affected by the operational conditions of the distribution grid. For 
instance, the energies of the harmonics, which have been utilized as main fault 
detection features, are dependent on nonlinear loads in the grid. In addition, the 
connection or disconnection of the capacitor bank in the grid strongly affects the 
values of the features. 

After feature extraction, decisions must be made on the existence of an HIF 
based on the calculated features. Selecting a criterion for decision-making about 
the presence of an HIF based on the chosen features is very important. The 
sensitivity and safety of fault detection algorithms depend on the selected decision-
making criterion. Configuring various thresholds for different features is a common 
technique in protective systems. The decision-making criterion is linear in these 
techniques; thus, their performance in features meeting the threshold conditions is 
reliable. Selecting the threshold criterion and configuring different thresholds for 
different features cannot single-handedly constitute a sufficient decision-making 
criterion since some of the selected features may not satisfy the threshold condition 
depending on the fault and grid conditions. Accordingly, despite the fact that 
selecting more features may increase the certainty about the fault, some faults may 
still go unnoticed. Therefore, one must use decision-making techniques, such as 
those in [4, 15], in order to be able to apply the threshold criterion.
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The main issue related to methods that use thresholds for fault detection is 
specifying these thresholds in the first place. This task requires an extensive study 
on the distribution grid and the features of the connected load and the HIFs in 
the feeders. This study must be conducted over a long interval since the loads in 
a system might differ throughout the year. Finally, an increase in the security of 
threshold-based methods, aimed at preventing false detection, reduces the sensitivity 
and dependability of these methods, especially for low-amplitude faults. 

Smart classifiers may constitute a suitable solution to address the complexity 
and nonlinearity of the feature space. If appropriate features are extracted and 
the classifiers are properly trained, one can expect the good performance of 
these methods in different faults based on their generalizability. However, more 
complicated cases may require yet more complex decision-making algorithms that 
use various classifiers. 

Table 2 lists some of the major techniques used for HIF detection in distribution 
networks. These methods have been selected based on highly cited papers published 
in authoritative journals and those accepted by these journals. Appropriate indexes 
have been included in this table for results analysis and comparison. One of the 
most important indexes for classifier evaluation is accuracy, which is calculated by 
dividing the correctly classified cases by the total number of test cases. Nevertheless, 
it is not sufficient for evaluating and comparing classifiers, and other criteria must 
be taken into account. Two important indexes for evaluating protection schemes 
are dependability and security. The dependability of a protection scheme in HIF 
detection is obtained by dividing the number of detected HIFs by the total number of 
HIFs in the utilized datasets. The security index is determined by dividing the non-
fault events not identified as faults by the total number of non-fault events in the used 
datasets. Given that a considerable number of journal and conference papers have 
been published on HIF protection, conference papers and journal papers without 
the parameters necessary to determine the above criteria were excluded to avoid 
excessively enlarging Table 2. 

5 Conclusions 

This chapter book presented a comprehensive study of HIF detection schemes. 
Rapid and highly reliable HIF detection in distribution networks can prevent human 
disasters and fire in addition to increasing the reliability indexes of the grid and 
customer satisfaction and entailing technical and economic benefits. The most 
important problem in HIF protection in distribution networks is the grid loads 
and their impact on parameters measured against HIFs. Therefore, the following 
is suggested as extensions of the present study on HIF protection in distribution 
networks: 

Investigating the degree of certainty of HIFs and other grid events will improve 
the security of the proposed protection scheme and reduce incorrect detections:
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Table 2 Compare the results of some published methods 

References. 
Analysis 
domain Measurement Classifier A (%) D (%) S (%) Data 

[7] Time Current and 
voltage 

Threshold Simulation 

[13] Current Threshold 
and 
counter 

Experimental 

[31] Neural 
network 

97.3 98.3 96.3 Experimental 

[49] Fuzzy 
classifier 

99.4 99.78 99.07 Simulation 

[50] Decision 
tree 

99.34 98.77 100 Simulation 

[19] Voltage Threshold 
and 
counter 

100 100 Simulation 

[1] Frequency Current Threshold Experimental 
[10] Experimental 
[14] Threshold 

and 
counter 

Experimental 

[12] Neural 
network 

99.8 99 100 Simulation 

[26] Decision 
tree 

Simulation 

[48] Fuzzy 
classifier 

81.0 Experimental 

[22] Current and 
voltage 

Neural 
network 

Simulation 

[41] Simulation 
[33] Fuzzy 

classifier 
98.8 Simulation 

[3] Time-
frequency 

Current SVM 97.2 98.8 95.5 Experimental 

[45] 93.6 100 81.5 Experimental 
[36] Neural 

network 
93.8 81.5 Simulation 

[40] Current and 
voltage 

Threshold Simulation 

[44] Neural 
network 

100 100 100 Simulation 

[47] SVM 100 100 – Simulation 
[4] Hybrid Current and 

voltage 
Threshold Simulation 

[11] Current Fuzzy 
classifier 

99.5 99 99.8 Simulation 

(continued)
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Table 2 (continued) 

References. 
Analysis 
domain Measurement Classifier A (%) D (%) S (%) Data 

[28] Wavelet Current Neural 
network 

99.7 99.5 Simulation 

[30] 96.1 98.5 93.5 Simulation 
[35] 98.0 Simulation 
[42] 98.27 97.14 100 Simulation 
[43] 97.14 Simulation 
[29] SVM 99.6 99.8 Experimental 
[46] 94.86 Simulation 
[17] Current and 

voltage 
Neural 
network 

Simulation 

[25] Simulation 
[18] Multiple 

measurement 
Threshold Experimental 

[20] Voltage Threshold 
and 
counter 

Simulation 

• Using statistical and state estimation methods for uncertainty in the grid loads. 
• Studying HIFs in the presence of distributed generation (DG). 
• Introducing a technique for HIF location. 
• More accurate and realistic models of the grid elements are recommended due to 

the significance of modeling in the tested grid. 
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Designing of Efficient Lighting System 
for Smart Homes 

Suprava Chakraborty and Abhishek Nemani 

1 Background 

In the future, everything in the built environment may be “linked” and “smart.” 
Smart lighting has become popular in commercial and industrial settings during 
the last decade, with a focus on energy conservation. Smart lighting in the house, 
in a larger sense, is part of the “smart home” concept, which attempts to meet and 
encourage user comfort, convenience, and security while also satisfying the requests 
of residents [1]. Smart lighting systems (SLS) are defined by Rossi [2] as “lighting 
systems with the capacity to govern, communicate, and interconnect data, capable 
of providing new methods of interacting with the luminous performances in new 
luminaires, equipped to give extra service.” “Solid-state sources – in particular, 
LED-based sources – offer what was previously inconceivable with conventional 
sources: controllability of their spectral, spatial, temporal, and polarization prop-
erties, as well as their color temperature” [3]. When compared to other protocols 
like Wi-Fi, the ZigBee protocol, which is currently extensively used, utilizes less 
power [4, 5]. As a result, it is observed that a Wi-Fi communication-based network 
consumes more energy compared to one based on the ZigBee protocol [6–8]. 
According to research investigations on smart lighting and controls, smart lighting 
systems are mostly employed in non-residential settings, with a focus on energy 
savings. Based on the behavior of the user, activity patterns, and different types of 
control systems, such as daylight harvesting and occupancy management systems, 
studies in office settings indicated potential energy savings ranging from 17% to 
94% compared to conventional (manual) control systems [9–15]. Manoj Mohan et 
al. [16] show that a less difficult variant of lighting control can be utilized in homes. 
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An innovatively progressed studio can be made utilizing a comparable arrangement 
for controlling the foundation and side lighting of an expert studio and furthermore 
physical encompassing can be done by utilizing a NFC empowered cell phone. 
Mario Collotta et al. [17] have proposed that energy executives approach for smart 
homes that joins a Bluetooth-based Low Energy WSHAN, for the correspondence 
among home machines, with a HEM conspire. Indeed, private energy the board, 
savvy machines, WSHANs, and their reconciliation to keen framework applications 
are turning out to be mainstream subjects in light of the fact that in recent 
years a movement to keen matrices is occurring. Whereby, a HEM execution 
can prompt socially and financially valuable climate by tending to shoppers’ and 
utilities concerns. Enrique Rodriguez-Diaz et al. [18] and her team have conceivable 
outcomes that can be acquired from the reconciliation of the high level metering 
framework with the idea of Smart Home. An entire genuine AMI framework has 
been depicted, showing the data stream, the correspondence structure, and the 
various factors that can be observed in the framework. Karam M.Al-Obaidi et al. 
[19] have approached to a progression of area concentrates in a standard sized 
room. Three distinctive material frameworks are researched to recognize the IRS 
execution in both dull and sunshine conditions to decide the impact of normal 
light on the indoor climate. The results of the investigation indicate that the IRS 
had the option to less than the indoor air temperature contrasted and customary 
material framework by around 2.1 ◦C under sunlight condition. The distinction in 
the IRS (light dim) condition was 0.31 ◦C contrasted with that in the customary 
material framework at 0.8 ◦C. Besides, the degree of mean brilliant temperature 
analyzed with indoor temperature under sunlight condition was 2.61 ◦C for the IRS,  
though 4.05 ◦C for ordinary rooftop. A case study in Nanchang, China, is used to 
calculate the energy-saving potential and identify efficiency improvement options 
for metro lighting applications [20]. Arun et al. [21] installed a sophisticated LED 
lighting system that used several energy-saving approaches without compromising 
occupants’ visual comfort. Gerhardsson et al. [22] looked into the various reasons 
for lighting consumption in Swedish homes and came to the conclusion that leaving 
lights on, in unoccupied rooms serves a variety of purposes, such as prevention 
of visual and aesthetic discomfort, provides safety, and makes the home more 
inviting. Smart lighting-based homes are projected to increase from little over 2.0% 
in 2020 to almost 8.0% in 2025 [23]. Market study indicates a rise in smart home 
appliances, but not user uptake or long-term usage. To take use of lighting devices 
smart capabilities and potential, houses must embrace, appreciate, and utilize them. 
Consumer health concerns, performance expectations, and compatibility, according 
to Juric and Lindenmeier [24], are the key factors driving customer acceptance or 
opposition to smart lighting systems. 

1.1 Motivation 

The inspiration for creating savvy home frameworks comes from numerous reasons, 
yet, most noticeable are accommodation, security, energy the executives, network
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furthermore, extravagance. Shrewd Home frameworks are one of the more recent 
areas of investigation that have not yet been fully integrated into our general public. 
This is due to the fact that the examination necessitates a number of distinct 
tiers of examination and design in order to offer a functionally sound dwelling. 
The cost of constructing a brilliant house is also a significant impediment to the 
introduction of brilliant home frameworks into the market. The additional expense 
of the introduction stems from the fact that, despite the fact that the majority of 
homes were built recently, innovation has accelerated considerably. This suggests 
that most homes were built before this innovation was available, posing a barrier 
to the development and sale of smart home frameworks. In any case, technology 
is improving and becoming less expensive, which will help to make smart house 
frameworks a worthwhile investment when new homes are built. Comfort is the 
finest source of inspiration for amazing house structures. Wastage of power at home 
is high wattage tube lights and bulbs. When we use lower wattage light, its power 
and intensity are reduced. What’s more, another issue is with less daylight we feel 
the necessity of light, wattage can’t be changed so we need to utilize the same high 
wattage bulb or tube light. So we need a light whose power can be changed by the 
power of daylight. The power of the light can without much of a stretch be changed 
by controlling the voltage to the light. 

2 Material and Methods 

In this work, an alternate sort of light utilizing drove strips are assemble. As 
indicated by each drove is of 0.08 watt. This segment of drove can be utilized to 
construct the light. Thirty LEDs can be utilized to shape a solitary square of drove, 
each drove of 12 V. Such three squares can be utilized for various degrees of power. 

2.1 Technical Specifications 

2.1.1 Software 

The Arduino Integrated Development Environment (IDE) 

The Arduino Integrated Development Environment (IDE) is a cross-platform appli-
cation created in the C and C++ programming languages. It’s utilized to execute 
and convert projects to Arduino feasible sheets, as well as other seller improvement 
sheets with the support of outsider centres. The source code of IDE is released under 
the GNU General Public License, version 2. The Arduino IDE is executable through 
the C and C++ programming languages and employs unique code organisation 
techniques. The Arduino IDE includes a product library from the wiring project that 
includes a variety of standard data and yield systems. Client-written code requires
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just two essential capabilities: the start of the sketch and the primary programme 
circle, which are built and integrated with a programme stub idea into an executable 
cyclic leader programme using the GNU toolchain, which is inbuilt with the IDE 
version. The Arduino IDE utilises the avrdude software to transform executable 
code into a hexadecimal book document, which is subsequently stacked into the 
firmware of the Arduino board by a loader application. Naturally, avrdude is used as 
the transferring tool for moving client code to official Arduino sheets. Arduino IDE 
is a subsidiary of the Processing IDE, anyway as of rendition 2.0, the Processing IDE 
will be supplanted with the Visual Studio Code-based Eclipse Theia IDE system. 

Blynk 

Blynk is an internet service. It indicates that the chosen device should be able to 
connect to the internet. Some of the sheets, such as the Arduino Uno, will require 
an Ethernet or Wi-Fi Shield to communicate, while others, such as the ESP32, 
Raspberri Pi with WiFi dongle, Particle Photon, or SparkFun Blynk Board, are 
already Internet-capable. However, even if it doesn’t have a safeguard, users can 
connect it to a PC or work area by USB (comparatively more complicated for 
beginners, but it can be covered). The amazing benefit is that the list of Blynk-
compatible equipment is extensive and will continue to grow. 

Blynk App 

Blynk App – permits to connect astounding interfaces for it’s activities using various 
gadgets. 

Blynk Server 

Blynk Server is in charge of all communications between the phone and the 
equipment. It can use our Blynk Cloud or operate locally using a private Blynk 
worker. It’s open-source, can manage a large number of devices without difficulty, 
and can even run on a Raspberry Pi. 

Blynk Libraries 

It is used for all the famous equipment categories, empower correspondence with 
the worker and interacts with all the approaching and outcoming orders. 

Whenever a Button is pushed on the Blynk app, the message is sent to the Blynk 
Cloud, where it is miraculously delivered to the hardware. In the other direction, it 
works similarly and everything executed in the blink of an eye.
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Fig. 1 About Blynk application 

According to the Fig. 1, whenever a Button in the Blynk program is pressed, 
the message is sent to the Blynk Cloud, where it immediately finds its way to the 
equipment and same executed in the other direction in the blink of an eye. 

2.1.2 Hardware 

PIR Sensor 

The PIR sensor has inbuilt two holes, each one of them is composed of an unusual 
IR-sensitive substance. The PIR sensor gets triggered, when a warm body, such as a 
human or animal, passes by one section which causes a positive differential change 
between the two portions (Fig. 2). 

LDR 

A photograph resistor or LDR is a Light Controlled variable resistor. The obstruction 
of a photograph resistor Decreases With Increasing light power (Fig. 3).
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Fig. 2 PIR sensor [25] 

Fig. 3 LDR sensor [26] 

AdaFruit 12 NEOPiXEL RING 

Tthe driver of the LED string is included in the stip itself. Each LED has an 18 mA 
constant current drive, thus the shade will be exceptionally dependable independent 
of voltage variations, and no exterior gag resistors are necessary, resulting in a very 
small footprint. Each LED drives at a constant current of 18 mA, ensuring that the 
colour remains steady even if the voltage fluctuates. We can run the entire system 
on 5 VDC (4–7 V) (Fig. 4). 

2.2 Design Approach and Codes 

2.2.1 Light Detecting Using LDR 

The light sensor, which is used as a lighting detector in this circuit, is a hypothetical 
concept. The LDR is a resistor, and the amount of light falling on its surface varies
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Fig. 4 Neo ring [27] 

its blockage. When the LDR detects light, its opposition decreases; on the other 
hand, if it detects dimness, its obstruction increases. 

2.2.2 Ada Fruit Light Ring 

Its eight ultra-bright smart LED NeoPixels are grouped in a circle with an outside 
circumference of 1.75“ (44.5 mm). The rings can be chained together to connect one 
ring’s output pin to another ring’s input pin. Only one pin can be connected to the 
microcontroller in order to control as many as possible. Each LED may be addressed 
since the driver-chip is built in the LED. Each one uses an 18 mA continuous current 
to drive the color, which is extremely consistent even when the voltage varies, and 
there is no need for an external choke, resulting in a tiny design. The complete 
system can run on 5VDC (4 V–7 V). 

2.2.3 PIR Sensor 

The PIR sensor is made up of two holes, each of which is made up of an IR-sensitive 
material. We can see that the two regions can “look” out past a certain amount 
since the focal point chosen here isn’t doing anything (essentially the affectability 
of the sensor). At switch off condition, the two regions of the sensor detect the same 
amount of IR from inside of the room, dividers, or the outside. When a warm body, 
such as a human or an animal, passes by, one area of the PIR sensor is obstructed, 
causing a positive differential change between the two sections. When the heated 
body departs the detecting zone, the sensor produces a negative differential change, 
and when the heated body returns, the sensor produces a positive differential change.
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Fig. 5 Light control schematic diagram 

2.2.4 Blynk App 

It’s the mobile in built app which can control our hardware and we can see what 
amount of light falling on the LDR (Fig. 5). 

As there are two modules in this maintaining the room light using sunlight with 
object detection and smart plug. 

2.3 Maintaining the Room Light 

This project contain of an adfruit neo ring to that have been fabricated to nodemcu 
and LDR, and it is connected with PIR motion sensor. Then code has been written 
in Aurdino IDE to control light intensity of neo ring. As it is a smart lighting 
control, an online app has been created which is very user-friendly on the BLYNK 
platform in that only two keys have been assigned – one where the light intensity 
can be displayed (i.e., how much light falls on LDR) accordingly and the other 
one ON/OFF switch: when the switch is off PIR, i.e., motion sensor gets activated 
when any object like human or animal (heat emitting) moves, then light glows 
automatically and when the switch is on, the light falls on LDR and the brightness 
increases or decreases accordingly (Fig. 6). 

Initially, we have declared the required pixels, the particular address through 
which it can connect to the mobile application, the code, and network details that 
our device needs to be connected with both our mobile and the hardware in one 
single network.
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Fig. 6 BLYNK app 

3 Result and Discussion 

When a PIR sensor recognizes some heat-emitting objects, then the light glows. 
When there is no obstacle to PIR sensor, it will emit no heat. So LED will not glow 
(Figs. 7 and 8). 

3.1 Light Intensity at Different Level of Light Range 

The luminaire tested at different intensity of light to get different output intensity 
(Fig. 9) (Table 1). 

4 Conclusions 

Energy utilized for lighting is one of the significant segments of absolute energy 
utilization in structures. These days, structures have an extraordinary potential to 
lessen their energy utilization, yet to accomplish this reason extra endeavors are
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Fig. 7 With obstacle 

Fig. 8 Without obstacle 

crucial. The requirement for energy reserve funds assessment before the execution 
of lighting control calculations for a predefined constructing is featured. To make the 
application all the more straightforward, the web and android-based progressions 
have gained their importance in this bleeding edge development. 

This study is aimed to reduce the power consumption of lighting loads. A novel 
solution is proposed which assembles an alternate sort of light utilizing drove strip. 
As indicated, each drove is of 0.08 W. This segment of drove can be utilized to 
construct the light. Thirty LEDs can be utilized to shape a solitary square of drove, 
each drove of 12 V. Such three squares can be utilized for various degrees of 
power.
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Fig. 9 Testing at different light intensity 

Table 1 Output of light 
intensity 

Light intensity Light calculated in pixel 

1024 255 
855 200 
635 150 
754 170 
520 120 
450 90 
950 235 
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Reliability Analysis of a Group 
of Internal Combustion Engines (ICM) 
in Thermoelectric Power Plants Using 
Optimization Methods for Artificial 
Neural Networks (ANN) 

Ítalo Rodrigo Soares Silva, Ricardo Silva Parente, 
Paulo Oliveira Siqueira Junior, Manoel Henrique Reis Nascimento, 
Milton Fonseca Júnior, Jandecy Cabral Leite, and David Barbosa de Alencar 

1 Introduction 

One of the factors that contribute to the environmental, social, and economic impacts 
of the commercial and industrial sectors is the failure of machines and/or generators 
[1], which provide power generation for several consumers through load dispatch. 
As a result, machine downtime or failure in cases where there are no predictive 
maintenance tools can lead to irreversible losses or damage such as loss of life [2]. 

This sector becomes important due to the generation and dispatch of energy, since 
the stoppage of the machine causes irreversible losses or damage, and in the cases of 
hospitals and clinics, the scenario tends to be worse where the lack of energy supply 
can lead to the death of a patient. Consequently, the entrepreneur incurs even greater 
losses due to the high cost of the stopped machines, besides the penalties sanctioned 
and provided by law, which can even reach the loss of physical guarantee and imply 
the reduction of energy sold [3, 4]. 

Therefore, the research is justified by the opportunity to improve prediction 
methods in the maintenance of Internal Combustion Machines in Thermoelectric 
Power Plants. Maintenance programs are methodologies that make use of tools to 
maintain or increase the life expectancy of a given piece of equipment; therefore, 
they are useful in the equipment maintenance process [5]. 

Thus, when it comes to machines, some techniques are taken into consideration, 
such as vibration analysis, thermographic analysis, oil analysis, ultrasound, and 
others, are effective measures to identify failures; however, demand time, strict 
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control of the measurement points, and personnel training to perform the evaluation 
procedures. 

To obtain accurate control and management in the maintenance plan, the main 
performance indicators specified by the Brazilian Standard 5462 are used, among 
them is reliability, which refers to the probability of efficient work of an equipment 
through a certain period of time acceptable by the elements of the production chain 
[6]. Bringing to light the reality of this research, it is noteworthy for its innovation in 
implementing, testing, and analyzing Artificial Neural Networks (ANN) techniques 
using Training Algorithms. 

Its contribution comes from the problem of failures and the investigation of the 
Reliability method, to evaluate the probability of equipment functioning over a 
period of time. In addition, it is worth mentioning the use of Machine Learning, 
Pattern Recognition, Pattern Classification, Deterministic Methods, Systematic 
Heuristics, and Optimization Algorithms [7–11]. 

This research presents a focus on the maintenance scenario of internal combus-
tion machines in Thermoelectric Power Plants, where the Reliability rate of the 
group of 20 machines is analyzed by using optimization methods to find the best 
convergence state of the ANN and present results close to the real function. 

2 Theoretical Reference 

This section presents the main topics for scientific and theoretical background 
that are determinant in the processes and elements used in the research, among 
which are highlighted: the mathematical basis for the acquisition of the Reliability 
Indicator regulated by the Brazilian Standard 5462 and the optimization methods 
Levenberg-Marquardt and Bayesian Regularization used to train ANN models for 
the acquisition of the best configuration and performance when considering the 
number of neurons, iterations, hidden layers, activation functions, and training 
algorithms. 

2.1 Reliability as an Indicator in Predictive Maintenance 

According to [6], reliability is a quality metric that analyzes the performance of an 
item, equipment, machine, or system, provided that a period of time is specified,. 
The method is used to assess the degree of reliability or useful life of the material; 
its analysis is based on mathematical calculations that indicate values relevant to 
their performance [12, 13]. 

The analysis method uses a database of values for material/equipment perfor-
mance to find the estimated future performance. In this way, it is possible to 
increase the object’s lifetime, reduce costs with corrective maintenance, improve 
the operational performance, and improve the quality of the maintenance programs
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executed by a technical team [14, 15]. The definition of the reliability parameter 
relative to the observation data can be expressed by Eq. (1): 

.λx
i = Nfi

txi . n
(1) 

Where Nfi is the number of failures before the i-th point of failure, . txi is the ith 
point of failure time for subsystem x, and n is the number of subsystem failures 
[16–18]. The failure rate for each failure point in subsystem x can be expressed by 
Eq. (2): 

.λx = [
λx
1, λ

x
2, λ

x
3 . . . λx

i , . . . λ
x
n−1, λ

x
n

]t (2) 

For [16], among the various techniques of failure analysis and investiga-
tion concerning a material/equipment, there is the bathtub curve. This technique 
uses mathematical models with combinatorial radial basis functions performed to 
approximate complex calculation functions in a continuous and multivariate way. 
This method is adjustable to a RBF Neural Network [17, 18], being expressed by 
Eq. (3). 

.ŷ(x) =
n∑

i=1

βif (‖x − xi‖) = f (x)Tβ (3) 

Where .ŷ(x) is the forecast response vector, x, β is the vector of radial basis 
coefficients β i is the ith component β, f (x) is the RBF vector f (‖x − xi‖) is the  
ith component of f (x), r = ‖x − xi‖ is the Euclidean distance between two vectors 
[14, 16]. The Eq. (3) can be rewritten to find the failure rate, this application in a 
RBF must be defined as a custom activation function to approximate functions and 
calculate reliability, the Eq. (4) expresses the mathematical model: 

.λ̂x(t) =
n∑

i=1

βif (‖x − xi‖) = f (x)Tβ (4) 

Where .λ̂x(t) is the subsystem failure rate x at the time. The reliability of the 
unit is defined as its cumulative probability of success [16–18], The reliability 
represented in a quantitative way can be expressed by the probability of survival 
of the unit for a set time; the set term R(t) must assume values between 0 and 1, 
the longer the set time the lower will be the R(t). Analytically, this is defined by the 
integral of the probability density function F(t), being expressed by Eq. (5): 

.R(t) = ns(t)

ns(t) + nf(t)
= ns(t)

n0
(5)



528 Í. R. S. Silva et al.

The defined term F(t) is understood as the probability accumulation, this being 
the complement of R(t); in this way, it can be defined that this term accumulates the 
failure rate probability of the unit in operation, starting from this principle the same 
mathematical logic of R(t) is applied to  F(t), this model is expressed by Eq. (6): 

.R(t) = 1 − F(t) = 1 −
∫ t

0
f (u)du =

∫ +∞

t

f (u)du (6) 

The distribution of terms that make up the reliability function or R(t) obtained by 
Eq. (6) has as viéis present values that relate measures of qualitative classification 
for a piece of equipment x in a period y, correlating the failure rate in this same 
period, this leads to state that the construction and application of this model becomes 
viable for simple and complex systems with units that present failure behavior 
aiming at the qualitative analysis of the system in question [14, 16]. 

The application of the reliability function as a method of systems analysis must 
consider the use of performance data, taking into account the parameters that make 
up the distribution of the mathematical function. In this way, the model must obtain 
results in series to analyze a temporal behavior [17–19]. 

2.2 Artificial Neural Networks (ANN) 

The Artificial Neural Networks are computational techniques that aim to predict 
events, recognize or classify patterns. They have architectures and topologies, 
besides being inspired in the neural structure of intelligent organism,s and with the 
necessary adjustments in their weights, it is possible to acquire knowledge [20, 21]. 

Its operation is simple each unit is connected by communication channels, the 
unit is responsible for performing operations on data passed as input [22]. As a 
result, neural networks can improve decision processes in many areas [20, 23, 24]: 

• Credit card and health care fraud detection 
• Logistics optimization for transportation networks 
• Voice and character pattern recognition 
• Targeted marketing 
• Financial predictions 
• Data classification 
• Computer vision for photo identification 

The behavior of the results presented by an ANN is in accordance with 
the elements that execute its processes, often stochastic, heuristic, iterative, or 
optimization processes [23].
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2.2.1 Learning an ANN 

A very important factor to be pointed out for a neural network is the learning 
process that depends on how it relates to the environment [20, 23]. Thinking in 
this perspective, some learning paradigms are taken into consideration: 

• Supervised Learning: With the help of an external agent, the network learns the 
desired pattern 

• Unsupervised Learning: It is a form of self-organization, where there is no 
external agent to infer in the learning process 

• Reinforcement: when an external evaluator analyzes or defines the response 
provided by the network 

The learning of an ANN occurs when the error rate is constant or minimal 
according to the previously defined restriction criteria to converge to a state 
equivalent to the real function. Among these ways, a neural network can learn are 
error correction, competition, Hebbian models, and machine learning [23, 25]. 

Thus, in this research, two optimization approaches are presented to evaluate the 
best convergence state of the ANN and increase the approximation rate between 
simulated and real functions, achieving error rates close to 0 and correlation rates 
between output variables close to or equal to 100%. 

2.2.2 Levenberg-Marquardt Method 

Be R : Rn → Rm, a residual function, Eq. (7) expresses a nonlinear least squares 
problem. 

.min
x∈Rn

f (x) = 1

2
||R(x)|| 2

2
(7) 

This optimization method aims at solving nonlinear least squares problems. 
Levenberg initially proposed to introduce a parameter �k > 0 on the diagonal of 
JT(xk)J(xk) to the Gauss-Newton system [26–28], expressed by Eq. (8). 

.

(
J T (xk) J (xk) + �kI

)
dk = −J T (xk) R (xk) (8) 

One way to determine the position of a matrix is by applying the Decomposition 
of Cholesky, in which it is applied in cases of positive definite matrices [26, 29]. The 
damping introduced by Levenberg has a direct influence on the direction d(�), and 
as a consequence, allows a feasible performance as a function of the convergence of 
the algorithm [26, 30, 31]. 

As the parameter � increases in the system represented by Eq. (8), the direction 
dk tends to the direction of maximum descent, while � approaches zero, the 
minimization direction tends to the Gauss-Newton direction [26, 27].
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The determination of the parameter �k can be done as a function of Eq. (9), 
however, in the technical literature, other formulations of the damping parameter 
are found, which are contributions according to different problems and performance 
improvements [26, 30, 31]. 

.�k = gT
k vk

f (xk)
(9) 

Another way to interpret Levenberg’s method is, consider . S(x) = ∑m
i=1 ri(x)∇2

ri(x), consider also the quadratic model of the objective function f (x), in a 
neighborhood of the point xk such that it is possible to approximate the Hessian 
matrix [26, 30, 31], as expressed by Eq. (10). 

.∇2f (x) =
m∑

i=1

ri(x)∇ri(x)T +
m∑

i=1

ri(x)∇2ri(x)T = J (x)TJ (x) + S(x) (10) 

By Eq. (11), 

.∇2f (xk) ≈ J (xk)
TJ (xk) + �kI (11) 

Thus, it is possible to obtain the model expressed by Eq. (12): 

.mk(d) := 1

2
R(xk)

TR (xk) + J (xk)
TR (xk) d + 1

2

(
J (xk)

TJ (xk) + �kI (12) 

The Eq. 12 evidence the acquired model in such a way that by minimizing it, 
it is possible to obtain the same direction d(�k), when �k = 0, the direction dLM 

obtained by the Levenberg-Marquardt method coincides with the Gauss-Newton 
direction dGN [26, 32], the Gauss-Newton method can be defined and expressed by 
Eqs. (13), (14) and (15). 

.
∂

∂d

(
1

2

(
R(xk)

TR (xk) + 2dTJ (xk)
TR (xk) + dTJ (xk)

TJ (xk) d
))

= 0, (13) 

.J (xk)
TR (xk) + J (xk)

TJ (xk) d = 0, (14) 

.J (xk)
TJ (xk) d = −J (xk)

TR (xk) (15) 

In such a way that the minimization direction expressed by Eq. (16), satisfies: 

.
∂

∂d

(
1

2
||R (xk) + J (xk) d|| 2

2

)
= 0 (16)
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If J(xk)TJ(xk) has a satisfactory approximation rate in relation to the hessian 
matrix, it is understood that the convergence rate of the optimization will be 
quadratic, that is, it finds a model with the approximate value of the solution [26, 
32]. 

However, if dLM tends to infinity, it is understood that the optimization will tend 
to a maximum downward direction, in other words,− ∇  f (xk), which is denoted 
by −gk. Therefore, an algorithm for the Classical Levenberg-Marquardt Method is 
presented [27, 30] for better understanding. 

Algorithm 1: Classic Levenberg-Marquardt 

Source: Refs.  [27, 30] 

The classical method spread by Levenberg and later improved by Marquardt gave 
rise to other contributions that are now used in various applications for function 
approximation and as a least squares solution. 

2.2.3 Bayesian Regularization Method 

The Regularization is a name for methods that involve modifying the performance 
function of neural networks and has emerged as a way to solve ill-conditioned 
problems [33], with the main objective of reducing the sum of the quadratic errors, 
such that it is possible to minimize a combination of the quadratic errors and the 
weights, and then produce a generalized network [34, 35]. 

Based on this principle, regularization involves two terms: standard error term 
and regularization term, the former measuring the standard error between the desired 
and the actual response obtained [8, 36], expressed by Eq. (17). The second depends 
on the geometric properties of the approximated function F(x), as expressed in Eq. 
(18).
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.ED(w) = 1

2

m∑

i=1

[di − F (xi)]
2 (17) 

.Es(w) = 1

2
‖DF‖2 (18) 

Where: 

ED(w) = standard error term 
Es(w) = regularization term 
di= desired response 
F(xi) = approximate function 
D = stabilizer. 

The D parameter referred to as the regularization term stabilizer has the function 
of solving the regularization problem, in order to smooth the continuity property 
[8, 34, 36]. Therefore, the function to be minimized by the regularization theory is 
expressed by Eq. (19). 

.ξ(w) = ED(w) + �Es(w) (19) 

Where:

� = positive real number 
ED(w) = standard error term 
Es(w) = regularization term 

The smoothing parameter � assumes a value between the two extremes (0,∞) 
so that there is a balance between the data sample and the previous information. 
This method represents a form of complexity punishment [37, 38], whose influence 
on the final value is controlled and can be expressed by Eq. (20). 

.Es (w, k) = 1

2

∫ ∥
∥∥ ∂k

∂xk F (x,w)

∥
∥∥
2
μ(x)dx (20) 

Where: 

F(x,w) = input-output mapping 
μ(x) = weighting function 

The objective of the formulated problem is to estimate the optimal value for 
the smoothing parameter in such a way that it is possible to find the balance 
between variance and bias [34, 37]. In the technical literature, there are reformulated 
regularization models, known as: Tikhonov and Maximum Entropy Principle [34, 37, 
39]. 

The process of learning a neural network by means of Bayesian Regularization is 
given by methods such as the worst-case density p(w). This information is expressed
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in the form of a function [40, 41]. Other distributions are found in the literature such 
as Gaussian, likelihood, and parameter optimization [11, 42]. 

The Gaussian distribution generates a wide class of a priori information due to 
its ease of formulation, analytical treatment and versatility of use [34, 37, 41]. Since 

minimizing a functional J(x) is the same as maximizing .J ′(x) = exp
(
− 1

2J (x)
)
, 

the function to be minimized relative to the regularized solution is expressed by 
Eq. (21). 

.xα = argmin
x

{∥∥Ax − y
∥∥ 2
2

+ α2
∥∥Lr (x − x∗)

∥∥ 2
2

}
(21) 

Where: 

α = when greater than 0, smoothing parameter 
.
∥∥Ax − y

∥∥ = minimization residue 

A point to note about the minimization function is that Eq. (21) will only be 
unique or stable, if ker(A)

⋂
ker (Lr) = {0}. Thus, using the a priori information as 

a solution to Eq. (21), it can be expressed by Eq. (22). 

.J ′(x) = exp

(
−1

2
(Ax − y)T (Ax − y) − α2

2

(
x − x∗)T

LT
r Lr

(
x − x∗)

)
(22) 

Therefore, the regularization can be interpreted statically as a Gaussian density 
[11, 34, 37, 42], in such a way as to obtain the formulation expressed by Eq. (23). 

.f
priori
x ∝ exp

(
α2

2

∥∥Lr
(
X − x∗)∥∥ 2

2

)
= N

(
x∗, �xx

)
(23) 

Where �xx is the covariance matrix and expressed by Eq. (24), 

.�xx = 1

α2

(
LT
r Lr

)−1
(24) 

Thus, if ker(A)
⋂

ker (Lr) �= {0}, the classical regularization would not reach the 
optimal solution to the problem; however, other methods can be used that over the 
years have been introduced in Bayesian methods [11, 34, 37, 42], in such a way as 
to acquire information a priori as distribution conditioned to the realization of fixed 
components. 

In cases where the a priori information holds over time, as in the case of spatial 
information, it is necessary to modify the iteration step to introduce .f priori

xk+1 in the 
propagation stage [41, 43]. 

The main objective of the Bayesian Optimization Algorithm (BOA) s to learn 
a network that conforms to the dependencies and independence that make up a
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Fig. 1 BOA summary. (Source: Adapted from Refs. [10, 44]) 

given problem as shown in Fig. 1 [10, 44], so the optimization performs two tasks: 
Learning to structure and learning conditional probabilities. 

In short, the BOA has no prior knowledge of the structure of the parameters; 
therefore, the feasible solution is given by the candidate element, that is, a candidate 
solution is proposed, it uses a complex model that can identify relationships of order 
n among the genes of the population, the main challenge of the algorithm, is the 
computational cost, which meets the estimated time to find the candidate solution 
[10, 44]. 

In order to model promising solutions and consequently guide the exploration of 
the search space, the Algorithm 2 demonstrates the pseudocode of the BOA. 

Algorithm 2: BOA pseudocode 

Source: Ref. [44] 

3 Materials and Methods 

This section presents the materials acquired and used to carry out the research, 
covering the main methods used to achieve the specific objectives, in such a way that 
the general objective was reached. It is worth mentioning that this section covers the 
optimization methods used to select the best ANN model.
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3.1 Machine Group Characteristics 

The characteristics of the set of machines were acquired through reports from the 
Thermoelectric Power Plants; this information was necessary to support the research 
and facilitate the acquisition process of specific indicators for each engine. Each 
engine is from the manufacturer Wartisila NSD Corporation 4-stroke Diesel model. 
The average efficiency is approximately 42.3%, each unit has approximately 237 
tons. 

The maintenance indicators meet the availability and the frequency of failures 
that each unit can obtain, so the other characteristics of each unit are presented in 
Table 1. 

3.2 Maintenance Management Indicators 

The Key Performance Indicators (KPI) are acquired through an analysis in relation 
to the failure history and that meet the UTE’s maintenance procedures. The Table 2 
presents the list of acquired indicators. 

These indicators are requirements for acquiring the Reliability Rate calculation, 
and Table X categorizes the indicators as Input and Output so that it is possible to 
map a data structure to the Neural Network training model. 

The mapped indicators are regulated by the Brazilian Standard 5462 of 1994, 
which provides the necessary information about the Reliability and Maintainability 
of equipment. That said, each indicator has a mathematical formulation that 
determines its value. 

Total Stop Time This indicator aims to measure the time spent for each machine 
stopped in decimal hours. It is expressed by Eq. (25). 

Table 1 Group of 20 
machine features 

Manufacturer Wartisila NSD Corporation 

Model 18 V46 
Engine type 4-stroke diesel cycle 
Nominal power 15,75 MW 
Efficiency 42,3%; 
Cylinder configuration V; 
Number of cylinders 18 
Cylinder bore 460 mm 
Velocity 514 rpm 
Length 13,58 m 
Width 5347 m 
Height 5488 m 
Weight 237 Tons 

Source: Authors (2021)
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Table 2 Input and output 
variables for the ANN 

Variable Indicator 

Input Total Occurrences – TO 
Input Total Downtime – TP 
Input Total Machine Operation Time – TTOM 
Input Mean Time Between Failures – MTBF 
Input Average Repair Time – MTTR 
Input Availability – D 
Input Failure Rate – TF 
Input Total Days Analyzed – TD 
Input Forecast Days – DA 
Output Reliability – CO 

Source: Authors (2021) 

.TTP =
n∑

i=1

tpf − tpi (25) 

Where: 

TTP = total stop time in hours 
tpf = final stop time in hours 
tpi = initial stop time in hours 
n = number of stops 

Total Attendance Time This indicator aims to measure in units the number of 
times that the machine stoppage occurred according to the analyzed time, in this 
case in days. It is expressed by Eq. (26). 

.TF =
n∑

i=1

fi (26) 

Where: 

TF = Total Attendance Time in units (quantity) 
fi = failure unit 
n = number of failures 

Days Analyzed This indicator aims to measure the number of days evaluated as a 
function of the start date and the end date. It is expressed by Eq. (27). 

.DA = DF − DI (27) 

Where: 

DA = Days analyzed
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DF = end date 
DI = start date 

Operating Hours This indicator aims to measure the total number of hours that 
the machine was stopped. The values are acquired according to the analyzed days. 
It is expressed by Eq. (28). 

.HO = DA ∗ 24 (28) 

Where: 

HO = Operating hours 
DA = days analyzed 
24 = daylight hours 

MTBF This indicator aims to measure the average time between failures as a 
function of the Total Downtime and Total Frequency. It is expressed by Eq. (29). 

.MTBF = TTP − TF

HO
(29) 

Where: 

MTBF = Mean Time Between Failures 
TTP = Total Stop Time 
TF = Total Attendance Time 
HO = Operation hours 

MTTR This indicator aims to measure the average time to repair. The values are 
acquired as the function of total downtime and total frequency time. It is expressed 
by Eq. (30). 

.MTTR = TTP

TTF
(30) 

Where: 

MTTR = Average Time to Repair 
TTP = Total Stop Time 
TF = Total Attendance Time 

Failure Rate This indicator aims to measure the failure rate as a function of the 
mean time between failures and projection time. It is expressed by Eq. (31). 

.λ(t) = 1

MTBF
(31)
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Table 3 Computer/ 
Simulator settings 

Resource Value 

RAM memory 6 GB  
Processor I5 third generation 
Processing clock 2.90 GHz 
L3 cache memory 6 MB  
Storage technology HD 
Secondary memory 500 GB 

Source: Authors (2021) 

Where: 

λ(t) = Failure Rate 
MTBF = Mean Time Between Failures 
T = projection time 

Reliability This indicator is acquired by applying it together with the other 
equations using a sample performance base of equipment that evidences faulty 
behaviors. This model is expressed by Eq. (32). 

.R(t) = e−λ∗t (32) 

Where: 

R(t) = Reliability 
e = Nepierian logarithm 
λ = failure rate 
t = projection time 

3.3 Test Machine Features 

The configurations of the machines used for the simulations were important, mainly 
in relation to the use of computational resources such as: Parallelism and Data 
processing with memory allocation in graphics processing units (GPU). Table 3 
shows the settings of the machine used. 

3.4 Training Algorithms 

The ANN training algorithms were extremely important to find the best convergence 
state based on the number of neurons, layers, activation functions and errors such
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Table 4 Training algorithms Algorithm Method 

Levenberg-Marquardt Optimization 
Bayesian Regularization Optimization 

Source: Authors (2021) 

as MSE and RMSE. Table 4 presents the algorithms used characterizing their 
convergence methods. 

3.5 Activation Functions 

The transfer functions are extremely important to evaluate and reduce the gradient 
explosion in the transfer layers between neurons, in which iteration control, less 
error and better model are stopping criteria of the used algorithm. The functions 
used are presented below: 

• Linear 
• Sigmoid 
• Hyperbolic tangent 

3.6 Error Analysis by Statistical Models 

The factor for choosing the best algorithm is based on the smallest mean square 
error (MSE) and the mean square error (RMSE) [45], where each neural network 
model is trained, a filtering is performed to identify the one with the lower. 

For each iteration performed, a validation of the network performance is 
performed, where a function responsible for simulating the output result of the 
network with the output vector is called, according to Eqs. (33) and (34): 

.MSE =
∑n

i=1 (rai − rsi )2

n
(33) 

.RMSE =
√∑n

i=1 (rai − rsi )2

n
(34) 

Where: 

MSE = Mean Squared Error 
RMSE = Root Mean Square Error 
n = number of elements of the output vector 
ra = target result 
rs = simulated result
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The purpose of the implemented computational model is: 

• Read the fault data set. 
• Perform the processing of this data, to find and calculate the Maintenance 

Management indicators. 
• Separate the processed dataset based on the number of engines, i.e., each engine 

will have an observed input and output set for ANN training. 
• The computational model determines which ANN is best based on the MSE and 

RMSE to then run simulations over periods of days and months. 

For the execution of the tests, the two ANN learning algorithms were evaluated. 
Each one was submitted to a series of three training sessions to evaluate the best 
network topology conditions considering the number of neurons and the transfer 
function in the input and intermediate layers. 

4 Results and Discussions 

This section presents the main results of the application of the Levenberg-Marquardt 
and Bayesian Regularization algorithms for prediction in days and months, analyz-
ing the performance of the ANN as a function of the MSE and RMSE to arrive at 
the best model considering the values (data) of the relative failures for the 20 engine 
group. 

4.1 Application of the Algorithms for Forecasting in Days 

This section presents the results of the application of the learning algorithms for the 
best ANN model, applied to the forecast of 1, 5, 10, 15, and 20 days, where the data 
set for training the neural network includes: 66,000 fault records considering the 
years 2018 and 2019. 

The ANN input set has 11 variables, described as follows: Total Frequency; 
Downtime; Opening hours; MTBF; MTTR; Availability; Failure rate; Days ana-
lyzed; Current month; Current year; Forecast time, both validated by mathematical 
models, which are dynamically calculated during the algorithm execution process, 
which is done in the data processing step. 

The ANN output set has a variable, described as: Reliability, which is the result 
of Eq. (8), and is dynamically calculated in the data processing step. 

The Table 5 presents a summary of the training results for each engine, where 
the columns represent: Engine is the engine identifier number; FT1 is the activation 
function used in hidden layer 1; FT2 is the activation function used in hidden layer 2; 
NC1 is the number of neurons used in hidden layer 1; NC2 is the number of neurons 
used in hidden layer 2; MSE is the Root Mean Square Error; RMSE is the Root Mean 
Square Error; trainLM is the Levenberg-Marquardt method; trainBR is the Bayesian
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Table 5 Error indicators for the group of 20 machines 

Engine Algorithm Epochs FT1 FT2 NC1 NC2 MSE RMSE 

1 trainBR 871 tansig tansig 9 9 9,57e-14 3,09e-07 
2 trainBR 366 logsig tansig 9 9 8,78e-13 9,37e-07 
3 trainBR 690 tansig tansig 10 10 7,89e-14 2,80e-07 
4 trainBR 631 tansig tansig 10 10 9,86e-14 3,14e-07 
5 trainBR 669 tansig tansig 10 10 5,54e-14 2,36e-07 
6 trainLM 64 tansig tansig 10 10 2,63e-13 5,13e-07 
7 trainBR 1000 tansig logsig 5 5 6,53e-13 8,08e-07 
8 trainLM 73 logsig logsig 8 8 7,77e-12 2,79e-06 
9 trainBR 708 tansig tansig 6 6 4,82e-14 2,20e-07 
10 trainBR 307 tansig tansig 10 10 1,55e-13 3,93e-07 
11 trainBR 239 logsig logsig 8 8 8,01e-13 8,95e-07 
12 trainBR 845 tansig logsig 5 5 1,64e-13 4,05e-07 
13 trainBR 361 logsig logsig 10 10 4,48e-13 6,70e-07 
14 trainBR 675 tansig tansig 10 10 4,86e-14 2,21e-07 
15 trainLM 86 logsig logsig 10 10 1,60e-14 1,27e-07 
16 trainBR 343 tansig tansig 8 8 4,01e-13 6,33e-07 
17 trainBR 458 tansig tansig 7 7 3,69e-13 6,07e-07 
18 trainBR 1000 tansig tansig 10 10 1,19e-13 3,45e-07 
19 trainBR 802 tansig tansig 10 10 4,38e-13 6,62e-07 
20 trainBR 402 logsig logsig 8 8 4,64e-13 6,81e-07 

Source: Authors (2021) 

Regularization method; logsig is the Sigmoid transfer function; purelin is the Linear 
transfer function; and tansig is the hyperbolic Tangent transfer function. 

As Table 5 presents the results of the 20 best algorithms classified according to 
the best training for each engine, it is possible to identify that engine 15 obtained 
1.60e-14 of MSE, 1.27e-07 of RMSE, and 100% of correlation between the output 
and the observed variables, characterizing the total proximity to the real projected 
function. 

From the results presented in Table 5, engine 9 obtained the second best 
performance rate, when using the Bayesian Regularization algorithm, with 4.82e-
14 for the MSE and 2.20e-07 for the RMSE using the training functions hyperbolic 
tangent in the two hidden layers. In the first hidden layer, 6 neurons were used, and 
in the second layer, 6 neurons too; these results were acquired when reaching 708 
training epochs. 

The engine that obtained the third best error rate was 14, using the Bayesian 
Regularization algorithm, where it was possible to reach 4.86e-14 for the MSE and 
2.21e-07 for the RMSE, training function used in the two hidden layers was the 
Hyperbolic Tangent, the first hidden layer used 10 neurons and the second hidden 
layer also used 10 neurons, the results were acquired when reaching 675 epochs of 
training.
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Fig. 2 Error rates for training the ANN for the group of engines. (Source: Authors (2021)) 

In view of the results presented in Table 5, Fig.  2 presents a relation of the MSE 
and RMSE indicators for the group of 20 machines, the blue curve indicates the 
first indicator and the red curve indicates the second indicator. Comparison between 
engines and error indicators allows an accurate view of the rates achieved by training 
the algorithms for each engine. 

It is possible to identify a high error rate for engine 8, reaching 7.77e-12 for 
RSM and 2.79e-06 for RMSE, a fact that indicates a variation in the correlation 
between the variables observed and predicted by the winning algorithm, in this case 
the Levenberg-Marquardt, by the way, through the behavioral analysis of the graph, 
it is possible to state that engine 1 obtained lower error rates compared to engine 20 
where the first obtained 9.57e-14 for the RSM and 3.09e-07 for the RMSE, while 
the latter reached 4.64e-13 for the RSM and 6.81e-07 for the RMSE. 

The error rates of the training algorithms used in the ANN model, which are 
closer to the upper limit of 1.00e-14 in Fig. 2, are the ones with the lowest error 
rates for the MSE and RMSE indicators, that is, they are more accurate in the which 
concerns the values of the observed and predicted desired variable, characterized 
mainly by the engine 15. 

The error rates of the motors that are closer to the lower limit of 1.00 and +00 
in Fig. 2 are the ones with the highest error rates, that is, they are less accurate with 
respect to the desired observed and predicted values variable, characterized by a 
variation of values in which it influences the performance of the network and the 
approximation function.
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4.1.1 Characteristics of the Winning ANN Model 

Figure 3 illustrates the neural network architecture model evidenced by the winning 
ANN considering the engine 15 training data when using the previously mentioned 
configurations. In this figure, it is possible to identify 4 columns of neurons 
characterized respectively as: input layer, first hidden layer, second hidden layer, 
and output layer. 

The network convergence process depends on the parameters used in modeling 
the neural network, the training algorithm and the application of activation functions 
in hidden or output layers, as shown in Fig. 3. 

Considering that ANN’s best configuration is engine 15 where it was possible to 
obtain lower error rates, detailed results for this engine will be presented. 

Figure 4 illustrates 4 graphs representing respectively the results of training, 
validation and testing, and the average between the two, where each one obtained 
100% correlation between the observed and predicted output variables. 

These values come from a linear regression analysis; the black markings around 
the trend line are very close, characterizing the correlation between them, where the 
points of each variable are equal. 

The first graph represented by the motor training 15 achieves 100% correlation 
between the observed and predicted variable, that is, the values coordinated by the 
abscissa and ordered axes are equal as a function of the inputs inferred in the neural 
network. 

The second, third, and fourth graphs also show 100% reliability in the correlation 
between the observed and predicted variables so that the division of data to carry 
out this step is performed in order to prove the efficiency of the model through 

Fig. 3 Winning ANN architecture (Source: Authors (2021))
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Fig. 4 Correlation model of the observed and simulated output variables (Source: Authors (2021)) 

its configurations and validate the prediction through a mathematical technique 
called Linear Regression. The last graph characterized as “All” aims to demonstrate 
an average between the previous steps, where 100% correlation or reliability is 
evidenced. 

The main characteristic of the Levenberg-Marquardt algorithm is the minimiza-
tion by minimum damping methods, which is fundamental for the solution of 
nonlinear problems, that is, it acts directly in the adjustment of the curve slip; 
however, this algorithm does not find a global minimum.
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4.1.2 Simulation for 1 Day 

Figure 5 presents a comparison of the Reliability of the group of 20 engines, where a 
sample of 16 failure units is listed to represent the percentage rate, in which a range 
of 69 to 96% of Reliability can be identified for the 1 day model of prediction. 

Therefore, Table 6 presents the data related to Fig. 5 of the Reliability forecast 
for the group of 20 engines. Table 6 shows the samples of 16 failures for the years 
2018 and 2019, on a scale from 0 to 100% according to the forecast proposal, in this 
case, 1 day. 

In Table 6, it is possible to identify variations between 70.34 and 95.84% for 
the line representing the 2018 failure sample as a function of the probability of the 
machine operating in the 1 day forecast. For the line representing the 2018 failure 
sample 2019, it is possible to observe a variation between 69.56% and 95.83% of 
the machine operating in the 1 day forecast. 

Fig. 5 1-day reliability forecast. (Source: Authors (2021)) 

Table 6 Simulated data for 1-day forecast 

Failure U1 U2 U3 U4 U5 U6 U7 U8 
2018 95.77 70.34 77.44 75.35 71.70 95.84 91.39 91.17 
2019 69.56 91.61 82.68 82.62 91.26 71.22 71.32 78.90 
Failure U9 U10 U11 U12 U13 U14 U15 U16 
2018 87.14 91.60 87.57 71.70 81.99 83.10 82.71 78.67 
2019 95.63 85.42 90.82 85.94 95.83 77.75 95.71 80.27 

Source: Authors (2021)



546 Í. R. S. Silva et al.

Fig. 6 5-day reliability forecast. (Source: Authors (2021)) 

Table 7 Simulated data for 5-day forecast 

Failure U1 U2 U3 U4 U5 U6 U7 U8 
2018 80.56 17.22 27.85 24.29 18.95 80.86 63.76 62.98 
2019 16.29 64.52 38.64 38.51 63.30 18.33 18.45 30.57 
Failure U9 U10 U11 U12 U13 U14 U15 U16 
2018 50.25 64.50 51.49 18.95 37.05 39.63 38.72 30.12 
2019 79.97 45.49 61.78 46.89 80.83 28.41 80.33 33.33 

Source: Authors (2021) 

4.1.3 Simulation for 5 Days 

Figure 6 presents a comparison of the Reliability of the group of 20 engines, where 
a sample of 16 failure units is listed to represent the percentage rate, in which it is 
possible to identify a Reliability range from 16% to 81% for the 5 models of day 
forecast. 

Therefore, Table 7 presents the data related to Fig. 6 of the Reliability Forecast 
for the group of 20 engines. The table shows the samples of 16 failures for the years 
2018 and 2019, on a scale from 0% to 100% according to the forecast proposal, in 
this case, 5 days. 

In Table 7, it is possible to identify variations between 17.22% and 80.86% for 
the line representing the 2018 failure sample due to the probability of the machine 
operating within a 5-day forecast. For the line representing the failure sample of
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Fig. 7 10-day reliability forecast. (Source: Authors (2021)) 

Table 8 Simulated data for 10-day forecast 

Failure U1 U2 U3 U4 U5 U6 U7 U8 
2018 64.89 2.97 7.76 5.90 3.59 65.38 40.66 39.66 
2019 2.65 41.62 14.93 14.83 40.07 3.36 3.41 9.35 
Failure U9 U10 U11 U12 U13 U14 U15 U16 
2018 25.25 41.60 26.51 3.59 13.73 15.71 14.99 9.08 
2019 63.95 20.69 38.16 21.98 65.33 8.07 64.53 11.11 

Source: Authors (2021) 

2019, it is possible to observe a variation between 16.29% and 80.83% of the 
machine operating in a 5-day forecast. 

4.1.4 Simulation for 10 Days 

Figure 7 presents a comparison of the Reliability of the 20 engine group, where a 
sample of 16 failure units is listed to represent the percentage rate, in which a range 
of 2–66% of Reliability can be identified for the 10 model days of prediction. 

Therefore, Table 8 presents the data related to Fig. 7 of the Reliability forecast 
for the group of 20 engines. The table shows the samples of 16 failures for the years 
2018 and 2019, on a scale from 0% to 100% according to the forecast proposal, in 
this case, 10 days.
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Fig. 8 15-day reliability forecast. (Source: Authors (2021)) 

In Table 8, it is possible to identify variations between 2.97% and 65.38% for 
the line representing the 2018 failure sample due to the probability of the machine 
operating within a 10-day forecast. For the line representing the failure sample of 
2019, it is possible to observe a variation between 2.65% and 65.33% of the machine 
operating in a 10-day forecast. 

4.1.5 Simulation for 15 Days 

Figure 8 presents a comparison of the Reliability of the group of 20 motors, where 
a sample of 16 fault units is listed to represent the index in percentage, in which it 
is possible to identify a Reliability range from 0.40% to 53% for the 15 day forecast 
model. 

Therefore, Table 9 presents the data related to Fig. 8 of the Reliability forecast 
for the group of 20 engines. The table shows the samples of 16 failures for the years 
2018 and 2019, on a scale from 0% to 100% according to the forecast proposal, in 
this case, 15 days. 

In Table 9, it is possible to identify variations between 0.51% and 52.86% for 
the line representing the 2018 failure sample due to the probability of the machine 
operating within a 15-day forecast. For the line representing the failure sample of 
2019, it is possible to observe a variation between 0.43% and 52.81% of the machine 
operating in a 15-day forecast.
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Table 9 Simulated data for 15-day forecast 

Failure U1 U2 U3 U4 U5 U6 U7 U8 
2018 52.28 0.51 2.16 1.43 0.68 52.86 25.92 24.98 
2019 0.43 26.86 5.77 5.71 25.37 0.62 0.63 2.86 
Failure U9 U10 U11 U12 U13 U14 U15 U16 
2018 12.69 26.83 13.65 0.68 5.09 6.22 5.80 2.73 
2019 51.15 9.41 23.58 10.31 52.81 2.29 51.84 3.70 

Source: Authors (2021) 

Fig. 9 20-day reliability forecast. (Source: Authors (2021)) 

4.1.6 Simulation for 20 Days 

Figure 9 presents a comparison of the Reliability of the 20 motor group, where a 
sample of 16 failure units is listed to represent the percentage rate at which a range 
of 0.07–42.69% Reliability can be identified for the 20-day prediction model. 

Therefore, Table 10 presents the data related to Fig. 9 of the Reliability projection 
for the group of 20 engines. The table shows the samples of 16 failures for the years 
2018 and 2019, on a scale from 0% to 100% according to the proposed forecast, in 
this case, 20 days. 

In Table 10, it is possible to identify variations between 0.09% and 42.74% for 
the line representing the 2018 failure sample, depending on the probability of the 
machine operating in a 20-day forecast. For the line representing the 2018 failure
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Table 10 Simulated data for 20-day forecast 

Failure U1 U2 U3 U4 U5 U6 U7 U8 
2018 42.11 0.09 0.60 0.35 0.13 42.74 16.53 15.73 
2019 0.07 17.33 2.23 2.20 16.06 0.11 0.12 0.87 
Failure U9 U10 U11 U12 U13 U14 U15 U16 
2018 6.38 17.31 7.03 0.13 1.89 2.47 2.25 0.82 
2019 40.90 4.28 14.57 4.83 42.69 0.65 41.64 1.23 

Source: Authors (2021) 

sample 2019 failure, it is possible to observe a variation between 0.07% and 42.69% 
of the machine operating in a 20-day forecast. 

4.2 Comparison of Simulations 

As a result of the simulations carried out, according to the proposal of 1, 5, 10, 15, 
and 20 days of forecast, it was possible to analyze the behavior of engine 15 failures 
as a function of the years 2018 and 2019, in such a way that the that the forecasting 
step increases also increases the Reliability loss rate, a true and true fact, which 
occurs due to unmapped eventualities that can occur that are not mapped in the data 
collection step. 

4.2.1 Depending on Engine 15 (2018 and 2019) 

Due to these anomalies, the Exponential Reliability calculated as a function of the 
failure frequency of the motor group tends to lose its prediction step over time. 
However, this exponential distribution becomes effective when the frequency of 
failures is higher, that is, if the database is well formulated and the forecast stage is 
short (prediction in days) or average (normalized forecast in months). 

Given these situations of loss of Reliability over the forecast time and the failure 
rate required in the forecast calculation, Fig. 10 presents two graphs referring to the 
1, 5, 10, 15, and 20 day simulations, where the calculated model and the year 2018 
forecast model are compared. 

The graphs in Fig. 10 show the same Reliability values as a function of the 
prediction steps. The sample of 50 failure units allows a localized analysis of the 
Reliability dispersion as a function of the predictions, where PD20 is less than PD15 
and the others. 

The curves for the DP1, DP5, DP10, DP15, and DP 20 simulations are character-
ized by the colors: blue, red, green, yellow, and blue (dash), the loss of Reliability 
between DP1 and DP5 is noticeable in such a way that the lower limits are closer to 
other DP’s.
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Figure 11 shows a comparison with the proposed forecast of 1, 5, 10, 15, and 
20 days as a function of 2019 and engine 15, where the similarity between the 
calculated and predicted models can be identified, confirming the 100% correlation 
between the output variables. 

Compared with the year 2018, the year 2019 obtained reliability indices for 
nearby engines, this is confirmed by the previous tables regarding the simulations 
performed; however, this indicates that engine 15 has a frequent variation depending 
on the available machine time, as can be illustrated in Figs. 10 and 11, where the 
meeting points that characterize the Reliability rate as a function of Unit / failure 
tend to suffer disturbances that impact the behavior of the graph. In Fig. 11, a sample  
of 50 failure units is used to present the results achieved and efficiently compare the 
calculated model and the predicted model. In Fig. 11, it is also possible to identify 
the loss of reliability rate as a function of prediction time due to unmapped events 
in the dataset. 

4.2.2 Depending on the Engine Group (2018 and 2019) 

The comparative analyzes carried out in Figs. 10 and 11 prove the loss of the 
Reliability Index due to the prediction time. In addition, they express the availability 
characteristics that impact the frequency of failure, which is a determining factor 
for decision making regarding the engine, i.e., the engine efficiency may be 
compromised by the prediction step. 

However, motor 15 data due to failures and the Levenberg-Marquardt algorithm 
determined the model with the lowest error rate when analyzing the MSE and RMSE 
indicators, which differs from the other motors because it uses other configurations 
(number of neurons, hidden layers, activation functions and training algorithm) that 
allowed higher error rates so that the model was unusable for the context of the best 
model. 

0 10  20  30  
Unit/Failure 

R
at

e/
R

el
ia

bi
lit

y 
(%

) 

Unit/Failure 

Comparison of Calculated Forecasts MO15 Y2018 Comparison of Simulated Forecasts MO15 Y2018 

40 50 0 10 20 30 40 50 
0 

10 

20 

30 

40 

50 

60 

70 

80 

90 
DP1 
DP5 
DP10 
DP15 
DP20 

DP1 
DP5 
DP10 
DP15 
DP20 

100 

R
at

e/
R

el
ia

bi
lit

y 
(%

) 

0 

10 

20 

30 

40 

50 

60 

70 

80 

90 

100 

Fig. 10 Calculated model (2018) x forecasted model (2018) (Source: Authors (2021))
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Fig. 11 Calculated model (2019) x forecasted model (2019) (Source: Authors (2021)) 

Although the optimization methods implemented in the training algorithms are 
taken into account to obtain satisfactory results, the simulations reached 100% 
reliability indices (correlation between the output variables), which allows analysis 
of the behavior of the frequency of failure due to motor group. 

Figure 12 presents four graphs that characterize the behavior of a sample of 30 
fault units as a function of 20 motors for the years 2018 and 2019. The mesh graph 
indicates the correlation of three variables, in the X, Y, and Z axes, respectively: 
Motors, Unit/Failure, and Reliability (%). 

Graphs 1 and 2 in Fig. 12 (top left and top right) show the results of the 1-day 
simulations for the year 2018 (left) and 2019 (right), the first and second graphs 
achieve reliability variations between 70% and 96%, in the same way, however, 
different when relating values and behavior. 

The year 2018 of graph 1 in Fig. 12 (top left) has higher rates compared to graph 
2 in Fig.  12 (top right), the behavior of the graphs and the way they are arranged 
is distinctly different, the rates The lowest reliability indexes are characterized by 
Dark colors ranging between 70% and 80%, indicated by the depth of the graph 
format, the highest reliability indexes are characterized by the lighter colors ranging 
between 86 and 96%, indicated by the formed edges by the graph. 

The distorted shapes of the curves as a function of variations are due to the 
availability of the engine, which influences Reliability. This indicates that each 
engine has a different working and stopping time, which can be perceived by the 
non-linear behavior of the graph formed. 

Graphs 3 and 4 in Fig. 12 (bottom left and bottom right) show the results of the 
20-day simulations for the year 2018 (left) and 2019 (right), the first and second 
graphs achieve reliability variations of approximately 0 0.07–42.69%, also in the 
same way, however, different when relating values and behaviors. 

The year 2018 graph 3 in Fig. 12 (bottom left) has less variation compared 
to graph 4 in Fig. 12 (bottom right). The behavior of the graphs and the way 
they are arranged is distinctly different; the reliability rates of the lower ones are 
characterized by dark colors touching the X and Y axes, where the rate of change
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Fig. 12 Reliability behavior as a function of engine group. (Source: Authors (2021)) 

is approximately 0.07 and 20, indicated by the depth of the graph format, while the 
highest reliability rates are characterized by lighter colors that vary between 21% 
and 42.69%, indicated by the borders formed by the graph. 

The arrows highlighted in red indicate the location of the peak values of the 
failure units with respect to Reliability, considering the largest and smallest peaks 
on the X, Y, and Z axes for each graph shown in Fig. 12. 

5 Final Considerations 

The objective of this research was to present an analysis of the Reliability of a 
Group of Internal Combustion Engines of Thermoelectric Power Plants due to the 
requirement of elements that enable new strategies for decision making regarding 
the predictive maintenance of machines. 

The maturation of the forecast model was made possible by performing accurate 
analysis of machine failure records, in addition to tests carried out for the acquisition 
and calculation of Maintenance Management indicators such as: MTTR, MTBF, 
Availability, and Reliability.
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The strategy of using optimization methods as research elements and as a tool to 
build the prediction model allowed satisfactory results, due to stochastic procedures 
and mathematical models to improve the ANN convergence state, other prediction 
horizons were determined, reaching results with 100% confidence in the model. 

The development of the prediction model brought elements of innovation by 
using Artificial Intelligence and Machine Learning techniques and procedures. 
Furthermore, the use of optimization methods such as Levenberg-Marquardt and 
Bayesian Regularization are of worldwide relevance for using mathematical mech-
anisms to provide prediction results and approximation of a real function. 

The application of these methods as an integrating element of customized 
algorithms that allow their use in Intelligent Systems is necessary and extremely 
important, since the improvement in the decision process in a maintenance program 
tends to reduce costs with machine stoppages in a Thermoelectric Plant. 

Finally, the simulation of the data and the prediction of Reliability allowed the 
development of precise analyzes on the efficiency of the engine group. In addition, 
the Maintenance Management indicators were essential elements to support the 
justification of the results achieved with graphics and comparisons regarding the 
best model (lowest error rate achieved), considering the motor group. 

In summary, the results presented here are satisfactory as they meet the estab-
lished objectives and prove to be beneficial for application in predictive maintenance 
using Artificial Neural Network (ANN) techniques. 
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