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Preface

The fifth IFIP Internet of Things (IoT) conference (IFIPIoT 2022), that took place in
Amsterdam, the Netherlands, during October 27–28, 2022, had an overall theme of
“IoT through a multi-disciplinary perspective”. As in the previous editions of this
annual event, the topics presented reflected the variety of aspects with respect to IoT,
aspects covered by IFIP’s Domain Committee on IoT which organizes this conference.

The Technical Program Committee for this edition consisted of 46 members from 15
countries who considered 36 submissions. Each paper was refereed by at least three
reviewers with more than half of the papers having four or more reviews. The
single-blind review principle was applied. Committee members had to indicate in the
review system for each assignment whether they had a conflict of interest. Where
conflicts of interest where disclosed or identified the conflicted committee member did
not take any decision regarding the revision, acceptance, or management of the
respective manuscripts.

In total, 20 full papers were selected for presentation resulting in an acceptance rate
of 56%. The papers were selected on the basis of originality, quality, and relevance to
the topic. As expected, the peer-reviewed papers covered a wide array of topics that
were clustered into the following themes:

• IoT for Smart Villages
• Security and Safety
• Smart Home
• Development, Engineering, Machine Learning
• Applications

The conference featured two keynote speakers. The first keynote was given by
Michael Beigl of the Karlsruhe Institute of Technology (KIT) in Germany on
“Wearable computing”. The second keynote on “The Internet of Secure Things” was
given by Sandro Etalle from the Eindhoven University of Technology in the
Netherlands.

There was also a panel session addressing the relationship between AI and IoT.
What is, can be, should be the impact of AI on the Internet of Things? What do we need
to enhance the security, reliability, efficiency of IoT?

We thank the authors and presenters, the panel members, the session chairs, the
organizers of special sessions, the Program Committee, and the external reviewers for
their hard work and contributions and look forward to their continued involvement.

We feel that all contributions make this book a rich volume in the IFIP AICT series
and we trust that the reader will be inspired by it.

August 2022 Luis M. Camarinha-Matos
Luis Ribeiro
Leon Strous
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aGROdet: A Novel Framework for Plant Disease
Detection and Leaf Damage Estimation

Alakananda Mitra1 , Saraju P. Mohanty1(B) , and Elias Kougianos2

1 Department of Computer Science and Engineering, University of North Texas, Denton, USA
alakanandamitra@my.unt.edu, saraju.mohanty@unt.edu

2 Department of Electrical Engineering, University of North Texas, Denton, USA
elias.kougianos@unt.edu

Abstract. By 2050, 60% more food will be required to feed a world popula-
tion of 9.7 billion. Producing more food with traditional agriculture will stress
the earth’s limited natural resources. To avoid such a scenario, greener, sustain-
able, and modern agricultural practices should be followed. More efficient food
production along with a reduction of food wastage at different levels of the food
supply chain will ease our ecosystem. Plant disease outbreaks are one of the major
causes of crop damage, which is essentially one of the causes of food wastage.
Hence, plant disease detection and damage estimation are important to prevent
crop loss. However, until now, not much work has been done to estimate the dam-
age caused by the disease. In this paper, we propose a novel method, aGROdet, to
detect plant disease and to estimate the leaf damage severity. aGROdet is aimed
at being implemented at the edge platform of IoT systems in the proposed Agri-
culture Cyber Physical System. A convolutional neural network-based model has
been proposed to detect different plant diseases. The model has been trained with
large publicly available datasets. More than 97% accuracy has been achieved in
the initial phase of the experiment. A pixel-based thresholding method has been
used for estimating the severity of the damage. Damage estimation limiting fac-
tors, such as on the leaf and around the leaf shadows, have also been addressed.

Keywords: Smart agriculture · Smart villages · Internet of Agro Things
(IoAT) · Agriculture Cyber Physical System (A-CPS) · Plant health · Plant
disease · Crop damage · Convolutional neural network

1 Introduction

Agriculture is one of the major industries of today’s society. It is complex and is affected
by various unpredictable factors such as climate change, population explosion, natural
resource limitation, and plant diseases. Due to the recent advancements in informa-
tion and communication technology (ICT), breakthrough hardware innovations, and the
computing paradigm shift from cloud-based computing to more edge-oriented comput-
ing, various issues in agriculture are being addressed. The inclusion of automation in
agriculture through Artificial Intelligence (AI)/Machine Learning (ML)/Deep Learn-
ing Technologies (DLT) has welcomed Agriculture 4.0 [19], and Agriculture 5.0 is
knocking at the door. The need for initiatives for agriculture cyber physical systems
(A-CPS)-based solutions is greater than ever. Figure 1 shows some of the agricultural
problems which can be solved using A-CPS concepts.

c© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
L. M. Camarinha-Matos et al. (Eds.): IFIPIoT 2022, IFIP AICT 665, pp. 3–22, 2022.
https://doi.org/10.1007/978-3-031-18872-5_1
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http://orcid.org/0000-0002-8796-4819
http://orcid.org/0000-0003-2959-6541
http://orcid.org/0000-0002-1616-7628
https://doi.org/10.1007/978-3-031-18872-5_1
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Fig. 1. Agricultural problems solvable using agriculture cyber physical systems

Plants, like all living things, are prone to diseases. Disease inhibits a plant from
reaching its full capacity [2]. It varies with seasons and plant types. External conditions
or living organisms can cause diseases. Nutritional deficit, heat, flooding, and freez-
ing are some examples of external agents that cause non-infectious or abiotic diseases,
whereas plant pathogens like fungi, bacteria, viruses, and algae cause biotic diseases.
The occurrence of a biotic disease is illuminated by the “Disease Triangle” [32] shown
in Fig. 2. Disease occurs when all three factors-favorable environment, vulnerable host,
and harmful pathogens-are present concurrently. The red region in the Venn diagram
of Fig. 2 represents the occurrence of the disease. However, certain factors, such as
pathogen genetic variation, local micro-climate, and host plant immunity at a specific
stage of its life cycle, may alter this fact [2]. To develop a disease in a plant, the pathogen
needs to complete its life cycle in the host.

Favorable 
Environment

Pathogen Vulnerable Host

Disease

Fig. 2. Disease triangle [32]
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1.1 Research Problem

Diseases prevent the growth of plants. They affect the quality of the crop and reduce the
final yield. Billions of dollars in crop losses happen per year. The food supply chain is
also gravely impacted [3]. Hence, farmers need to:

– Detect the disease early.
– Identify the disease.
– Know about the severity of the disease.
– Determine the extent of damage.

Regular monitoring of plants is necessary for a successful disease management sys-
tem. According to [25], speedy detection of plant disease at early stages of outbreak
and its prevention will become the two major goals of agricultural research by 2030. In
this paper, three of the four points are addressed.

1.2 Proposed Solution

We propose a novel automatic method, aGROdet, to detect plant disease and estimate
corresponding leaf damage. However, the damage due to diseases can be present in
different stages of plant growth and at different parts of a plant. A convolutional neu-
ral network-based method for the identification of the disease and a novel pixel-based
thresholding method for estimating the leaf damage severity are proposed. Regular
monitoring of fields and checking the conditions of the plants through aGROdet can
detect the disease early.

The paper is organized in the following way: Sect. 2 discusses the significance of the
work in the context of a smart village. Section 3 reviews recent work on plant disease
detection. The proposed A-CPS is described in Sect. 4. Section 5 provides an overview
of aGROdet, detailed methodology, and experimental details. Section 6 evaluates the
performance of aGROdet and compares our work with existing work. Finally, the paper
concludes with future work direction in Sect. 7.

2 Significance of aGROdet in a Smart Village Context

Today, close to 3.4 billion people live in rural areas. The majority of villages lack tech-
nology, innovation, energy, and industry even today. However, the modernization of
villages with Internet connectivity, smart agriculture, smart healthcare, smart grid, and
education is required. A holistic approach is needed for rural areas to ensure the sustain-
able development of society. To implement that goal, various smart village movements
have recently emerged across the globe in various sectors. For example, Fig. 3 shows
the smart energy project sites of IEEE Smart Village initiatives [1].

The application of heterogeneous technologies centered on the Internet-of-Things
(IoT) can shape rural areas as smart villages [8]. As the financial backbone of the smart
village is agriculture industry, it is one of the most important areas of research for
smart villages. To transform the traditional agriculture to an efficient, sustainable, and
green agriculture, digital transformation is the key. In this context, our proposed method
aGROdet is appropriate.
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Fig. 3. IEEE smart village map for smart energy projects [1]

– Plant disease is a major challenge for sustainable agriculture. It is a nightmare
for farmers as disease can destroy the plants and cause huge losses. The common
method of plant disease detection in developing countries even today is manual
observation. It is an arduous process. It needs expertise, and the service is so expen-
sive that it is not always affordable for farmers [31]. In such a scenario, the farmer
can have an overall idea of the disease and its severity through the proposed method,
aGROdet.

– It automatically and accurately detects plant diseases and estimates damage. Sig-
nificantly less effort is needed from the farmers’ perspective to use aGROdet. It is
accessible through a mobile app. To get the results, farmers only need to take a photo
of the diseased leaf. The rest of the process is automatic.

– It is an edge-based Internet of Agro Things (IoAT) method that can detect plant
disease and estimate the damage even without an Internet connection. If an Internet
connection is not available for any reason, the damage estimation procedure will not
be affected. An Internet connection is used to store data in the cloud. This stored
data is used for future training of the model.

– This is a very useful tool for farmers who can detect plant diseases with an estimation
of plant damage on their own. No expert knowledge is required.

– We hope that aGROdet will help farmers take proper control measures and save
time, money, and secondary plant losses.

3 Related Works

During a review of the literature, two types of papers addressing plant or crop diseases
stand out: the first addresses multi-crop disease solutions, while the second focuses on
a specific crop or plant type. In the last decade, mostly traditional image processing
algorithms and hand-picked features with machine learning (ML) classifiers have been
used to detect plant and crop diseases. Those approaches have their own difficulties,
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along with not so great accuracy [18]. In recent studies, mostly computer vision-based
methods with deep learning networks are being proposed for this purpose. The use of
deep learning networks, mostly convolutional neural network (CNN)-based approaches,
makes the disease identification automatic, reduces manual intervention, and performs
better in detecting plant diseases.

Complex features are obtained automatically in deep learning network-based solu-
tions via various layers and types of neural networks, particularly CNN. Different CNNs
have been used for different purposes, such as feature extractor [10], classification net-
work [35], and disease localization network [38].

3.1 Single Plant/Crop Diseases Detection

Non-parametric ML classifiers are used in various works, along with the recent trend
of deep learning networks for detecting plant/crop diseases. For example, the K-means
algorithm is used in [24] for paddy leaf diseases. Several studies have been conducted
on cotton diseases. The K-nearest neighbors (KNN) algorithm has been used in [28] for
cotton leaf diseases. Ramularia leaf blight cotton disease has been identified using non-
parametric classifiers from multi-spectral imagery of an UAV in [39]. A decision tree
classifier has been used for detecting cotton crop diseases [7]. Cotton leaf spot disease
has been detected in [5] using Support Vector Machines (SVM). Cucumber’s powdery
mildew has been segmented using U-Net at pixel level with high accuracy in [17].

A combination of InceptionV3 and ResNet50 networks has been used to identify
grape leaf diseases with 98.57% testing accuracy [13]. A shallow 3D CNN structure
has been used on hyperspectral images to identify a soil-borne fungal disease, charcoal
rot, for soybean [23]. An improved AlexNet model has been used to identify fragrant
pear diseases and insect pests [37]. A typical accuracy of 96.26% has been achieved. In
[26], a Faster RCNN has been used to detect sugar beet leaf spot disease with 95.48%
accuracy. Northern maize leaf blight detection has been done in [34] using multi-scale
feature fusion method with improved SSD. Mask R-CNN has also been used to segment
UAV images in [33] for northern maize leaf blight detection. In [4], a YOLOv3 network
was used to detect pests and diseases in tea leaves. Using SegNet, four categories of
grape vine diseases have been identified in [14] from UAV images.

3.2 Multi Plants/Crops Diseases Detection

Deep learning techniques are popular in the research community for multi-plant detec-
tion. A convolution neural network-based Teacher-Student network has been utilized to
detect plant diseases [6]. A sharper visualization of the diseased leaf has been achieved
with the PlantVillage dataset [11]. Another deep convolution neural network-based on
GoogleNet and AlexNet has been used to detect crop diseases with 99.35% accuracy
[22] using the earlier mentioned dataset. In [30], Single Shot MultiBox Detector (SSD)
model has been chosen among three different deep learning models for plant disease
detection. It shows 73.07%mean average precision (mAP) with the Adam optimizer on
the Plant Village dataset. In [12] severity of crop leaf disease has been estimated along
with crop type and crop disease prediction with an 86.70% accuracy using binary rele-
vance (BR) multi-label learning algorithm and Convolutional Neural Network. Another
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CNN-based structure, built from a ResNet50 network with shuffle units, has been used
to detect plant disease and estimate the severity of the disease in [16] with an accuracy
of 91%, 99%, and 98% for disease severity, plant type, and plant disease classification,
respectively. In [9] several networks have been tested and finally an accuracy of 99.53%
in identifying plant disease has been achieved. Disease prediction has also been done
along with crop selection and irrigation [36]. In this work, a CNN-based plant disease
detection network has achieved an accuracy of 99.25%.

From the above discussion, it is clear that the majority of papers address various
diseases for different plants or crops. However, it is highly important to estimate the
disease-related damage. Without that knowledge, plant disease management and pre-
vention is not possible.

4 Proposed A-CPS

Figure 4 shows the agriculture cyber physical system (A-CPS) [21] for plant disease
detection and damage severity estimation. It is developed through the proposed IoAT-
based method aGROdet.

The A-CPS consists of two systems - physical systems and cyber systems. Physi-
cal systems consist of “things”, stakeholders, and computing devices. In our case, the
“things” are UAV cameras and phone cameras, the computing devices are single board
computers and mobile phones, and the “stakeholders” are microbiologists, plant pathol-
ogists, agriculture companies, farmers, and the Agriculture Research Service. Cyber
systems comprise deep learning models, software, efficient data storage, and blockchain
for data security. It is distributed in two different platforms. Deep learning models and
software are present both at the edge and in the cloud, whereas the rest are mainly in the
cloud. Physical systems and cyber systems are connected through the network fabric.
Depending on the location and range, the network fabric can be Sigfox, ZigBee, LoRa,
Wi-Fi, 4G, or 5G.

Fig. 4. Agriculture cyber physical system
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As aGROdet performs two jobs - plant disease identification and damage severity
estimation-we divide the work into two parts. The methods have been described in the
following Sect. 5.

5 aGROdet: Proposed Method

5.1 Detection of Plant Disease

Methodology. This section describes the proposed deep learning-based method for
identifying plant diseases from images of leaves. It is a multi-class image classification
problem wherein the model learns to label images through supervised learning tech-
niques and predicts the label of an unknown image. The model learns the features of
the labeled images during training and classifies the unknown and unlabeled images
with a confidence score. The success of accurate prediction depends on the classifying
skill of the model, which in turn depends on how well the model has learned.

Network Architecture: Convolutional neural networks (CNN) are state-of-the-art archi-
tectures for image classification. Various CNN structures are being used for image clas-
sification in the literature. Here, a custom CNN has been used for plant disease detec-
tion purposes, as shown in Fig. 5. It has 5 convolutional blocks. Each block comprises
a Convolutional layer with ReLU activation followed by a BatchNormalization layer
and a MaxPooling layer. There are 32 filters in the first Conv2D layer, 64 filters in the
Conv2D layers of the next three blocks, and the final block Conv2D layer consists of
128 filters. The kernel sizes of the convolutional layers are kept the same as (3 × 3)
with stride 1 and no zero padding. BatchNormalization layers only normalize the pre-
vious layer output during inference after being trained on a similar type of images as
testing data. A MaxPooling layer has been used to reduce the spatial dimensions. The
kernel size of the MaxPooling layer is 2 × 2 with stride 2. The final block is followed
by a Flatten layer which is succeeded by two Dense layers. The first Dense layer uses
ReLU activation and 1280 nodes, whereas the last one has 39 nodes and a Softmax acti-
vation function. 6, 117, 287 of the 6, 117, 991 parameters are trained. Table 1 describes
the output shapes of the layers in detail.

Input
Image

RGB
Normalized 

Image

Disease
Type

Convolutional  + ReLU

Max Pooling

Flatten

Dense + ReLU Dense + Softmax

BatchNormalization

Fig. 5. Plant disease detection network
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Table 1. aGROdet CNN architecture for plant disease detection

Layers Output shape

Conv2D (f = 32, k = 3, s = 1, p = 0) (254, 254, 32)

Activation: ReLU

BatchNormalization

Maxpooling2D (k = 2, s = 2) (127, 127, 32)

Conv2D (f = 64, k = 3, s = 1, p = 0) (125, 125, 64)

Activation: ReLU

BatchNormalization

Maxpooling2D (k = 2, s = 2) (62, 62, 64)

Conv2D (f = 64, k = 3, s = 1, p = 0) (60, 60, 64)

Activation: ReLU

BatchNormalization

Maxpooling2D (k = 2, s = 2) (30, 30, 64)

Conv2D (f = 64, k = 3, s = 1, p = 0) (28, 28, 64)

Activation: ReLU

BatchNormalization

Maxpooling2D (k = 2, s = 2) (14, 14, 64)

Conv2D (f = 128, k = 3, s = 1, p = 0) (12, 12, 128)

Activation: ReLU

BatchNormalization

Maxpooling2D (k = 2, s = 2) (6, 6, 128)

Flatten (4,608)

Dense (u = 1280) (1280)

cre Dense (u = 39) (39)

Experimental Validation

Dataset Details: In this section, experimental validation of disease detection is pre-
sented. Publicly available plant leaf data has been used for training and evaluating pur-
poses. The PlantVillage dataset [11] has been used for training the system. The dataset
has 55, 448 images of 39 different classes. 38 classes are related to plants’ leaves, and 1
class is for images with no leaves. 49, 886 images were used for training and validation
whereas 5, 562 images to test the method. Figure 6 shows some sample images from the
dataset. 80%–20% distribution has been used for the training and validation.

Dataset Processing: RGB images of size 256 × 256 have been used for training. The
images have been normalized before sending them to the network to avoid slowing
down during training by limiting computation with large numbers. Data augmentation
has been performed on training and validation data for better and more accurate per-
formance. Figure 7 shows samples of augmented data. Image processing techniques,
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Fig. 6. Sample images from PlantVillage dataset [11]

Fig. 7. Sample augmented data. Data is augmented on the fly for different rotation, zoom, bright-
ness, horizontal and vertical flip.

e.g., rotation, zoom, brightness, horizontal and vertical flip, have been used to generate
augmented data on the go.

Experiment: Figure 8 shows the plant disease detection workflow. The augmented and
preprocessed data is used for training the network. The Adam optimizer [15] has been
used with an initial learning rate of 0.001. The model has been trained for 75 epochs,
meaning 75 times the network iterated through the total dataset during training. The
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model has been trained with and without a reduced learning rate of factor 0.1. Then
the trained model is saved for future inference. The model is evaluated using the 5, 562
images that were kept aside. The disease detection network in aGROdet has been imple-
mented in Keras with TensorFlow back end.

Training
Dataset

Data 
Annotation

Model 
Training

Saving 
Trained 
Model

Data 
Augmentation

Data 
Processing

Resize 256x256
Normalization

Resize 256x256
Normalization Inference

Healthy/Disease Type

Trained Model

Training

Testing

Horizontal Flip,
Vertical Flip, 

Rotation, Zoom, 
Brightness

Fig. 8. Plant disease detection workflow

5.2 Estimation of Leaf Damage Severity

This section describes the leaf damage severity estimation process. To estimate damage
severity, leaf area and damage area are calculated. The ratio of these two areas gives the
percentage of leaf damage. Finally, a rule-based system predicts the damage severity.
Figure 9 shows the pipeline of the method.

Fig. 9. Leaf damage estimation workflow

Leaf Area Detection. This is the first step to estimating leaf damage severity. First,
the leaf area is detected and a mask is created for the leaf. Background segmentation
and thresholding have been used to create the mask. Finally, the area of the mask is
calculated to obtain the leaf area.
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Fig. 10. Leaf area detection by creating leaf mask. a. Input Image b. Background Segmentation c.
Mask Creation for the Leaf d. Noise Reduction from the Mask. Red large ovals show the shadow
around the foreground object and small circles highlight the shadows on the foreground object.
(Color figure online)

Background Segmentation: The leaf image consists of two parts- foreground object and
the background. Our object of interest is the foreground object, or leaf. To segment the
background from the leaf, the GrabCut [29] algorithm has been used. When different
foreground objects are present, the number of iterations and the parameters of the algo-
rithm need to be changed manually. But as in our case, only a specific type of object,
i.e., leaf, is detected, no manual adjustment is necessary.

In this method, an initial rectangle is drawn over the foreground object. The outside
of the rectangle is considered the confirmed background. The inside of the rectangle
consists of the foreground and some parts of the background. In our work, we kept the
image size of 256 × 256 as in Fig. 10(a) and chose to draw a large rectangle of size
226×226. A large rectangle is drawn to ensure that the whole foreground object or leaf
stays within the Region of Interest (ROI).

Once the ROI is defined, the GrabCut algorithm applies a Gaussian Mixture Model
(GMM) to the ROI. The pixels are grouped based on their similarity in color. A graph
is created based on the pixel distribution where each pixel forms a node. Two additional
nodes work as the references. The pixels attached to the Source node are considered
foreground pixels. However, background pixels are connected to the Sink node. The
probabilities of connecting to Source or Sink nodes decide the weights of the edges
of the graph. Similar pixel nodes are connected by edges with higher weight values.
Finally, the foreground pixels are segmented from the background pixels by minimizing
a cost function, which is the summation of the weights of the cut edges. We iterated the
process 5 times to segment the leaf from its background. After segmentation, the back-
ground pixels are turned black for the next step of processing, as shown in Fig. 10(b).

Thresholding and Leaf Area Detection: Shadows can be present on and around the
leaves. They have an impact on accurate leaf detection. The outer shadow increases the
leaf area, whereas the on-leaf shadows hinder the creation of a perfect mask for the leaf.
The large red ovals in Fig. 10 show around the leaf shadows, and smaller circles denote
on the leaf shadows.
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As HSV color space separates image color (hue) from the color intensity (value), we
transform the leaf images from RGB color space to HSV color space. The thresholding
is then performed over black color, as in Fig. 10(c). As the foreground object, a leaf,
is our object of interest, the mask is inverted. But several masks have noise due to
specular reflection and shadows on the leaf. This noise has been shown in small red
circles in Fig. 10(c). To get a noise-free mask, we selected the largest contour of the
foreground object. The healthy leaf consists of a large contour, whereas a damaged leaf
has a larger contour and several smaller contours depending on the damage. Hence,
the largest contour, selected from the foreground image, is drawn over the mask as in
Fig. 10(d). It gives a perfect noise-free mask for the leaf.

Around the Leaf Shadow Removal: Around the leaf shadows have been removed
before background segmentation. As shown in Fig. 11(b), pixel-based thresholding is
performed to select the shadow. The area around the leaf shadow part is then seg-
mented from the foreground leaf during background segmentation, as in Fig. 11(c). It
is removed through contour selection during final mask generation as in Fig. 11(d).
Finally, the final mask is made noise free in Fig. 11(e).

Fig. 11. Removal of shadow around the leaf. a. Input Image b. Detection of Shadow around the
Leaf c. Shadow Removal d. Leaf Mask Creation e. Noise Reduction from the Mask. Red large
ovals show shadow around the leaf and brown ovals highlight the shadow on the leaf. (Color
figure online)

Damage Area Detection. Leaf damage area calculation is also necessary to estimate
the leaf damage severity. The process is shown in Fig. 12. First, around the leaf shadow
is detected and removed, as in Fig. 12(b) and Fig. 12(c). As shown in Fig. 12(d), a mask
is generated for the green portion of the leaf and is bit-wise merged with the input
image, as shown in Fig. 12(e). Next, the black background of the image is segmented
from the merged image and recolored with any other color to differentiate it from the
damage, as in Fig. 12(f). Next, pixel-based thresholding is performed on the black color
to generate the mask for the damage, as in Fig. 12(g).
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Fig. 12. Leaf damage area detection. a. Input Image b. Detection of Shadow around the Leaf c.
Shadow Removal d. Leaf Mask Creation e. Merging of Mask and Input Image f. Recoloration of
the Black Background to Differentiate them from the Damage g. Damage Mask Creation.

Leaf Damage Estimation. For estimating leaf damage, the areas of the leaf mask and
damage mask are calculated. Pixels, present in the masks, are counted to calculate the
area. Figure 13 shows a sample area calculation and the estimated percentage damage
of a leaf.

Leaf Mask Damage Mask

Leaf Area = 32,947
Damaged Area = 1,300
Est. Damage = 3.95 %

Leaf Image

Fig. 13. Leaf damage estimation

Then, a rule-based system decides the severity of the damage to the leaf. The dam-
age severity grade scale is suggested in Table 2. If there is no damage detected, the sys-
tem predicts the leaf as healthy. However, if the percentage of damage is greater than 0,
it grades the damage severity into different tiers depending on the values. According to
Table 2, the damage severity grade of the damaged leaf in Fig. 13 is Gr-1 as the damage
is between 0 and 5%.

Table 2. Damage severity grade scale

Estimated damage (%) Damage severity grade

0 Healthy

>0 and ≤5 1

>5 and ≤10 2

>10 and ≤25 3

>25 and ≤50 4

>50 5
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6 Performance Evaluation of aGROdet

This section describes the performance of aGROdet for disease detection and disease
severity estimation. Unseen images from the PlantVillage Dataset [11] have been used
for evaluation purposes.

6.1 Disease Detection

The performance of the model has been evaluated through various metrics. 5, 562
unseen images of the [11] dataset have been used for validating the model. Figure 14
shows the confusion matrix for this multi-class problem. Different performance metrics
[20] have been calculated as in Eqs. 1, 2, 3, and 4.

Fig. 14. Confusion matrix for disease detection network (Trained without reduced learning rate).
Classes are denoted by numbers instead of the class names to fit into the figure space.
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Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F1− score =
2

1
Precision + 1

Recall

(4)

TP is True Positive, TN is True Negative, FP is False Positive, and FN is False
Negative. Two other diagnostic curves-ROC curves and Precision-Recall curves-are
drawn too. Figure 15(a) and Fig. 15(b) show such curves for only 8 classes. These
evaluating tools are originally defined for binary class problems. However, for multi-
class problems, these metrics and curves have been obtained by utilizing the one vs. all
method. A weighted average precision of 98% has been achieved.

Fig. 15. Performance evaluation curves for disease detection (Trained without reduced learning
rate)

Table 3 shows the accuracy of the model for two different training scenarios. When
the model is trained with a reduced learning rate of factor 0.1, better accuracy is
obtained.

Table 3. Accuracy for disease detection network

Training type Accuracy (%)

Training Validation Testing

Without reduced learning rate 97.62 97.42 97.68

With reduced learning rate 98.89 98.41 98.58

6.2 Leaf Damage Severity Estimation

The method has been validated with part of the PlantVillage dataset [11]. No experiment
has been done with corn leaf images in the dataset. Estimation of damage will not be
correct in those cases, as the whole leaf is not visible in the image. Table 4 shows some
sample results. The first column shows the tested images, whereas the second and third
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columns present leaf and damage masks, respectively. The results are stated in columns
four and five. The estimated leaf damage presented in the fourth column of the table
matches with the leaf and mask damage images of columns two and three. The shadows
on and around the leaves impact the damage estimation negatively. However, damage
estimation by aGROdet is not affected as damage masks in column three of Table 4 are
accurately generated even in the presence of shadows. Even if there is some specular
reflection in the image, aGROdet can still correctly estimates the damage of leaves.

There are certain scenarios when aGROdet will not estimate leaf damage correctly,
e.g., for variegated plants. In those plants, the healthy leaves have other colors, e.g.,
yellow or white, along with green. Abelia, Azalia, Boxwood, Cape Jasmine, Hydrangea,
and Lilac are such variegated plants. However, our area of interest is mainly crops,
fruits, and vegetable plants or trees where the color of the leaves is usually green. They
may turn yellow if they are under abiotic stress due to lack of nutrients in the soil, over
or under watering, over use of fertilizers, extreme cold, and absence of enough light.
However, aGROdet can detect those yellow parts as damage.

Table 4. Damage severity prediction through aGROdet
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6.3 Comparative Analysis

Table 5 shows a comparative analysis between aGROdet and other existing works. The
majority of the papers did not address the disease severity issue. [12] has addressed
the disease severity issue, but lower accuracy has been obtained. However, an accurate
leaf damage percentage has been achieved in our work along with the disease type.
aGROdet gives a better perspective of leaf damage.

Table 5. A quantitative analysis of the current paper with existing works

Works Disease type Accuracy (%) Damage estimation

Ji et al. [12] Multi Disease 86.70 Yes

Mohanty et al. [22] Multi Disease 99.35 No

Ji et al. [13] Single 98.57 No

Wang [37] Single 96.26 No

Ozguven et al. [26] Single 95.48 No

Pallagani et al. [27] Multi Disease 99.24 No

Current paper Multi Disease 98.58 Yes

7 Conclusion and Future Work

Plant disease is one of the major causes of crop damage. It stalls a plant’s growth
and prevents plants from reaching their full potential. Hence, plant disease detection
is important. However, to prevent the disease, farmers need to know the severity of the
disease. Hence estimation of the damage is another important area of research to know
the severity of the disease. Our proposed aGROdet could be a useful component to
smart village initiatives. In this paper:

– We proposed a plant disease detection system, aGROdet, for plant disease detection
and leaf damage estimation.

– We evaluated our system through various performance metrics. aGROdet has a very
high success rate in detecting disease and estimating leaf damage.

– Even when there are shadows in the image, aGROdet accurately calculates the dam-
age.

– aGROdet accurately estimates damage, even in the presence of some specular reflec-
tion.

However, there are limitations to aGROdet which need further experimentation. In
future work, these limitations are required to be addressed.

– [11] has images of single leaves. In reality, when the images are taken with a mobile
phone camera or UAV, there will be several leaves in the same image. Hence, a single
leaf image needs to be detected from the shot image before applying aGROdet.
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– As previously stated, aGROdet does not estimate damage in variegated leaves. Inclu-
sion of these plants’ damage estimates would be a good addition.

– Extent of damage is another area that needs attention.
– Disease can appear in any part of the plant. Here, only the top of the leaves are
considered. In the future, other parts of the plants affected by disease need to be
considered too.

– More work on the removal of shadows and specular reflections is needed. This will
increase the accuracy of damage estimation.

– The presence of pests on the leaf has not been considered. Inclusion of damage
estimation in the presence of the pest would be an interesting task too.

– Finally, more publicly available datasets will be an important addition to this
research. Clean and more informational datasets will orchestrate the progress of
data-centric AI initiatives.
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Abstract. This paper presents a Hardware-assisted security primitive that inte-
grates Physically Unclonable Functions (PUF) and IOTA Tangle for device
authentication in the Internet-of-Medical-Things (IoMT). The increasing market
and scope for the IoMT is due to its potential in enhancing and improving the
efficiency of health services across the globe. As the applicability of IoMT is
increasing, various security vulnerabilities are surfacing and hindering its adop-
tion. Device and data security are pivotal for Healthcare Cyber-Physical Systems
(H-CPS) since a vulnerable working ecosystem in healthcare to various security
attacks could risk the patient’s lives. To ensure the authenticity of IoMT, the pro-
posed security scheme uses Masked Authentication Messaging (MAM), which
is the second level communication protocol for secure data storage, retrieval
and sharing in IOTA Tangle. MAM works in three modes: Public, Private and
Restricted. The proposed security primitive has been developed in Restricted
mode for ensuring the utmost security by storing the PUF key of the IoMT in
Tangle using MAM. PUFs are one of the most widely adopted hardware security
primitives which work based on nanotechnology to build a secure fingerprint that
guarantees the integrity of consumer electronic devices. For validating PUFchain
3.0, a strong arbiter PUF module, which supports higher number of Challenge
Response Pairs (CRP), has been configured on two FPGA boards on both the
IoMT and the edge server sides for validation. The proposed security scheme has
taken less than 1min to upload the transaction onto Tangle through MAM and
less than 2 s to retrieve the data, which substantiates its robustness and potential
for sustainable and secure Smart Healthcare.
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1 Introduction

IoMT devices generate large amount of fragmented data for different applications in
Smart Healthcare. These fragmented data are being used for various clinical exper-
iments and research [21]. Wearable and implantable medical electronic devices are
placed inside and on the body to monitor various physiological parameters and generate
data for analysis which are processed in cloud and edge computing systems [11,16]. In
order to address the privacy issues in smart healthcare, many researchers have adopted
Distributed Ledger Technology (DLT) based solutions which provide immutability and
confidentiality. Blockchain has been one of the most widely explored DLT for financial
transactions since its inception in 2008 [18]. However, resource constrained IoT devices
cannot sustain the computational resource requirements of blockchain. The IoT devices
are vulnerable to various types of physical attacks where the authorized nodes can be
replaced by the fake ones [5,19,24]. Authenticity of IoT devices at the Physical layer
of H-CPS is also important, along with data confidentiality and privacy which can be
addressed using PUFs. PUF-based security solutions can be embedded onto a chip and
generate keys from the PUF design using process variations inside an Integrated Circuit
(IC) [5,9,22] which can be used as security keys.

Using asymmetric keys for encryption and decryption of data can sometimes restrict
access to medical professionals or patients. At the same time, a universal access key for
encryption and decryption defeats the whole purpose of using security protocols. Hence
a simple scalable approach for the authenticity of IoMT devices is needed [5]. PUFs do
not require a database for key storage. The PUF keys can be generated instantly by tak-
ing advantage of micro manufacturing process variations [9,14,17,20]. Tangle is a DLT
based solution which is a Directed Acyclic Graph (DAG) and has similar fundamental
working principles as the Blockchain such as immutability, and irreversibility while
being simple [2,27]. Tangle also addresses the fundamental challenges in Blockchain
which have been hindering its application in resource constrained decentralized and
distributed Fog and Edge computing systems. It does not require miner and transaction
fees to validate a transaction and add it to the Tangle DAG.

The rest of the paper is organized in the following manner: Sect. 2 presents the novel
contributions of this paper. Section 3 presents the security schemes and various DLT
based security solutions in SC. Section 4 explains MAM and its working. The working
flow of device authentication and transaction validation in the proposed PUFchain 3.0 is
explained in Sect. 5. Section 6 outlines the implementation details and Sect. 7 presents
the conclusion and directions for future research.

2 Novel Contributions

In motivation to propose a novel approach for sustainable cybersecurity in IoMT, we
propose a device authentication method by including PUF key of IoMT inside IOTA
Tangle using MAM which reduces the chance for its vulnerability to various kinds of
security attacks. The broad overview of PUFchain 3.0 is illustrated in Fig. 1.
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Fig. 1. Tangle DLT for a secure H-CPS using MAM.

The novel contributions of this paper include the following:

– Providing a minerless, low cost decentralized DLT for device authentication using
PUFs and creating a secure channel for communicating IoMT data through MAM.

– A DLT that utilizes Proof of Work requiring minimal amount of computational
resource requirements.

– A PUF based security approach where a PUF module can be integrated inside wear-
able and implantable IoMT devices and can generate a unique device fingerprint.

– A system that doesn’t require transaction fees and allows secure communication
through MAM.

– A robust multi level device authentication system for edge computing driven SC.
– A sustainable security solution which works in the Restricted mode of MAM where
an authorization key is created to restrict unauthorized access to the MAM channel.

3 Related Research Overview

The success of Blockchain in financial transaction has increased its applicability in IoT
based applications. However, the rate of transaction approval and time taken to append
blocks in the Blockchain have driven researchers to explore the possibilities for other
DLT based solutions that could address the aforementioned issues.

An approach for IoMT data sharing through Tangle was proposed [27] using MAM.
Different sensors were interfaced with a Raspberry pi and the corresponding data
was published in MAM restricted mode. This work however doesn’t include a device
authentication mechanism.

A scalable approach for integrating DLT with Blockchain was proposed [13] where
IoT devices could be integrated with Tangle which could then connect to Blockchain
in the backend through a connector node. In this approach, IoT devices have been clas-
sified as full and light nodes depending on their functionality. These devices can also
function offline and upload transactions onto Tangle once they are approved by peers.
Blockchain in this approach is proposed to be working in the cloud and IoT devices are
integrated with Tangle through edge computing which reduces latency and facilitates
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data processing capability at the source. This method however does not emphasize the
security of IoT devices.

A mutual authentication protocol was proposed using PUF and Blockchain for multi
server systems using Smart Contracts and Proof of Work. This approach uses one-way
hash functions and a fuzzy extractor for biometric authentication. However this app-
roach requires high computational resources.

Authors in [8] proposed a method in which PUF and Blockchain have been linked
together for IC traceability in supply chain management using the Inter Planetary File
System (IPFS). Various protocols were included to trace the ownership of a chip using
PUF key and smart contracts thereby storing these PUF keys in the IPFS. To address
the issues with consensus mechanisms like Proof of Stake (PoS) and with an objec-
tive of exploring Blockchain technology’s use for hardware assisted security, a robust
Proof of PUF-Enabled Authentication consensus mechanism for integrating PUF with
Blockchain was implemented in [18]. The result, PUFchain, works by authenticating
the PUF key of the device and its properties before uploading the data onto a database.

Most of the aforementioned approaches for HAS are utilizing Blockchain protocols
like PoW, PoS and Ethereum Smart Contracts. PoW is a computationally intensive con-
sensus algorithm which requires block validators or miners to achieve a nonce value to
validate a block of transactions.

Proof of Stake (PoS) on other hand is a stake-based block validation process where
the miner having higher amount of stake most probably is delegated with the responsi-
bility of validating the transaction. To address the above issues, a Proof of Quality of
Service based DAGs-to-Blockchain (PoQDB) consensus mechanism was proposed in
[3]. In this approach, the IoT devices can upload the data onto Cobweb ledger where
each transaction is authenticated using digital signature algorithm. After uploading data
in Cobweb using the MQ Telemetry Transport (MQTT) protocol, the Edge server will
upload the JSON data onto the Blockchain. However using private and public keys for
authentication makes this protocol vulnerable to network and spoofing attacks.

4 Tangle DLT

4.1 IOTA Tangle

Tangle is a DLT which is based on a DAG, where a transaction validates two previous
transactions to become part of the network. As the number of incoming transactions
increases, the transaction validation rate also increases. It is a No Block, No Miner and
No Fee DLT technology that has the inherent functionality of Blockchain while being
lightweight and scalable. The unverified transactions in the DAG are called ‘Tips’ [4].
The tips are selected based on a ‘Markov Chain Monte Carlo (MCMC)’ algorithm. The
rate of approval of incoming transactions is defined by a Poisson point process where a
predefined (λ) high controls the transaction approval simulation [4].

A coordinator node is responsible for selecting the unverified transactions and
attaching them as tips to newly added transactions. The transactions are uploaded by
clients onto Tangle through a coordinator node which performs Tip selection process for
the incoming transaction to validate previous two transactions. Validating a Tip involves
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verifying balances of the respective transaction from a Tip by performing minimal PoW
which does not require much computational capability as it does in Blockchain [12].

Each transaction in Tangle is associated with a cumulative weight (CW) which is the
number of transactions approved by the subsequent nodes either directly or indirectly
[23]. If a node in Tangle has a predefined initial weight of 1 then its CW will be the sum
of its initial weight and the CW of all subsequent nodes in the DAG which have either
directly or indirectly approved it.

The MCMC method performs a random walk from the genesis node which is the
initial node of Tangle and propagates throughout the network until it reaches the node
whose transaction has not been referenced and validated by the subsequent nodes. A
minimal amount of PoW is done to counter spamming attacks in Tangle. The flow
of device registration and authentication mechanisms in PUFchain 3.0 are shown in
Figs. 2, and 3.

Start

IoMT Data

Extract PUF Key

f(C1) = R1  

Yes

Process data on Edge

No

Discard PUF Key Broadcast Data to Edge 

Evaluate PUF metricsPUF Key 

standard?

Fig. 2. Procedural flow of enrollment process in PUFchain 3.0

4.2 MAM Overview

MAM is one of the communication protocols for sending and receiving the encrypted
information in Tangle through a channel by signing the message using the Merkle Hash
Tree (MHT) signature algorithm. The message can be accessed by the receiver using
the address of the channel. Whenever a new message of any length and size is uploaded
on Tangle a channel is created and the receivers can immediately access the data using
the root of the MHT [7,10]. The transaction in MAM consists of the actual message
and the MHT signature of the source [25]. MAM works mainly in three modes: Public,
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Private and Restricted. The working flow of MAM in restricted mode is illustrated in
Fig. 4.

Public Mode: In Public mode, the IoT device which is the source collects the data
and uploads it onto Tangle. A MAM channel with an address is generated for secure
exchange of information. The address of the channel will be the root of the Merkle Tree.
The subsequent transaction has to be submitted to the MAM channel using this fetched
root.

Private Mode: For applications requiring privacy and confidentiality, as in the case of
health record management, the root of the Merkle tree is hashed and the obtained hash
is used as the address of the channel to publish and access the data.
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Fig. 4.Masked authentication messaging modes in restricted mode
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Restricted Mode: The restricted mode of MAM works by using a channel Authoriza-
tion key or Side key along with the Merkle root. The address of the channel for the next
transaction is generated by computing the hash of the Merkle root and side key. The
message subscriber’s access to MAM channel is based on this combined hash value
which is confidential and acts as a security layer for machine to machine communica-
tions using Tangle.

5 PUFchain 3.0: A Hardware Assisted Robust Authentication
Mechanism Using Tangle

The main object of PUFchain 3.0 is to explore the potential of Tangle for hardware
assisted security in SC to address the issues with existing device authentication mecha-
nisms which require a non volatile memory to store the secret keys used for authentica-
tion. This system also proposes an approach where the conventional network commu-
nication protocols which are vulnerable to various types of spoofing attacks could be
removed and the IoMT device embedded with a PUF module could connect to an edge
server and access the MAM channel only after successful authentication.

Once the IoMT broadcasts the data, the edge server receives the data which contain
its fingerprint and performs the authentication by extracting the PUF key and comparing
it with the obtained one. If the authentication is successful, the PUF key of the device
can be used as the side key for the MAM channel. The edge server creates the MAM
channel and uploads the data onto the MAM channel whose address is generated using
the side key and the root of the Merkle tree.

Once the transaction is uploaded onto Tangle, a new root is created which will
be specific for that channel and a particular client can upload the data in subsequent
transactions using the new fetched root.

Each transaction in MAM has a reference address to the next one. The reference
address will change based on the working MAM mode. The side key could be changed
at any point of time if the secrecy of the side key is anticipated to be compromised
[2,7]. The whole transaction in PUFchain 3.0 works in MAM restricted mode where
the MAM channel could be accessed using an authentication key based on PUF along
with the hash of the root of Merkle Tree [2,6].

5.1 PUF Overview

PUFs can be defined as fingerprint generating functions for electronic devices. PUFs
are developed based on intrinsic manufacturing variations during chip fabrication. The
stability of these parameters for ICs changes based on the location, temperature and the
materials used. PUFs have been classified as Strong orWeak depending on the configu-
ration. Arbiter PUF, Ring Oscillator PUF and Butterfly PUF are most widely used PUFs
due to their power and speed optimized designs. The Arbiter PUF design is delay based,
developed to create a PUF key using the micro manufacturing variations associated with
wiring between the electronic components in an IC [15].



30 V. K. V. V. Bathalapalli et al.

5.2 Working of Proposed PUFchain 3.0

Device Registration Phase:
In the registration phase, the IoMT device embedded with the PUFmodule is tested with
different challenge response pairs (CRP) and figures of merit of the PUF are evaluated.
Table 1 presents the notation used in the proposed PUFchain 3.0. Strong and reliable
PUF keys were selected and a random challenge input is tested on the PUF module
embedded with the IoMT, and the corresponding PUF key is considered as its finger-
print. The micro controller connected to the client broadcasts the PUF data to Edge
server (ES). The working flow of the Enrollment process in PUFchain 3.0 is illustrated
in Algorithms 1, 2, and Fig. 5.

Step 1: Initially a PUF key for the challenge input CIN1 is extracted. The obtained
PUF Key R1 from the PUF module of IoMT device PUFMID is evaluated to compute
PUF metrics. If 100% reliability is achieved, then PMID is assigned as fingerprint of
end IoMT device and broadcast to ES.

Step 2: As soon as it receives the broadcasted PUF key PMID from the IoMT
device, the ES extracts a PUF key by giving a challenge input CIN2 for the PUF module
PUFMED attached on its side and extracts PMED.

Step 3: An exclusive OR (XOR) operation is performed on both the received and
extracted PUF keys PMID, PMED. The XOR ed output PXOR is broadcast back to the
IoMT as a challenge input CIN3 on the client side. The IoMT device receives the input
and performs key extraction. The obtained key ROUT2 is broadcast back as a challenge
input C to the ES.

Step 4: The ES finally computes the SHA-256 Hash (H) of the obtained final PUF
key RKOUT for the corresponding input from IoMT. The obtained final hash value HD

is stored in a secure database.

Algorithm 1: 1st level Enrollment Process of PUFchain 3.0
Input: PUF key extraction from PUF module connected to IoMT client
Output: Reliable secure fingerprint for IoMT device to establish secure communication

with Edge Server
1 Random CIN generation for testing the PUF module.
2 Test the PUF module and perform PUF key extraction
// PUFMID →f(CIN)=ROUT

3 Perform PUF metric evaluation.
// Calculate Uniqueness, Reliability, Inter-HD & Intra-HD

4 if PUF keys ROUT are standard then
5 PMID →ROUT

// PUF Key is assigned as pseudo identity of the Client

6 Edge Gateway(EG) connected to IoMT stores the corresponding Key in secure database
// PMID→EG
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Table 1. Notations

Notation Description

PUFMID PUF module on IoMT Side

PUFMED PUF module on Edge Server side

CIN Random Challenge Inputs

CIN1 1st Challenge Input

CIN2 2nd Challenge Input

ROUT Response Output from PUF module while testing

RKOUT Response Output from PUF module on ES side

RKOUT ′ Response Output from PUF module on ES side during authentication

ROUT2 Response Output from PUF module on IoMT side during Enrollment

ROUT2′ Response Output from PUF module on IoMT side during authentication

PXOR XOR ed output during enrollment

PXOR′ XOR ed output during authentication

PMID′ Pseudo identity of IoMT device (PUF Key) during authentication

PMED′ Pseudo identity of Edge Server (PUF Key) during authentication

RKOUT Final Authentication key during enrollment

RKOUT ′ Final Authentication key during authentication

⊕ XOR

AK Side Key

RK Merkle root

H SHA-256 Hash Function

HD Hash output value during Registration

HA Hash output value during Authentication

AM New fetched root

Device Authentication Phase:
Once the IoMT is authenticated, the ES uploads the entire transaction process details
in Tangle. The working flow of the authentication process and transaction update in the
MAM channel are presented in Algorithm 3 and Fig. 6.

Step 1: Cryptographic identity of IoMT is verified by performing the PUF key
extraction on both End device and ES side from their associated PUF modules.

Step 2: Challenge inputs (CIN1, CIN2) obtained during enrollment are retrieved
from the database and given to two PUF modules.

Step 3: The obtained PUF keys (PMID′ , PMED′) are evaluated and XOR ed. The
output CIN3′ is given as input to PUF on IoMT.

Step 4: The obtained ROUT2′ is again tested on the PUF at ES and obtained final
key RKOUT ′ is hashed. Attained hash value HA is compared with the retrieved HD.

Step 5: Once the device authentication is considered as successful by the ES, it
creates a MAM channel to upload the transaction and fetch the address and broadcast it
to the authenticated client to upload its data.
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Algorithm 2: 2nd Level Enrollment process of PUFchain 3.0

1 Edge Server (ES) receives PUF key from IoMT Client
// Selects a challenge input from CIN

// CIN→CIN2

// PMID→ES
2 ES Performs PUF key extraction from PUF module
// CIN2→ROUTED

3 ES performs PUF metric evaluation
4 if Reliability of ROUTED ==100% then
5 ROUTED→PUFED

6 f(CIN2)→PUFED

7 PUFED →PMED

8 Perform XOR Operation
// PXOR→PMID⊕PMED

9 ES sends XOR ed output as 2nd Challenge input to IoMT
// ES→PXOR→IoMT

10 IoMT gives corresponding XOR ed value as challenge input to its associated PUF module
// IoMT→PXOR→PUFMID

11 IoMT extracts response output for XOR ed Challenge Input
// PUFMID→f(CIN2)→ ROUT2

12 IoMT sends PUF key as input to Edge Server
13 Edge performs PUF key extraction for the obtained input

// PUFMED→f(ROUT2)→ RKOUT

14 SHA-256 hash function is used to compute hash on the obtained final authentication key
// Hash→H(RKOUT )→ HD

15 Store the Hash value along with initial challenge inputs in a SDB
// HD,CIN1,CIN2 →SDB

Step 6: The working mode of MAM is specified as ‘2’ which is the restricted mode.
An authorization key or side key AK is created.

Step 7: The authorization key AK for the MAM channel in the proposed security
protocol is predefined as “MYKEY”

Step 8: Once the MAM channel is created, an API link is obtained and broadcast
for the working nodes in H-CPS to view the MAM channel.

Step 9: Finally, hashing is performed on the root of the transaction RK and AK of
the MAM channel to fetch the address (AM ) for the subsequent transaction. The new
side key is defined as PMID of IoMT.

Step 10: The subsequent transaction address (AM ) is broadcast back to the authen-
ticated IoMT end device to upload.

The working mode of MAM is specified as “Restricted (2)”. The secret key for the
MAM is a predefined one which could be changed at any time depending on the security
requirements.
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Algorithm 3: Authentication process of PUFchain 3.0

1 ES extracts challenge inputs from Secure Database
// SDB→CIN1,CIN2

2 IoMT and ES perform key extractions
// CIN1→PUFMID→PMID′

// CIN2→PUFMED→PMED′

3 Perform XOR operation and corresponding PUF key extractions
// PXOR′→PUFMID′ ⊕→PMED′

4 Obtain final authentication key
// PUFMED→RKOUT ′

5 Compute hash on obtained final authentication key
// Hash→H(RKOUT ′)→ HA

6 if HA==HD then
7 Device Authentication is successful
8 Create MAM channel
9 Assign authorization key

// MAM Channel→AK

// MAM Mode →Restricted (2)
10 Upload Pseudo Identity of IoMT and ES

// PMID → Streams v0 (Channel)
11 Fetch Next root

// MAM Channel →New Root(NR)
12 Perform hash on side key and root

// AM →H(AK,RK)
13 Broadcast New fetched root and new side key PMID

14 else
15 Discard the transaction
16 Go to Step 1 for the new Transaction

6 Implementation and Validation

The proposed PUFchain 3.0 security is implemented using the Chrysalis version of
IOTA Tangle. STREAMS is a new feature of Tangle which introduces new security fea-
tures to improve the working ecosystem of Tangle by including cryptographic features
[7]. The MAM channel used for this implementation has been STREAMS v0 channel.
The working code MAM in Tangle is given in [1]. The time taken to upload a transac-
tion into Tangle will be the total time taken for Tip Selection, Transaction validation.
This is much shorter than the time taken to perform block addition in PoW which is
10min [18]. The sample outputs of PUFchain 3.0 are given in Fig. 7.

The Single Board Computers (SBC) are connected to PUF modules built on two
Xilinx FPGAs for PUF key extraction as, shown in Fig. 8.

An Arbiter PUF is embedded on two Xilinx FPGA boards which are connected to
Raspberry pi boards through pmod ports. Baud rate of 9600 is used to extract PUF keys
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Fig. 7. Validation of PUFchain 3.0 in Tangle API
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Fig. 8. Experimental setup of PUFchain 3.0

from the Raspberry pis. Overall uniqueness of PUF keys from two PUF modules has
been approximately 50%. The metrics of Arbiter PUF modules are given in Figs. 9 and
10.
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Fig. 9. Figure of Merits of 1st PUF module

Reliability has been approximately 100% when the two PUF modules have been
tested with 500 PUF keys for four times at different instances of time and varying
temperatures. The characterization of PUFchain 3.0 is given in Table 2.

The overall time to perform device authentication process in PUFchain 3.0 is
between 2.7 to 3.6 s. Once the device authentication is done, the average time taken
to upload the transaction onto Tangle Mainnet has been 28 s while the mean time to
fetch the transaction has been approximately 1 s. The tabulated results of PUFchain 3.0
are given in Table 3 and comparative analysis of PUFchain 3.0 with the state of the art
research is given in Table 4.
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Fig. 10. Figure of Merits of 2nd PUF module

Table 2. Characterization of PUFchain 3.0

Parameters Results

Application Smart Healthcare

DLT IOTA Tangle

Communication Protocol MAM

PUF Module Arbiter PUF

Programming JavaScript, Verilog, Python

Working Mode Restricted

IOTA Network Mainnet

Number of PUFs 2

PUF xc7a35tcpg236-1

Edge Server Single Board Computer

Table 3.Metrics evaluation of PUFchain 3.0

PUFchain 3.0
Serial No.

Time taken to fetch
MAM transaction (sec)

Time to perform Device
Authentication (sec)

Time to taken to upload
transaction in Tangle
network (sec)

1 1.073 3.66 17.31

2 1.266 3.66 19.91

3 1.288 3.66 13.60

4 0.914 3.28 6.18

5 1.288 3.18 58.40

6 1.057 3.72 55.61

7 1.213 3.32 28.54

8 1.12 3.04 32.0

9 1.235 2.96 19.9

10 1.099 2.72 31
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Table 4. Comparison with state of the art research

Research
Works

Security
Protocol

DLT Area Approach Security
Primitive

Chaudhary
et al. [8]

Auto-
PUFchain

IPFS IC
Traceability

Smart
Contracts

HAS

Al-Joboury
and
Al-Hemiary
[3]

PoQDB Blockchain
and Cobweb

IoT MQTT Data Security

Wang et.al
[26]

Blockchain
and
PUF-Based
based
Authentica-
tion
Protocol

Blockchain Smart
Healthcare

Smart
Contracts

HAS

Hellani et al.
[13]

Tangle the
Blockchain

Blockchain
and Tangle

IoT Smart
Contracts

Data Security

Bathalapalli
et al. [5]

PUFchain 2.0 Blockchain Smart
Healthcare

Proof-of-PUF
Enabled
Authentica-
tion

HAS

PUFchain
3.0 (Current
Paper)

PUFchain
3.0

IOTA Tangle Smart
Healthcare

MAM HAS

7 Conclusions

Smart Healthcare is converging various technological solutions to enhance the quality
of healthcare systems around the world. Various security solutions are being proposed
to address the security vulnerabilities and realize the true potential of the IoMT, which
constitutes an important part in H-CPS. This paper proposed and validated a sustain-
able security approach for device authentication and data confidentiality by utilizing
PUF and IOTA Tangle. IOTA Tangle is becoming an alternative for Blockchain in IoT
applications which are resource constrained decentralized systems due to its capability
in offering a robust security for data as the Blockchain while being ‘Miner and Trans-
action Free’. By integrating PUF with Tangle, the device integrity can be ensured since
each device fingerprint is stored in a DLT. A robust security protocol for device authen-
tication has been implemented and stored in Tangle using MAM in restricted mode.
The time taken to upload and retrieve the transaction in PUFchain 3.0 has been well
within 1min which is almost 10× times faster than the PoW consensus mechanism in
Blockchain.
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Exploring the possibility for a scalable Blockchain based consensus mechanism
using PUF and IOTA Tangle to achieve the objective of SbD could be a direction for
future research.
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Abstract. LoRaWAN-based wide area monitoring systems may use
non-stationary LoRaWAN gateway devices to collect sensor data. In
these cases, the most suitable locations for gateways must be found,
while taking into account the scarcity of radio resources and energy con-
sumption. In this paper an optimization model is proposed that aims to
address this problem. The model ensures that power drain on the most
critical devices is minimised fairly, considering an amount of packets to
be delivered, and can be used to plan changes of gateway locations peri-
odically, so that the network lifetime is extended. Results show that the
optimization model and proposed pipeline are adequate for the planning
of wide area monitoring where in the long-run different devices will be
communicating in parallel, with the same gateway or different gateways,
and sharing the spectrum. The approach can also be used to anticipate
any gateway rearrangement need to ensure the extension of the lifetime
of the network.

Keywords: Internet of Things · LoRaWAN · Energy saving

1 Introduction

The Internet of Things (IoT) refers to the interconnection of smart devices,
and low power wide area network (LPWAN) technologies are now considered a
promising platform for the creation of large scale IoT applications (e.g., smart
cities, smart agriculture), enabling low bit rate wireless connections covering long
distances with minimum power consumption [10,15]. One of these technology is
LoRaWAN that operates in the unlicensed frequency band, so that end users
are free to build LoRa-based architectures similar to house-owned WiFi routers.
This freedom will certainly contribute to the emergence of new IoT applications.

The large-scale deployment of LPWAN for IoT brings many challenges
because radio resources are scarce and their management becomes very chal-
lenging in practical networks. Therefore, procedures for an efficient and dynamic
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management of resources become necessary. In the case of LoRaWAN networks,
an adaptive data rate (ADR) mechanism is available that dynamically assigns
transmission parameters to the end nodes [8]. In general, the lifespan of the
battery and throughput depends on the time on air (ToA), which defines the
time required for a packet to travel between an end-device and the gateway, and
transmission power (TP). The transmission duty cycle (TDC), defined as the
maximum time during which an end-device can access the channel per hour,
is also a key constraint in such networks [2]. Such limitation applies also to
gateways, and ends up limiting the number of updating packets a gateway can
disseminate per hour. This means that a gateway can be prevented from updat-
ing all end devices, and global network optimizers should take this limitation
into account. A gateway updating packet consumes 2–3 s.

LoRa-based wide area monitoring systems have been proposed in many fields
(e.g., tree farms [3,16]). In such deployments, coverage can be ensured by mobile
LoRaWAN gateway devices that collect data from sensors located at longer
distances, as in [7]. In these cases, an additional problem that needs to be solved
is to find the most suitable locations for gateways, and determine when and how
to move them for efficient data collection, given the energy consumption at the
devices. Here in this article, the LoRa gateway placement problem is addressed
and the goal is to assign gateways to places in a way that energy depletion at
critical devices is fairly minimized. Although the developed optimization model
is able to solve any instance of the problem, our final goal is to move to a real
deployment (an orchard, more specifically). Therefore, all information required
by the optimization model (in order to make its decisions) was extracted from
a simulation developed in OMNet Flora, where the implemented environment
conditions and device energy models are similar to the real deployment ones.
This way gateway placement (and adequate number of gateways) can be decided
before going into the field.

More clearly, the contributions of this article include:

– Mathematical optimization model of the LoRa gateway placement problem,
having as goal the fair minimization of energy depletion at critical devices.

– Validation of the optimization model using realistic information extracted
from a deployment simulation model developed in OMNet Flora.

The remainder of this article is organized as follows. Section 2 discusses work
related with LoRa placement and applications similar to ours. Section 3 intro-
duces some required definitions and formulates the gateway placement problem.
Section 4 discusses the steps involved in obtaining the results, and performes an
analysis of these. Section 5 draws conclusions and presents future work.

2 Related Work

Mobile LoRaWAN gateways are considered in applications like agriculture,
wildlife monitoring and livestock applications where data has to be collected
and/or productivity improved, as in [7,9]. In these works in particular, a single
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mobile gateway is considered and the authors show that it can be a more cost
effective choice than using multiple static gateways. These studies do not address
the gateway placement planning issue, and do not consider multiple gateways.

Regarding the data collection problem, in [18] it is assumed that gateways
are not always available, so devices need to perform local data buffering. The
problem of multiple devices having to deliver a larger number of packets, upon
gateway availability, is addressed. To avoid bursts of collisions and expedite
data collection, a time-slotted transmission scheduling mechanism is proposed.
In [17], an offline heuristic approach is proposed to find time-slotted schedules.
Information like the number of devices and their spreading factor (SF) is assumed
to be known. In contrast to the just mentioned works, an online approach is
proposed in [1] where partial knowledge is assumed. This allows the algorithm
to adapt to dynamic changes, such as topology changes. This is achieved at the
expense of higher energy consumption and longer data collection time than the
offline approach. In [4,19], the problem of collecting data using a single SF is
addressed. The goal of the SF optimization problem is to maximize the success
probability given an amount of data per node and a maximum data collection
time window.

The gateway placement problem in LoRa networks was initially addressed in
[12], where it is shown to be NP-Hard. The goal is to maximize the average energy
efficiency of the network by placing as few gateways as possible. However, this
approach does not consider the energy depletion at critical devices, and solutions
lead to reduced network lifetime. A LoRaWAN gateway placement model for
dynamic IoT scenarios is proposed in [11]. The approach is to group IoT devices
when placing gateways, so that each gateway can serve a group of devices. The
assessment of the most critical device among such devices, and therefore network
lifetime extention is not addressed.

In this work the placement of gateways is done so that the energy depletion at
the most critical devices (one per resulting gateway coverage) is fairly minimized.
To the best of the authors’ knowledge and bibliographic search this is being
addressed for the first time.

3 Problem Statement

3.1 Definitions and Notation

Definition 1 (LoRa Bit Rate). LoRa modulation uses chirp spread spectrum
signals to modulate data. The spreading factor determines the number of chirps
contained in each symbol, given by 2SF . Therefore, BW

2SF , where BW is the band-
width, gives the symbol rate. Since the number of raw bits that can be encoded by
a symbol is SF , and given a coding rate CR, the useful bit rate for a given SF
will be RSF = SF × BW

2SF × CR.

The bandwidth (BW) in LoRa can be 125 kHz, 250 kHz or 500 kHz.
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Definition 2 (Transmission Duty Cycle - TDC). Ratio of the cumulated
sum of transmission times per observation period. The maximum duty cycle ends
up being the maximum percentage of time during which an end device can occupy
a channel, per hour.

Definition 3 (Packet Reception Ratio - PRR). Probability of correct pack-
age reception, at a gateway g ∈ G, assuming an average signal to noise ratio
(SNR) for a particular distance between a device d ∈ D and the gateway, and
assuming a certain SF for transmission.

Besides the PRR, a no collision probability is also considered by many
authors, as in [14]. The traditional ALOHA is usually the underlying medium
access protocol.

Definition 4 (Feasible Spreading Factors). A spreading factor belongs to
the set of feasible spreading factors of device d ∈ D for communication with
location l, denoted by Sl

d, if and only if it can be used for d to communicate with
location l ∈ ⋃

{g∈G}
Lg.

Definition 5 (Most Critical Device). Assuming Lg to be the set of possible
locations for a gateway g ∈ G, the most critical device in the coverage area of
g ∈ G, when placed in location l ∈ Lg, is given by Δl

g = arg maxd∈Cl
g
{Bl

d}, where
Bl

d is the relative battery consumption of device d ∈ D when sending a packet to
location l, and Cl

g = {d ∈ D : Rl
d,s∗ × PRRl

d,s∗ × N l
d,s∗ ≥ Rl′

d,s′∗ × PRRl′
d,s′∗ ×

N l′
d,s′∗ ,∀l′ �= l} is the set of devices that are expected to adjust their SF to s∗

(optimal SF) for communication with gateway g at location l.

The Rl
d,s∗ , PRRl

d,s∗ and N l
d,s∗ are the bit rate, PRR and the no-collision

probability when device d is communicating to location l using SF s∗, the optimal
SF assigned by the ADR mechanism.

Definition 6 (LoRa Gateway Placement Problem - LGP Problem).
Given a set of end node devices D and a set of gateways G, find the places for
gateways that lead to a fair minimization of energy depletion in critical
devices (considering a set of packets to be sent) while also ensuring that: i)
all devices are covered and; ii) device transmission does not violate the TDC.
More formally, let us assume that χU = {χ1, χ2, ..., χ|χU |} is the universe set
of all feasible gateway-place assignments. Let us also consider a cost function
f : χU → �+ defined by:

f(χi) = arg max
<g,l>∈χi

{
PΔl

g
× LΔl

g

Rl
Δl

g,s∗ × PRRl
Δl

g,s∗ × N l
Δl

g,s∗
× Bl

d} (1)

where Pd is the number of packets per TDC to be sent by device d, Ld is the
average packet length, and the device being considered is the most critical one.
Then the most energetically fair gateway placement is given by:



On the Optimization of LoRaWAN Gateway Placement in Wide Area 45

χ∗
i = arg min

χi∈χU

{f(χi)} (2)

A gateway-place assignment is considered to be feasible if all devices are covered
and no device transmission violates the TDC.

That is, from all possible gateway-place assignments, the one that provides
the lowest upper bound on depletions at critical devices is the one that should
be selected.

3.2 LGP Problem Formulation

Let us assume the following known information:

D Set of LoRa communicating devices, where d ∈ D denotes a specific device.
G Set of available LoRa gateways, where g ∈ G denotes a specific gateway.

Bl
d Relative battery consumption of device d ∈ D, when communicating with

a gateway at location l ∈ ⋃

{g∈G}
Lg, considering the time required for the

transmission of all packets; 0 ≤ Bl
d ≤ 1.

S Set of SF-CR configurations, where s ∈ S denotes a specific configuration.
Lg Set of possible locations for gateway g ∈ G.
Cl Set of covered devices when location l ∈ ⋃

{g∈G}
Lg is in use.

Sl
d Set of SFs that can be used for device d ∈ D to communicate with a gateway

in location l ∈ ⋃

{g∈G}
Lg, Sl

d ⊆ S.

Let us also consider the following variables:

σl
d One if device d ∈ D is communicating with location l ∈ ⋃

{g∈G}
Lg; zero

otherwise.
ϕg,l

d One if d ∈ D is the most critical device, from all devices covered by gateway
g ∈ G placed at location l ∈ Lg; zero otherwise.

φg,l One if gateway g ∈ G is to be placed at location l ∈ Lg; zero otherwise.
Π Most difficult transmission conditions among all critical devices (upper

bound).

The LGP problem can be solved using the following objective function:

– Objective function:

Minimize Π (3)

The following set of constraints must be fulfilled:

– Allocation of gateways to places and covering of all devices:
∑

{l∈Lg}
φg,l = 1,∀g ∈ G (4)
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∑

{g∈G}

∑

{l∈Lg:d∈Cl}
σl

d = 1,∀d ∈ D (5)

σl
d ≤

∑

{g∈G:l∈Lg}
φg,l,∀d ∈ D,∀l ∈

⋃

{g∈G}
Lg : d ∈ Cl (6)

(Rl
d,s∗ × PRRl

d,s∗ × N l
d,s∗) × σl

d ≥
≥ (Rl′

d,s′∗ × PRRl′
d,s′∗ × N l′

d,s′∗) − Θ × (1 − σl
d),

∀d ∈ D,∀l, l′ ∈
⋃

{g∈G}
Lg : d ∈ Cl ∧ d ∈ Cl′ (7)

where Θ is a big value, required for constraints to hold true regardless of the
gateway location a device is communicating with. Constraints (4) place gate-
ways at one of the allowed locations, Constraints (5) ensure that all devices are
covered. Constraints (6) ensures that communication with a location occurs only
if there is a gateway placed in there. Constraints (7) ensure that devices com-
municate with the gateway location providing the best conditions.

– Most critical device depletion:
∑

{d∈D:d∈Cl}
ϕg,l

d = φg,l,∀g ∈ G,∀l ∈ Lg (8)

ϕg,l
d ≤ σl

d,∀g ∈ G,∀l ∈ Lg,∀d ∈ D (9)

Bl
d × ϕg,l

d ≥ Bl
d′ × σl

d′ − Θ × (1 − ϕg,l
d ),

,∀g ∈ G, l ∈ Lg,∀d, d′ ∈ Cl (10)

where Θ is a big value, required for constraints to hold true regardless of a node
being considered critical or not, which must hold in mathematical optimization
models. Constraints (8) and (9) determine the critical device per gateway cover,
while Constraints (10) ensure that it is the one with higher relative energy con-
sumption.

Π ≥ ϕg,l
d × Pd × Ld

Rl
d,s∗ × PRRl

d,s∗ × N l
d,s∗

× Bl
d,

∀g ∈ G, l ∈ Lg,∀d ∈ D (11)

Constraints (11) determine the most difficult transmission conditions among all
critical devices.
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– Non-negativity assignment to variables:

ϕg,l
d , φg,l, σl

d ∈ {0, 1};Π ∈ �+. (12)

This optimization model can be solved using packages like CPLEX or Gurobi,
[5,6], which find the optimal solution given an instance of the problem. Other
approaches, such as genetic algorithms and meta-heuristic algorithms, do not
guarantee that the optimal solution is obtained, although they are faster to
execute. Since the LGP can be planned offline, and since there is no strict time
frame for completion, an optimisation model ensuring an optimal solution is
preferred.

4 Analysis of Results

The architecture implemented follows the one proposed by the LoRa Alliance.
The network has a star-of-stars topology where gateways work as intermediary
points between devices and the central network server, allowing for bidirectional
communication between these end points. The real deployment is an orchard
(Fig. 1) with the following characteristics:

– Orange grove of 45.6-hectares of square-shaped field with 25 sensing devices;
– Orange trees are equally spaced, each having off-the-shelf temperature and

luminosity sensors, mounted inside the tree’s canopy, to evaluate de impact
of local conditions on fruit development;

– Each device is 150 m horizontally and 190 m vertically away from each other

The simulation model developed in OMNet Flora, for the just mentioned real
deployment, consideres:

– 2 gateways and 5 different feasible locations for both gateways.
– Oulu path loss model, using n = 2.32, B = 128.95, σ = 7.8 and antenna gain

of -4.15dB, similarly to [13].
– ADR algorithm for SF optimization;
– Energy model provided by Flora, following values in Table 1.

The first step is to use the simulation model to collect Rl
d,s∗ , PRRl

d,s∗ and
N l

d,s∗ , which depend on path loss conditions, and Bl
d, resulting from the energy

model in use, ∀l ∈ ⋃

{g∈G}
Lg and ∀d ∈ D. This is input information to the

optimization model. Such characterization of transmission conditions and energy
consumption, from every device towards every possible gateway location, is done
considering the transmission of 10000 packets per device.

The next stage is to determine the optimal gateway placement given by the
mathematical optimization model, and then run the simulation considering the
placement of gateways found by the optimization model. Results are compared
against other placements. Table 2 summarizes the obtained results, where the
placement resulting from the optimization model (and impact of that choice) is
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Table 1. Flora Energy Consumption Model.

Mode Power Consumption (W)

Off 0

Sleep 0.001

Switching 0.002

Receiver, idle 0.002

Receiver, busy 0.005

Receiver, receiving 0.01

Receiver, receiving preamble 0.01

Receiver, receiving header 0.01

Receiver, receiving data 0.01

Transmitter, idle 0.002

Transmitter, transmitting 0.1

Transmitter, transmitting preamble 0.1

Transmitter, transmitting header 0.1

Transmitter, transmitting data 0.1

Fig. 1. Schematic representation of the gateways and end node locations.

displayed in bold. Results were similar for a coverage cutoff of 0% (all devices
covered by all gateway locations, when in use) and 10% (a device not able to
transmit at least 10% of its packets, towards a given gateway location, is con-
sidered uncovered).
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Table 2. Energy Consumption per Packet (2 GWs).

Energy Consumption
Packet Data Rate

Gateways

positions Average Standard Deviation Lowest Largest

0 1 0,41 0,23 0,073 0,86

0 2 0,25 0,12 0,07 0,62

0 3 0,28 0,13 0,08 0,53

0 4 0,29 0,13 0,08 0,56

1 2 0,29 0,16 0,07 0,70

1 3 0,27 0,14 0,07 0,53

1 4 0,39 0,20 0,07 0,73

2 3 0,28 0,17 0,07 0,66

2 4 0,36 0,21 0,07 0,87

3 4 0,40 0,25 0,08 0,96

Devices end up transmitting a different amount of packets, and for this rea-
son we cannot look at energy consumption in an isolated way. For this reason the
results regarding energy consumption per packet are the ones included in Table 2.
Results show that the optimization model ends up being capable of finding the
best places for gateways, when compared with other possible locations. This is
because it was able to select one of the gateway positioning combinations pre-
senting the lowest value in the “Largest” column, meaning that the worst energy
consumption per packet is minimized. This solution is one of the fairest solu-
tions because minimizing such upper bound (worst energy consumption) ends
up balancing energy consumption among devices, extending network lifetime.
The average energy consumption per packet is also one of the lowest, ensuring
energy saving in general.

These results allows us to conclude that basing the decision on the most
critical nodes, one per coveraged range, and make placements that lead to the
minimization of the most difficult transmission conditions among critical devices,
is adequate for such kind of deployment where in the long-run different devices
will be communicating in parallel, with the same gateway or different gateways,
and sharing the spectrum. Any attempt to minimise the sum of device’s energy
consumption, or maximize the overall throughput, would not be appropriate in
this context.

5 Conclusions and Future Work

In this article the LoRa gateway placement problem is addressed and an opti-
mization model is developed that assigns gateways to places in a way that energy
depletion at critical devices is fairly minimized. Results show that the optimiza-
tion model and proposed pipeline are adequate for the planning of LoRaWANs, in
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particular for wide area monitoring systems requiring multiple gateways, which is
a step that should precede any deployment. Planning is done offline, for any real
scenario, and applied when appropriate, allowing prior validation of gateways
placement. Such pipeline can also be used to anticipate any gateway rearrange-
ment need to ensure the extension of the lifetime of the network, being only
required to change the input information. Future work will address the schedul-
ing of gateway rearrangements. More specifically, given an existing deployment,
determining when it becomes necessary to carry out a new gateway rearrange-
ment and how to do it without service disruption is an issue that needs to be
addressed.
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Abstract. Along with smart infrastructures, smart institutions and smart ser-
vices, having smart and healthy people is also a key component of smart vil-
lages. There are number of applications and tools that are designed to monitor
the growth of the crop but there are little to none to monitor the health of the
farmers. Healthcare is not a luxury and it should be accessible to everyone. With
that said, Agri-Aid is an automated system that continuously monitors the phys-
iological, vital, environmental and location based features which have a direct or
indirect relationship on farmer’s health. This device will analyze the features and
will let the user understand and allow them to make small changes in the process
of farming. When in the case of severe threat to life, the Agri-Aid will connect
to doctors automatically for immediate care. Agri-Aid is designed in the IoMT
framework and an accuracy of approximately 98% is observed.

Keywords: Smart healthcare · Healthcare Cyber-Physical System (H-CPS) ·
Internet of Medical Things (IoMT) · Farmer health · Farmer fatigue · Heat
strokes · Pesticide exposure · Visually impaired · Hearing impairment ·
IoT-Edge Computing

1 Introduction

In any given economy, agriculture plays a very critical role. It is the foundation of the
successful system for an entire life of an economy. Along with the food production and
raw supplies, agriculture enhances the economic growth by creating various job oppor-
tunities. In 2020 in the United States, among 19.7 million jobs related to agriculture and
food sectors, 2.6 million jobs were accounted for farmers i.e., 1.4% of 10.3% of total
employment [43]. The total number of farms in the world is approximately 570 million
and there are roughly 500 million people whose livelihood is derived from farming [22].

While approximately 44% of the farmers are poisoned by pesticides every year,
heat stroke is considered as the leading cause of death among farmers [6]. According
to Center for Disease Control and Prevention, the death rate for farmers is 20% higher
than the rest of the civilians in US alone [27].

While the technological industry is set on pace to exceed $5.3 trillion in 2022
[26] and the wearable technology market is projected to reach $380.5 billion by 2028
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Fig. 1. Device prototype of the proposed Agri-Aid system.

Fig. 2. Proposed Agri-Aid system in the edge computing paradigm.

[11], there have not been many advancements in agricultural sector especially targeting
farmer health.

A comparison study reveals that farming can have an effect on the health status of
the farmers [10]. Thus, Agri-Aid, a fully automated continuous monitoring IoMT based
device is proposed to monitor the vital, weather and geographical parameters of the
farmers to detect and predict fatigue, health hazards and exposures to pesticides among
them. The device prototype of the proposed Agri-Aid is represented in the Fig. 1.

Agri-Aid is a state-of-the-art Edge computing device in IoMT framework. IoT can
be defined as a network of things where each thing in the network is connected and is
the capable of transferring information with a unique IP address upon need [35]. When
the same fundamentals are applied to medical things and healthcare domains, IoT is
termed as Internet of Medical Things (IoMT) [33]. IoMT framework can be observed
in Smart Healthcare [32,36], Smart Transportation, Smart cities, etc., [34]

A distributed computing paradigm otherwise known as edge computing has been
used here in Agri-Aid as shown in Fig. 2. Such computing paradigm allows the data
processing and analyses to be done at the source or at the user end. Real time data
processing, bandwidth utilization reduction, lower network traffic, increase in the effi-
ciency, security and privacy of the devices with the reduction in the costs are few among
the other advantages of adapting Edge computing [15].
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The organization of the paper is as follows: Sect. 2 discusses the motivation behind
this research. Section 3 provides the state-of-the-art literature. Section 4 describes how
Agri-Aid bridges the gap from the state-of-the-art research. Section 5 discusses the wide
range of features both vital and environmental and their significant impact on the farmer
health. Section 6 provides a flow of the concept followed by the feature extraction from
the discussed parameters. Section 7 describes the working flow of the proposed Agri-
Aid system. Section 8 comprises of the ML implementation of the modal and edge
implementation of the same. A brief comparison followed by conclusions and future
directions are provided in Sect. 9.

2 Motivation Behind the Proposed Agri-Aid System

Study indicates that only a small portion between 7% to 11% of the hired farmers have
health insurance provided by the employer [44]. Healthcare services are expensive and
not everyone can afford it. Reaching for help and accessing the desired help can be
major issues depending upon the location of the farm. Most of the farmers face death
because of the lack of knowledge on the side effects of exposure to pesticides or heat
strokes. Thus the need for a system to not only monitor the vital signals of the farmers
but also to educate about the possible health hazards has become important.

3 Related Prior Research

With the focus being on crop growth and the productivity of agriculture in general,
farmer health monitoring and tracking is very much neglected. There are many state-of-
the-art literature’s and market ready devices for crop growth monitoring but there are no
products and little to none literature that focused on unified farmer health monitoring.

With longer exposure of pesticides, regular health checkups especially vision and
cardiopulmonary care are very important. There are studies which observe the impact
on vitals focusing on pesticide poisoning and have conducted studies with the farmers
exposed to certain chemicals to farmers who were not exposed to the same chemicals
[8,25].

The official statistical data on pesticide poisoning in the country is considered
under-estimated as only 2% of the cases are reported to the formal health centers [1].
Better quality pesticides may reduce the impact on farmers. Study indicates that the
farmers are willing to pay 28% more than what they are currently paying towards pes-
ticides for better health [13].

Health awareness campaigns for the farmers showed the improvements in the symp-
toms for chronic pesticide poisoning in farmers [41].

The mood and physical activity of the person can determine the mental health of a
person. With the early diagnosis of the mental health, the rate of suicides in farmers can
be reduced [24].

Older farmer health monitoring plays a very important role as a study shows that
in a fatality data of 7064 deaths, over half of the deaths are accounted as older farmers
between 1992 and 2004 [28].
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Fig. 3. Broad perspective of the proposed Agri-Aid system.

A study shows that even though most of the farmers are not well educated and
have very little knowledge on the technology, with promoting protective eye-wear and
training, farmers have experienced effectiveness and comfort with their regular chores
[12].

Few questionnaire based approaches have been proposed to analyze the health of
the farmers. An automatic risk detection system is proposed which takes the answers
from the farmers to certain questions based on the farming practices and generates the
risk percentage of the pesticide exposure [23].

There are few worker health monitoring mechanisms that are presented by mon-
itoring the gait parameters, respiration parameters and heat stress of the farmer [3,7].
However, these mechanisms lack an easy access, lack of considering various parameters
that effect the health of the farmer.

3.1 Major Issues with the Existing Solutions

Some of the major issues with the existing solutions are discussed below:

– For the farmer health or worker health monitoring, no unified detection is performed
as various other physiological, weather and geographical parameters are not consid-
ered.

– Real time data processing is never provided.
– Farmers are required to self diagnose the situation and are required to ask for help
instead of accessing the help.

– No wearable devices are proposed, thus not taking the complete advantage of the
technological capabilities.

– Affordability, reachability and accessibility to the farmers has been neglected.

With this, having Agri-Aid, a wearable or a system to continuously monitor the
health of the farmer can be helpful. The broad perspective of Agri-Aid is represented in
Fig. 3.

4 Novel Contributions and Issues Addressed Through Agri-Aid

The novel contributions and the issues that are addressed through Agri-Aid are listed
below.
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– For the farmer health or worker health monitoring, complete unified detection is
performed.

– Precautionary methods and notifications are provided to farmers to eliminate exces-
sive exposure to pesticide induced environments.

– Precautionary and timely notifications are provided depending upon the various fea-
tures that are considered (detail discussion in Sect. 6).

– Real time data analyses is performed at the user end by incorporating Edge comput-
ing thus eliminating the delay in the process of providing help.

– The response system is designed in a way to provide care for visually impaired or
hearing impaired farmers.

– Along with the regular vital analyses, special analyses is performed for older work-
ing adults and for farmers with disabilities.

– A wearable is proposed which allows the farmers to educate, understand and
improve their lifestyles.

5 Various Parameters Considered for Farmer Health in Agri-Aid

There are wide range of parameters and life style habits that have an impact on farmer
health [30]. Some of the considered features are classified into three categories in Agri-
Aid. They are:

5.1 Vital and Physiological Parameters

Eyes and Vision Issues. With prolonged exposure to these pesticides, chronic eye
irritations may be developed [38]. This in long term can diminish visual activity. For
farmers who are exposed to these pesticides had a probability of 0.53 to get diagnosed
with chronic eye issues [30].

Skin Issues. Depending on the method of farming practice, skin contamination varies.
Hands and forearms are highly contaminated leading to skin thickening and accentu-
ated markings in the long term [48]. The probability of farmers who are exposed to
herbicides and other harmful pesticides to get skin issues was 0.50 [30].

Respiratory Effects. Long term exposure to harmful chemicals can cause respiratory
tract issues like cough, cold, rales, tenderness and decreased chest expansion, etc.,.
Smoking increases the probability of having respiratory tract infections by 50% [29,38].

Cardiovascular Issues. Blood hardening is the common issue observed in farmers
who practice spraying the pesticides which causes high blood pressure [38].

Gastrointestinal Issues. Pesticides are usually entered into the gastrointestinal tract
through mouth. Prolonged intake can cause nausea, vomiting and diarrhea [38].



Agri-Aid: A Farmer Health Monitoring System 57

Physiological 

and Vital Data

Weather 

Data

Geographical 

Data

Input Signal Unit

Signal Data 

Preprocessing 

Unit

Parameter 

Analyses Unit

Farmer Health 

Analyses Unit

Control 

Unit

IoMT 

Cloud

Fig. 4. Architectural flow of the proposed Agri-Aid system.

Neurological Issues. Prolonged exposure to pesticides and pesticide residue environ-
ments can lead to nerve numbness [38]. Excessive intake of pesticide residue by any
means can also cause motor weakness.

5.2 Weather and Geographical Parameters

High temperatures, heavy UV radiation, wind speeds, wind directions, location, posi-
tion and angel of the sun, sudden rains, air humidity, air quality, pollen percentage are
few of the many factors that can affect the health of the farmer [4].

6 Architectural Flow and Feature Extraction for Farmer Health
in Agri-Aid

The architectural flow of the proposed Agri-Aid is represented in Fig. 4.
In this system, features from the mentioned parameters (Sect. 5) are extracted.

6.1 Physiological and Vital Sensor Data Unit

The features which are extracted as sensor signal data from the vital and physiological
parameters as mentioned in Sect. 5.1 are discussed in this section. As heat strokes are
the major reasons for deaths in farmers as discussed in Sect. 1, the direct and indirect
relationship with the physiological and vital signal data to heat strokes is also consid-
ered.

Body Temperature. Prolonged exposure to sun and pesticide induced environments
can cause irritations and rise in human body temperature. The temperature quickly
raises to 106◦ F or higher within 10 to 15min. In general, the normal body temper-
ature is considered in the ranges of 97◦ F to 99◦ F while temperature higher than 100◦

F is considered as fever [9].

Humidity. In extreme heat exposure, there will be no sweat discharge. Body becomes
hot and dry to touch [16]. The ideal and normal range for humidity in the human body
is between 30 to 50% and anything greater than 60% is considered unhealthy [37].
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Respiration Rate. Due to extreme heat, as the temperature of the body increases and
causes dehydration, the nasal passage, bronchial tubes and lungs may dry out which
leads to shortness of breathe. The normal and healthy respiration rate per minute is
considered in the range 12 to 16 and anything lower than 12 is considered harmful [42].

Heart Rate. For every degree rise in the human body temperature, the heart beats about
10 beats faster per minute. So when the body is experiencing heat stroke or prolonged
exposure of heat, the heart rate significantly rises. A normal resting heart rate is in the
range from 60 to 100 beats per minute. When working in farm, farmers should expect
an average healthy range from 80 to 157 beats per minutes for ages across 35 to 60 [45].

Loss of Consciousness (Coma). When farmers are exposed to prolonged sun exposure
and chemicals from pesticides, the physiological signals inside the human body alter
leading to falls, which causes loss of consciousness. So in order to monitor the state of
consciousness, the following parameters are considered along with the above discussed
data. A detailed explanation of the below discussed signal data is available in [36].

– Gait Gait is the pattern a person walks in [40]. With the motor weakness and heat,
the coordination of the human body maybe disturbed causing a lag between the
movement of legs which can result in falling [31].

– Twisting Falls may occur when a balance loss happens when a person’s body ori-
ents in a different direction than the position of the feet [47]. Accelerometer and
gyroscope are used to monitor gait and twisting.

– Blood Sugar Levels Sugar levels below 70mg/dL increases the chances of falls by
increasing the weakness and older adults may feel anxious, shaky, tiredness and may
suffer strokes [14].

– Blood Oxygen Saturation Levels If the oxygen saturation levels are lowered due
to heat, then farmers may experience breathing issues, asthma, low heart rate and
unconsciousness. SpO2 levels ranging from 95% to 100% are healthy normal in
adults [17].

6.2 Weather and Environmental Signal Data Unit

The relative humidity of the surroundings is monitored. The growth and residues of
pesticides and chemicals including bacteria and viruses along with the exposure to res-
piratory tract infections is observed high when the relative humidity is less than 40%
and greater than 60% [2]. The ideal outdoor temperature is 75 − 85◦ F, the side effects
from the pesticides and exposure to heat starts gradually increasing from 90 − 105◦ F
and when the temperature is in the range of 105–130◦ F, the individuals are advised to
stay indoors for protection [46]. If the location of the farm is elevated when compared
to the sea level, the sun’s radiation, direct light and UV exposure increases [18]. The
solar radiation and intensity is observed higher closer to equator [19]. The ideal wind
speed ranges from 1.2 to 4mph while 4–6mph is considered a little risky and higher
than 6mph is considered danger to spray pesticides [5].
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6.3 Geographical Signal Data

The GPS location of the farm and farmer are considered.With this a detailed analyses on
the location with respect to altitude, natural calamities, the type of crop that is usually
grown, livestock type and population, nearby factories and industries is obtained. A
prediction of the productivity of the farm is derived to monitor the mental health of the
farmer.

6.4 Parameter Analysis Unit

The detailed representation of the mentioned parameters is shown in Table 1.

Table 1. Parameter range descriptions for farmer health in Agri-Aid.

Wind Speed Out Temp HRV Sugar Levels SpO2

Levels
Acc RH Time Dust

Flow
Air Body

Temp
Body
Humid-
ity

Resp
Rate

Result

1.2–4 mph 70−85◦F 60–90 bpm 70–80
mg/dL

> 90 < ± 3g
on Y axes

< 40 and
> 60

8-10AM &
4-7PM

low No 96 −
97◦F

20–
30%

12–16
bpm

No danger

4–6 mph 90−105◦F 90–95 bpm 50–70
mg/dL

90–95 > ± 3g
on Y axes

< 40 and
> 60

10-12PM &
2-4PM

med No 97 −
98◦F

30–
40%

12–16
bpm

No danger,
plan to take a
break

6–9 mph 105−130◦F 95–105 bpm 30–70
mg/dL

80–90 > ± 3g
on Y axes

< 40 and
> 60

12–2 PM high Yes 98 −
102◦F

40–
55%

10–12
bpm

Possible
weakness
and illness

> 9mph > 130◦F >105 bpm < 30mg/dL
or >
160mg/dL

<80 > ± 3g
on Y axes

< 40 and
> 60

12–2 PM high Yes >
103◦F

>60% <10
bpm

Heat stroke
and illness

From the above gathered signal data, heat index temperature and wet bulb globe
temperature score are calculated. These metrics are very important as they also help in
analyzing the environmental conditions of the location.

Heat Index. The heat index is a temperature that is obtained by combining temperature
and relative humidity in the shaded areas. This value may be much less when compared
to the outdoor temperatures as it is predicting the temperatures in shaded areas. The
formula to calculate the heat index is denoted in the Eq. 1 [39].

HeatIndex(HI) = c1 + c2T + c3R+ c4TRH+

c5T 2 + c6RH2 + c7T 2RH + c8TRH2 + c9T 2RH2
(1)

where, T is the ambient temperature in ◦F, RH is the relative humidity and c1
through c9 are constants; c1 = −42.379, c2 = −2.04901523, c3 = −10.14333127,
c4 = −0.22475541, c5 = −71.3783, c6 = −0.05481717, c7 = −0.00122874, c8 =
0.00085282, c9 = −0.00000199.

Wet Bulb Global Temperature. WBGT is a measure of heat stress that is calculated
in direct sunlight. This WBGT can be given more credibility than HI as this is calcu-
lated under direct sunlight. The formula that is used to calculateWBGT is represented
in Eq. 2 [21].
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Fig. 5.Working flow of the proposed design in Agri-Aid system.

WBGT = 0.7Tw + 0.2Tg + 0.1T (2)

here, T is the outdoor temperature in ◦C, Tg is the global thermometer temperature in
◦C and Tw is the wet bulb temperature in ◦C. The formula to calculate Tw is given in
Eq. 3.

Tw = T ∗ arctan[v1 ∗ (RH + v2)(1/2)] + arctan(T +RH)

− arctan(RH − v3) + v4 ∗ (RH)(3/2) ∗ arctan(v5 ∗ RH) − v6
(3)

where T is the temperature in ◦C, RH is relative humidity and v1 through v6 are con-
stants; v1 = 0.151977, v2= 8.313659, v3=1.676331, v4=0.00391838 , v5=0.023101,
v6=4.686035.

6.5 Farmer Health Analyses and Control Unit

Depending on the feature analyses from the above mentioned parameters, the health
and wellness of the farmers is analyzed. The inhalation of pesticides, exposure to the
pesticide residue environments and exposure to direct sunlight are the main scenarios
that are monitored through Agri-Aid system. If the analyzed scenarios produce dan-
gerous outcomes the call for help is automatically made. In healthy outcomes, there
are continuous reminders sent to the person to consume water and seek shelter or to
rest for a while. If the outcomes do not indicate heat stroke but indicate a possible fall
which may be lead to the state of unconsciousness, control mechanisms are provided.
The system is provided with a buzzer, LED and a vibration module so that the farmer
will get the message even in loud disturbing environments. Continuous monitoring of
the vitals will not only help analyze and keep track of the well-being of the farmers but
any abnormality in the patterns can be used to detect and predict underlying diseases.

7 Design Flow of the Proposed Agri-Aid for Farmer Health
Analyses

The design flow of the proposed Agri-Aid system has been represented in the Fig. 5.
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Fig. 6. Scattered plot of some of the features deployed in Agri-Aid system.

The data from the input unit is processed and analyzed. After the required fea-
tures are extracted, the featured data is compared using the parameter ranges mentioned
in Table 1. The design flow of the Agri-Aid System is also represented through an
Algorithm 1.

8 Implementation and Validation for Farmer Health Analyses
in Agri-Aid

8.1 Signal Data Acquisition

For the geolocational of the farm, a dataset which has the latitudes and longitude infor-
mation of every country in the world along with the 50 states in the United States is
obtained. This data was useful to analyze the solar radiation and the air quality which
also includes the wind speed and direction. Alongside, a total of 3500 data samples with
respect to the climatic changes were also obtained from open source websites. For the
training and testing implemented in Agri-Aid, the parameter ranges from Table 1 is also
considered.

8.2 Machine Learning Model for Training and Testing in Agri-Aid System

For the machine learning model, a total number of 9000 samples were used. Out of
these, 8000 are used for training while 1000 are used for testing the model. The model
had 4 labels- Caution, Extreme Caution, Danger and Extreme Danger and 13 features
as mentioned in the Sect. 5. The scattered plot of few features considered in Agri-Aid
are shown in Fig. 6.

A classification model has been deployed in Agri-Aid system with a linear stack of
layers with 13 layers in the input layer, four dense layers with 25 neurons in each and 4
nodes in the output layer. Rectified linear and sigmoid functions are used as activation
functions. 501 epochs with 35 batch size and 0.01 learning rate were considered.
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Algorithm 1Working Principle for Farmer Health Diagnosis in Agri-Aid.
1: Declare and initialize the input variables w for wind speed, ot for outdoor temperature, rh

for relative humidity, h for HRV, sl for sugar levels, s for SpO2, t for time, bt for body
temperature, bh for body humidity and rr for respiration rate to zero.

2: Declare and initialize the output variables b for buzzer, v for vibrator and l for location to
zero.

3: Declare string variables result of diagnosis r, d for dust flow, aq for air quality (VOC),m for
measures of control and a for accelerometer to zero.

4: while h �= 0 do
5: Start monitoring and gathering physiological, weather and geographical signal data which

are w, ot, rh, t, bt, bh, rr, a, aq, d, h, sl, s and l.
6: Declare and initialize hi for heat index and tw for wet bulb temperature and wbgt for wet

bulb globe temperature and set them to zero.
7: Based on the Equations 2, 3 and 1, calculate tw, wbgt and hi respectively.
8: if 1.2>w<4 ∧ 70>ot<85 ∧ 60>h<90 ∧ 70>sl<80 ∧ s > 90 ∧ a < ’Threshold’ ∧

40<rh and rh>60 ∧ 8>t<10 ∧ 16>h<19 ∧ 96>bt<97 ∧ 20>bh<30 ∧ 12>rr<16 ∧
d = ’low’ ∧ aq = ’no’ ∨ 80>hi<90 ∨ 80>wbgt<85 then

9: r = ’Working in direct sunlight can stress your body after 45 minutes. Take minimum
15 minute breaks each hour if continued working.’.

10: b = 1 ∧ v =1 ∧ l =1.
11: else if 4>w<6 ∧ 90>ot<105 ∧ 90>h<95 ∧ 50>sl<70 ∧ 90<s>95 ∧ a > ’Threshold’

∧ 40<rh and rh>60∧ 10>t<12∧ 14>h<16∧ 97>bt<98∧ 30>bh<40∧ 12>rr<16
∧ d = ’med’ ∧ aq = ’no’ ∨ 90>hi<103 ∨ 85>wbgt<88 then

12: r = ’Take extreme cautions. Person may experience stress after 30 minutes. Take mini-
mum 30 minutes of break each hour if continued working’.

13: m = ’Time for a water break!’.
14: b = 2 ∧ v =2 ∧ l =1.
15: else if 6>w<9 ∧ 105>ot<130 ∧ 95>h<105 ∧ 30>sl<70 ∧ 80<s>90 ∧ a > ’Thresh-

old’ ∧ 40<rh and rh>60 ∧ 12>t<14 ∧ 98>bt<102 ∧ 40>bh<55 ∧ 10>rr<12 ∧ d =
’high’ ∧ aq = ’yes’ ∨ 103>hi<124 ∨ 88>wbgt<90 then

16: r = ’Possible heat stroke. Person may experience body weakness within 20 minutes.
Take minimum 40 minutes of break each hour if continued working’.

17: m = ’Help is alerted. Possible heat stroke!’.
18: b = 3 ∧ v =3 ∧ l =1.
19: else if w>9 ∧ ot>130 ∧ h>105 ∧ sl<30 ∨ sl>160 ∧ s<80 ∧ a > ’Threshold’ ∧

40<rh and rh>60 ∧ 12>t<14 ∧ bt>103 ∧ bh>60 ∧ rr<10 ∧ d = ’high’ ∧ aq = ’yes’
∨ hi>125 ∨ wbgt>90 then

20: r = ’Definite heat stroke. Person may loose consciousness within 15 minutes. Seek
shelter immediately’.

21: m = ’Help is on the way. Go indoors and sit’.
22: b = 3 ∧ v =3 ∧ l =1.
23: else
24: r = ’Happy farming!’.
25: m = ’Happy farming!’.
26: end if
27: end while
28: Repeat the steps from 4 through 27.
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Fig. 7. Loss and accuracy plots of the model for farmer heath as proposed in Agri-Aid system.
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Fig. 8. Real time edge implementation of the proposed Agri-Aid system.

The training epochs deployed in Agri-Aid system is as shown:

Epoch 000: Loss: 0.444, Accuracy: 83.310%
Epoch 050: Loss: 0.000, Accuracy: 87.000%
Epoch 100: Loss: 0.000, Accuracy: 91.000%
Epoch 150: Loss: 0.000, Accuracy: 93.000%
Epoch 200: Loss: 0.000, Accuracy: 97.000%
Epoch 250: Loss: 0.000, Accuracy: 97.000%
Epoch 300: Loss: 0.000, Accuracy: 98.000%
Epoch 350: Loss: 0.000, Accuracy: 100.000%
Epoch 400: Loss: 0.000, Accuracy: 100.000%

A sample of 6 predictions and their confidences are shown:

Example 0 prediction: Danger (100.0%)
Example 1 prediction: Caution (100.0%)
Example 2 prediction: Extreme Danger (100.0%)
Example 3 prediction: Extreme Danger (100.0%)
Example 4 prediction: Extreme Caution (98.4%)
Example 5 prediction: Extreme Danger (99.1%)

The loss and accuracy of the training process during the initial stages towards the end
is represented in the Fig. 7.

For the real time edge computing, multiple sensors along with the microprocessor
is considered. The edge computing setup in Agri-Aid is represented in Fig. 8.
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Fig. 9. Serial plot of the exposure to heat in farmers as proposed in Agri-Aid System.

Table 2. Comparison with the state-of-the-art research.

Name Prototype Method Parameters Stroke
Prediction?

Pesticide exposure
monitoring?

Accuracy

Jaime, et al. [20] None Questionnaire location, type of
crop

None Partially, Yes NA.

Baghdadi, et al. [3] Yes Microprocessor, placed at
ankle

Gait - lifting nd
delivering

No Yes NA.

Burali, et al. [7] No Spirometry respiration rate,
cough, nasal
allergies

No Yes NA.

Agri-Aid (current paper) Yes, a wrist watch Vital, physiological,
weather, location based
data monitoring

13 features Yes Yes 98.67%

The exposure to direct sunlight during the working hours is represented using the
serial plotter in Fig. 9.

A brief comparison with existing research is discussed in Table 2.

9 Conclusions and Future Research

9.1 Conclusions

Farmer health is one of the most neglected domains in smart agriculture sector. The
crops that are raised by the farmers are given higher priority than the health of the
farmers. For any village to be smart, all the components should be smart. People, most
importantly farmers comprise most of the population in rural areas. Having prolonged
exposures to pesticides, pesticide residue environments and working in the direct sun-
light for majority of the day can be very harmful to their health. With the limited scope
of help they get, I believe having an automated system to monitor their health can
be very helpful. The proposed Agri-Aid watch is not too complicated as anyone with
moderate education will be able to handle the device. The response mechanisms are
designed keeping in mind the disabilities farmers may have.

9.2 Future Research

Including more robust and personalized response mechanisms is one among the many
other future directions of this system. Considering various multi-modal data with secu-
rity and privacy aspects can also help as education, knowledge and self-care are pro-
vided to very hardworking and deserving farmers.
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Abstract. Plant diseases reduce agricultural production. They negatively affect
fruit and crop quality and reduce yield, causing food shortages. A drop in produc-
tion harms the global agricultural economy. However, early detection and disease
severity estimation are key to disease management, containment, and prevention.
Damage localization is the first step in estimating the severity of diseases, which
is crucial for the optimum application of pesticides. The current approach needs
expert advice for disease detection. For a large farm, it is an expensive and slow
process. Automatic plant disease detection eliminates the tiresome task of moni-
toring big farms and detects the disease early enough to avoid plant degradation.
In this article, we propose a fully automated method based on deep neural net-
works for detecting and localizing leaf diseases. The proposed method is based
on Mask R-CNN network. Image augmentation has been performed to achieve
higher precision from a small dataset. Transfer learning has been used to save
time and achieve better performance. Our proposed method of disease detection
is faster, as it automatically localizes the disease along with the disease identifica-
tion from the leaf images. The images can be taken using a smart phone camera
or a low altitude unmanned aerial vehicle (UAV) camera. As a case study, we
have applied the method to apple leaves.

Keywords: Smart agriculture · Smart villages · Internet of Agro Things
(IoAT) · Plant health · Plant disease · Apple leaves · Mask Region-based
Convolutional Neural Network (R-CNN) · ML from small dataset

1 Introduction

The presence of plant diseases has a detrimental effect on the amount of food that can
be produced through agriculture - it affects the crop quality and reduces the final yield.
Each year crop losses total billions of dollars [26]. If plant diseases are not identified
and addressed in a timely manner, it results in increased food insecurity [22]. Hence,
early detection and disease severity estimation are the two major steps for disease man-
agement, containment, and prevention.
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Trees are prone to various fungal pathogens that cause diseases. These diseases can
affect plants at any stage of growth and manifest in a variety of plant components, from
stems to fruits. Symptoms may include discoloration, form change, wilting, galls, and
cankers. However, as disease symptoms are predominantly manifested on leaves, most
of the research on identifying plant diseases is focused on leaves or fruits [22].

In developing countries, manual observation is still the most common method of
detecting plant diseases. It is an arduous and inefficient process that consumes a lot of
time. It also requires expert services, but farmers are not always able to afford such
expensive services [33]. Wrong identification and improper use of pesticides cause sec-
ondary damage to the plants and contaminate the soil as well as the environment. To
solve these problems, different techniques based on computer vision and deep learning
have been proposed for the automatic and accurate detection of plant diseases.

Plant monitoring is crucial for disease management. The early detection of plant
disease and its prevention by 2030 are two key goals of agricultural research [29]. Here,
a fully automatic plant disease detection method is proposed and illustrated in Fig. 1.
As a case study, apple leaves have been selected. The proposed method will track the
spread of the disease by identifying the disease and detecting the damaged areas. The
novelties of the work are as followed:

– The method is fully automatic. No expert service is needed for disease detection.
– Very little effort is needed from the users’ side. Users only have to take pictures of
the damaged leaves.

– Early detection of the disease is possible.
– This process is the first step of disease severity estimation. Estimation of disease
severity plays a pivotal role in calculating the optimal quantity of pesticides.

Continuous monitoring results in the early detection of disease. With further exper-
iments, our proposed method can be used to estimate the damage severity. We aim to
save time, money, resources, organisms vital for soil and biodiversity, and to store car-
bon in the soil to combat climate change [4].

The rest of the paper is organized in the following way: Sect. 2 discusses recent work
on plant disease detection. Section 3 presents an overview of the method and network
architecture. Experimental details are discussed in Sect. 4. Section 5 presents the results
and evaluates the performance of the method, along with a comparative study. Finally,
the paper concludes with future work direction in Sect. 6.

Plant Disease 
Detection

Disease 
Localization

Input Image Apple_Black-Rot

Fig. 1. Scope of the paper

2 Prior Research Work

This section presents state-of-the-art methods based on deep neural networks for plant
disease detection. Approaches based on convolutional neural networks (CNNs) are
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automatic and more efficient. Literature survey reveals that there are mainly two types
of studies addressing plant diseases: either classification-based or regions-of-interest
(ROI)-based.

2.1 Classification Based Approaches

The majority of classification-based approaches use convolutional neural networks
(CNNs). These approaches are automatic and more efficient than the previously used
machine learning methods, which rely largely on image processing [34]. Apple leaf
disease was correctly identified in [35]. An attention network has been added with
EfficientNet-B4 to incorporate both channel and spatial features. Image augmentation
has been used over the collected data. High accuracy has been obtained.

Apple leaf disease has also been detected in [11] using a combined structure of
DenseNet and XceptionNet as a feature extractor, and finally, classification has been
done through a Support Vector Machine (SVM). Early detection of the disease has
been the focus of this paper. A high accuracy of 98.82% has been achieved. Five kinds
of apple leaf diseases have been detected using SSD with Inception and Rainbow con-
catenation [19] structure. The proposed model has achieved 78.8% mean average pre-
cision (mAP). In [10], an ensemble of pre-trained DenseNet121, EfficientNetB7, and
NoisyStudent networks has been used to identify apple leaf diseases with an accuracy
of 90%. The model has been deployed as a web application.

Various grape leaf diseases have been detected using a modified Inception structure
[24]. A dense connectivity technique has been proposed with the Inception structure
for better features. Data enhancement techniques have also been used to increase the
dataset size. In the agricultural domain, no large publicly available datasets are found
which demands data augmentation in most of the works. A slightly lower accuracy
compared to the other papers has been achieved here.

Tomato leaf diseases have been detected using four different CNNs in [9]. Incep-
tionV3 performed much better among the lot with laboratory data compared to field
data. A custom shallow CNN has been used for nine different tomato leaf diseases in
[8]. A good accuarcy of 91.2% has been achieved after training 1000 epochs. Similarly,
a seven layer CNN structure has been used as feature extractor in [18] to detect four of
rice leaf diseases. The features have been classified with an SVM classifier with high
accuracy. Cross validation ensures the robustness of the model.

The majority of these CNN based methods identify the diseases but no localization
of the disease has been performed. However, the severity of the disease can only be
known when the damage area of the leaf is calculated. Localization is the first step of
damage estimation.

2.2 Region-of-Interests (ROI) Based Approaches

Regions-of-Interest (ROI) deep CNNs are being used in recent plant disease detection
works as these structures have the potential to segment the location of the disease. When
deep neural networks are used in classification based approaches, no localization of the
disease is performed. However, ROI based approaches detect the diseases along with
localization. Nine types of tomato plant diseases and pests have been recognized in
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[14] using different regions-of-interest (ROI) based structures. Data augmentation has
improved mAP maximum 30% in some cases.

A new structure DF-Tiny-YOLO has been presented in [13] for detecting apple leaf
diseases. Here, use of smaller CNN kernels reduces feature dimensions and increases
network depth without increasing the complexity. Another ROI-based structure, Faster
R-CNN, has been used for recognizing rice plant diseases and pests in [20]. Relatively
blurry videos have been used as input. A custom CNN is used as the backbone network.
Higher accuracy has been achieved compared to existing structures.

There are certain articles where more than one ROI-based structures have been used.
In [36], Faster R-CNN and Mask R-CNN both have used for disease identification and
detection of the diseased segments. In [30], Mask R-CNN has been used to detect dis-
ease infected part of apple leaves whereas the disease has been classified with ensemble
subspace discriminant analysis classifier. A hybrid contrast stretching method has been
applied. Mask R-CNN has also been used in [7] for detecting strawberry diseases. A
systematic approach to data augmentation has been followed, increasing the mAP to
82.43%. A strawberry disease dataset has also been presented here.

These papers indicate that various deep learning networks have achieved good suc-
cess rates in identifying different plant diseases. However, more information e.g., sever-
ity of the disease is needed to control and provide solutions to prevent plant diseases.

3 Proposed Method

3.1 Overview: Proposed Agriculture Cyber Physical System

Plant disease is a serious concern for sustainable farming. Plant diseases are a farmer’s
worst fear since diseases can wipe out an entire crop and result in significant financial
loss. The critical step to preventing plant disease is early detection. In this section, a

IoAT-Cloud Server

IoAT-Edge Server
Local 
Area 

Network

AI/ML/DL Model

PUF
Blockchain

IoAT Gateway

Farmer

Scientist

Insurance 
Provider

Site -1
Apple 

Orchard

Site - 2
Apple

Orchard

IoAT Gateway

TCP/IP SSL

LoRA Connection
IP Connection

TCP/IP SSL
LAN Connection TCP/IP SSL

TCP/IP SSL

IoAT Gateway

Fig. 2. System overview: A-CPS for plant leaves disease detection. In this A-CPS, UAVs and
smart phone cameras are the things and farmers, scientists, and insurance providers are the stake-
holders. Various networking and communication options are used at different stages.
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smart agriculture [28] framework for automatic tracking of plant diseases is presented.
The A-CPS is described in the context of apple leaf disease detection. Figure 2 shows
the proposed agriculture cyber physical system (A-CPS) [27] with things, stakeholders,
and networking.

The proposed A-CPS is deployed in an edge-cloud setting in an apple orchard.
In this A-CPS, farmers, insurance providers, and scientists are the main stakeholders.
UAVs and smart phone cameras are the things. The application has the potential to
perform at the edge along with the cloud platform.

Apple leaf images are collected from apple orchards. Low altitude Unmanned Aerial
Vehicles (UAVs) or smart phone cameras are used to take the images. They are con-
nected to the Internet-of-Agro-Things (IoAT) gateways through long-range and low-
powered LoRA connections. When capturing with an UAV or a phone camera, many
leaves will appear in the frame. As a result, before identifying damage to a single leaf,
each leaf must be detected using object detection.

IoAT gateways are connected to the edge server and cloud server through TCP/IP
SSL. The images are sent to the cloud server or edge server, if available. Then, the
images are processed, diseases are detected, and damage areas are localized using the
methodology mentioned in Sect. 3.2. Finally, the result is sent back to the user.

3.2 Methodology for Disease Detection and Localization

In this subsection, the detection method for plant disease is presented in detail. The
process workflow is shown in Fig. 3. First, photos of the leaves are taken. Then they

Start

Photo Taken by UAV/Phone Camera

Plant Disease Detection
using Mask R-CNN

Disease Localization
using Mask R-CNN

Apple Black Rot

Apple Black Rot

Image Resize 
(256 x 256)

Fig. 3. Process workflow for disease detection and localization system
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are resized to 256 × 256 to be detected using the trained model. A Mask Region-based
Convolutional Neural Network (R-CNN) [15] has been used to detect the disease along
with disease localization. Hence, the problem is considered as an object detection prob-
lem. Object detection is a task in computer vision that involves identifying the presence
of one or more items in a given image as well as their location and the category of object
that they belong to.

Recently, various deep learning networks have achieved state-of-the-art perfor-
mance for object detection. Region-based Convolutional Neural Networks (R-CNN)
showed promising results. However, an R-CNN is computationally expensive. It takes
a long time to train it. A fast R-CNN, on the other hand, is much faster than a slow
R-CNN and takes much less time to train. Faster R-CNN is faster than its predecessor
since it uses a Region Proposal network rather than ROI pooling. The latest in this series
is Mask R-CNN, as shown in Fig. 4.

1. Extract Region        
Proposals using 
Selec�ve Search
Algorithm.

2. Compute Features 
using CNN from 
Proposals (basically 
ROI).

3. Classify the Proposals 
from the features 
using SVM.

R-CNN

1. Extract Features.
2. Obtain Region of 

Interest (ROI) using 
ROI Pooling from the 
Feature Maps.

3. 2 Sets of FC Layers: 
one for Class Label
Other for Box
Loca�on.

Fast R-CNN

1. Extract Features.
2. Obtain Region 

Proposal using 
Region Proposal 
Network (RPN) from 
the Feature Maps.

3. Obtain Region of 
Interest (ROI) using 
ROI Pooling from the 
Proposals.

4. 2 Sets of FC Layers: 
one for Class Label
Other for Box
Loca�on.

Faster R-CNN Mask R-CNN

1. Extract Features.
2. Obtain Region 

Proposal using 
Region Proposal 
Network (RPN) from 
the Feature Maps.

3. Obtain Region of 
Interest (ROI) using 
ROI Align Module 
from the Proposals.

4. 2 Sets of FC Layers: 
one for Class Label
Other for Box
Loca�on.

5. Addi�onal Branch
from ROI Align  
Module.

Fig. 4. Evolution of mask R-CNN [32]

In this work, Matterport’s implementation [6] of the Mask R-CNN, based on Keras
and TensorFlow, has been followed. We have modified the scripts and hyper parameters
as per the need of the application. The developmental process workflow is shown in
Fig. 5. First, data has been selected and annotated for object detection purposes. Then,
the dataset has been split into two parts: train and validate. Training of the network has
been performed with augmented data. Transfer learning has been used. Finally, it was
evaluated with the test dataset. The procedure is described in Sect. 3.3 and 4.

3.3 Network Architecture for Disease Detection and Localization

Mask R-CNN [15] is a general network for object instance segmentation. Image seg-
mentation is a pixel-based division of objects in an image. It gives information about the
shapes and sizes of the detected objects. In this work, Mask R-CNN has been used to
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Fig. 5.Workflow for developing the disease detection and localization system

localize the damage of the leaves caused by apple plant diseases. It is built over Faster
R-CNN [31], as shown in Fig. 6. Here, along with the class label and bounding box as
in Faster R-CNN, a mask is generated for the detected object to localize the damage
area. However, for our work, accurate masks for the damage have not been generated.

RPN
Feature Map

Backbone

Feature Map
With Region 

Proposals

Fixed Dimensional 
RoI Output

Class
(Softmax)

convconv

Bounding Box
(Regressor)

Mask

RoIAlign
Layer Ro

I1
Ro

I2

For Each RoI

ResNet101
FPN

Head (FCN)

FPN: Feature Pyramid Network 
FCN: Fully Convolutional Network
RPN: Region Proposal Network

Fig. 6. Mask R-CNN network structure

– Backbone Network: A backbone network is used for feature extraction of the input
image. Initially, two different backbone networks, ResNet101 + Feature Pyramid
Network (FPN) and ResNet50 + FPN, have been tested, and finally, ResNet-101 [16]
and FPN [23] have been selected as the backbone network. The ResNet network,
pre-trained on the ImageNet [12] dataset has been used. Extracted features in this
stage are used as the input for the next layer.
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– Region Proposal Network (RPN): Multiple regions of interest are generated using
a lightweight binary classifier in a Region Proposal Network(RPN). A small net-
work slides over the feature maps obtained from the preceding stage. It employs
anchor boxes to detect numerous, overlapping, and different-sized objects. These
predetermined height-and-width bounding boxes capture object classes’ scale and
aspect ratio. Final object detection removes background anchor boxes and filters the
rest by confidence score from multiple predictions. Detection minimum score is set
to 0.9 to include all the damages. Non-Max suppression selects the most confident
anchor boxes. Hence, RPN simply tells us whether or not there is something in that
area. The model predicts which regions or feature maps contain objects. Anchors are
centered at the sliding window and have five scales, one for each feature pyramid
level.

– Region of Interest (RoI): Each region proposal has different sizes and shapes. The
RoIAlign layer changes the shapes and sizes of all proposals to the same shape and
size. It aligns the features with the input. The number of RoI is the same as the
number of detected objects. RoI is noted when the Intersection over Union (IoU) of
ground truth boxes for the predicted regions are greater than or equal to 0.5.

– Head: The Head part takes care of the classification and segmentation. Sets of fully
connected layers are used for bounding box classification. Classification results are
predicted by the first branch of fully connected layers and softmax activation func-
tion, and the regression output at the second branch of fully connected layer is used
to determine the location of the proposed regions in terms of the coordinates of the
proposals. For each RoI, the parallel branch built with a fully convolutional network
(FCN) generates binary masks of size 14 × 14. During prediction, these masks are
scaled up to 28 × 28.

4 Experimental Validation

In this section, we present the experimental validation of the Mask R-CNN based plant
leaf disease detection system with a case study on apple leaves.

4.1 Dataset

The publicly available PlantVillage dataset [17] has been used for training and evaluat-
ing the method. There are a total of 3171 apple leaf images in the dataset. The leaves
are either healthy or infected with diseases. There are three types of apple leaf dis-
eases in the dataset-Black Rot, Apple Scab, and Cedar Apple Rust. They show different
symptoms on the leaves.

Small, orange-red dots occur on the leaves’ fronts in the early stages of Apple Rust.
These spots grow to become an orange-yellow patch with red edges. A single leaf can
have dozens of disease spots if the infection is severe. 12 weeks after the commence-
ment of sickness, the spot’s surface is covered with little bright yellow dots [21].

Apple Scab begins with yellow-green radial or circular patches that become brown
to black, with clearly defined edges. Smaller and thicker with curled or twisted leaves
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are signs of more serious illness. Infected spots will blend into one another, causing
large patches to appear on leaves, giving them a burnt look [13,21].

For Black Rot, small, purple-black lesions appear on the skin at the beginning of
the disease. These develop into spherical spots with a yellow-brown center and brown-
purple rims that resemble frog’s eyes [13].

1025 infected apple leaf images among 3171 images have been randomly selected
to make a balanced dataset of apple leaves. Each type has approximately 300 − 350
images. The reason behind not choosing all apple leaf images is to limit the time and
effort for annotation.

First, 175 random images are kept aside for evaluating the system. The remaining
850 images are divided into training and validation sets with 70:30 ratio. Hence, there
are 595 images for training and 255 images for validation. Table 1 describes the details
of training and validation datasets.

Table 1. Dataset details

Types Number of images

Total Train Validation

Apple Black Rot 300 210 90

Cedar Apple Rust 250 175 75

Apple Scab 300 210 90

850 595 255

4.2 Image Annotation

Annotation of images with ground truth is a critical step of object detector training.
Bounding boxes are drawn across the objects in the training datasets. An open source
image annotation tool, MakeSense.AI [1] has been used to annotate the data. Rect tool
has been used for annotating images. Annotation files are stored in .xml format with
the two diagonally placed corners’ coordinates of the bounding box. During labeling,
different colors are used for different classes. Figure 7 shows one sample annotated
image of an apple leaf infected with Apple Black Rot and Fig. 8 shows some annotated
leaf samples.
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Fig. 7. Image annotation using image annotation tool MakeSense

4.3 Image Augmentation

For a deep learning model, a large dataset always increases the accuracy of the model.
Here, there were only 850 images in our dataset. Data has been augmented on the go
to achieve better accuracy. Horizontal flip, vertical flip, affine rotation, affine scaling,
and edge detection have been applied to the 850 images. Rotation is set to any random
value from −45◦ to 45◦ and scale value from 0.5 to 1.5.

4.4 Training

The network has been trained on a system with an NVIDIA Tesla P100 GPU and 25 GB
of memory. Keras, the deep learning API in Python with TensorFlow at the back-end,
scikit-image, pandas, numpy, and imagaug libraries have been used. Transfer learning
allowed us to improve the accuracy of the model while simultaneously reducing the
amount of time spent on training [25].

While training, the structure of Mask R-CNN is kept unchanged and pre-trained
imagenet weights of the ResNet networks are loaded. When trained on 20, 000 cate-
gories of more than 14M labeled images of the ImageNet dataset, the network already
knows how to identify the most common aspects of images. Basic features like lines
and edges are extracted at the lower layers, whilst more sophisticated and abstract ele-
ments, such as those that define classification, are extracted at the intermediate and
higher layers.

For training RPN, the number of anchors per image has been kept 256 as in [6] and
five square anchor boxes of side [8, 16, 32, 64, 128] have been selected with a width-to-
height ratio [0.5, 1, 2]. The number of steps per epoch is kept equal to the number of
training images, and the number of validation steps has been chosen as the number of
validation images.

The images per GPU is set at 1 to fit the memory. The number of available GPUs in
our case is 1which in turn sets the batch size at images per GPU×number of GPU = 1.
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Fig. 8. Annotated apple leaf images from plantvillage dataset [17]. Leaves are infected with three
different diseases - Black Rot (top row), Cedar Apple Rust (middle row), and Apple Scab (bottom
row).

Stochastic Gradient Descent (SGD) has been chosen as the optimizer, as in [15]. Initial
learning rate is set at 0.001. Two different backbone networks: ResNet50 + FPN and
ResNet101 + FPN have been compared and finally the latter one has been chosen as the
feature extractor. Table 2 shows the learning rate schedule for training the network with
ResNet101 + FPN as the backbone. Several hyper parameters have been fine tuned for
better detection and are stated in Table 3. The rest of the hyper parameters are set at the
default values of [6].

Table 2. Learning rate schedule for training with ResNet101 + FPN backbone

Learning Rate (LR) Trained on Epochs

0.001 All layers 1–40

0.0001 All layers 41–80

0.00003 All layers 81–120

0.00001 Head 121–160
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Table 3. Fine tuned hyper parameters

Hyper parameters Values

IMAGES PER GPU 1

NUM CLASSES 1+3

STEPS PER EPOCH 595

VALIDATION STEPS 255

LEARNING RATE 0.001

TRAIN ROIS PER IMAGE 128

RPN TRAIN ANCHORS PER IMAGE 64

MAX GT INSTANCES 200

DETECTION MAX INSTANCES 100

IMAGE MIN DIM 256

IMAGE MAX DIM 256

RPN ANCHOR SCALES [8, 16, 32, 64, 128]

5 Performance Evaluation

5.1 Performance Metrics

Mean average precision (mAP) has been used to evaluate the performance of the model.
mAP takes into account both false positives (FP) and false negatives (FN) and considers
the trade-off between precision and recall. Because of this, mAP is a good metric for
detection tasks. Precision and recall are defined in Eq. 1 and 2.

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

IoU =
Area of Intersection

Area of Union
=

TP

TP + FP + FN
(3)

where, TP is the true positive, FP is the false positive, and FN is the false negative.
Equation 3 describes how to calculate the Intersection over Union (IoU). It is a measure
of how much the predicted boundary overlaps the ground truth boundary. Depending on
the IoU threshold value, average precision changes. Usually, IoU is varied in the range
0.5 ≤ IoU ≤ 0.95.

The average precision is defined as the area under the precision and recall curve for
the object detector. First, average precision APi is calculated for each class and then
using Eq. 4, mAP is calculated.
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mAP =
1
N

N∑

i=1

APi (4)

where, N is the total number of classes. Figure 9(a) presents the method for plotting
the Precision-Recall curve [3] and Fig. 9(b) describes the process of calculating mAP
[2]. The validation dataset has been used to evaluate the model. 175 unseen images of
infected apple leaves from the PlantVillage dataset [17] have also been tested.

Fig. 9.Workflows for calculating mAP and AP

5.2 Performance Analysis

Figure 10 shows sample predicted apple leaves from the test dataset. The first row shows
the images from the PlantVillage dataset [17] and the second row shows the predicted
results. It is clear from the predicted results that most of the damage parts have been
detected. However, when the number of damage areas is higher, there are still room
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for improvement. Our model missed some of the damage areas. It is mainly due to the
small size of training data. To achieve higher precision, more data is needed for training.
More hyper parameter tuning in Table 3 in Sect. 4.4 will contribute to better mAP.

Fig. 10. Predicted results by ResNet101 + FPN on test dataset

Table 4 shows the mAP for two different scenarios. When ResNet101 + FPN is used
as the backbone, a higher mAP of 83.8% has been obtained due to the higher number
of layers in ResNet101 than in ResNet50. Initially, we started with an 80 : 20 split for
training and validation, but ResNet101 started to overfit. To avoid overfitting, image
augmentation along with more validation images (train and validation ratio of 70:30)
was chosen.

Table 4.Mean Average Precision (mAP) for disease detection network

Backbone network Image
augmentation

Mean Average Preci-
sion [mAP(%)]
IoU = 0.5

ResNet50 + FPN Yes 81.9

ResNet101 + FPN Yes 83.8

A few of the predictions were not completely correct. Two examples are shown in
Fig. 11. Most of the damaged areas in those two leaves have been correctly predicted,
but due to the excessive amount of specular reflection and on the leaf shadow, the top
left image has one Apple Scab prediction though it is infected with Black Rot disease.
In the top right image, which is infected with Apple Scab, several damage areas are
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Fig. 11. Falsely detected results by the detection network. Falsely detected damages are shown
with red ovals and missed damage areas are shown with red circles.

missed. One damage area has been predicted as Black Rot. This is also due to heavy
specular reflection.

Table 5 compares our work with two of the existing works. Mask R-CNN was used
in both works. Additional techniques have been used to achieve higher mAP. However,
we have concentrated on mostly fine tuning of hyper parameters without along with
image augmentation. With more investigation into the effects of different hyper param-
eters along with image enhancement techniques, the achieved mAP can be increased.

Table 5. Comparative analysis with the existing works

Work Pre-training
dataset

Method Metric Remarks

[7] MS-COCO Mask R-CNN + Systematic
approach to Image
Augmentation

mAP = 82.43% For Strawberry diseases

[30] ImageNet Image Enhancement +
Mask R-CNN + Ensemble
Subspace Discriminant

mAP = 81.8%,
86.1%

For Apple leaf diseases.
More complex method

Current
paper

ImageNet Mask R-CNN + Image
Augmentation

mAP = 83.8% Automatic tracking of the
spread of disease. Case
study apple leaf disease

6 Conclusion and Future Work

Plants, like all other forms of life, are susceptible to contracting many diseases. A
plant’s ability to develop to its full potential might be hampered by disease [5,26]. Plant
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diseases are one of the most significant factors that contribute to crop loss. Plants and
trees need to be disease free. Therefore, plant disease diagnosis and damage localiza-
tion are critical to preventing crop loss. Disease severity is another important factor that
needs to be known along with disease detection and damage localization. It decides the
amount of pesticide needed. In this paper, we present a Mask R-CNN based method for
automatic disease detection and damage localization. These are the prior steps before
disease severity estimation. This preliminary research shows promise towards damage
severity estimation.

Several improvements can be made in future work. Damage localization can be
extended to disease severity estimation. Though apple leaf diseases have only been
detected here, the process is valid for any plant/crop whenever the annotated dataset
is available. More annotated data will increase the mAP of the method. As training
data, single leaf images with very distinct backgrounds have been used. But, that is not
the case with real-world data where there are different lighting conditions, shadows,
specular reflection, and the presence of insects on the leaves. Inclusion of field data into
the training images will improve the system. Research on different lighting conditions,
shadows, specular reflection, and the presence of insects on the leaves is needed. Some
preliminary work on shadow removal has been done in [26]. When taking pictures with
UAV or phone cameras, multiple leaves will be present in the frame. Hence, before
detecting the damage to a single leaf, each leaf needs to be detected through object
detection. Once the damage severity is determined, work might be extended to calculate
the optimum pesticide amount.

Acknowledgment. The authors want to thank Madison Huang for helping them label the images
of apple leaves from [17].
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Abstract. Internet of Things (IoT) prevalence is surging swiftly over the past
years, and by 2050, the number of IoT devices are expected to exceed 50 bil-
lion. IoT has been deployed in many application domains such as smart health,
smart logistics and smart manufacturing. IoT has significantly improved quality
of our day-to-day life. However, IoT faces multiple challenges due to its lack of
adequate computational and storage capabilities and consequently it is very stren-
uous to implement sophisticated cryptographic mechanisms for security, trust and
privacy. The number of IoT devices are increasing drastically which potentially
leads to additional challenges namely transparency, scalability and central point
of failure. Furthermore, the growing number of IoT applications induces the need
of decentralized and resource constrained mechanisms. Therefore, in this paper,
we propose a decentralized Random Number Generator (RNG) based on sen-
sor Physical Unclonable Functions (PUF) in smart logistics scenario. PUF is a
secure and lightweight source of randomness and hence suitable for constrained
devices. Data is collected from various sensors and processed to extract crypto-
graphically secure seed. NIST tests are performed to appraise the aptness of the
proposed mechanism. Moreover, the seed is fed into an Elliptic Curve Crypto-
graphic (ECC) mechanism to generate pseudo-random numbers and keys which
can potentially be used for authentication, encryption and decryption purposes.

Keywords: Internet of Things · Decentralization · Random number generator ·
NIST · ECC

1 Introduction

In this paper, we propose a lightweight sensor-based PUF random number generator. As
per Gartner IoT definition, “IoT is the network of physical objects that contain embed-
ded technology to communicate and sense or interact with their internal states or the
external environment” [1]. Physical objects can be any device that can be connected to
the Internet such as sensors, smartphones and tablets. Over the years, the freight trans-
portation industry has undergone some significant changes, which introduce new chal-
lenges. Transportation companies have more vehicles to manage, their customers have
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higher delivery demands, and the transportation network has become more complex
[4]. IoT has been playing a significant role to overcome these challenges. For instance,
traditional logistics processes are mainly manual, thus error prone and time consuming.
IoT has transformed the traditional logistics into smart logistics which is more dynamic,
robust and efficient.

IoT devices generate and exchange enormous amount of data and these data are
commonly called as “big data” [2]. Various IoT services use “big data” for monitoring,
optimization, learning, automation [6] and ultimately impel eminent applications for
our day-to-day life. In the pursuance of secure data communication and access, there
is growing need for IoT data security. Although, many security schemes are proposed
in the literature, however, most of them are developed for mobile devices, which have
more power and computational resources than the resource constrained IoT devices and
conventional schemes are not scalable. For smart logistics, the limited power, storage
and computational resources of the IoT devices must be taken into account when devel-
oping IoT security schemes. Another important requirement for smart logistics security
mechanisms is implicit security, where human interactions (manual configuration) are
not required to set up and configure keys, since in smart logistics sensors are deployed
remotely and are large in numbers. This means that the sensors are capable of gener-
ating their own cryptographic keys without the necessity of manual configuration or
a central party [27]. This we refer to as an implicit and decentralized cryptographic
scheme.

Furthermore, random number generators play a very crucial role in cryptographic
mechanisms [33,36]. Insecure random number generators can imperil security algo-
rithms and ultimately lead to vulnerabilities [27]. PUFs are a very good candidate for
randomization, as they are very secure by relying on uncontrollable manufacturing vari-
ations and they are suitable for constrained devices. Due to the manufacturing varia-
tions for instance each accelerometer or gyroscope generates different data, even when
they share the exact same movements. Therefore, this research focuses on the use of
sensor-based PUF to generate random numbers for cryptographic mechanisms in smart
logistics. In our proposed algorithms, we extract randomness from data based on the
manufacturing variations of the sensors, which can be ultimately used in implicit secu-
rity mechanisms. Furthermore, a sensor-based PUF uses the already existing sensors
in the node without the need of any additional hardware. This would reduce the costs,
since no additional sensory circuit is required. We have illustrated that the proposed
algorithms are adept to extract randomness from sensor data. The randomness is vali-
dated through NIST tests. We have also compared our results with SRAM PUFs [32].
Furthermore, we have used an existing Elliptic Curve Cryptographic (ECC) mechanism
[35] as pseudo-random number generator based on the extracted seed.

2 Our Contributions

In this research, various algorithms are proposed to extract secure random seed from
sensor-based PUF for decentralized IoT application particularly for smart logistics.
NIST tests are performed. And finally, an ECC mechanism is used to generate pseudo-
random numbers and cryptographic keys from the extracted seed.
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3 Background Knowledge

In this section, we provide a brief introduction of terminologies that are related to ran-
domness in information security.

Entropy. Entropy is “the measure of randomness in data” [28]. In other words, it is
“the amount of uncertainty an attacker faces to determine the value of a secret” [29]. A
sequence which has n bit entropy has the same randomness of a uniformly distributed
n bit sequence [29]. It is a key factor in information theory. As defined in [30], let us
suppose a random sequence {x1, ...xn} with probability (p1, ..., pn) then the entropy of
a discrete random variable X is given below.

H(X) ≡ H(p1, ..., pn) = −
n∑

i=1

pilogpi (1)

Randomness Extractor. Randomness extraction is the primary phase of key genera-
tion [31]. It is a mechanism to transform a minimal entropy source into a shorter but
maximal entropy (uniformly distributed). The output of randomness extractor is non-
deterministic and thus suitable for cryptographic purposes. Not all sources of random-
ness in the raw format are random enough. Therefore, randomness extraction is used.
Randomness extractor can be represented as below.

Ext : {0, 1}q → {0, 1}p where q > p (2)

Fast Fourier Transform (FFT). Fast Fourier Transform (FFT) is one of the most
important mathematical operation that is used to represent data in the frequency domain.
It is fast mechanism to depict frequency components of the data (spectral analysis). It
can be formulated as below.

Xk =
N−1∑

n=0

xne−2πikn/Nwhere Xk is amplitude and phase (3)

Shuffling Algorithm. Fisher-Yates Shuffle is a simple shuffling algorithm to obtain a
random permutation of a finite array. In order to shuffle an array (Arr) with n elements,
generate a random number between (0, .., n − 1), and swap the n − 1 element of the
array with the element at the index position of the random number, in the next iteration
generate a random number between (0, .., n−2) and swap the element at position n−2
with the element at the index position of the random number and so on. Pseudo-code of
the Fisher-Yates algorithm is given below.

for i from n-1 downto 1 do
j ← random integer such that 0 ≤ j ≤ i
exchange Arr[j] and Arr[i]
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Hamming Distance. Hamming distance corresponds to the positions where two binary
sequences (X,Y ) differ. It is used to compare bit sequences of equal length. Hamming
distance tests are performed to compare the output sequences of the randomness extrac-
tor for uniform distribution. It can be represented as below.

fHD(X,Y ) =
n∑

i=0

xi ⊕ yi (4)

Elliptic Curve. Elliptic Curve Cryptography (ECC) is a public-key cryptography. It is
a collection of asymmetric key generation, digital signatures, encryption and decryption
mechanisms. Elliptic Curve (EC) is illustrated by an equation below. The curve has two
main features: horizontal symmetry and non-vertical lines on the curve can intersect the
curve at no more than 3 places. Let E be an elliptic curve over a finite field F and a, b,
x and y are elements on the field.

E : y2 = x3 + ax + b (5)

NIST Test Suite. Presently, NIST is a standard state of the art randomness valida-
tion suite [32]. The NIST test suite [34] contains multiple statistical tests, designed for
cryptographic purposes, that analyses a sequence for its randomness.

4 Related Work

PUFs are based on the natural variabilities that emerge from the manufacturing process,
which make it impossible to create an identical device with the same circuit characteris-
tics. These uncontrollable, device specific variations serve as a digital fingerprint to the
device and can be used for various security applications such as device-identification,
authentication and in encryption key generation. Many different PUF types have been
designed in the last decade. The optical PUF consists of a transparent optical medium
that is explicitly added to the device during manufacturing. The coating PUF is an
explicit PUF based on a coating layer added on the chip. In case of a magnetic PUF
[30] on a magnetic strip a ferromagnetic material is added, consisting of particles vary-
ing in size, shape and position. Memory PUFs are based on the preferred stable state
of memory cells. The threshold voltage (Vt) PUF is based on the manufacturing vari-
ations of transistors. The carbon nanotube PUF exploits the manufacturing variations
of the transistor. The power distribution PUF is based on the unique characteristics of
power transfer lines in the power distribution grid in a circuit. The acoustical PUF uses
acoustical delay lines of a circuit to characterize a system. The super high information
content (SHIC) PUF uses nano-diodes in a matrix configuration, where each diode has
an unique output. A board PUF is an explicit PUF consisting of a layer of capacitors
implemented on a printed circuit board (PCB). A delay based PUF is an implicit PUF
based on variations in delay of two identical paths in the chip circuit. In the arbiter
PUF a comparator determines which path is the fastest and accordingly outputs a ‘0’
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or a ‘1’ as PUF response. The clock PUF is very similar to the arbiter PUF, as it deter-
mines the fastest path in the clock network of the circuit. A Ring-Oscillator (RO) PUF
measures the delay of two identical circuit paths in a different manner as it is based
on an oscillating frequency. A Radio Frequency (RF) based PUF uses the characteris-
tics of a radio frequency wave to identify a system. The sensor PUF uses a sensor or a
combination of multiple sensors to produce the PUF output. In Table 1 an overview of
the comparison is given. As can be seen from Table 1 most PUFs are explicit and have
extrinsic evaluation. This means that for most of these PUFs additional manufacturing
steps are needed, which costs valuable time and money. In this research our aim is to
propose PUFs mechanisms that are suitable for constrained devices and decentralized
application without requiring dedicated hardware or architecture.

Table 1. PUFs comparison table. Implicit PUFs are inherent to the device, explicit PUFs need
manufacturing variations explicitly added to the device. Extrinsic evaluation means the output is
evaluated outside the PUF device, intrinsic evaluation happens on the PUF device. The Fractional
Hamming Distance (FHD) inter is the similarity between the output from two different PUFs to
the same input. The FHD intra is the similarity between the output from one input given to the
same PUF twice. In modeling attacks, the PUF can be cloned when input-output pairs are known.

PUF Reference Parameter Implicity Evaluation FHD inter
(%)

FHD intra
(%)

Tamper
evident

Modeling attack

Optical [7,8] Light intensity Explicit Extrinsic 49.79 25.25 Yes Not possible

Phosphor [9,10] UV light intensity Explicit Extrinsic ? ? Yes ?

Coating [7,11] Capacitance Explicit Extrinsic ∼50 <5 Yes Possible

Magnetic [10,12] Magnetic field Implicit Extrinsic ? ? Yes ?

SRAM [7,13] Transistor power-up
state

Implicit Intrinsic 49.97 3.57 ? Possible

Threshold
Voltage

[10,14] Transistor voltage Implicit Intrinsic 50 1.30 ? ?

Carbon
nanotube

[10,15] Transistor current Explicit Extrinsic 49.67 1.90 ? Not possible

Power
distribution

[7,16] Resistance Explicit Extrinsic ? ? Yes ?

Acoustical [7,17] Frequency spectrum Implicit Extrinsic ? ? Yes Possible

SHIC [10,18] Voltage/
current

Explicit Extrinsic ? ? ? Not possible

Board [10,19] Capacitance Explicit Extrinsic 47.21 3.63 Yes Not possible

Arbiter [7,20] Signal delays Implicit Extrinsic 23 5 ? Possible

Clock [10,21] Clock signal Implicit Extrinsic 50.30 5.07 Yes ?

Ring-oscillator [7,22] Frequency Implicit Extrinsic 46 0.48 ? Possible

Radio frequency [7,23] Radio frequency
scattering

Explicit Extrinsic ? ? Yes ?

MEMS [10,24] Accelerometer
values

Explicit Extrinsic 42.64 92.17 ? ?

Sensor PUF [25] Characteristics
photo diodes

Explicit Extrinsic ? ? No ?

Sensor PUF [26] Accelerometer
values

Implicit Extrinsic ? ? No ?
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5 Randomness Extraction

Sensor data in the raw format is mostly biased, correlated and not random enough to
be used for key derivation. Therefore, randomness extraction mechanisms are used to
transform weakly random (raw) sensor data into uniformly distributed sequence. We
propose various algorithms aiming to extract uniformly distributed random seed from
sensor-PUF data. As described earlier, the methods to obtain random sequences are
designed for constrained devices. To randomize the sensor data, we have come up with
four algorithms (Algorithm 1, 2, 3, 4).

Algorithm 0. Raw sensor data and combinations of various sensor data is tested for
randomness without applying any randomness extraction mechanism.

Algorithm 1. This algorithm aims to randomize the sensor data by multiplying it with a
set of three decimal digits of the constants e or π. For both constant up to trillion digits
are known, therefore this algorithm does not have reuse the digits in a considerable
time. Even if the algorithm would randomize a data stream of one million data points,
the constants e or π would last at least, without reusing digits, 10 million and 16 million
times, respectively. Five million digits of both constants e or π are loaded and for both
constants their decimals are grouped per three decimals. Next, the data is multiplied
with the constant’s decimal values, from either e or π. Each data point is multiplied
with one group of three digits. For example, multiplication of Accx, Accy , Accz with
constant e is as follows: Accx1 × e1−3, Accy1 × e4−6, Accz1 × e7−9, Accx2 × e10−12,
Accy2 × e13−15, Accz2 × e16−18, etc. After the multiplication the absolute value of the
result is taken and the result is converted to binary and tested with the NIST test suite.
The pseudo-code is shown in Algorithm 1.

Algorithm 1: Random Sequence generation by multiplication with π

Input: SensorData
Output: RandomSeed
for i in range(3000, length(SensorData)-3000) do

ProcessedData ← SensorData
PiDecimals ← DecimalsPi
for i in range(length(PiDecimals) - 3) do

GroupedPiDecimals ← ((PiDecimals(i) × 100) + (PiDecimals(i + 1) × 10) +
PiDecimals(i + 2))
i = i + 3

for i in range(length(ProcessedData)) do
ProcessedData.YPR ← ExtractDecimals(ProcessedData.YPR)
ProcessedData.Heading ← ExtractDecimals(ProcessedData.Heading)

for i in range(length(ProcessedData)) do
MultipliedData ← ProcessedData(i) x GroupedPiDecimals(i)

for i in range(length(MultipliedData)) do
AbsMultipliedData ← abs(MultipliedData)

RandomSeed ← AbsMultipliedData
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Algorithm 2. In this algorithm, a bitwise XOR operation on various combinations
of data samples is performed. Each data point is converted to a binary value to per-
form the bitwise XOR operation. Next, the XOR operation takes place in various com-
binations. In Table 3 the different XOR combinations are given. The bitwise XOR
has been performed in the denoted order in the column combinations. For instance,
Accx ⊕ Gyroy ⊕ Magz means that first the Accx data is XORed with the Gyroy data
and the result is XORed with Magz . The pseudo-code is shown in Algorithm 2.

Algorithm 2: Random Sequence generation with XORing of sensor data
Input: SensorData
Output: RandomSeed
for i in range(3000, length(SensorData)-3000) do

ProcessedData ← SensorData
for i in range(length(ProcessedData)) do

AbsDataToProcess ← abs(ProcessedData)

for i in range(length(ProcessedData)) do
ProcessedData.Yaw ← ExtractDecimal(ProcessedData.Yaw)
ProcessedData.Pitch ← ExtractDecimal(ProcessedData.Pitch)
ProcessedData.Roll ← ExtractDecimal(ProcessedData.Roll)
ProcessedData.Heading ← ExtractDecimal(ProcessedData.Heading)

for i in range(length(AbsDataToProcess)) do
BinaryData ← Convert2Binary(AbsDataToProcess)

for i in range(length(BinaryData)) do
Result1 ← XOR(BinaryData1 ⊕ BinaryData2)
Result2 ← XOR(Result1 ⊕ BinaryData3)

RandomSeed ← Result2

Algorithm 3. The third algorithm is an extension of Algorithm 2. First, the Fast Fourier
Transform (FFT) is applied to the data, after which the XOR operation from Algorithm
2 is performed. The FFT of each data stream is calculated separately. This means that
no sensors are combined and that the multiple data streams (x, y, z) from one sensor
are kept separated as well. The FFT is calculated on the data as one sequence. The
result of a FFT consists of a real and an imaginary part. In this algorithm, only the real
part is used and the imaginary part is discarded. Besides this, only the decimal number
of the real part is used and the integer part is discarded as well. The next step is to
convert every data stream to binary values, to be able to perform the bitwise logical
XOR operation. Similar to Algorithm 2, the XOR operation is applied to various data
combinations as shown in Table 3. The pseudo-code is shown in Algorithm 3.

Algorithm 4. Among all the algorithms mentioned previously, Algorithm 4 is an opti-
mal and secure randomness extraction mechanism. This algorithm is an extension of
Algorithm 3. In this algorithm, shuffling is applied to the output data stream of Algo-
rithm 3. Fisher-Yates algorithm is used to perform shuffling and extract random permu-
tations of various bits sizes (i.e. 100000, 512000). Fisher-Yates algorithm is being used
since it is unbiased (every permutation is equally likely), linear in time and is fast. The
pseudo-code is shown in Algorithm 4.
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Algorithm 3: Random Sequence generation with XORing of FFT processed sen-
sor data
Input: SensorData
Output: RandomSeed
for i in range(3000, length(SensorData)-3000) do

ProcessedData ← SensorData
for i in range(length(ProcessedData)) do

AbsDataToProcess ← abs(ProcessedData)

for i in range(length(ProcessedData)) do
ProcessedData.YPR ← ExtractDecimal(ProcessedData.YPR)
ProcessedData.Heading ← ExtractDecimal(ProcessedData.Heading)

for i in range(length(ProcessedData)) do
FFTDataRealImj ← FFT(ProcessedData)
FFTDataReal ← abs(real(FFTDataRealImj))
FFTData ← ExtractDecimal(FFTDataReal)

for i in range(length(FFTData)) do
FFTBinary ← Convert2Binary(FFTData)

for i in range(length(FFTBinary)) do
FFTXOR1 ← XOR(FFTBinary1 ⊕ FFTBinary2)
FFTXORf ← XOR (FFTXOR1 ⊕ FFTBinary3 )

RandomSeed ← FFTXORf

Algorithm 4: Extraction of Random Seed
Input: SensorData
Output: RandomSeed
for i in range(3000, length(SensorData)-3000) do

ProcessedData ← SensorData
for i in range(length(ProcessedData)) do

FFTDataRealImj ← FFT(ProcessedData)
FFTDataReal ← abs(real(FFTDataRealImj))
FFTData ← ExtractDecimal(FFTDataReal)

for i in range(length(FFTData)) do
FFTBinary ← Convert2Binary(FFTData)

for i in range(length(FFTBinary)) do
FFTXOR1 ← XOR(FFTBinary1 ⊕ FFTBinary2)
FFTXORf ← XOR (FFTXOR1 ⊕ FFTBinary3 )

DataSize ← length (FFTXORf )
RandomPerm ← FisherYates(DataSize, 100000)
for i in range(length(RandomPerm)) do

DataPoint ← RandomPerm (i)
RandomSeed ← FFTXORf (DataPoint)

6 Sensor-Based PUF Data Acquisition

This section aims to construct and implement a method with which datasets of sensor
data are obtained. The sensing platform is integrated into pallets, and contain several
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types of sensors, among which an IMU. We have used a 9DoF Inertial Measurement
Unit (IMU) as shown in Fig. 1 to gather the movement data. It uses an accelerom-
eter, gyroscope and magnetometer to determine with an on-board processor the lin-
ear and angular motion of the object it is attached to. It also uses the on-board pro-
cessor to calculate the quaternions, yaw, pitch, roll and heading of the device. In
this research, we have used both individual sensor data and combining multiple sen-
sors data, namely: accelerometer (x, y, z) axis, gyroscope (x, y, z) axis, magnetome-
ter (x, y, z) axis, quaternions (w, x, y, z) axis, yaw, pitch, roll and heading. The pur-
pose behind combining multiple sensors data (i.e. accelerometer + gyroscope + magne-
tometer) is to analyse the impact of combination on randomness. The data is obtained
by driving in a car, in trips ranging from 50 KM to 150 KM. The dataset contains sub-
sets from different car trips, each with the same IMU configurations and positioning of
the IMU in the car console. The data is sampled at 100 Hz. The first and last 30 s of
data of each trip are removed. This is because during this time the car is assumed to
be stationary, making it very unlikely random data would be created by the sensors. At
a sampling rate of 100 Hz, 30 s of data amounts to 3000 samples. The absolute value
of all data is taken. For some analyses, the data on the different axes of sensors with
multiple axes are combined in one data stream per axis. For example, the accelerometer
generates data on 3 axes;(x, y, z) axis are combined in one accelerometer data stream.
Before combining the yaw, pitch roll (YPR) data into one stream, the decimal values
are extracted, to be used for the tests. The integer values are discarded, since visual
inspection showed that these are not random values. Also, the decimal values of the
heading data are used. Furthermore, for some analyses, the data from multiple sensors
are combined into a single stream per axis (i.e. Accx1 + Gyrox1 + Magx1).

Fig. 1. Inertial Measurement Unit (IMU) is used to gather the movement data.

7 Results and Discussion

This section discusses the results of the randomness tests performed with the NIST test
suite. For the NIST tests, the standard configuration is used, meaning all statistical tests
are run. The data is input as ASCIIâĂŹs 0s and 1s and is tested in one sequence. The
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algorithms are tested on various data sets and varying data points. The size of input bits
tested with NIST are ranging from 130000 bits till 1100000. The average size of input
bits is approximately 800000. The results of the tests are consistent.

Results of Algorithm 0. The results of Algorithm 0 is shown in Table 2. None of the
tested data from sensors and combinations of sensors are random. All tested configura-
tions failed almost all the NIST tests. Therefore we conclude that the gathered data in
the its raw form is not random and thus as such not suitable for cryptographic usage.

Results of Algorithm 1. Table 2 shows that Algorithm 1 is not successful in random-
izing the data. All tested sequences are not random and failed most of the tests. This is
the case for both multiplication by e or π, as well as multiplication the full dataset or
only half the dataset. For seven out of eighteen tests the ‘rank’ and ‘linear complexity’
tests passed, for both e or π, with the Yaw, Pitch, Roll (decimals) combination for π as
exception. This combination did not pass the ‘rank’ test. The results show that even less
tests are passed after manipulation by Algorithm 2, compared to Algorithm 0. Based on
our analyses, multiplying sensor data by some constant does not make it random. For
Algorithm 1, randomness results almost remained the same when multiplied by e or π.
The results shown in the Table 2 is for e.

Results of Algorithm 2. Table 3 shows that results of Algorithm 2 are improved signif-
icantly compared to Algorithm 1. For Algorithm 2, based on XORing datapoints, most
individual tests are passed and with that most tested sequences (combinations) are deter-
mined random. For some sequences the ‘random excursions’ and ‘random excursions
variants’ tests are executed. In all cases this test is performed, the test passed.

Results of Algorithm 3. For the tests of Algorithm 3 the same sequences are used as
for Algorithm 2, this time only the mantissa of Yaw, Pitch & Roll and Heading are used.
The algorithm is tested both on the full dataset and half of the dataset. A large percent-
age of the tested sequences turned out to be random and passed the tests. When the
fourier transform is performed on small data points, the sequence Magx,Magy,Magz

and the sequence Yaw, Pitch, Roll, Heading are three out of four times not random. For
all the sequences where all data points are used to calculate the fourier transform, the
results are random. Table 3 shows the results of Algorithm 3.

Results of Algorithm 4. Table 4 NIST results of Algorithm 4 for a random permutation
of bits size 100000. The results illustrate that Algorithm 4 has effectively passed all the
NIST tests. Which shows that Algorithm 4 is capable of extracting secure and random
seed. Furthermore, from a random sequence of bits size 500000 generated by Algo-
rithm 4, 20 different sequences of bits sizes 5000 are extracted and pairwise hamming
distance is calculated. Figure 2 shows the pairwise comparison of the 20 different per-
mutations. The results shows that each sequence is completely different from the other
sequences. Which clearly demonstrate that the sequences are uniformly distributed; the
probability of occurrence of each sequence is almost equal. Algorithm 4 NIST results
are compared with SRAM PUFs [32] for the same NIST settings and size of input bits
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(512000). Table 5 shows comparison of Algorithm 4 with SRAMPUFs [32]. The results
demonstrate the dominance of Algorithm 4 in randomization by passing all NIST tests
and assures its feasibility for cryptographic applications.

Table 2. Results of randomness for Algorithm 0 and 1. The percentages depict percentage of sub
tests passed. ✓ represents the NIST test is passed, while ✗ represents the NIST test is failed. Blue
color depicts Algorithm 0 and green color depicts Algorithm 1. For Algorithm 1, combination of
various sensor data is not performed. A – means either the test is not performed or NIST test suite
gives no result. On average, the number of input bits to NIST test suite are 800000.

Fig. 2. Pairwise hamming distance between 20 sequences of bits size 5000 each.
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8 Complexity

The unique features of the proposed randomness extraction algorithms are that we have
used very simple and faster operations (functions) in order to be suitable for decen-
tralized and implicit cryptographic schemes. For the Fisher-Yates algorithms, the time
complexity is O(N) where N is the size of the input array (sequence). For FFT, the
time complexity is O(NlogN) where N is the data size. The time complexity for XOR
operation is O(N), where N is the size of the binary sequences.

9 Pseudo-random Number Generator

Extracting secure seed from sensor-based PUF data might not always be desirable or
feasible, so alternatively, we can use a pseudo-random number generator (PRNG) to
generate long runs of pseudo-random numbers from the seed. PRNG feeds the seed into
a deterministic algorithm to generate pseudo-random sequences in short time and the
sequences are statistically pretty close to random. A standard PRNG has three charac-
teristics: deterministic, efficient and periodic. The output of PRNG should be identical
to uniformly distributed random variables [33]. Furthermore, PRNG generate uncorre-
lated sequences and has long period before repeating the cycle. We use an exiting ECC
based random number generator [35] to generate pseudo-random numbers and the aim
is to demonstrate the use case of the extracted sensor-based PUF seed for key deriva-
tion purposes. In comparison with other public key cryptography (RSA), ECC requires
smaller key size but proffer similar security. A 256-bit ECC key provides approximately
same security as 3072-bit RSA key [36]. Thus it is computationally efficient. Further-
more, ECC is scalable thus suitable for distributed IoT applications. Besides that, ECC
is used in Bitcoin to generate public and private keys. The employed ECC mechanism
[35] is premised on the addition of points on an EC over finite field. ECC requires
random numbers to generate random curves [35] and secret parameters. We propose
to use the extracted random sequences from the sensor-based PUF as seed to generate
random curves and EC secret parameters. EC based pseudo-random generator as pro-
posed in [35], can be integrated in a cryptographic system, is shown in Fig. 3 and it
works as follow. Primarily, a finite field F , an elliptic curve E, a point on the curve P ,
and a seed k1 are selected. The size of k1 depends on the size of the finite field F . We
presume that the seed k1 and the initial point on the curve P can be generated from
the our extracted sensor-based PUF random sequences. k1 which is a seed in the first
cycle is input into the knP module. The module performs the multiplication between
kn which is an integer and P which is point on the curve and subsequently generates
a knP point. A sequence of pseudo-random bits xn are obtained. The new seed kn+1

is formed by adding the x-coordinate of the point and the cycle number. As the authors
[35] claim, the mechanism can be implemented without an additional hardware or soft-
ware component which makes it suitable for constrained IoT devices. Furthermore, the
statistical properties, period analysis, results and possible structural variations in the
block diagram of EC based pseudo-random number generator are available at [35].
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Fig. 3. Block diagram of ECC based pseudo-random number generator [35].

Table 3. Results of randomness for Algorithm 2 and 3. The percentages depict percentage of sub
tests passed. ✓ represents the NIST test is passed, while ✗ represents the NIST test is failed.
Blue color depicts Algorithm 2 and green color depicts Algorithm 3. A – means either the test is
not performed or NIST test suite gives no result. On average, the number of input bits to NIST
test suite are 800000.
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Table 4. Results of randomness for Algorithm 4. The number of input bits to NIST test suite are
100000. The percentages depict percentage of sub tests passed. ✓ represents the NIST test is
passed, while ✗ represents the NIST test is failed. A – means either the test is not performed or
NIST test suite gives no result because the test is not applicable, since there are an insufficient
number of cycles.

Table 5. NIST test results of Algorithm 4 are compared with True random number generator
based on SRAM PUFs [32]. The results of both the mechanisms are based on same NIST settings
and input bits size of 512000.

Test SRAM PUFs [32] Our proposed Algorithm 4

Frequency ✓ ✓

Cumulative sum ✓ ✓

Runs ✓ ✓

FFT ✓ ✓

Longest run ✓ ✓

Block frequency ✓ ✓

Approximate entropy ✓ ✓

Rank ✓ ✓

Serial ✓ ✓

Universal ✓ ✓

Random excursions n.a. ✓

Random exc. variant n.a. ✓

Linear complexity n.a. ✓

Overlapping template n.a. ✓

Non-overlap. temp. n.a. 98.6%
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10 Conclusion

Secure access and sharing of data is very important in smart logistics. Random number
generators play an important role in security mechanisms. However, generating random
numbers is not necessarily straight forward or easy, especially for IoT devices and in IoT
circumstances generating random numbers is more challenging. A sensor-based PUF
that utilizes the sensors on an IoT device is a potential solution, as physical variations
among the sensors could provide a good source of randomness. We proposed various
lightweight randomness extraction mechanisms while taking into account the limited
power, storage and computational resources of the IoT devices in smart logistics. Based
on our analysis, sensor data in the raw form is not random, multiplying sensor data by
some constant does not make the data random, XOR operation can somehow improve
the randomness, and incorporation of XOR, FFT and random permutation significantly
improve randomness and security of the seed. We can conclude that sensor data if pro-
cessed accordingly can adequately be used to extract cryptographically secure random
numbers.
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Abstract. In the present digital world, we depend on information tech-
nology more than ever. Our economy, health, well-being and even our
lives depend on it. Information security is a basic requirement, with
access control playing a key role in limiting potential risks. However, the
digital environment is no longer limited to data, access to the IoT space
must also be handled properly.

Logic has shown to be very useful in access control. It has been used to
formally explain and verify access control policies. Here, logic is employed
as a reasoning service in support of other systems. However, a general
access control mechanism for logic programs is not available.

This paper presents a structural approach that brings Access Control
to Logic Programming. It allows to constrain access to the knowledge
base, supporting the use of impure predicates, preventing unauthorized
side effects (i.e. controlling IoT devices) taking place.

Keywords: Access control · Logic programming · Impure logic · IoT

1 Introduction

The technological revolution has given rise to impactful technologies. Sharing
and processing information is a key factor for improvement. Unfortunately, the
many examples of data breaches [3,6] and the loss of privacy represent a per-
manent threat. Several access control strategies have been developed to help in
securing this data. Although access control may seem conceptually straightfor-
ward, its integration is often complex and error-prone. Over the years, research
on access control that harnesses logic is substantial: it has been used to for-
mally verify security properties; to explain, express and enforce access control
policies, etc. While knowledge bases may house huge amounts of data and knowl-
edge, research on the use of access control within knowledge representation and
reasoning systems is very limited. As former research shows, logic easily lends
itself in expressing and enforcing access control policies. However, no structural
approach is available to enforce access control inside logic programs.

This work examines how common access control mechanisms can be enforced
in logic programs such as programs written in Prolog, Datalog, Logica [9] and
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Yedalog [5]. A straightforward approach would be to verify access control policies
and remove predicates that do not comply with the policy during consultation
of the program. This mimics standard access control to resources as a whole
(e.g. a file). In logic programs, however, access control can be much more ver-
satile. Not only access to data or entities can be controlled, but also access to
knowledge (i.e. the reasoning itself). Resulting in complex access control logic.
Intuitively, when access is denied, the knowledge should appear as nonexistent,
and the user only has a limited view on the knowledge base. In other words,
queries requiring inaccessible knowledge for its reasoning, do not return results.
Otherwise, they must produce the same results as if no access control were used.
In that sense, impure predicates require special care. Impure predicates result
in side effects, when the predicate is resolved [17]. For instance, consider the
open(Lock) predicate that opens the smart door lock, Lock. It is impossible
to revert the side effects upon backtracking. In the light of access control, it is
therefore very important that side effects only occur when allowed.

Contributions. This paper presents a solution that evaluates access control policies
during resolution in logic programs, taking special care for impure predicates, (e.g.,
actions in the IoT space). It provides a high expressiveness and fine-grained control
of theprogramandmakes it awidelyapplicable approach.Adenyas soonaspossible
strategyisused,butdecisionsarepostponeduntiltheycanbedecidedwithcertainty.
Moreover, as enforcement occurs during inference, the approach easily extends to
the dynamic case such as a reactive system (i.e., one that responds to external
inputs). In this approach, access rules are defined as part of the program logic.
In other words, the rules can take advantage of the program’s knowledge base.
Hence, expressing access control strategies, such as resource based, role based and
relationship based access control, is straightforward. To validate and demonstrate
the approach, an implementation is provided as a Prolog meta-interpreter, named
ACoP. It can easily be integrated in existing Prolog programs with minimal effort.
Overhead is limited to defining the access rules, also in Prolog.

The remainder of this paper is structured as follows. Section 2 points to
related work in the field of access control. Section 3 explains the design of the
proposed solution. More details on the Prolog implementation of ACoP can be
found in Sect. 4 together with an evaluation of the implementation. Section 5
discusses the work and the paper ends with conclusions.

2 Previous and Related Work

A Logic Programming IoT Reasoning Middleware. The work builds on a previ-
ously proposed reasoning middleware for the IoT [2]. The middleware hosts a
modular, module-based, logic reasoner, developed in Prolog. Each module has
its own functionality, including access control. In this work we look at how the
existing access control module can be extended to support multiple access control
strategies, without increasing the overhead for the developer.

Access Control. For many years, logic programming has been used to support
access control [1,12,15]. Also more recent work takes advantage of formal logic
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to realize and verify access control models. There are several established access
control models, ranging from easy to implement strategies, such as consulting an
access control matrix, over rule based access control (RBAC), to more complex
strategies such as organizational based access control (OrBAC) [18] and rela-
tionship based access control (ReBAC) [8]. Huynh et al. defined an alternative
strategy that uses priority, modality and specificity to handle conflicts [10]. The
multi-layered access control model was implemented in both ProB and Alloy.
ProB is a model checking tool for the B programming language, helping the
developer by detecting errors in B specifications [13]. Similarly, Alloy is a lan-
guage for describing structural properties [11]. Both languages are thus suited
for writing complex access rules policies, free of conflicts. The work of Kolovski
et al., provide a formalization of XACML, using description logic which is the
basis for the Web Ontology Language (OWL) [12]. Now, XACML is a widely
used and standardized access-control policy language.

In the related work described above, the use of logic programming is lim-
ited to either the specification, the design and/or verification of access control
policies. The logic programs are merely used as a tool or in the backend of a big-
ger non-logic-based system. On the contrary, the proposed solution can be used
inside logic programs to enforce access control. Provided translation, however,
rules written in B, Alloy or XACML can be used by ACoP.

Sartoli et al. use Answer Set Programming (ASP) to implement adaptive
access control policies, allowing access control on incomplete policies and imper-
fect data [16]. This approach is interesting as it can handle exceptional cases
and supports dynamic environments where former believes may conflict with
new observations. While the policies are specified and handled in ASP, the focus
is also in providing support as backend solution towards external systems.

Bruckner et al. present a policy system that allows to compile access control
policies in the application logic [4]. An automatically created domain specific
language is therefore cross-compiled into the host language. Although the system
puts no restrictions on the host language, it is unclear if it transfers to logic
programming languages as well.

To the best of our knowledge, ACoP is the first to provide a solution to apply
access control to logic programs. Hence, the focus of this paper is on how access
control can be enforced on the reasoning of logic programs. It not only allows to
control access to data or entities, but also to control access to knowledge (e.g.,
rules).

Support for Logic Programming Languages. Several logic programming lan-
guages exist. The proposed solution is validated by a Prolog implementation,
and can be integrated into existing Prolog programs. Nevertheless, the app-
roach may be extended to other logic programming languages as well. Examples
are Datalog [14], a subset of Prolog, or the more recent Logica [9], a modern
logic programming language for data manipulation. However, while in Prolog
the meta-interpreter and policies can be fully written in the language itself,
writing a meta-interpreter for Datalog and Logica may require more effort and
the possibilities to define access control rules will be more restricted.



A Logic Programming Approach to Incorporate Access Control in the IoT 109

3 General Approach

Access control is the act of ensuring that a user only has access to what she is
entitled to. It is usually defined in three levels, using an access control policy,
a security model and a security mechanism [15]. The policy expresses the rules
according to which control must be regulated. The security model provides a
formal model of the policy and its working, and the security mechanism defines
the low level functionality that implements the controls as formally stated in
the model. Logic programs naturally support logic-based formulations of access
control policies, providing clean foundations and a high expressiveness. In fact,
it merges both access control policy and security model, into a single formal
specification of the policy. In the remainder, we make no distinction between
both, and will use the access control policy to denote both.

In this work, access control policies are defined at the predicate level, by
specifying whether access to the predicate is allowed or denied. To ensure com-
pleteness (i.e., in case no authorization is specified), a default policy is used.
Whether an open (i.e., default access) or a closed policy (i.e., default access
denied) is used, is configured at design time by the policy administrator.

Figure 1 shows the structure of a target logic program, protected by the
ACoP system. Queries sent to the ACoP system are resolved by the access
control module implementing the security mechanism. The burden of adding
access control to a logic program is very limited. Introducing access control to
a target program requires no changes to the program itself. It only requires the
definition of the access control policies and the configuration of the the access
control module.

In the following sections, the policies and the access control module will be
defined.

3.1 Access Control Strategy and Policies

The applied access control strategy in ACoP is the following: deny access as soon
as possible. Therefore, access is already verified before the predicate is being
resolved, i.e., preliminary access control. If, based on the defined access control
policies, it determines that access is denied, resolution will stop. If it cannot
yet determine whether access is denied, an attempt will be made to resolve the
predicate. Once the predicate is resolved, access is verified again with the now
resolved predicate.

Inaccessible data appears as nonexistent. Thus, the user only has a limited
view of the entire knowledge base. Queries to inaccessible data do not return
any answers, while queries for accessible data should produce the same results as
when no access control is used. Note that this may result in a change of semantics:
When no results are retrieved, it may either indicate that no answers to the query
exist, or that the user has insufficient rights to access the information.

In general, access control policies use a combination of an Object, being the
resource to which access is requested, and a Condition, defining the constraints
that need to hold before access is granted. Based on the type of conditions
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that can be specified, different access control models exist (e.g., attribute-based,
role-based, rule-based, discretionary or mandatory access control). For instance,
conditions may relate to the subject, the current context, the allowed operations,
etc.

In ACoP, objects are represented by predicates, with no restrictions on how
conditions are defined. In other words, any access control model can be sup-
ported. The object of an access policy is either allowed or denied, depending on
customised conditions. Basically, allow and deny access policies, are defined as
follows:

allow(Pred(...)) :- <conditions>.

deny(Pred(...)) :- <conditions>.

ACoP System

Target Program Policies

Access Control

Fig. 1. Structure of the ACoP access
control system

CLOSED POLICY

DENY

ALLOW

ALLOW

Fig. 2. Venndiagram depicting allowed
or denied predicates (•) for a closed
policy

Positive and Negative Policies. The permission of an access policy is either
positive (allow) or negative (deny), granting and refusing access to the predicate
respectively. Pred is the target predicate (defined or used in the Program) to
which the permission applies, i.e. the access rule’s object. The predicate may
contain a number of atoms as arguments to constrain the applicability of the
permissions, others may be left open (i.e., remain variable).

Optional conditions define under what circumstances the permission
applies. These conditions may contain custom logic, or refer to predicates defined
by the target program. Sometimes, permission is not based on the validity of a
predicate in a target program, but on whether access to that predicate is granted.
Therefore, the predicate access/1 is introduced. This predicate allows to verify
if access is granted to a predicate in the target program.

Multiple permission rules may be defined on the same predicate, both allow
or deny, and with different conditions or arguments. The access control module
will correctly resolve the potentially conflicting policies, based on the configured
access control strategy.

By supporting both allow and deny policies, ACoP allows for more fine-
grained rules, in contrast to whether only one type of permission can be specified.
In Listing 1.1, the specification of some example access control policies is given
for a manufacturing environment. The predicate user/1 requests the identifier
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% policy 1

allow(machine(M)) :- user(U), line_manager(U,P), location(M,P).

% policy 2

allow(start_machine(M)) :- access(machine(X)).

% policy 3

deny(start_machine(M)) :- night_time.

Listing 1.1. Example access control policies in a manufacturing environment.

of the entity issuing the request to access the object of the policy. The policies
are the following. In general, a machine M is accessible to the manager of the
production line in which the machine is located (policy 1). Starting a machine M
is permitted when access to the machine itself is allowed (policy 2). However,
starting a machine during night time is prohibited (policy 3). Hence, policy 3
further restricts policy 2.

Completeness. For completeness, it is required to resolve authorization when
no permissions are defined. Therefore, ACoP can be configured for either an
Open or a Closed policy. In an open policy strategy, access is granted by default,
while in a closed strategy, access is denied. In traditional access control systems,
closed policies are custom as a fail-safe alternative when no permission is defined.
However, in logic programs, it could make sense to use an open policy. For
instance, in a reactive system controlling a robot, all reasoning is by default
allowed, except for the impure predicates that are used to control the robot.

Conflict Resolution. To ensure consistency, proper conflict resolution is required.
The meaning and resolution of permissions depends on the strategy in use. In a
closed policy, one should define allow policies to provide access to predicates. In
other words, accessible predicates must be ‘allow listed’. To support a more fine
grained allow listing, deny policies may overrule accessible predicates. As shown
in Figure 2, a deny policy may partially overrule one or more allow policies at
once. The opposite reasoning applies for an open policy. Deny policies restrict
access to predicates (deny listing). Analogous to the closed case, allow policies
may overrule the deny policies, and make access less stringent. This also defines
how conflicts are resolved. When access is granted by default, this is also what
takes precedence in case of a conflict. Contrarily, when access is denied, denial
takes precedence.

Controlled Reasoning. In traditional systems, access control only applies to
resources. In contrast, in logic programs, access control can be extended towards
its logic rules. When no explicit permissions were found for a certain predi-
cate, ACoP can be configured to infer permissions based on logic rules defining
the predicate. In the following, this will be denoted as body resolution. This is
achieved by scanning the knowledge base for clauses that define the predicate P.
Permissions for P are inferred from the predicates defining P (i.e., the body). Per-
missions for the defining predicates may also be derived from their definition,
making access control a recursive process.
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Compound Statements. Access on a compound statement depends on the acces-
sibility of the predicates in the statement. Therefore, a conjunction of predicates
is allowed when each predicate is accessible, while in a disjunction at least one
of the predicates must be accessible. This also reflects what would happen in the
‘absence’ of certain knowledge.

Impure Logic and the IoT Environment. A straightforward approach to inte-
grate access control into logic programming would be to check for each resolved
predicate used during inference, whether it is allowed to be accessed, and only
proceed if it is. Otherwise, it fails and proceeds by backtracking. This approach
would work in pure logic, but fails as soon as impure predicates are involved.
The problem with impure predicates is that during resolution of the predicate,
side effects can take place which cannot be undone during backtracking.

Since access control is particularly relevant for applications in the IoT space,
e.g., sending instructions to a robot, controlling an actuator in a house, etc., it is
important to cover this case. Applying access control should be transparent and
handle a query as if the knowledge were absent. Access to an impure predicate
must therefore be checked before side effects can take place. Hence the preliminary
access control and the default strategy to deny access as soon as possible.

3.2 Terminology and Working Example

Before elaborating the process step by step,the terms subsumption, unification
and resolution that are often used in the context of logic programming are
explained in more detail. A working example in the field of smart manufacturing,
used in Sect. 3.3, is presented.

Subsumption. A predicate A subsumes a predicate B if the predicate A can
be made equivalent to B by only instantiating variables in A. For example
location(M,P) subsumes location(m1, P) as the former can be made equivalent
to the latter by only instantiating variable M to m1. The predicate location(M,p1)
does not subsume location(m1,P) because, in order to make the predicates
equivalent, also variables in the second predicate must be instantiated.

Unification. A predicate A is unifiable with a predicate B if A can be made
equivalent to B by instantiating variables in A and/or B. Similarly a predicate
A is unified to predicate B if all variables are instantiated to make A equiva-
lent to B. The predicate location(M,p1) is unifiable with location(m1,P) by
instantiating the variable M to m1 and variable P to p1. After unification both
predicates are equal (i.e. location(m1,p1)).

Resolution. During resolution of a predicate, a logic program recursively searches
for terms in the knowledge base that unify with the predicate. After resolution
the predicate is resolved. If no unifications can be found, resolution fails. For
impure predicates, this is also the moment that side effects occur.

Working Example. Listing 1.2 presents the working example. It consists of
machines located in production lines controlled by a line manager. The impure
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user(alice).

production_line(l1). machine(m1). location(m1, l1).

production_line(l2). machine(m2). location(m2, l1).

line_manager(bob, l2). machine(m3). location(m3, l2).

line_manager(alice, l1).

start_production_line(P) :- production_line(P), location(M,P),

start_machine(M).↪→

machine_state(M,S) :- machine(M), request_state(M, S).

% ACCESS CONTROL POLICY 1

allow(location(_,_)).

% ACCESS CONTROL POLICY 2

allow(machine(M)) :- user(U), line_manager(U,P), location(M,P).

% ACCESS CONTROL POLICY 3

allow(start_machine(M)) :- access(machine(M)).

% ACCESS CONTROL POLICY 4

allow(machine_state(M,_)) :- user(U), line_manager(U,L), location(M,L).

Listing 1.2. Working Example.

predicates in this example are start machine/1, which sends a request to start
a machine, and request state/2 to request the current state (on/off) of a
machine.

3.3 ACoP Mechanism

To integrate the above access control strategy, ACoP defines a security mecha-
nism, able to enforce permissions on predicates. The rules are applied dynam-

false true

2. clause(P,Body)

success6. call(P*)

true

8. body_resolution

truetrue

9. Process 
Body

false

false3. access_rule_exists(P*) 

7. access(P**)true

false

false false

5. pre_access(P*)

true 4. accessibility_determined(P*) 

true

10. Process Body
Step by Step

false

true1. public_predicate(P) false

no result

Fig. 3. Simplified flowchart of the ACoP mechanism
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ically during logic inference of a query. It intervenes the normal execution by
verifying access during resolution. Figure 3 visualizes the logic used to resolve a
single predicate based on its access control policies. The same scheme is used for
both the open and closed policy strategy, and with or without body resolution.
Each step for resolving a predicate P while enforcing access control is explained
below. In order to elucidate the procedure, some steps are demonstrated using
the example in Listing 2.

1. public predicate(P). The first step filters impure and private built-in
predicates from public facts and rules present in the knowledge base. For
impure and private predicates, examining clauses (step 2) will be unsuccess-
ful, furthermore, body resolution is not meaningful. Thus, for these pred-
icates, control is passed to step 5. For public facts or user defined rules,
control is passed to step 2.

Example 1. The predicate start machine(m1) is an impure predicate and
will be forwarded directly to step 5.
The predicates machine(M), machine state(M,S) and start production
line(P) can be mapped to public facts or rules in the knowledge base, and
are forwarded to step 2.

2. clause(P, Body). The second step searches for clauses (i.e. facts and rules)
in the knowledge base matching the predicate P. When a clause is found, P
is unified with the head of that clause (denoted as P’). In case of rules, Body
is unified with the body of the rule. For facts, Body is unified with the atom
true. Hence, Body is not yet resolved and potential side effects do not take
place. Alternative clauses are handled on backtracking. If no clause can be
found, resolution stops.

Example 2. Searching for clauses that match machine(M), results in P
being unified to machine(m1) (i.e. P’), and after backtracking machine(m2)
and machine(m3). In all cases Body is unified to true. The predicate
machine state(M,S) is unified to machine state(M,S), hence the predi-
cate does not change. Body, however, is unified with the compound term
(machine(M), request state(M,S)).

3. access rule exists(P’). The third step checks whether or not an access
rule exists for which the target predicate is unifiable with predicate P’. This
depends on the predicate name and the arguments of the predicate under
evaluation (i.e. P’). A matching access control policy exists if the predicate
under evaluation can be unified to the predicate in the policy. If at least one
match for predicate P’ can be found, further action is taken in step 4. If no
access rules match the predicate, access cannot be decided by the provided
access rules and control is passed to step 8. The predicate will then either
be resolved based on body resolution or determined by the default policy.



A Logic Programming Approach to Incorporate Access Control in the IoT 115

Example 3. Policy 2 of the working example matches predicate machine(m1),
as the policy’s target predicate, machine(M) can be made equivalent to the
predicate machine(m1).
For start production line(l1), however, no matching access rule can be
found. In that case, the predicate, together with its matching Body, is for-
warded to step 8.

4. accessibility determined(P’). This step checks whether or not access to
P’ can already be determined based on the defined access rules. It checks
whether the target predicate of each matching access rule (determined in
step 3) subsumes the predicate P’. In addition, ACoP verifies that no vari-
ables are present in both the head and body of the access rule. Those variable
terms must be instantiated before access can be properly determined. In case
accessibility is determined, step 5 grants or denies access to the predicate.
If accessibility is not yet determined (i.e., an access rule matches but does
not yet subsume P’), the body of the rule will be examined until access is
determined in step 10.

Example 4. Accessibility for machine(m1) can be determined, as the target
predicate of policy 2 (i.e. machine(M)) can subsume machine(M) and all
arguments are sufficiently instantiated to determine access. Access to query
all machine states (i.e. machine state(M, S)) cannot be determined yet.
Although the target predicate of policy 4 (i.e. machine state(M, )) sub-
sumes machine state(M, S), the variable M must be instantiated before
access can be determined.

5. pre access(P’). This step preliminary verifies access to the predicate
before resolution. This check only fails if it is sure that access to the predi-
cate is denied. Otherwise, the predicate is handed to step 6. Note that the
default access control strategy, either open or closed, is taken into account
if no access rules match. In case of pure logic, preliminary access control
is only useful to stop prematurely, omitting this step would not affect the
obtained results. In impure logic, however, this step prevents impure predi-
cates to be executed if not allowed, as the occurred side effects can not be
rolled back on backtracking.

6. resolve(P’). In this step, the predicate P’ is resolved. In case of a rule
or fact, this means that Body defined in step 2 is resolved. In case of an
impure or private predicate, the predicate itself is resolved and possible side
effects take place. As in execution without access control, when resolving
the predicate fails, resolution fails. Otherwise, P’ is resolved (denoted as
P’’) and is further handled in step 7.

7. access(P’’). Similar to step 5, permission to access P’’ is verified. This sec-
ond iteration is required since additional arguments in the predicate might
be instantiated, and certain policies may become applicable. Note that the
default access control strategy is also taken into account here. If access is
still allowed, the resolution of the predicate ends successfully, else it fails.
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8. body resolution. When no explicit permissions are defined for the
predicate, this step consults the configuration and checks whether
body resolution is active. If that’s the case, it proceeds to step 9. Oth-
erwise the predicate is passed to step 5, that takes the default strategy into
account to decide upon access to the predicate.

9. Process Body. In this block, access to the predicate P’ is decided based on
the body of the found in step 2. It does this with body resolution, by repeat-
ing the entire process for each predicate in Body, taking into account access
control in compound statements as described in Sect. 3.1.

Example 5. The predicate start production line(l1) with body
(production line(l1), location(M,l1), start machine(M)) ends up
in this step. The entire process is thus repeated for the compound
term (production line(l1), location(M,l1), start machine(M)). As
a result all machines in production line will unlock, with the condition that
the user has the authority to do so.

10. Process Body Step by Step. When a matching access rule exists for the pred-
icate (step 3), but access cannot yet be determined (step 4), the terms in
Body are resolved step by step. Processing the body step by step causes
variables to be instantiated leading to one of the events below, causing the
processing to stop.

(a) Access to the predicate P’ becomes determined. Enough terms in Body
are resolved such that variables in P’ become instantiated and allow to
determine the accessibility to the predicate based on the defined access
rules. In other words, there exists an access rule’s predicate that subsumes
predicate P’. Accessibility will then be decided in step 5.

(b) The access rules no longer apply. It is possible that by resolving terms in
Body, the arguments are instantiated such that there are no more access
rules for which the target predicate matches with predicate P’. Access to
predicate P’ can then still be decided using body resolution (step 8 and
9).

(c) The body is entirely executed. If after resolving the entire body, the match-
ing access rules are still not subsumable, and thus will never be. Access
must be decided using body resolution if applicable (step 8 and 9).

Special care must be taken when Body contains impure predicates, because
side effects cannot be reversed. Therefore, an additional access control check is
performed on the original predicate before resolving impure predicates during the
step by step processing of the body. Impure predicates are thus only executed if
access is granted. It is important to keep observing the original predicate to check
when one of the above events occurs, as well as to keep track of the terms that have
already been resolved. As a term in the body of a rule might be defined by a rule
itself, processing the body step by step is a recursive process. After processing the
body, already resolved terms must be taken into account such that already exe-
cuted impure predicates, and corresponding side effects, are not executed twice.
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Example 6. The predicate machine state(M,S) with body (machine(M),
request state(M, S)) is handled here. To begin, the first term of the com-
pound body (i.e. machine(M)) is resolved, resulting in the variable M being
instantiated to m1. Consequently the original predicate is instantiated to
machine state(m1,S). Now it is necessary to check again whether access to
the predicate can be determined (step 4). As the predicate is sufficiently instan-
tiated, and policy 4 subsumes the predicate, access can be decided. The predicate
is forwarded to step 5, where the access is determined. As the current user is line
manager of the production line where machine m1 is part of, access is granted
and the predicate can be resolved (step 6). The state of the machine is requested
and returned to the user.

To generalise the case of access control from a single predicate to compound
statements (used in both user queries and logic rules), ACoP applies the rules
discussed for compound statements in Sect. 3.1. However, in a conjunction, the
resolution of predicates that come later may instantiate variables. As a result,
certain access rules may become applicable later. Therefore, an additional access
control check is performed on the predicates earlier in the chain to ensure that
access is still granted.

4 A Prolog Implementation of ACoP

To validate the security mechanism discussed in Sect. 3, an implementation is
available for SWI-Prolog. Access control is enforced by a Prolog meta-interpreter
that can be plugged in and configured in any Prolog program. The implementa-
tion can be found at https://github.com/ku-leuven-msec/ACoP. In this section,
we will take a closer look at some of the implementation details.

4.1 Implementing the Access Control Logic

The meta-interpreter takes advantage of query expansion to replace normal
query resolution with inference that includes the ACoP’s access control logic.
This allows an almost plug-and-play use of access control in an existing pro-
gram. Access control is transparent to the user and queries send to the reasoner
automatically resolve with access control in place.

In the previous section, the steps required to implement the security mecha-
nism have been discussed. The implementation of the most important constructs
in Prolog are now discussed in more detail.

public predicate. As described in Sect. 3.3, the first step is to separate public
predicates from private and impure predicates. This is done using the predi-
cate property/2 predicate which provides the properties of a given predicate. In
the proposed implementation, predicates with the built in or foreign property
are defined as private, resp. impure predicates. While the former specifies built-
in predicates for which no body can be retrieved, the latter defines predicates

https://github.com/ku-leuven-msec/ACoP
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that have its implementation defined in the C-language. The execution of such
predicates often result in side effects (i.e. impure predicates).

Access. The implementation to determine access builds upon the basic predicate
subsumes chk/2 which checks if a predicate can be subsumed by another given
predicate.

To determine access to a predicate, two additional rules are defined. The
match allow/1 and match deny/1 predicates, as shown in Listing 1.3, ver-
ify whether there is a definition for a positive, resp. negative permission that
matches the predicate P. A policy matches a predicate only if the predicate in
the policy (Pol) is more generic or equivalent to P (i.e., using subsumes chk/2).
The access predicate for both the open and closed policy strategy is presented.

% Matching allow, resp. deny policies.

match_allow(P) :- copy_term(P,Pol), allow(Pol), subsumes_chk(Pol,P).

match_deny(P) :- copy_term(P,Pol), deny(Pol), subsumes_chk(Pol,P).

% Open policy

access(P) :- (match_allow(P); \+match_deny(P))), !.

% Closed policy

access(P) :- (match_allow(P), \+match_deny(P))), !.

Listing 1.3. Checking if access to a predicate is allowed based on current knowledge.

In the open policy case, it looks for a matching allow or the absence of a
matching deny rule. Hence, access is allowed if there is a matching allow or no
matching deny. It fails only if there is no matching allow and a matching deny
policy.

In the closed policy case, reasoning is slightly different, and requires a match-
ing allow policy and no deny to be successful. If there is no allow rule or there is
a deny rule that applies to the predicate P, access is denied. When a predicate
matches multiple policies, backtracking is not desired, therefore, the cut-operator
prevents alternative resolutions for granting access.

Process Body Step by Step. When processing the body of a rule step by step,
as described in Sect. 3 the current state is tracked. The state keeps track of
the terms that have already been resolved and the terms that have not yet been
resolved, in order to prevent duplicate resolution of impure predicates. Therefore
the predicate state is introduced and defined as follows:

state(Predicate, Resolved, ToResolve).
Predicate is the head of the rule and also the predicate under evaluation,
Resolved is a list of the resolved terms and ToResolve is a list of the terms
that are not yet resolved. As a term in the body of a rule might be defined
by a rule itself, processing the body step by step is a recursive process and the
Resolved-list can also contain states of terms. The original predicate for which
access must be defined is being monitored after every step, either until access
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can be decided, the existing access rules are no longer applicable, or the body is
completely resolved. The final state is handled depending on how the processing
ended. If access is determined and allowed, all terms in ToResolve are being
resolved. If the existing rules are no longer relevant or the body is entirely pro-
cessed, body resolution can still be used to decide access. In case body resolution
is applicable, it is first checked whether access to the previously resolved terms
is allowed. If access is allowed, all terms in ToResolve are processed taking into
account the access policy.

4.2 Evaluation

Figure 4 shows the execution time for the query ?- machine(M), in function of the
machines per production line. The smart manufactory as described in Listing 1.1
and consists of 3 managers each controlling 5 production lines. Adding access con-
trol clearly has implications to the performance of the logic program. The current
implementation is built to support different scenarios, but does not yet include
major optimizations. Nevertheless, it is clear that the way access control policies
are defined only has a linear impact on the performance of the program.
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Figure 5 shows the amount of inferences for different queries in the previously
presented manufactory setting with ten machines per production line. Several
conclusions can be made based on the four performed queries.

– For queries on predicates for which access rules exist (i.e. query 1, 2 and
3), there is no difference in a setup with or without body resolution. Since
matching access rules can be found, body resolution must not be performed.
Thus, the execution time is independent from whether body resolution is
enabled or not.

– The more specific a query is, the smaller the overhead caused by access con-
trol. This is because the amount of variables to instantiate is lower (i.e. query
1 versus query 3).
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– The amount of inferences for an open policy are different than for a closed
policy. This is both a result of how access control is handled and how the
policies are defined. For the open policy, ACoP can already stop resolution if
at least one matching allow rule can be found. For the closed policy, however,
not only an allow rule must be found but all deny rules must be verified
to be sure access is allowed. Access control could therefore be determined
more quickly in the case of an open policy, which is the case for query 1.
For this example, however, the open policy rules are very basic and equal
to the closed policy rules complemented with a deny rule without conditions
on machine/1, start machine/1 and machine state/2. This results in an
increased overhead for the open policy and becomes more apparent when
more steps in the ACoP process have to be taken (i.e. queries 2, 3 and 4).

– The amount of inferences for query 4 depends on the body resolution setting.
There is no matching access control rule for this query. In case body resolution
is disabled, ACoP can quickly decide whether or not to resolve the predicate,
with little impact on the query. When body resolution is enabled, access must
be controlled for each predicate in the body of the rule, which quickly increases
the number of steps. Note that for this query the closed policy without body
resolution is the only case for which access control is denied, resulting in a
lower number of inferences than when access control is disabled.

5 Discussion

While access control to resources is well-studied, applying this to predicates and
rules is not straightforward. Below, we discuss a number of aspects that need
careful treatment.

Filtering on ‘Outputs’ - When an access control policy on an impure predicate
filters on ‘output’ arguments (i.e., arguments that only get instantiated after
resolution), it implies that the predicate is resolved (i.e. side effect take place)
before it is denied access. A warning during consultation time could inform the
developer of such cases, to make adjustments to the policies, if necessary. Note
that the reasoner must know the output argument, which can be accomplished
by annotating the output arguments during development time.

access(...) - The access predicate may be used in the body of a rule to verify
whether access to another predicate is allowed. This may possibly lead to infinite
loops. Hence, special care must be taken when this predicate is used. Especially
when body resolution is active.

Insufficient Instantiation - Often, access control policies filter on the values of
arguments. In complex cases, one of the arguments of the predicate under control
may be used to compare with some value. An example is shown in Listing 1.4.
Although this seems intuitively correct, the query results in an error. Since access
control is also verified before resolving the predicate, the arguments of the predi-
cate may still be variable (both for pure and impure predicates). Using variables,
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age(X,A) :- info(X,birthdate,date(Y)), calculate_age(Y,A).

allow(age(_,A)) :- A>18.

?- age(X,Y).

Listing 1.4. Example of an insufficient instantiation error.

while non-variables are expected may result in unexpected behavior. Since it can-
not be derived from the predicates whether arguments are allowed to be variable,
it is not possible to verify this automatically.

To handle this, either the arguments used in the filter must be instantiated
properly, or the developer needs to take additional measures when defining the
rules. For instance, nonvar/1 can be used to check whether a term is already
instantiated, before performing arithmetic operations. Another solution to solve
such problems is by giving the possibility to ignore the argument during prelim-
inary access control. For instance, by annotating such arguments.

Support and Conflict Resolution - As discussed in Sect. 3.1, conflict resolution is
determined by the default policy. In a closed policy, deny rules take precedence,
while in an open policy, allow rules take precedence, even in the presence of body
resolution. This makes it possible to write access rules that will not be considered,
but give the developer an unjustified feeling of control. Adding support to track
and warn users of aforementioned cases could prevent the misleading feeling of
security.

Data Privacy - Although access control may help in preventing access to specific
information, it does not prevent that rules may still leak information. Finding
solutions to prevent such leakage is left for future work.

Supporting Access Control Strategies. Since ACoP does not constraint the con-
ditions in policies, it naturally supports various access control strategies. While
for Identity Based Access Control (IBAC), a policy may verify the identity of
the current user or her membership in an access control list, Role Based Access
Control (RBAC) may go one step further and check the user for required roles.
Similarly, supporting Relationship Based Access Control (ReBAC), often used
in the context of social networking systems, simply requires a check whether the
current user has a certain relation to the owner of some asset. Some examples
may be found in Appendix A.

6 Conclusions

This paper presented ACoP, an access control mechanism that enforces access
control in existing logic programs. Access control is fine grained on the level of
predicates, supporting multiple established access control strategies. The solu-
tion takes into account the use of impure predicates and applies a deny as soon
as possible strategy to prevent prohibited side effects from taking place. The
presented Prolog meta-interpreter shows that the integration does not entail
excessive overhead.
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Appendices

A Example Support for Access Control Strategies

ACoP can easily be used to enable various access control strategies. Several
examples of how possible strategies can be implemented can be found in this
section.

Identity Based Access Control. One of the most basic access control strategies is
Identity Based Access Control (IBAC). Access to a resource is determined based
on the identity of the individual trying to access the resource. An IBAC strategy
for accessing files can be achieved using ACoP with the using the rule,

allow(file(<filename>) :- current_user(<user_identifier>).

in a closed policy. For example can access to file1.txt be granted for both Alice
and Bob in the following way:

allow(file(file1.txt) :- current_user(alice).

allow(file(file1.txt) :- current_user(bob).

In IBAC, an access control list (ACL) is often used to bundle all identifiers
together. To support use of an ACL, the ACoP access rule can be defined as
follows, assuming that acl(L) unifies L with a list of the identifiers that may
access he resource:

allow(file(file1.txt) :- current_user(U), acl(L), member(U,L).

Role Based Access Control. Role based access control (RBAC) was first intro-
duced by Ferraiolo et al. in 1992 [7]. It is since a widely used strategy in large
companies and as the name states based on roles assigned to users of the sys-
tem. An example for the role based access control strategy, is a blogpost website,
where dependent on the role, a user can take several actions. The limited set
of possible roles and actions that can be taken on the blogpost website can be
found in Table 1.

Table 1. Blogpost website: roles and actions

Visitor Subscriber Admin

Add/Remove user �
Publish posts �
Comment on posts � �
Read posts � � �

To enable RBAC using ACoP, the users of the system must be defined
together with their role. The closed policy used for the blogpost website will
then be:
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user_role(alice, admin).

user_role(bob, subscriber).

user_role(_, visitor).

Defining the actions that can be taken by each role can easily be done as follows:

allow(add_user(_)) :- current_user(U), user_role(U,admin).

allow(publish_post(_)) :- current_user(U),user_role(U,admin).

allow(post_comment(_,_)) :- current_user(U),

(user_role(U,admin);user_role(U,subscriber)).↪→

allow(read(P)).

Relationship Based Access Control. Relationship based access control (ReBAC)
was first introduced by Gates in 2007 [8]. Access control policies to resources are
defined based on relationships between users, and are mainly used in the context
of social networking systems. Figure 6 gives an example of a social networking
system with friend relations and personal information and photo resources.

Photo Personal Info

AlicefriendBob

friend

CharliefriendDave

Fig. 6. Social network system with friend relations

The access control policy is the following. A user has access to a users personal
information, if they have a friend relation. A user has access to a users photos, if
the person is a friend of the owner (i.e. has a friend relationship), or if they have
a friend relation with a friend of the owner. To enable the ReBAC policy, using
the ACoP system, users must be defined together with the resources they own
as well as the relationships between the users. The policy can then be described
as follows, using a closed policy:

allow(personal_info(I)) :- owner(O,I), current_user(U), friend(U,O,

friend).↪→

allow(photo(P)) :- owner(O,P), current_user(U), (relation(U,O,

friend); (relation(U,F,friend),relation(F,O, friend))).↪→

Note that the relation/3 predicate could also be simplified and defined using
a friend/2 predicate.
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References

1. Abadi, M.: Logic in access control. In: 2003 Proceedings of 18th Annual IEEE
Symposium of Logic in Computer Science, pp. 228–233. IEEE (2003)
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Abstract. With the rapid growth of the Internet of Things (IoT) and
increasing reliance on network-connected devices, IoT security, which
integrates components of hardware and cybersecurity, is more important
than ever. Hence, we must improve and expand training opportunities for
students in IoT security. Experiential learning is an essential component
of education for engineering and cybersecurity in particular. In this work,
we describe three comprehensive hands-on IoT security experiments built
using off-the-shelf development boards which can provide a low-cost and
accessible experiential learning opportunity for students in this area.

Keywords: Internet of Things (IoT) · Security · Side-Channel
Analysis (SCA) · Education · Experiential learning

1 Introduction

The Internet of Things (IoT) is an ongoing technology transition with the
goal of connecting the unconnected. IoT application domains are varied and
diverse, including transportation, healthcare, consumer electronics, public ser-
vices, defense, and more [7,14,15,23]. These devices are regularly exposed to
potential attacks with significant economical losses and public safety risks [1,18].
Due to the cyberphysical nature of IoT devices, their security necessarily inte-
grates components of hardware and cybersecurity [5,25]. In particular, hardware
security has often been lacking in devices and overlooked by researchers in con-
trast to software security [24].

To ensure that current and future IoT devices are secure from malicious
attacks, we must focus not only on changing development methodologies and
prioritizing security as a design metric, but also on addressing deficiencies in
training the next generation of IoT engineers [2,21]. In particular, providing
students with interactive practical experiences to efficiently motivate and instill

This material is based upon work supported by the National Science Foundation under
Grant No. DGE-1954259. Contact: rkaram@usf.edu.

c© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
L. M. Camarinha-Matos et al. (Eds.): IFIPIoT 2022, IFIP AICT 665, pp. 125–139, 2022.
https://doi.org/10.1007/978-3-031-18872-5_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18872-5_8&domain=pdf
http://orcid.org/0000-0003-2109-3683
http://orcid.org/0000-0001-9178-0783
http://orcid.org/0000-0002-7589-5836
http://orcid.org/0000-0002-2713-029X
https://doi.org/10.1007/978-3-031-18872-5_8


126 M. A. Fernandes Amador et al.

long-term knowledge about IoT security [11]. To this end, we have developed and
contextualized several security course modules focusing on IoT security that
can be integrated into upper-level courses to provide students with hands-on,
experiential learning for IoT security topics.

In this paper, we describe three of these course modules which focus on a
wide range of side-channel analysis (SCA) attacks to identify vulnerabilities in
IoT devices. In particular, one performs a password checker, another performs a
symmetric key encryption (SKE), and another performs a public key encryption
(PKE). Students learn the motivation behind these cryptosystems, go through
the mathematics of one particular example for each (i.e., simple loop password
checker, AES, and RSA respectively), and gain an understanding for how näıve
implementations may be vulnerable to various SCA attacks. They then attempt
the attacks themselves (password or key recovery), integrate countermeasures
with the implementations, and show the efficacy of the countermeasures. These
modules, and others in the course, run on inexpensive, commercial/off-the-shelf
hardware, and use only open-source tools and languages in an effort to minimize
the barrier to entry/integration into existing courses at other universities.

The rest of the paper is organized as follows: Sect. 2 provides a background on
experiential learning, SCA Attacks, IoT security, and the basics for the course
modules that students learn. Section 3 describes each of the course modules,
student tasks, and expected learning outcomes. Section 4 provides key takeaways
from a pilot offering of the course in Fall 2021. Finally, Sect. 5 concludes with
future directions for the research.

2 Background

In this section, we provide a brief overview of experiential learning, which is
central to the curriculum design, and summarize the relevant IoT security topics
explored by students in these course modules.

2.1 Experiential Learning and Hardware Security

Broadly, experiential learning is the process of “learning by doing”. Integrating
experiential learning methods into course modules can benefit engineering educa-
tion by helping students connect theories and knowledge learned during lectures
to real world situations through hands-on experiences [8,11,16]. Therefore, the
theory is contextualized in IoT. Most models of experiential learning are based
on Kolb’s Experiential Learning Theory (ELT) [8], which operates by creating
knowledge through experience [26]. ELT can be modeled using Kolb’s Experien-
tial Learning Cycle, which has the following stages: 1) active experimentation,
concrete experience, reflective observation, and abstract conceptualization, after
which the steps are repeated until students attain the desired learning outcome.

These practices allow students to gain experience from real-world examples
and develop many skills, including critical thinking, research, meta-cognitive
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thinking, epistemic cognition, scientific inquiry, engineering innovation and prob-
lem solving [8,26]. Because hardware security vulnerabilities and their exploits
are inherently complex – requiring background knowledge in areas such as cryp-
tography, statistics, and electrical circuits – experiential learning is well suited to
training students in IoT security [11]. A mostly theory-based course covering IoT
security is well suited to discussing topics such as supply chain security, testing
and verification, and intellectual property piracy. Students can mount attacks
using pre-recorded data, but without access to the original hardware, they can-
not actively experiment with different implementations and countermeasures,
reacquire data, form hypotheses, or reflect on their concrete experiences after
the experiment. Putting the experiment itself in context – in this case, IoT –
is also important to motivate students and connect the experiment to the real
world. In summary, access to a hardware platform is essential to perform these
experiments.

2.2 Side-Channel Analysis (SCA) Attacks

As computer hardware devices perform various computations, their physical
properties can be measured and used to identify what functions are being per-
formed and even the contents of the underlying data [22]. These physical prop-
erties are referred to as side-channel leakages, and come in many forms. For
example, as transistors switch on and off, the effects can be seen on the power
consumption on the chip, as well as in the electromagnetic and thermal emana-
tions measured externally.

Simple Power Analysis (SPA) Attacks. An SPA attack involves visual
inspection of the power waveforms measured from the device during operation.
This can be accomplished by looking at peaks within the waveform at specific
locations. For example, a basic “if statement” may produce a higher spike when
its condition evaluates as true. Moreover, the time it takes to perform certain
operations can be used as a way to determine what the inputs are to the algo-
rithm [13].

Differential Power Analysis (DPA) Attacks. A DPA attack can exploit
data-dependent leakages, where the power consumption of a crucial operation is
dependent on the data inputs [12]. Essentially, the idea of DPA is that small
differences in power consumption can be measured for the same operation per-
formed across different inputs – one where a targeted bit in the result is a 1, and
the other a 0. This difference can be exploited to deduce the secret key during
operation.

Template-Matching Attack. To process more complex power traces, a sum
of absolute differences (SAD) template-matching approach may be used. If an
algorithm is repeating the same instructions, the power is expected to match very
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Algorithm 1. Näıve Password Checker v1.0
Input: input pw: string with password given by the user to check
Output: Indicate access granted or not based on the input pw

1 secret pw ← “RealPassword”; /* Real password stored in the system */

2 wrong pw ← False;
3 for i ← 0 to Size(secret pw)–1 do
4 if secret pw[i] != input pw[i] then
5 wrong pw ← True;
6 break;

7

8 if wrong pw then
9 Print(“INCORRECT PASSWORD!”);

10 else
11 Print(“ACCESS GRANTED!”);

closely between iterations (assuming that there are no countermeasures in place).
The attacker begins by defining a template signal with the region of interest in
the power trace. Then, sweep this template along every point in the signal under
attack, subtracting the two, taking the absolute value, and adding the result. If
the two regions match very closely, then its SAD output is close to 0. Otherwise,
the output will be higher [6]. In contrast to SPA, SAD template-matching allows
one to identify similarities between power traces within a moving window instead
of a sample-wise comparison (i.e., one power sample at a time).

2.3 IoT Security

Generally, an IoT system consists of edge sensors that send data to a central
unit for processing. The central unit uses software applications to process the
collected data for intelligent decision making. As an edge node cannot be physi-
cally protected or continuously monitored, it can be easily attacked [10]. For this
reason, edge sensors often rely on password checkers for user credentials and
access verification, SKE cryptosystems (e.g., AES) for secure communication
and data transfer, and PKE cryptosystems (e.g., RSA) for secure connections
and distribution of SKE keys. The attacker can gain access to the edge node
and interfere with the legitimate operation. For example, they can modify the
transmitted data. Typically, the transmitted data is encrypted. In these course
modules, students observe first-hand how vulnerable unprotected systems are.

Password Checkers: Periodically, edge nodes may be accessed by users and/or
administrators. However, a näıve password checker implementation may be
exploited by an attacker through SCA. For example, a simple power analysis
(SPA), such as timing analysis, can be used to break a basic loop design in
which the input and secret password are compared character-by-character, and
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Algorithm 2. Näıve Password Checker v2.0 (w/Random Delay)
Input: input pw: string with password given by the user to check
Output: Indicate access granted or not based on the input pw

1 secret pw ← “RealPassword”; /* Real password stored in the system */

2 wrong pw ← False;
3 for i ← 0 to Size(secret pw)–1 do
4 if secret pw[i] != input pw[i] then
5 wrong pw ← True;
6 break;

7

8 if wrong pw then
9 /* Countermeasure Attempt: insert a random delay */

10 wait ← Rand() %12345;
11 for delay ← 0 to wait do
12 ; /* Do Nothing */

13 Print(“INCORRECT PASSWORD!”);

14 else
15 Print(“ACCESS GRANTED!”);

then break as soon as it finds an incorrect character (Algorithm 1). The attacker
can simply brute force each character at a time instead of the whole password at
once. This reduces the complexity from O(nm) to O(n∗m), where n is the num-
ber of possible valid characters that the password may have and m is the number
of characters in the secret password. Therefore, the designer should implement
the respective countermeasures to prevent similar security vulnerabilities.

However, identifying the appropriate countermeasure requires an understand-
ing of the trade-offs and threat model, including the access and capabilities of
the attacker. The countermeasure needs to be simple enough to not produce
high power, performance, and resources overheads, but not too unsophisticated
that it does not protect the system as desired. For instance, a random delay
could be inserted before letting the user know the password in an attempt to
confuse the attacker (Algorithm 2). However, the attacker can still identify rele-
vant power spikes (e.g., at the break statement) before the random delay begins.
Thus, designers need to be more vigilant to truly protect their system.

SKE and AES: Once the users have been verified safely and allowed access
to their systems, they may need to communicate and transfer confidential infor-
mation between them. However, since this access is typically facilitated through
public infrastructure, we need to encrypt the data to prevent data theft or manip-
ulation. Hence, a symmetric key encryption (SKE) such as AES is used to pro-
tect the content transferred. Just as before, for a given threat model, making
certain assumptions about the knowledge and capabilities of the attacker, the
implementation of the encryption may be broken, leading to key recovery [9,20].



130 M. A. Fernandes Amador et al.

Algorithm 3. Square-and-Multiply (SAM)
Input: b: base
Input: m: modulo
Input: exp bin: exponent represented as an array of n bits
Output: r: result from the modular exponentiation

1 r ← b;
2 i = n − 1;
3 while i > 0 do
4 r ← (r ∗ r) mod m;
5 if exp bin[--i] == 1 then
6 r ← (r ∗ b) mod m;

7 return r;

Attacks such as differential or correlation power analysis (DPA or CPA) have
been successfully used against implementations of AES and other SKEs [3,17].
For example, this issue may be present in the AES algorithm during the substi-
tution bytes (S-box) step, as we will demonstrate later in Sect. 3.3.

PKE and RSA: On the other hand, even if the SKE implementation has been
adequately hardened, these depend on a secret key that both edge nodes need
beforehand through a secure channel. However, these systems or users may be
too far away for them to transfer the key offline. Moreover, an SKE system
becomes less and less secure as more users require access (and the secret key).
Therefore, we also need to encrypt and communicate keys through efficient,
reliable, and secure mechanisms. Otherwise, an eavesdropper can decrypt the
ciphertext generated by the SKE, defeating any countermeasure implemented.
Currently, most IoTs uses PKEs to safely authenticate, generate, and distribute
the secret key for the respective SKE.

An example of PKE that students can learn is RSA. Mathematically, the
security of RSA is derived from the computational difficulty of factoring the
product of two large prime numbers. In a näıve implementation, an attacker can
exploit the fact that certain operations depend on the present value of a key bit
and can be observed from side channels [4]. Encrypting a plaintext p requires first
representing it as an integer, then computing the ciphertext as c = pe mod m,
where e is a public key exponent, and n is a public key modulo. To decrypt, the
plaintext is computed as p = cd mod m, where d = e−1 mod φ(m) and is kept
secret. The value of φ(m) (Euler’s totient function) depends on two large prime
factors of m, which is difficult to extract.

Alternatively, the secret key d may be detected using power SCA. Since the
RSA decryption involves modular exponentiation, which is commonly performed
using the square-and-multiply (SAM) algorithm (Algorithm 3) for resource-
constrained microcontrollers. This algorithm takes as arguments the base b,
modulus N , and exponent in binary exp bin – which for each bit of the expo-
nent, performs one or two operations. To begin with, the base b is copied into
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a temporary variable r. If the current key bit is 0, r = (r ∗ r) mod N , and the
loop iterates to the next key bit. If the current key bit is 1, the same function
r = (r ∗ r) mod N is performed, but then it is multiplied once more by the
original base value, r = (r ∗ b) mod N . Hence, the number of operations inside
the loop depends on the current key bit. The attacker can exploit this factor to
effectively read the secret key d from the power trace.

3 Description of Course Modules

In this section, we explain the general setups for the experiments and a descrip-
tion for each of the course modules provided to the students, including their
tasks and expected learning outcomes.

3.1 Hardware and Software Setup

The students are provided with a ChipWhisperer (CW) Nano [19]. This board
is small (about 60 × 30 × 3 mm) and powered by a micro-USB cable. The CW
Nano has two onboard processors, one that is controlled through a Python API
and Jupyter Notebooks, and a second victim microcontroller programmed in C.

The CW software is open-source and deployed as a virtual machine (VM)
image, which greatly simplifies deployment on students’ systems. The Python-
controlled CW acquisition board can be used as a kind of USB oscilloscope
which records the power consumed by the victim in real-time while it executes
various functions. The victim can be controlled using a serial protocol, which
allows students to write, flash, and execute different firmware on the victim.
Simultaneously, they can record, observe, analyze, and plot the results in real
time from within the Jupyter Notebook environment.

3.2 Password Checker Module

Module Description: In this course module, teams of students attack two
implementations of example näıve password checkers (Algorithms 1 and 2). Stu-
dents are given a training password to test, practice, and become familiar with
ChipWhisperer and password checkers. Once the students gain sufficient expe-
rience and implement a plausible attack, they will repeat the procedure with a
secret password. Students learn to perform SPA, perform power timing analysis
attacks on relevant spikes, and improve countermeasures.

Student Tasks: Students must complete the following tasks in this module:

1. Implement the training Password Checkers v1.0 and v2.0 (Algorithms 1 and
2) in C and flash the compiled binary file to the victim.

2. Send sample input passwords (input pw) to the victim with a varying num-
ber of correct characters and collect power traces.

3. Plot and analyze the average power trace (Pavg) as in Fig. 1(a).
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(a) (b)

Fig. 1. Password Checker Module: Plots of example (a) average power traces for pass-
word inputs with 0, 1, 2 correct characters; and (b) power difference between 0 vs 0
correct (red) and 0 vs 1 correct (blue) characters.

U S F C SE

Char Found: U
Char Found: S
Char Found: F
Char Found: C
Char Found: S
Char Found: E
Password: USFCSE
Confirm USFCSE: ACCESS GRANTED

Fig. 2. Password Checker Module: (a) Plot of example average power traces for respec-
tive correct character found during the SPA attack. (b) Example confirmation and
attack output when finding the password for the training Näıve Password Checkers
v1.0 and v2.0.

4. Plot and analyze the power difference (Pdiff ) for the input passwords
input pw with a varying number of correct characters as in Fig. 1(b).

5. Identify a relevant spike in Pdiff where it could indicate the end of the loop
or break statement.

6. Implement an SPA attack to find a single correct character. If given a pass-
word starting with i correct characters, then the algorithm should return
the i+1 correct character and plot the respective power trace as in Fig. 2(a).

7. Iterate the single-character SPA attack to find all the characters in the real
secret password.

8. Verify the recovered password (Fig. 2(b)).
9. Repeat these procedures for a secret password (secret pw) stored in a given

binary firmware to flash to the victim.
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Fig. 3. AES module (Part A): plots of example mean power difference at byte 0 between
AES inputs (a) 0xFF vs 0x00; and (b) 0x0F vs 0x00.

Fig. 4. AES module (Part B): LSB output data from random sample inputs into an
AES S-Box model.

10. Once successful, implement in C a working countermeasure on the password
checker v1.0 (Algorithm 1) that will defeat the SPA attack implemented
in previous steps. Flash the compiled binary file to the victim and test
the implemented SPA attack. Verify that the countermeasure thwarts the
attack.

11. Report the findings, discuss the results, and draw meaningful conclusions.

Expected Learning Outcomes: By the end of the experiment, students will
become familiar with basic SCA, SPA, timing attacks, and respective counter-
measures in password checkers. They will gain a better understanding on the
related topics and importance through their experiences they gathered through
this module. This module should give them strong foundations for the following
modules on AES and RSA (Sects. 3.3 and 3.4).

3.3 AES Module

Module Description: In this course module, students build on their knowledge
of SPA and experiment with more sophisticated SCA attacks on an implemen-
tation of AES. In particular, the students investigate the usage of DPA and
CPA on the AES S-box to gain an understanding of how the attacks work. The
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Fig. 5. AES module (Part C): plots of example absolute mean power difference between
0/1 AES S-Box LSB outputs for different key guesses on (a) the original AES; and (b)
the AES with additional internal random delay countermeasure.

students work through three Jupyter Notebooks (A-C) that have been modified
from existing experiments provided in the CW software suite [19].

Student Tasks: Students must complete the following tasks in this module:

1. Program the CW with the AES implementation from the provided library.
2. Work through notebook A to capture many traces at a time for two inputs

- 0xFF and 0x00.
3. Divide the traces into two groups, one for each input
4. Average the traces in each group to filter out noise from the measurements.
5. Compute the differential between the two traces, plot using matplotlib and

inspect the peak as in Fig. 3(a).
6. Repeat the same process but with inputs that have a HW difference of 4

(e.g., 0x0F and 0x00) and plot as in Fig. 3(b).
7. Work through notebook B to conceptualize the process of recovering a byte

of the AES key.
8. Complete the steps to build the foundation of the DPA attack on AES.
9. Plot the LSB of the results from random sample inputs to the AES S-Box

as in Fig. 4.
10. Work through notebook C to apply the attack from B to an actual hardware

implementation of AES.
11. Automate the attack over the entire AES key, plot a few example CPA

outputs as illustrated in Fig. 5(a), and compare the recovered results from
the hardware to the actual key as shown in Table 1.

12. Modify the provided implementation of the AES in C code to include a
random delay as a countermeasure to the attack.
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13. Repeat the attack above, plot a few example CPA outputs as shown in
Fig. 5(b), and compare the recovered key with the actual key, the attack
should be thwarted by the countermeasure as given in Table 2.

14. Report the findings, discuss the results, and draw meaningful conclusions.

Table 1. AES module (Part C): example of key recovered output and actual key values
for the original AES.

Key Hex bytes Accuracy

Recovery key [2B, 7E, 15, 16, 28, AE, D2, A6, AB, F7, 15, 88,
09, CF, 4F, 3C]

16/16 bytes

Actual key [2B, 7E, 15, 16, 28, AE, D2, A6, AB, F7, 15, 88,
09, CF, 4F, 3C]

(100%)

Table 2. AES module (Part C): example of key recovered output and actual key values
for the AES with additional internal random delay countermeasure.

Key Hex bytes Accuracy

Recovery key [B3, A2, 90, 79, 46, EF, 9B, 23, FA, 5A, 59, B7,
7C, 4D, A4, D2]

0/16 bytes

Actual key [2B, 7E, 15, 16, 28, AE, D2, A6, AB, F7, 15, 88,
09, CF, 4F, 3C]

(0%)

Expected Learning Outcomes: Through this experiment, the students gain
an understanding of the basics of the AES algorithm, and the S-box in particular.
They observe the leakage of the S-box, and learn to exploit it by using classic
DPA. Finally, they use this knowledge to mount the attack and reveal the whole
key.

3.4 RSA Module

Module Description: In this course module, teams of students attack an
implementation of the square-and-multiply (SAM) algorithm – a key component
of RSA that enables modular exponentiation – on a resource-constrained micro-
controller development board. Students are encouraged to apply critical thinking
to identify vulnerabilities in the design to extract the secret key through SCA
attacks. The module has a tutorial that introduces the topic and basic attack
setup, enabling students to familiarize themselves with the attack. In particular,
students learn about improving Signal-to-Noise Ratio (SNR), template-matching
attacks such as the sum of absolute differences (SAD), and their countermea-
sures.
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Fig. 6. RSA module: plots of example (a) average power trace and (b) SAD algorithm
output.

Table 3. RSA module: example key recovered output and actual key values from
Fig. 6(b).

Key Hex Binary Accuracy

Recovery key 6C1A403A 0110110000011010010000000011101? 31/32 bits

Actual key 6C1A403B 01101100000110100100000000111011 (96.9%)

Student Tasks: Students must complete the following tasks in this module:

1. Implement SAM in C and flash the compiled binary file to the victim.
2. Send sample exponent keys to the victim and collect power traces.
3. Plot and analyze the average power trace (Pavg) as in Fig. 6(a).
4. Identify a suitable portion of Pavg to serve as the template T for SAD.
5. Implement SAD to compare T against Pavg and plot results as in Fig. 6(b).
6. Determine a threshold for the SAM results to discern matches (values under

the threshold) as in Fig. 6(b) and collect this in a binary match vector Mbin.
7. Examine the spacing between each match and determine when the victim

is processing 1 or 0 key-bit, a larger space indicates a 1 key-bit (Fig. 6(b)).
8. Read off the key values from the plot and automate this process using Mbin.
9. Compare the recovered and actual keys (Table 3). Note that the SAD attack

is unable to get the LSB because there is no next match to compare to.
10. Report the findings, discuss the results, and draw meaningful conclusions.

Expected Learning Outcomes: By the end of the experiment, the students
will become familiar with complex SCA, template-matching attacks using SAD
on a SAM algorithm. The student will learn how the SAM algorithm works and
its potential security vulnerabilities on RSA for IoT devices. This module will
close many gaps in the students’ understanding on SCA and the importance of
hardware security design on IoT through hands-on experiences.
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4 Results

Feedback from students in the Fall 2021 course was generally positive, based
on interactions with students during the semester. Some critical feedback of
the course stemmed from a lack of relevant and accessible resources for Python
development. Many of the students felt it was difficult to translate the high level
topics and requirements of the modules to producible Python code. To improve
upon this, we have developed more supplementary material to teach students
relevant techniques in Python for analyzing raw binary, using data processing
tools such as Numpy and Matplotlib, interfacing with hardware, and reading
official documentation.

The students also fulfilled the expected learning outcomes outlined in the
prior section. The password checker module taught the students about the basics
of SCA and how different results from functions can cause measurable spikes in
power. The AES module reinforced their understanding of these concepts by
first having them compare the power consumption of AES with different inputs.
Then, the module guided them through preliminary steps for the attack to teach
them the unfamiliar concepts of DPA. After these two module, the students were
much more familiar with the CW platform and had a strong basis to work from
for the following RSA module. In the RSA module, the students were provided
with less resources to start from than in the previous labs, so they had to rely
on the lessons and concepts learned earlier. Most students were able to derive
the correct RSA key, and analyses in their reports demonstrated a link between
their conceptual understanding of the attack and the successful outcomes of their
experiments. This was a common theme across all the experiments.

5 Conclusion

In this paper, we presented a comprehensive set of course modules that pro-
vide students with hands-on, experiential learning with IoT security experi-
ments. It uses off-the-shelf, low-cost development boards and open-source tools
to make integration into existing university courses feasible. These modules
teach students about SCA attacks to identify and exploit vulnerabilities in IoT
devices for simple password checkers through SPA timing attacks, key recov-
ery for AES encryption using DPA, and in RSA during the SAM algorithm
using SAD template-matching attacks. Students learn the motivation behind
SKE and PKE, the mathematics of SAM and RSA, and gain an understand-
ing of how näıve implementations may be vulnerable to SCA attacks. Through
this, students gain real-world experience and develop critical thinking, research,
and engineering problem solving skills. Furthermore, we will consider future
incremental improvements and other practical projects based on feedback from
students.
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Abstract. Internet of Things, in particular, the concept of Industrial
Internet of Things (IIoT), is one of the key technological pillars of the
Fourth Industrial Revolution, also known as Industry 4.0. In this context,
one of the areas of interest is safety, whereby multiple intelligent sensors
may be permanently connected to a central system to autonomously or
semi-autonomously identify safety hazards. Vision systems are a pop-
ular sensor in the safety domain as they can simultaneously monitor
many different safety concerns. However, the continuous video stream
transmission and the increasing number of intelligent devices in IIoT
networks introduce additional pressure on the network. There is a risk
that the network resources may become overloaded. This paper proposes
and discusses a reference architecture for identifying safety risks. The
architecture allows multiple sensors to be plugged into the system. The
input of the different sensors is then dynamically weighed as the risk sit-
uation evolves. The architecture explores sensor-level intelligence (at the
edge layer) to mitigate the network overloading problem. Edge agents
quickly assess the risk, deciding whether or not to forward their signals
to a local cloud agent for further processing. The cloud agent can then
selectively request more information from other edge agents. The archi-
tecture is tested in a use case for operators’ safety in the assembly of
aircraft components and uses intelligent vision systems as safety devices.
In the selected use case, the accuracy of the system and its impact on
the network load are assessed.

Keywords: Multi-agent systems · IoT · Industry 4.0

1 Introduction

The Industry 4.0 [18] is the fourth step in different evolutionary milestones that
revolutionized the industrial activities. The Internet of Things (IoT) is a key
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enabling concept of Industry 4.0 and a set of technologies that permits sensors,
machines, or everything with some processing capability to be connected to a
network. However, connectivity alone does not solve any industrial problem,
and Industrial IoT frameworks and architectures must provide the flexibility
to address many different use cases. One such case is safety [21]. Multi-sensor
environments provide an interesting framework for evaluating safety risks in
complex scenarios.

A way to do that is using vision systems that can be used to identify safety
events. However, the use of more complex devices, such as vision systems, in
industrial networks comes at the cost of network load. Because of that, some
works like [3,5] and [23] propose strategies that bring the image processing algo-
rithms closer to the cameras on the edge of the network. This alternative is called
Edge Computing [8,20]. With that, processing can be distributed to devices at
the edge of the network, which reduces the need to transmit heavy raw data.
However, such systems are dedicated to improving the streaming of image pro-
cessing. In many contexts, it is interesting to be able to combine data from
different sensors in a coherent way.

This work proposes a reference architecture that considers a Multi-Agent
System (MAS) structure for information exchange between agents in low-end
Edge devices and high-end Servers. Each agent represents a processing unit in
the Edge computing layer that can process locally or pass along the data to
a server in a cloud for further heavy-duty and high accuracy processing. This
proposal is thought to reduce the overload in IIoT networks avoiding unnecessary
data being transmitted to the centralized server. A safety-related use case is used
to show-case the proposed architecture, and the architecture contributes in the
following directions (1) a MAS-based reference architecture for IIoT edge-cloud
computing, (2) a system to detect collision risks in industrial environments, (3) a
multi-camera dataset that describes a human interaction activity in the industry
and (4) Evaluation of the utilization of edge devices to retransmit camera stream
in a WiFi network.

This work is organized as follow. Section 2 presents the works related to this
proposal. Section 3 describes proposed architecture. Section 4 details the use case
and prototype implementation. Section 5 discusses the experiments and results.
Finally, Sect. 6 summarizes the main findings of the work.

2 Related Works

Human safety using IoT networks is a relatively unexplored domain. The work
in [22] applies an IIoT in the mining industry. It monitors and analyzes previous
and real-time atmospheric and ground stability information. The system alerts
people at risk using alert lights and controls the fan ventilation in the mine using
the MQTT protocol. In [15] an IIoT-based industrial monitoring system is pro-
posed. Their IIoT structure has sensor nodes that transmit data to the gateway
node, responsible for forwarding the information to a monitoring software in a
cloud server using MQTT and AWS.
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Some works propose systems that use IoT devices to transmit frames in
the network. For example, [6] proposes a raspberry Pi Based video stream-
ing service that can transmit to multiple mobile devices. This system streams
to android applications using a JSON structure to transport images. The sys-
tem successfully supports transmitting video streams for different devices, but
the device processing power impacts transfer time and the Quality of Service
(QoS). The work [10] applies edge devices to Real-time traffic flow data analysis
in an intelligent transport system. It is used for heterogeneous and congested
traffic conditions evaluation. The Mez system [7] employs an on-demand video
frame transmission from IoT camera nodes to an edge server. The application
in the edge server can specify network latency upper bound and accuracy lower
bound that the application can tolerate for the transmission of the frames. The
boundaries for latency and accuracy are achieved by modifying the video frames,
analyzing quality parameters, like resolution, color space, blurring, or reducing
the size, with the possibility of artifact removal and Frame differencing. The
SlugCam proposed in [1] uses camera agents that transfer information based
on pre-implemented computer vision algorithms. It is a solar-powered camera
agent that communicates in a wireless network. The user defines the algorithms
to extract needed information from images.

Different frameworks also are proposed for the IIoT context. The framework
in [17] intends to offer efficient and resilient communication over critical disaster
circumstances. It looks to use timely detect abnormal events, locate the event site
and workforce, generate alerts to workers and emergency service providers, and
guide humans to safe places. They consider a four-layer IIoT network: data acqui-
sition, host computing system, cloud computing, and application. The framework
proposed by [13] uses ontologies to automate reasoning and decision-making. The
user, who does not need to be an expert in ontologies, can insert safety actions
into the processing workflow, which uses the new knowledge in the decisions to
mitigate the possible hazards. The system is demonstrated in an application to
recommend the best protection equipment in a risky situation.

There are many contact points between these previous works and the work
discussed in this paper. However, the present work seeks to evaluate the impact
of local processing in network load and discusses an architecture that can poten-
tially scale to a large number of sensors that are selectively enabled over a net-
work to improve the detection accuracy of events of interest. The architecture is
also not restricted to specific use cases and offers a modular and re-configurable
structure that allows users to quickly customize a system to change conditions
or the addition and removal of new sensors and actuation devices.

3 Architecture

Figure 1 presents an overview of the architecture. The architecture assumes that
sensors have their computational infrastructure or can be connected to an edge
computing device. The architecture also assumes a network infrastructure that
makes computational resources with high computational capabilities available in
a conventional cloud/edge setup.
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Fig. 1. High-level visualization of the architecture for multiple edge devices.

The Chain agent in Fig. 1 is the main active entity in the architecture. Chain
agents can be located at edge or cloud levels and are responsible for processing
relevant system information. Edge chain agents pre-process and evaluate raw
data collected directly from one or several sensors and decide whether said data
must be forwarded up the chain for a more accurate evaluation. Later, the Cloud
chain agent will perform a more thorough data analysis and make a decision on
the system. Such decisions may include: acting upon the system, asking addi-
tional Edge agents for data, and informing Edge agents that decisions have been
taken and their data is no longer needed.

The general idea is that the edge agents will act as the system’s first respon-
ders providing a continuous, local and quick evaluation of a developing system
situation. Therefore, the edge layer is a filter that limits potentially unnecessary
network traffic.

Even if the use case, later detailed, explores risk identification in an industrial
environment, the architecture itself applies to many other scenarios where net-
work utilization needs to be balanced in the presence of sensors that require high
network bandwidth. In this context, chain agents, their processing and actions
are configured through description files and use specific interaction interfaces
enabling the creation of more complex decision chains. Holonic aggregation of
chain agents is therefore possible as depicted in Fig. 2 providing additional flex-
ibility in other domains.

The communication between the chain agents uses a publish/subscribe pat-
tern whereby the agents lower in the hierarchy subscribe to the topics of agents
higher up. MQTT (Message Queuing Telemetry Transport) is the protocol
used with the current implementation of the architecture using the Mosquitto
server [11].

The internal architecture of chain agents is depicted in Fig. 3 and is com-
posed of the following modules: Interfaces, Rx Window, Ensemble, Decision,
and Attention. As earlier mentioned, the behavior of the agent and particularly
of its modules is configured by the description file.
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Fig. 2. Architecture multilevel chaining.

Fig. 3. Reference architecture internal modules interaction.

Interfaces, as the name suggests, are software integration mechanisms for
the inclusion of new sensors and actuators in the system. The integration code
for the new sensor, or actuator, must implement a specific software interface
defined by the platform. Through such an interface, the raw data from the sensor
becomes harmonized with the information processing and execution semantics
of the agent. In the case of actuators, system actuation information is converted
to native commands. Interfaces need to be created only once for each new sensor
or actuator integrated into the architecture. The interface module then channels
the data internally to other modules, forwards it further up the chain, or actuates
on the system. Interfaces, even for the same device, may expose/make available
several variables of interest for the system.

The Rx window module is responsible for processing the data generated by
different sensors and reaching the chain agent through the different interfaces.
Different sensors will have different data throughput rates. For example, in a sen-
sor outputting data with a frequency 10 Hz, the Rx window module guarantees
that 10 Hz that data from the sensor is processed. As mentioned, this module
manages all the available interfaces. By defining the size of the data reception
window, it is possible to control the frequency at which data is forwarded and
analyzed by the subsequent modules in the chain agents’ internal architecture.
The reception window is configurable, and hence the user can decide, given the
sensor available in the system, how much time the system should wait to compile
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data from the different sensors. Due to different throughput rates, different sen-
sors will buffer a distinct number of data points in the same reception window.

The Ensemble module is responsible for summarizing all the information
received in a given data reception window. The presence of multiple sensors
with different data throughput rates may give rise to conflicting information.
The purpose of this module is, therefore, to try to decide on what is, most likely,
the status of the system, given the data received on each reception window. Inter-
nally the module takes a two-step approach. First, it decides on the information
coming from each interface. Different interfaces may have buffered a different
amount of data points for the same window. With a decision on the value for
each interface, then the module attempts to fuse the information from all the dif-
ferent interfaces. The fused information is then forwarded to the decision block
for further processing. Many different strategies can be considered for fusing
information. In the present case, to demonstrate the feasibility of the architec-
ture, a set of simple mechanisms are considered. In the first step, the current
implementation considers values as literals and uses majority voting for fusing
the data. On the second step, a unanimous vote in a specif direction is required.
For example, in the use case later explained, the edge chain agent can only claim
that there is no risk if all the interfaces unanimously vote for no risk; otherwise,
the second stage evaluation defaults to the presence of risk. The ensemble fuses
the information based on the variables made available by the interfaces. If differ-
ent interfaces provide data related to the same variable, the ensemble guarantees
that the different sources are fused. Therefore, the ensemble’s output is the fused
value for all the variables exposed by the interfaces.

The Decision module receives the response from the Ensemble and applies
user-defined decision rules. Such rules are specified in the description file. The
outcome of the decision module is a set of user-specified actions. These local
actions can only be applied to the system if a higher-order chain agent does not
create an overriding decision. The decision from higher-order layers invalidated
the local decision. The attention module manages which action ends up taking
effect in the system.

As mentioned, many of the actions of the chain agents can be configured by
the user through the usage of Description Files. An excerpt of a description file,
which will be later detailed, can be found in Listing 1.1. Such files are JSON
documents where the following parameters need to be defined.:
– id: represents the agent identification.
– leader: the id of an agent upper in the hierarchy if there is one; otherwise

takes the value “none”.
– rxperiod: the value of the reception window for the Rx Window module,

which needs to be regulated as a function of the throughput rate of the sensor
present in the system and the desired reactivity of the edge chain agents.

– mqtt: the network information of the MQTT server supporting system com-
munication.

– interfaces: the names of the classes containing the software integration inter-
faces to be used by the chain agents for determining the value of the different
variables of interest.
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– perceptions: represents the variables’ names the interfaces have to use to
send information to the chain agents. It is a structure where each key is the
name of the variable, and the value for that key is an array of strings that
represents the values that an interface can send when using that variable.

– actions: represents the variables’ names the interfaces have to use to receive
information from the architecture. It is a structure where each key is the name
of the variable, and the value for that key is an array of strings representing
the values that an interface has to implement to receive data.

– rules: represents the decision rules that will be triggered by the system. It
is a list of structures with the “if” and “then” tags. The “if” and “then”
assumes a structure with one or more components. The components of the
“if” need to have the names of the variables defined in perceptions as keys.
The value for that key has to be one of the values defined for that variable.
In the “then” tag, it has to assume one of the variables defined in the actions
and put the value that this variable assumes when the “if” conditions are
triggered. The value has to be in the defined values for that action variable.

In the forthcoming sections, a concrete application case of the proposed archi-
tecture is discussed in the context of an industrial safety application.

4 Use Case

4.1 Demonstration Scenario

The instantiation of the architecture was demonstrated in a mock-up scenario
that simulates assembly operation in an aircraft cargo door. Due to the nature
of some operations, only one person may be in the vicinity of the cargo door, a
safety risk arises otherwise. In the current scenario, whenever a second person
is detected in the vicinity of the cargo door, the system exhibits a message
and a sound noticing that. However, more appropriate real-world actions would
include activating emergency stops in motorized tools in operation, alerting the
operators, raising alarms, etc.

The current system is monitored by four security cameras connected to a
network and placed around the cargo door (Fig. 4). Standstill pictures from the
live stream of the four cameras can be seen in (Fig. 5). In this case, the four
cameras correspond to four inputs in the system and four sources of information
for the same set of variables. The previous creates a scenario of information
redundancy common in safety applications. Even if the scenario explored relates
to a safety application, the authors would like to stress that the system, as is,
does not meet any criteria for real-world usage (i.e., is not a safety system), and
it serves only the purpose of demonstrating the architecture which also has a
much broader potential applicability than just the one considered.
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In the scenario considered, one operator is working on the cargo door when
a second operator invades the scene and comes in contact with the first. The
system will work with the live stream from the cameras, but for the purpose
of analysis and comparison of results, the scenario was also recorded into a 30 s
dataset. In the first 16 s, Person 2 goes around the aircraft cargo door. Then, it
collides with Person 1 for 10 s. Finally, Person 2 walks away for 4 s. Each camera
perspective is recorded for the dataset at 10 fps and a 320×320 pixels resolution.

Fig. 4. Scenario.

Fig. 5. Scenario visualization from different cameras’ perspectives.

The technical infrastructure is summarized in Table 1. There are four Edge
devices (raspberry pis), a WiFi router, and a Local server machine. Each camera
is directly connected to an Edge device by cable using the Ethernet interface.
The Edge communicates with the Server via a WiFi network (802.11n).
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Table 1. Specification of the devices in the scenario.

Device Model Specification

Camera Foscam R2M Resolution: 1920× 1080 (2.0 MP), Frame rate: 25 fps
(1080P)

WiFi Router D-Link
GO-RT-N300

Standard: 802.11b/g/n
Speed: 300 Mbps 2.4GHz

Edge Raspberry Pi 3 B+ Processor: Quad Core 1.2GHz Broadcom BCM2837
RAM: 1Gb, SO: Raspberry Pi OS 32 bit

Server HP Workstation
Z2 G5

Processor: Intel(R) Xeon(R) W-1250 CPU @ 3.30GHz
RAM: 16GB SSD, SO: Ubuntu 20.04.3 LTS
GPU: NVIDIA Quadro RTX 4000 8GB

4.2 Interfaces and Description Files

Specific interfaces were defined for this scenario (Fig. 6). As mentioned, integra-
tion interfaces guarantee the harmonization of raw sensor/actuator data with
the execution semantics of the system. At the edge device, the chain agent has
the interface H-H Collision Edge which allows the system to receive data from
the cameras and detect collisions. The second interface (Transfer Frame), work-
ing in tandem with the first, allows redirecting the video frames up the chain
for further processing. The Cloud chain agent in the server also has a collision
detection interface (H-H Collision Server) with a more accurate collision detec-
tion algorithm in comparison to the edge device and an interface to raise alarms
(Print State) when a collision between two operators is detected.

Fig. 6. Reference architecture with the interfaces for the specific application.

The Description File for this system is presented below in the Listing 1.1. The
id of this edge device is “edge1”. His leader, up the chain, has the id “server1”.
It considers a window time to receive data of 0.1 s. The MQTT server is running
in a machine with IP: “192.168.0.6” and port: “1883”. It executes the interfaces
“HHCollisionEdge” and “TransferFrame”. There is only one possible perception
variable, that is called “collision”, this variable can assume two literal values,
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“true” or “false”. Also, there is only one possible action variable, that is called
“risk”, that can be “true” or “false”. For the last, there is two rules. The first
rule says that if a collision is true (“if”: {“collision”: “true”}), then there is a
risk (“then”: {“risk”: “true”}). The second rule says that if a collision is false
(“if”: {“collision”: “false”}), then there is not a risk (“then”: {“risk”: “false”})

Listing 1.1. Description File for edge agent.

1 {"id": "edge1",
2 "leader": "server1",
3 "rxperiod": "0.1",
4 "mqtt":{"ip": "192.168.0.6", "port": "1883"},
5 "interfaces": ["HHCollisionEdge ", "TransferFrame "],
6 "perceptions": {"collision": ["true", "false"]},
7 "actions": {"risk": ["true", "false"]},
8 "rules":[
9 {"if": {"collision": "true"}, "then": {"risk": "true"}},

10 {"if": {"collision": "false"},"then": {"risk": "false"}}] }

The implementation of the interfaces is discussed now. The Transfer Frame
that is in the Edge device begins to transmit the frames to the server when the
decision received is {“risk”:“true”}. It uses the OpenCV library [4] to read the
frames and applies the ImageZMQ library [2] to transmit OpenCV frames to the
server. Otherwise, it does nothing. The Print State interface, in the Local Server,
is a visual feedback to print in the screen the safety state in the environment, so
it prints Risk when receives {“risk”:“true”}, else it prints Safe.

The H-H Collision is in the edge device and the Local Server. The difference
between this interface in these devices is only the applied model for object detec-
tion and how it reads the frames. In the Edge devices, it uses a simpler model
that requires low memory and processing power to return responses, that is, the
Mobilenet v2 [19]. To read the frames in the Edge device, it uses the OpenCV
library. For the Local Server, it uses the YOLOv3 base version [16] that requires
more memory and processing, but it is more precise than the Mobilenet v2. To
read the images, the Server uses the ImageZMQ library.

Figure 7 illustrates the process to make the collision detection. First, an
object detection model is applied, which returns an array with the boxes for all
the objects identified in the frame. From the identified objects, the boxes with
humans are selected. With all the human boxes, the algorithm now evaluates
the collision. For that, it evaluates the overlap between each two by two combi-
nations of human boxes. The calculus of the overlap is based on the Intersection
over Union (IoU) metric. However, instead of the Union of boxes, it applies the
smallest human box in the image as a reference because a smaller box completely
covered by a bigger box has to return the maximum level of possible contact.
This represents a short person in front of a taller person. The use of IoU would
only return the proportion of the smaller box related to the bigger one. There-
fore, the overlap is calculated using the Intersection over Smaller (IoS), Eq. 1
refers to the adopted IoS metric:

IoS(x, y) =
Hx ∩ Hy

min (Hx,Hy)
(1)
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Fig. 7. Human-Human Collision detection module.

Hx and Hy are the boxes of the humans x and y, respectively, where x �= y.
With the IoS for each pair of humans in the scene, the Overlap Evaluation

step returns the largest IoS among all the pairs evaluated. This represents the
Overlap Rate (OR) for that frame. It is calculated following the Eq. 2.

OR = max
∀x,y∈P,x �=y

IoS(x, y) (2)

where P is the set of all People identified in the frame.
For the last, the collision decision considers a pre-established threshold. If

the OR is equal or is above this threshold, it returns that the collision is True
for that frame. Whereas if the OR is below the threshold, it is False for collision.
In the application, we consider a threshold of 5% to be considered a collision.

4.3 Technical Execution Flow

The execution starts with the camera sending a frame to the Edge device. The
H-H Collision Edge module process this frame and identifies if there is a collision.
It outputs the result to the Rx Window that receives all the detections for the
pre-defined window period. Then it passes on all received data to the ensemble.
The ensemble converts it into one single perception, with the variable “collision”,
then forwards it. The Decision step receives the collision information and applies
the rules defined in the description file. If there is a collision, it returns that there
is a Risk; else, it is Safe. Considering that the server did not send any message,
the attention only passes along the Edge decision to his interfaces. If the decision
is Safe, the H-H collision Edge continues processing more frames. However, if the
response is risk, the H-H collision Edge stops the processing, and the Transfer
Frame starts the processing, sending all the received frames to the server.

When the server receives the frames from the edge device, it does the same
process reported in the previous paragraph. However, with one difference, the
attention output is also passed on to the Edge device and the Print State inter-
face, which prints in the local server if there is risk or not.

The attention module in the Edge now uses the Server decision to be passed
along to the local interfaces when the server sends the decision of Risk or Safe to
the Edge. If the server had sent risk, the Transfer Frame interface keeps sending
the frames, and the H-H collision Edge keeps stopped. However, if the server
reports that it is Safe, Transfer Frame stops, and the H-H collision Edge restarts
to process.
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5 Experiments and Results

This section discusses the results obtained while considering the use case in
Sect. 4 and the dataset generated and mentioned therein. The analysis focuses
on the impact of the solution on the network traffic with and without the edge
devices, as well as the accuracy for the architecture application on the selected
use case.

5.1 Network Impact

The equipment defined in Table 1 was setup in different ways according to Fig. 8
to validate the extent to which the edge/cloud architecture proposed impacts the
performance of the network. The difference among the configurations is mainly
how the devices (camera or Edge device) are connected to the router. In the
first case, the camera is directly connected to the router using an Ethernet link
(IEEE 802.3 Local Area Network). The second configuration uses a wireless
camera communicating in the multi-antenna high data rate 802.11n standard.
Finally, the third configuration connects the camera to the Edge device Ethernet
interface. In turn, the edge device wirelessly connects to the server. TCP is the
underlying transport protocol to exchange flows among the devices.

Fig. 8. Configurations for the communication devices used for the network experiment.

The following evaluation metrics are considered: Acknowledgement Round
Trip Time (ARTT), packet loss, and the number of exchanged packets. The
ARTT is calculated as the time the cameras or edge devices take to respond
with an acknowledgment (Ack) for packages sent by the local server. As the
cameras do not implement a network interface that can be easily monitored, all
packet level measurements are carried out at the server’s network interface. The
lost packets metric refers to the level of packets that are dropped during their
transmission. We also compute the number of packets successfully received by the
server. The higher this is, the more packet processing overhead the CPU requires
to handle such traffic. The following parameters are considered to evaluate net-
work impact: frame resolution 640×640 pixels at 15 fps for a 10 min transmission
period. The number of cameras in the experiment is increased from 1 to 4.
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A video transmission resolution of 640 × 480 pixels and a frame rate corre-
sponding to 15 FPS were adopted. These represent upper bounds that allow the
processing of frames by edge devices in the experiments. An experiment lasts
10 min, at the end of which a network trace is captured using the tcpdump [9,14]
network packet analyzer running at the server machine. This duration is esti-
mated as sufficient to extract meaningful insights and identify possible trans-
mission patterns. Running longer experiments has shown no advantages and
generates unnecessarily big packet capture files. The number of cameras is grad-
ually increased from 1 to 4 cameras. Observe that in the case of configuration
C (Fig. 8), increasing the number of cameras also increases the number of the
Edge devices, as each camera is directly connected to an edge device.

Table 2 collects the results generated by the suggested experiments. It shows
that the inclusion of Raspberry Pi as an edge device considerably impacts the
ARTT. Observe that ARTT deteriorates even further when increasing the num-
ber of these devices. Setups A and B (i.e., without the use of Raspberry devices)
exhibit no significant difference for this metric. Every time a new device is
included, there is a corresponding increase of at least 0.288 ms that is observed
in the case of experiment configuration C. Also, the higher standard deviation
obtained by the edge device-based configuration shows that introducing addi-
tional devices introduces new outliers and increases delay.

Table 2. Network results.

Qty Co nf ARTT/packet (ms) Packet qty Packet loss % loss Qty Co nf ARTT/packet (ms) Packet qty Packet loss % loss

1 A 0.03 ± 0.18 63746 0 0.00% 3 A 0.03 ± 0.24 217571 0 0.00%

B 0.04 ± 0.21 69088 258 0.37% B 0.03 ± 0.20 194207 384 0.20%

C 0.08 ± 2.82 296604 398 0.13% C 0.65 ± 12.01 513148 1565 0.30%

2 A 0.03 ± 0.02 142637 0 0.00% 4 A 0.03 ± 0.19 294433 0 0.00%

B 0.03 ± 0.21 125440 400 0.32% B 0.04 ± 0.49 270021 568 0.21%

C 0.36 ± 8.70 392886 1091 0.28% C 1.09 ± 17.88 602576 2589 0.43%

The number of packets increases by approximately 75000 for Configurations
A and B, while it increases by around 10000 in the case of Configuration C.
This last one achieves a more significant amount of packets from a single cam-
era. Although the increase in the number of transmitted packets is linear, more
packets are needed for the first connection. The wired connection is loss-free,
independently of the number of used cameras. On the other hand, the WiFi
configuration suffers some level of packet loss. For example, the configuration
with the Edge device suffered a maximum packet loss of 0.43% when using four
devices. Note that this packet loss level does not significantly affect the trans-
mission quality [12].

The obtained results showed that the use of the Raspberry Pi led to a
degradation in the network transmission flow compared to other configurations.
Nonetheless, it does not result in a significant loss of information for the intended
application. Hence considering our application context, the most significant ben-
efit of adopting such devices is their ability to process the video streams locally
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and relieve the network from their transmission. Our application takes advantage
of this result. Most of the time, there is no risk of accidents being detected, and
therefore all processing will be local while saving network resources. In the rare
event of a safety risk being detected, transmission occurs from these devices.

Additional advantages of using an edge device, such as a Raspberry PI,
include the fact that an edge device may select different system configurations.
Unlike the used cameras, it may alter frame size and the compression rate param-
eters. Finally, transmission efficiency may be improved using devices with more
processing power and optimizing the installed software libraries, especially those
related to the TCP/IP stack.

5.2 Accuracy Analysis

This experiment evaluates the impact on the general accuracy when using the
proposed architecture. The dataset presented in Sect. 4.1 is used in this exper-
iment. The accuracy is measured based on the right identification of a Risk or
Safe situation in each dataset frame. The experiment compares the results pro-
duced when using the Proposed Architecture (PA), with other models: YOLO
v3 (YV3), Mobilenet v2 (MN), and Mobilenet v2→YOLO v3 (MN→YV3). The
YV3, MN, and MN→YV3 are applied directly to each dataset frame in a sin-
gle machine (server device described in Table 1). The MN→YV3 first applies
the MN in the frame; if this model detects risk, then the YV3 is applied to
the frames of different perspectives, with a unanimity ensemble as described
in Sect. 3. The MN→YV3 is near our approach, although it runs on a single
computer and has no network between models’ execution. The PA is used by
applying Configuration C from Fig. 8 for the network communication.

Different cameras are used in this evaluation, considering the positions illus-
trated in Fig. 4. There is an evaluation for each camera individually, cameras 1,
2, 3, and 4. We also evaluate multi-camera scenarios, one with the four cameras
at once (labeled as configuration 1-2-3-4) and the other with the cameras 2, 3,
and 4 (labeled as configuration 2-3-4). On all cameras, each frame’s resolution
is 320 × 320 pixels, a 10 fps frame rate is considered, and different combinations
of models are tested.

The results are evaluated in terms of the metrics: accuracy (ACC), sensitivity
(SEN), and specificity (SPE). They are calculated as in the Eq. 3, based on the
classification metrics: True Positives (TP), True Negatives (TN), False Positives
(FP), and False Negatives (FN).

Also, it is evaluated the mean time per frame and Frames Per Second (FPS)
that the models YV3, MN, and MN→YV3 require to process in a single machine.
The MN→YV3, in this case, considers only the MN detection of frames from
one single camera perspective for then pass along to be processed by the YV3.
Three different machines are considered: the Edge device, the Server device with
GPU, and the Server device without GPU. It was executed for the 300 frames
of the dataset.

ACC =
TP + TN

TP + TN + FP + FN
SEN =

TP

TP + FN
SPE =

TN

TN + FP
(3)
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Table 3 has the time, and FPS obtained for the execution of different models
and processing machines. When using the YV3 model, the Edge device has one
frame processed every 4.5 s, which does not allow us to run this model in the
Edge device for a real-time application. That is why this device uses the MN,
which can process 6.3 frames each second. The MN could be applied in the Server
to a higher fps. However, for our application is more critical that there we have
a more accurate model in the Server, that is the case of YV3.

Table 3. FPS for different models and processing machines.

Model Edge Server CPU Server GPU

YV3 0.223 ± 0.008 9.233 ± 0.423 38.028 ± 2.717

MN 6.306 ± 0.671 102.270 ± 5.327 159.042 ± 9.842

MN→YV3 0.211 ± 0.006 8.432 ± 0.337 32.484 ± 2.098

As the Server CPU process in 9.2 fps with YV3 and Edge with MN is 6.3 fps,
The application of at least two Edge devices processing in parallel surpasses
the processing of YV3 in a Server without GPU. When the Server has GPU is
necessary to have at least 7 Edge devices. However, the network transmission
is the limiting in this case, so when processing in the Edge devices, the level of
network load evaluated in the Table 2 (configuration C) is avoided most of the
time when there is no risk. The FPS of the MN→YV3 is lower than the other
models for all devices due to having to process first the MN and then the YV3.

Table 4 presents the results for accuracy experiments. The PA model is the
only one with the Standard Deviation once each execution can result in different
results due to the network. The others are deterministic models that run on a
single computer.

Table 4. Accuracy results.

C Model ACC SEN SPE C Model ACC SEN SPE

1 YV3 0.96 1.00 0.94 3 YV3 0.68 0.00 1.00

MN 0.98 0.95 1.00 MN 0.67 0.00 1.00

MN→YV3 0.97 0.98 0.97 MN→YV3 0.67 0.00 1.00

PA 0.97 ± 0.01 1 ± 0.01 0.96 ± 0.01 PA 0.68 ± 0 0 ± 0 1 ± 0

2 YV3 0.92 1.00 0.89 4 YV3 0.55 0.05 0.79

MN 0.67 0.02 0.98 MN 0.63 0.03 0.92

MN→YV3 0.89 0.71 0.97 MN→YV3 0.60 0.02 0.87

PA 0.93 ± 0.04 0.85 ± 0.13 0.96 ± 0.03 PA 0.62 ± 0.03 0 ± 0 0.92 ± 0.05

2 YV3 0.82 1 0.734 1 YV3 0.80 1.00 0.70

3 MN 0.617 0.052 0.887 2 MN 0.91 0.95 0.89

4 MN→YV3 0.79 0.711 0.828 3 MN→YV3 0.86 0.98 0.81

PA 0.82 ± 0.07 0.76 ± 0.17 0.85 ± 0.06 4 PA 0.86 ± 0.05 0.99 ± 0.02 0.8 ± 0.07
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When using only a single camera, the camera 1 perspective has the best ACC
of all models, followed by camera 2, camera 3, and the last is camera 4. This
is justified, given that camera 1 is positioned tacking the humans side by side,
camera 2 and camera 4 have humans occlusion since one human is in front of
the other, but for camera 2 this is more favorable once it is a little more inclined
to a position that has a better vision of the different human’s complete body.
Camera 3 clearly does not take the humans interaction, only the passage of the
Person 2, which does not represent a collision, so this justifies the low SEN = 0
and SPE = 1 for all models, given that it always returns the safe state once it
can not see the collision, due to the occlusion caused by the cargo door.

When comparing experiments with multiple cameras (1-2-3-4 and 2-3-4) to
experiments with single cameras (1, 2, 3, and 4), the ACC results with single
Cameras 1 and 2 surpass those with multi-cameras, being around 11% more
accurate for the PA model. However, when using single cameras, they have to
trust in their position and be positioned in the best place, while the multi-camera
can consider different perspectives and make a unified decision. This makes the
multi-camera a good result. Because for example, suppose that the collision
occurs in front of camera 3 instead of camera 1. The camera 1 ACC would drop,
but the multi-camera model still can keep the ACC as it considers the response
of camera 3 too. The configuration 2-3-4 is interesting; once it disregards the
camera in the best position, that is camera 1. Moreover, even without it, keep
accuracy near the one with 1-2-3-4, except for the MN model.

At first sight, the MN model has the best ACC for most configurations (1, 4,
and 1-2-3-4). This is an unexpected result because this model is more restricted,
prioritizing processing speed over accuracy. However, the fact is that for Camera
1 all the models have similar results with at most 2% of difference. For camera
4 the MN takes advantage once it most of the time returns the safe state. This
improves his SPE, while YV3 commits more mistakes in this case. The models
MN→YV3 and CA take advantage of it because they have a previous detection
using MN, then apply YV3, so the ACC and SPE are near the MN.

The PA follows the MN→YV3 ACC for all configurations, staying in the
standard deviation range. This shows that including the PA does not impact the
general ACC of the system.

6 Conclusion

This work presented and discussed the construction of a reference architecture
for safety risk identification. The proposal is based on an edge/cloud computing
structure to parallelize sensor processing in an industrial environment and avoid
centralizing the information transmission and processing to a local server. One
of the primary intentions of the proposed architecture was to alleviate network
load and eventually assess whether more mission-critical applications could co-
exist and share network resources with other devices. The evaluated scenario
showed that, compared to conventional solutions where images are continuously
streamed to a cloud infrastructure, the proposed architecture generates more
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traffic during transmission. However, it does not continuously transmit, using
network resources only when needed. Part of the increased traffic can be justi-
fied by the lesser efficient protocols used in the current implementation of the
architecture and on the choice of edge devices. Still, given that safety occurrences
are relatively rare, one can argue that the overall reduction in network load is
attainable and concrete.

However, such reduction is not useful if the accuracy becomes compromised.
In this respect, the paper has also evaluated the accuracy of different risk detec-
tion models. Edge devices must necessarily use simpler detection algorithms due
to their limited computational power. The results suggest that it is possible to
find a balanced compromise that makes the edge/cloud solution proposed use-
ful. Indeed the higher computational power of cloud resources, particularly using
GPU processing, enables very high processing rates. However, these come at the
cost of network load. The positioning of the sensors matters naturally, but the
results also show the benefits of the sensorial fusion offered by the platform.

Overall, the results suggest that the proposed platform offers an interesting
and re-configurable distributed solution for multi-sensor industrial applications.
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Abstract. Context: Systems of Systems (SoSs) are becoming an emerg-
ing architecture, and they are used in several daily life contexts. Objec-
tive: The aim is to define a reference environment conceived for moni-
toring and assessing the behavior from the cybersecurity point of view
of SoS when a new IoT device is added. Method: In this paper, we pro-
pose the Domain bAsEd Monitoring ONtology (DAEMON), an ontol-
ogy that formally models knowledge about monitoring and System of
Systems (SoS) domains. We also conceived a reference supporting archi-
tecture, and we provided the first proof-of-concept by implementing dif-
ferent components. Results and Conclusion: For the feasibility purpose,
we have validated our proof-of-concept in the context of the EU BIECO
project by considering a Robot Navigation use-case scenario.

Keywords: Cyber security · Internet of Things (IoT) · Monitoring ·
Ontology · System of Systems (SoS)

1 Introduction

Nowadays, most ICT systems and applications rely on the integration and inter-
action with other (third parties) components or devices because it is a valid
means for increasing productivity and reducing, at the same time, the overall
development costs. However, even if effective, this practice can expose the ICT
systems to high risks regarding security, privacy, and safety. Additionally, in
most cases, there are difficult and costly procedures for verifying if these solu-
tions have vulnerabilities or if they have been built, taking into account the best
security and privacy practices. However, detecting vulnerabilities accurately in
ICT components and understanding how they can propagate over the supply
chain is extremely important for the ICT ecosystems. To find a suitable and
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effective compromise, one commonly adopted solution for vulnerability detec-
tion is using a monitoring system, i.e., a means for the online analysis of func-
tional and non-functional properties. Usually, this system relies on the collection
of events produced by the systems, devices, or components during the execu-
tion and uses complex event patterns for assessing a specific property. Indeed,
the patterns are associated with observable normal (or abnormal) behavior and
can be exploited to raise alarms or implement countermeasures promptly. Nev-
ertheless, even if notably efficient and effective, a monitoring system’s design,
implementation, and management can be an effort and time-consuming activity.
In this paper, according to the definition provided in [18] that considers the IoT
system as “the latest example of the System of Systems (SoS), demanding for
both innovative and evolutionary approaches to tame its multifaceted aspects”
we focus mainly on the System of Systems (SoS). Monitoring SoS involves all the
stages of the software development process and different stakeholders, such as
SoS domain experts, device developers, or monitoring experts. The complexity
of the monitoring activity could increase when new devices (or components) are
dynamically included in the SoS environments [35].

To overcome this issue, in [14] some of the authors of this paper presented
an initial solution. It focused on the definition of a common framework for col-
lecting together, in a manageable and user-friendly way, the knowledge coming
from different sources: SoS domain experts, standards, guidelines, monitoring,
and developers experts. The purpose was to join concepts and definitions about
the SoS and monitoring into a unique manageable ontology-based representa-
tion [14]. In this paper, we leverage this recent proposal by:

1. extensively modifying the initial core ontology (i.e., MONTOLOGY) and
deriving a new one called Domain bAsEd Monitoring ONtology (DAEMON).
In particular, we introduce modules that make the ontology more manage-
able and comprehensive, and we add new concepts to the modules to better
represent the monitoring of a SoS knowledge;

2. we customize the proposed reference architecture by revising the components’
interaction and roles and introducing new ones for better managing the new
elements;

3. we validate the proposed customization using a real case study provided
within an ongoing European project. In particular, we consider the Multi-
Robot Navigation use case scenario and its specific set of functional and
non-functional properties.

Outline. Section 2 discusses the related works concerning the ontologies, cyber-
security specification and vulnerabilities in the context of SoSs, and Monitoring
systems. We introduce DAEMON ontology in Sect. 3 by describing its main
modules, concepts and the relationship between them. Section 4 describes DAE-
MON’s reference architecture and how the components interact. We illustrate, in
Sect. 5, the validation of both DAEMON and its reference architecture through
a Multi-Robot Navigation use-case scenario within an ongoing EU Project.
Section 6 concludes the paper by also highlighting our current and future works.
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2 Related Works

Ontology-Based System of Systems (SoS). In recent years, much research
has been conducted on modeling System of Systems (SoS). Dridi et al. [16] clas-
sified SoS modeling into seven main classes: Model-Driven Architecture, Model-
Driven, Services-Oriented Architecture, Ontology, Architecture Description Lan-
guage, Bigraph, and Hybrid. To properly model SoS, one cannot separate their
inherent engineering processes, which involve planning, analyzing, organizing,
and integrating constituent/component systems (CS), i.e., the System of Sys-
tems Engineering (SoSE). In this context, ontology-based approaches for mod-
eling SoS are needed to establish domain concepts and link the SoS processes
consistently using common language and semantics, which are essential in the
planning and analysis processes [16,20,25,31,40]. Ontologies can be used to deal
with the interoperability and scalability of SoS, supporting the creation of new
domain ontologies as well as the reusability of existing ones. A top-level ontolo-
gy/upper ontology, such as BFO, DOLCE, among others [3,5,29,34], is a highly
general representation of categories and relations common to all domains. In
addition, efforts have been made to create meta-models for representing SoS/-
SoSE ontologies: Dridi et al. [16] use a model or set of models to document and
communicate from the system requirements level down to the software imple-
mentation level, Nilsson et al. [31] proposed an ontology for SoS that uses Object
Process Methodology (OPM) ISO 19450 to facilitate collaboration among orga-
nizations with focus on safety aspects, Baek et al. [4] developed a conceptual
meta-model for representing SoS ontology and Langford et al. [25] created a
framework that embraces ontology of systems and SoS to expose the true nature
of emergence. On the other side, ontologies might be domain-specific intended to
describe individual systems or domains of interest. In response to this, some work
has been done to develop ontologies for SoS/SoSE in different domains [20,27].

In light of this, Internet-of-Things (IoT) systems can be engineered from the
perspective of SoS. IoT applications involve the integrated operation of many
subsystems, or constituent systems (CS) that are physically and functionally
heterogeneous maintaining their advanced cyber-physical functionalities. Simi-
larly, it is important to develop ontologies to share semantic information between
IoT subsystems. In response to this challenge, in recent years several proposals
for ontology have emerged from the semantics and IoT research communities
aiming at describing concepts and relationships between different entities. In
2009, Scioscia and Ruta proposed to use the technologies of semantic web with
IoT and developed the semantic web of things (SWoT) [37]. The W3C Semantic
Sensor Network Incubator Group has developed the SSN ontology1, to describe
the sensors, observations, and related concepts in the sensor network. Gyrard et
al. proposed the M3 Ontology [21] framework that assists users in reusing the
domain knowledge and interpreting sensor measurements to build IoT applica-
tions. The oneM2M base ontology [33], developed within the oneM2M global
open standard for M2M communications and the IoT, is a top-level ontology

1 The W3C SSN is available at: https://www.w3.org/TR/vocab-ssn/.

https://www.w3.org/TR/vocab-ssn/
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specifying the minimal ontology that is required such that other ontologies can
be mapped into oneM2M as the example of Smart Appliances Reference Ontol-
ogy (SAREF) [15]. More recently, Bermudez-Edo et al. proposed the IoT-Lite
ontology [8] which is a light ontology that represents the resources, entities and
services of the IoT. It is an instantiation of the W3C SSN Ontology and is also a
base ontology that can be extended to represent IoT concepts in a more detailed
way in different domains. A comprehensive ontology catalog is available online
and maintained by LOV4IoT (Linked Open Vocabularies for IoT) [26], aiming
at encouraging the reuse of domain knowledge already designed and available on
the WWW.

The DAEMON ontology, proposed in this paper, aims at representing the
monitoring of SoS knowledge. It leverages the previous MONTOLOGY by
extending and introducing new concepts useful for a better knowledge represen-
tation, such as the rule hierarchy and skill (see Sect. 3). DAEMON is specifically
conceived for being the connection between SoS and the monitoring ontologies,
that in the best of our knowledge is still not yet offered. Nevertheless, SoS ontolo-
gies like IoT-Lite or oneM2M Base Ontology can be integrated and reused in
our proposal. DAEMON intention is not to substitute but use integrate exiting
knowledge. Therefore, the SoS module (see Sect. 3) aims at representing the point
of integration where the different ontologies concepts can be used and integrated
into DAEMON.

Cybersecurity Specification and Vulnerability. In literature, several com-
prehensive sets of functional and non-functional (including security, safety and
privacy) requirements that can be used for guiding research, technology devel-
opment, and design are currently available. These sets can be found in recent
European Projects documentations, such as [1,38], or standards and specifica-
tions such as [17,39], or available backlog list containing structured security and
privacy user stories [7]. These available heterogeneous sources, while very useful
from a cybersecurity and vulnerability specification point of view, are generally
kept generic and domain-specific agnostic. The proposal presented in this paper
intends to provide a methodology for collecting and organizing together the
generic and specific knowledge about a target application domain into a unique
reference ontology. The aim is to focus only on the most suitable functional and
non-functional properties of each specific context to better focus the monitoring
and assessing activity on the expected behavior of IoT/SoS/Ecosystem/Compo-
nents. In Sect. 5, a specific example in the robotic domain is provided.

Monitoring Systems. Monitoring systems have been applied in several
domains such as: traffic [41], automotive [19], avionic [22], healthcare [36], indus-
try [10]. In almost all the application contexts, the existing monitoring proposals
aim to: i) providing a powerful, concise and unambiguous specification language
for the validation properties specification [24]; ii) defining mechanisms for the
conformity assessment of the system against the selected properties [13].

Recently, the massive and extensive usage of the internet promotes the adop-
tion of monitoring approaches able to mitigate the risk of cyber-attacks. Among
them the most promising solutions are: Security Information and Event Manage-
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ment (SIEM), eXtended Detection and Response (XDR), or Endpoint Detection
and Response (EDR). SIEM systems gather, aggregate and normalize informa-
tion from various events related to potential security violation occurred within
the system [11] whereas, XDR and EDR can boost the SIEM analysis providing
a set of information and tools that will enhance the analysis executable through
the SIEM. Usually, the collected data are stored in Data Lake [23] useful for
advanced forensic analysis.

This work aims to leverage the existing proposals and provide a collabo-
rative, easy-to-use, and effective solution for applying the monitoring activity
inside target domains. In particular, we provide facilities for easily: (1) identify-
ing the most suitable functional and non-functional properties that can be used
during the monitoring activity to detect failures and vulnerabilities promptly;
(2) instantiating the selected properties into monitoring rules able to capture,
infer and analyze complex events; (3) allowing the detection of critical problems,
failures, and security vulnerabilities; (4) validating the trust and security level
of the run-time behavior of SoS and its devices or components; (5) rising warn-
ings and enabling (non-blocking) system reconfiguration to assure a trustworthy
execution.

3 DAEMON Ontology

The aim of Domain bAsEd Monitoring ONtology (DAEMON) is to help the dif-
ferent SoS stakeholders gather functional and non-functional properties related
to the different part of SoS, and consequently enabling the definition of concrete
monitoring rules each related to a specific property. As a result, we can define
a reference set of meaningful rules to be monitored during the SoS execution
so as to automatically demonstrate the compliance (non-compliance) with the
selected properties.

Fig. 1. DAEMON ontology modules.

The starting point of DAEMON ontology is the MONitoring onTOLOGY
(MONTOLOGY) ontology [14], which models the SoS and monitoring main
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concepts and defines the relationships between them. MONTOLOGY is a core
component of MENTORS (i.e., a monitoring environment for SoS) [14] and it
is composed of two main modules: System of Systems (SoS) Module (containing
eight concepts) and Monitoring Module (which contains five concepts), with a
total of 13 (thirteen) concepts.

Therefore, the basic idea of DAEMON is to extend MONTOLOGY by adding
new concepts, and to reorganize the content into a more manageable and modular
way, so as to enable interoperability and facilitate both the extensibility and
maintainability. More precisely, as reported in Fig. 1, we divide DAEMON in
five modules: (1) SoS (Fig. 2); (2) Attributes (Fig. 3); (3) Skills (Fig. 4); (4) Rules
(Fig. 5); and (5) Monitoring (Fig. 8).

The remainder of this section provides more details about how we derived
DAEMON by reusing the most relevant parts of MONTOLOGY and how we
reconstructed the new content in a more comprehensive set of modules. For the
aim of readability, in the following figures, we report the new concepts/classes
introduced in DAEMON by coloring the shape outline in red.

SoS Module. The SoS module aims at representing the most relevant concepts
related to the System of Systems (SoS) domain and the relationship between
them. Differently from MONTOLOGY, we model the SystemOfSytems as a com-
position of System, and it is influenced by a specific Environment in which it
operates and it is executed. Therefore, a System is a collection of Devices that
represent the object of the monitoring activities. As in MONTOLOGY, each
Device is composed of a specific set of Components.

Fig. 2. System of Systems (SoS) module.

Attributes Module. An Attribute is a functional and non-functional property
related to a specific SoS concept. Examples of attributes could be (1) the com-
munication latency between the components; (2) the average amount of the
messages is under a certain level, so as to avoid or detect DoS attacks; or (3)
the number of the allowed/authorized connections.

Therefore, this module contains all the concepts related to the observable
properties of the concepts in the SoS module. As in Fig. 3, we extend this
module with the two specific concepts; QualititaveAttribute, and ObservableAt-
tribute, which is a quantitative attribute used for defining both the Measure and
Metric used for defining monitoring rules2. We also expand the Attribute hier-
2 Note that, in MONTOLOGY Measure and Metric are directly connected with the
Attribute class.
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Fig. 3. Attributes module.

archy by adding three sub-classes: EnvironmentAttribute, SystemAttribute and
DeviceAttribute. The purpose is to have specific attributes for each of the SoS’s
concepts/classes, so as to enable the monitoring of their behavior throughout
specific monitoring rules.

Skills Module. The skills module allows modeling the skills related to the dif-
ferent concepts in SoS module. A Skill represents an ability of an agent (active
or passive) to perform a specific action, such as the ability of connection or the
ability of movement. The original concept of Skill modelled in MONTOLOGY
has been extended into two different ways. Firstly, we create a skill hierarchy by
leveraging the original concept Skill as super-class of the hierarchy, and we add
two specific sub-classes (BasicSkill and ComplexSkill) that are connected with
each other through the relation isComposedBy. As in the Figure, a ComplexSkill
can be composed both through a set of BasicSkill, or/and iteratively throughout
a set of ComplexSkill. Secondly, we introduce the concept of ObservableSkill, i.e.,
the observed ability related to the SoS concept that can be validated through the
monitoring facilities. Differently from MONTOLOGY, we connect the Require-
ment class directly to ObservableSkill through the isRelatedToSkill association.
Therefore, each ObservableSkill, specified as a set of Requirements, can be verified
through a specific Rule.

Fig. 4. Skills module.
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Rule Module. This module contains all the concepts related to rule at different
level of specification. A rule is a set of instructions related to analysis of the
occurrences of one or more events in a stream or a cloud of events. Usually, rules
are structured as a set of if-then-else sequences. In particular, DAEMON lever-
ages the concept of rule by providing a well-formed hierarchy with the following
sub-classes (see Fig. 5): AbstractRule, WellDefinedRule, and InstantiatedRule.

Fig. 5. Rule module.

AbstractRule points out a rule that is generic, not yet instantiated within
the execution context and it has been simply gathered from the navigation of
the ontology. WellDefinedRule refers to a rule ready for being translated to
the destination language of the Complex Event Processor and related to the
monitoring of a specific device. It is also expressed in terms a set of boundaries
(see Boundary concept in Fig. 5) that contains specific values that express the
applicability ranges of the rule. The last case is related to the InstantiatedRule,
which is a rule written using the language understandable by the monitoring
engine.

To better clarify the complexity of the process involved in obtaining a pro-
cessable rule, in Fig. 6 we report a graphical representation of the evolution of
the rule: from an abstract to an instantiated one.

Fig. 6. Rules transformation process.

In particular, an abstract rule is a very generic natural language description
of the objective of the auditing activity that is easily understandable by non-
expert users. For instance, the maximum number of established simultaneous
connections between two components. The abstract rule is then refined into
the well-defined rule, that is a semi-structured and implementable rule, where
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Fig. 7. From abstract to well-defined rule enrichment process.

the users need to add few specific details about the context. For instance, the
maximum number of established simultaneous connections. In Fig. 7, we report
an example of abstract and well-defined rules.

Finally, the well-defined rule, enriched with the name of the probes used by
the user, will be automatically translated into an instantiated rule according to
the monitoring language used. This will be used by the run-time monitor during
the auditing framework execution.

A typical structure of an instantiated rule can be summarized as follows:

1 de c l a r e // Optional
2 ru l e " ru l e name"
3 // Att r ibute s
4 when
5 // Condit ions
6 then
7 // Actions

It contain one or more rules that define at a minimum the rule conditions
(when) and actions (then).

Monitoring Module. Monitoring Module aims at modeling monitoring con-
cepts and relationships between them. The core class of the Monitoring module
is the Monitor, which observes rules organized in Calendar, i.e., an ordered set
of rules. Each Calendar is able to validate a specific ObservableSkill at run-time
defined in the Skills module. The Monitor has a specific EntryPoint that is used
to communicate with the Probe.

A Probe is a piece of software code, that can be injected into the observed/-
monitored component, device, or system, and is capable of sending Events
according to a specific format. The probes can send events at regular intervals
or every time a specific situation occurs. The sent events contain information
related to the occurrence of actions on the observed SoS entity.

The term Event defines the change of a state within a system. This change of
state is generated when a function is invoked within the system under auditing.
The injected Probe will pack this atomic action into an event and notify it to
the Monitor for executing the processing action on the event stream. For being
correctly managed by a concrete monitor, the event should contain several pieces
of information needed for analyzing a snapshot of what is happening within the
System Under Test.
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Fig. 8. Monitoring module.

4 Reference Architecture

In this section, we present the reference architecture of the DAEMON method-
ology introduced in the previous section. This architecture revises the proposal
of [14] by introducing new components, interaction and actors. The new proposal
is schematized in the Fig. 9 and described as in the following:

Fig. 9. DAEMON reference architecture.

GUI. This component provides the graphical user interface and the DAEMON
facilities to different stakeholders such as: Business Manager, who is in charge
of the selection and refinement of the functional and non-functional properties
and the management of the possible notification of violations; the Rules-Maker
who is in charge of providing an implementation of the well-defined rules into
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the target monitoring language; Ontology Expert who is the responsible of the
ontology management that includes its conceptualization, implementation and
maintenance; and the Developer Expert in charge of instrumenting the code with
probes.

Monitoring. This component is the core of the analysis of the system execution.
It relies on an event-driven publish-subscribe architecture. Different monitoring
tools can be used for implementing this component as mentioned in Sect. 2. One
of the main sub-component is the Complex Event Processor (CEP) [2], that
is in charge of inferring simple and complex pattern according to well-defined
rules selected by the DAEMON stakeholder. Through the operation called Setup,
reported in Fig. 9, the monitor component can be prepared for rule execution and
events listening. During the execution, through the operation Listening(Event),
reported in Fig. 9, the monitoring component is able to start the evaluation of
the different instantiated rules. Indeed, the monitoring activity of the life-cycle
of each instantiated rule can be into three different stages:

– inactive, i.e., if first event of the rule condition is not received yet;
– active, i.e., if first event has been received and the monitoring is listening

further ones;
– satisfied, i.e., when the rule condition is satisfied and the action associated to

the rule is executed. In this case the rule passes again to the inactive stage.

Executed Data DB. This component stores data derived from system exe-
cution and analysis done by the Monitoring component. The data can be used
later on for further analysis.

Knowledge Base (KB) Manager. This component is in charge of the DAE-
MON ontology management by means of the following operations: Navigate
Ontology that allows the management of the ontology through the GUI, and,
the selection of the desired ruleset; Populate Ontology that allows the definition
of individuals for each ontology concept. These can be also used by the Rules
Manager for further analysis and refinements.

Knowledge Base. This component stores the DAEMON specification and
its individuals. DAEMON is represented as a Resource Definition Framework
(RDF) [28] graph, it is saved in a triple store. In particular this component
contains the sets of abstract, well-defined and instantiated rules and it is invoked
by Rule Manager for updating or instantiating the single rule or a ruleset. The
component provides facility for performing suitable queries.

Rules Manager. Rules Manager is the component that takes care of the
management of the rules created, updated and used by the user during the
usage of the system. This component supervises the evolution of the rules from
Abstract to Well-Defined and finally to Instantiated as depicted in Fig. 6. The
main operations are: RuleSet CRUD, that defines the creation, reading, updating
or deleting of a RuleSet; Instantiate (RuleSet), that allows the instantiation
of the well-defined rules into instantiated ones; Execute(RuleSet), that loads a
RuleSet of instantiated rules into the Monitoring component.
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Considering the DAEMON architecture usage, usually the Ontology Manager
by means of the Populate Ontology operation can populate DAEMON with indi-
viduals and assertions about the SoS or the device. The Business Manager can
use the operation Navigate ontology to explore the already existing knowledge
and to perform specific queries about suitable rules to be monitored. The selected
rules are then instantiated into the CEP through the Instantiate RuleSet oper-
ation, so that the Monitoring component could check during the SoS execution,
if they are satisfied. This component is also in charge of storing the monitoring
data for subsequent analysis performed by the Business Manager.

5 BIECO Use Case: Multi-robot Navigation

With the main aim of ensuring trust within ICT supply chains, a holistic security
framework is proposed by the EU BIECO Project3 The framework comprises a
set of tools and methodologies for vulnerability assessment, auditing, risk analy-
sis, determining the best mitigation strategies, ensuring resilience and certifying
the security and privacy properties of the ICT components and the complete
supply chain. The BIECO framework is then validated by four different use case
scenarios for distinct sectors, namely: the ICT Gateway (smart grid/energy), the
AI Investments platform (financial), the Smart Microfactory (industry), and the
Autonomous Navigation. For the work presented in this paper, we will focus on
the last use case, specifically a multi-robot autonomous navigation system.

5.1 Use Case Scenario: Multi-robot Navigation

The use case scenario is a CoppeliaSim simulation with multi-robot naviga-
tion scenario for intralogistics, where software monitoring the behavior of the
autonomous mobile robot in runtime, tries to detect situations in which safety
concerns might be encountered.

The environment in which the multi-robot operates is a simulation of the
shopfloor that includes a representation of the costmap layers used for naviga-
tion applying Robot Operating system (ROS) and its visualization tool (Rviz).
Besides the navigation plans, the navigation costmap also includes a set of obsta-
cles that can be found in the environment as illustrated in Fig. 10. Therefore,
under normal conditions all robots should follow the given trajectory and avoid
each other and additional obstacles.

Despite the numerous components of the architectural structure of the
autonomous navigation use case, namely in terms of hardware, navigation, and
supervision, we will focus on the interactions that the autonomous navigation
robot components might have for navigation, namely for the local planner mod-
ule in the navigation environment, where:

– The navigator component controls the execution of navigation goals based on
the task sent by the task manager, acting like an orchestrator, and

3 EU H2020 BIECO project Grant Agreement No. 952702, https://www.bieco.org/.

https://www.bieco.org/
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Fig. 10. Simulation of the shop-floor for the controlled environment implemented in
CoppeliaSim (left). Visualization in RViz of the costmap layers for autonomous navi-
gation, including obstacles and the navigation plans (right).

– The local planner component that, given a global plan to follow and a costmap
including goals, final position and direct sensory input obstacle information,
produces motion commands to send to a mobile base (locomotion controller).

Aligned with the DAEMON Ontology described in Sect. 3, this use case
can be represented as being influenced by the environment where it operates
and including several systems present in the shop floor, being one of them the
autonomous navigation multi-robot system. This system includes several devices,
such as: Robot_Unit_1, Robot_Unit_2, Station_1, Station_2, Task_Manager,
etc., as shown in Fig. 11. Supported by DAEMON, each device is therefore com-
posed of a set of components, as is the case of the Robot_Unit_1 device, that is
composed of for example Local_Planner_1, Global_Planner_1, ROS_Bridge,
Navigator_1, etc.

Fig. 11. System use-case in DAEMON (a small example).

For the functional and non-functional properties of the components, each
device includes several attributes, as also depicted in Fig. 11.
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The mapping of the use case with DAEMON proceeds to the other modules,
as is the case of attribute trajectory of the Local_Planner_1 that is composed
of linear_velocity and angular_velocity as the observable attribute metric, being
measured in euler_angles and length.

Considering the case where the insertion of malicious code into one of the
components of the autonomous navigation occurs, it would severely impair the
system causing not only security concerns but also probably safety issues. As the
mobile robots are operating in a shopfloor shared with human workers a possible
malicious code insertion in their navigation system could lead to collisions and
injuries.

Moreover, among several cyber-threats that can be considered in such sce-
nario, we would like to highlight the following with catastrophic severity:

– Malicious code installed or being installed to replace the genuine software
component;

– Accidental code errors that can be introduced during software development
or maintenance activities;

– Viruses or worms can penetrate the ICT network from the internet and cor-
rupt data in the system;

– Data Injection where the attacker modifies sensible data published by the
system.

With the main aim at monitoring and collecting data from the environment,
the Local_Planner and Global_Planner of the autonomous navigation robots
have been instrumented with probes to listen to the events related to their
execution. Considering the provided feedback on events, the DAEMON execution
includes two different conceptual steps: the navigation and the analysis. The
navigation includes the selection of the proper rules and boundaries so that it
can ensure the safety and trustworthy behavior in the context of addition or
update of a new module within the local planner of the Multi-Robot Navigation
environment. At this stage, the refinement of the initial auditing rules will take
place. After the instrumentation of the system under auditing with the probes,
the analysis phase can start, as described in the following subsection.

5.2 Analysis Stage

As mentioned in Sect. 2, different monitoring facilities can be used for instanti-
ating the monitoring component. The implementation considered in this paper
relies on the Drools4 as rule language and Apache Artemis5 as messages bro-
ker. During the Analysis stage, the set of well-defined rules are leveraged into
executable monitoring rules through Instantiate(RuleSet) operation. Consider-
ing the well-defined rule shown in Fig. 7, the result of the instantiation is shown
in the Listing 1.1.

4 https://www.drools.org/.
5 https://activemq.apache.org/.

https://www.drools.org/
https://activemq.apache.org/
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As in the listing, the rule is divided into two parts: the former (lines
16–21) checks if a connection is established between Local_Planner and
Global_Planner ; the latter (lines 23–28) checks if any additional connection
is established in the meanwhile. In particular, within the aEvent, that is wait-
ing for an occurrence of an event of type ConcernBaseEvent (line 16), sent by
SUAProbe (line 18) to the Monitoring (line 19) with an attribute Name set to
Connection (line 17) and payload Data set to established (line 20). The two
parts of the rule (lines 16–21 and lines 23–28 in Listing 1.1) differentiate by
the getConsumed parameter (lines 21 and 28) that is set to true as soon as the
first connection is notified. In case of more than one connection is established, a
notification is sent (line 30, Listing 1.1).

1 package it.cnr.isti.labsedc.concern.event;
2 import it.cnr.isti.labsedc.concern.event.ConcernBaseEvent;
3 import it.cnr.isti.labsedc.concern.notification.Manager;
4
5 dialect "java"
6 declare ConcernBaseEvent
7 @role( event )
8 @timestamp( timestamp )
9 end

10
11 rule "check that only one connection is active"
12 no-loop
13 salience 200
14 dialect "java"
15 when
16 $aEvent : ConcernBaseEvent(
17 this.getName == "Connection",
18 this.getSenderID == "SUA_Probe",
19 this.getDestinationID == "Monitoring",
20 this.getData == "established",
21 this.getConsumed == true);
22
23 $bEvent : ConcernBaseEvent(
24 this.getName == "Connection",
25 this.getSenderID == "SUA_Probe",
26 this.getDestinationID == "Monitoring",
27 this.getData == "established",
28 this.getConsumed == false);
29 then
30 Manager.print("Connection amount violation on Local Planner");
31 retract($aEvent);
32 retract($bEvent);
33 end

Listing 1.1. Instantiated Rule Example.

The instantiate rule is then injected into the CEP of the Monitoring Compo-
nent so that the monitoring activity can start. This includes running the Local
planner and Global Planner within the Multi-Robot Navigation environment
and the listening of events related to their execution sent by the relative probes.
In the execution of the presented Use Case, a malicious code attack has been
simulated. For this purpose, the malicious code injection is performed through
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the UI provided with the controlled environment. Due to this malicious behav-
ior, the number of connections between the Local planner and Global planner
increases over the threshold that has been set to 1. On the monitoring side this
causes the violation of the check that only one connection is active rule shown
in Listing 1.1. In this case a notification is generated and sent by the Moni-
toring component (line 30, Listing 1.1). This untrusted behavior detected can
be alternatively managed by the monitoring providing a dynamic reconfigura-
tion suggestion to the Controlled Environment or putting in place an instant
countermeasure returning the system to a safe and trusted condition.

6 Conclusion and Future Work

In this paper, we introduced DAEMON, an ontology that models SoS and mon-
itoring concepts uniquely and comprehensively to help SoS stakeholders mon-
itor the behavior of SoS at runtime. DAEMON is supported by a reference
architecture that enables: i) lowering down costs of developing and setting up
the monitoring environment, i.e., allowing the use of available monitor engines
(e.g., GLIMPSE [6,9]); ii) improving quality control by smart and effective rules
specification and encoding; iii) increasing flexibility and productivity and mak-
ing the monitor designers agnostic of the domain-specific challenges (see for
instance [32]); and iv) increasing the interoperability by using standardized and
domain- independent specification technologies (e.g., OWL [30] for the Ontology
description, and RuleML [12] or Drools6 for instantiating rules).

We have validated our proposal through the Multi-Robot Navigation use-
case scenario within the EU BIECO project, demonstrating the feasibility of
both DAEMON and its reference architecture. Inside the BIECO project, we
are finalizing a customized implementation of the DAEMON architecture. As
a future work, we plan to use the BIECO release to evaluate the effectiveness,
and the overhead of the DAEMON application. In particular, we are currently
working on validating our proposal within the ICT Gateway (smart grid/energy)
and the Smart Microfactory (industrial environment) use case scenarios. This
will provide important data for the DAEMON performance not only in terms
of processing and communication overhead, but also of development and usage
effort. Additionally, comparison against related solutions will be also provided as
well as the contextualization of DAEMON in other technological domains such
as IoT for smart cities.

Acknowledgements. This work was partially supported by the EU H2020 BIECO
project Grant Agreement No. 952702, by the CyberSec4Europe H2020 Grant Agree-
ment No. 830929, and by the Portuguese “Fundação para a Ciência e Tecnologia”
“Strategic program UIDB/00066/2020” (UNINOVA-CTS project).

6 https://www.drools.org/.

https://www.drools.org/
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Abstract. IOTA is a Digital Ledger Technology (DLT) prototype for IoT appli-
cations that has attracted a rising popularity in recent years. One issue that acts as
obstacle to its widespread adoption are the cybersecurity concerns. Some of the
security concerns in IOTA include Denial of Service (DoS) double spending, par-
asite attacks, and DDoS attacks. In this work, we developed a Machine-Learning
(ML) approach to create security threat index that can be utilized to proactively
provide defenses to the IOTA decentralized infrastructure as well as individual
nodes against potential compromises. Our approach is established on the sliding
window customized technique to classify the data generated from the DAG-based
nodes for cybersecurity anomaly detection. To validate the approach, we imple-
mented “DoS attacks” threat model in the DLT-based IoT environment using
Raspberry Pi devices and experimented our security methods and algorithms in
this environment. The preliminary experimental results are promising.

Keywords: Distributed ledger technology · Internet of Things · Tangle ·
Cybersecurity · Sliding Window technique · Anomaly detection · Machine
learning

1 Introduction and Background

The concept of Blockchain technology has got traction recently due to the increasing
utilization of decentralized systems and the spreading need for integrity in the data man-
agement [3, 20]. The Blockchain [6] technology is based on an innovative data structure
that is feasible to be used as a ledger for many applications. Bitcoin and Ethereum
[24] are the most popular implementation of the cryptocurrency concept, which run on
distributed ledgers. While DLT was originally used for recording financial transactions
through bitcoins as well as other cryptocurrencies [6], this technology is being used in
several domains such as Internet of Things (IoT) [7, 9–12, 22]. One such recent and

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
L. M. Camarinha-Matos et al. (Eds.): IFIPIoT 2022, IFIP AICT 665, pp. 177–194, 2022.
https://doi.org/10.1007/978-3-031-18872-5_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18872-5_11&domain=pdf
https://doi.org/10.1007/978-3-031-18872-5_11


178 S. A. P. Kumar et al.

versatile research effort that uses the distributed ledger protocol is Tangle [16]. Tangle
is utilized as cryptography on the Internet of Things (IoT) to store P2P transactions. As
shown in Fig. 1, Tangle is a Directed Acyclic Graph (DAG) where a vertex, defining a
transaction, has two ancestors, serving as the transactions it acknowledges. As per its
protocol, a Proof of Work (PoW), or a Proof of Stake (PoS – an alternate solvability of
the consensus based on intrinsic properties, such as the number of obtained tokens), has
to be fulfilled when adding a transaction to the Tangle. This should hinder an adversary
from doing network spamming. However, it is not yet clear the amount of cybersecurity
impact from the PoW/PoS instantiation in the Tangle. IoT connects various physical
devices that we use on a daily basis and enable them to interact with each other through
the Internet. This ensures the intelligence of the devices [4, 5, 8]. IoT is used in a variety
of domains such as military, healthcare, logistics, utilities and smart cities [1]. IoT is
expected to revolutionize the future innovations especially related to Industry 5.0. Use
of IoT is expected to rise on an exponential basis over the coming years. Security is an
important issue due to a huge number of devices that are linked to the Internet and the
massive attack surface area associated with it [2, 21]. Many of these physical devices
from an Internet of Things perspective are easy targets for the intrusion due to the huge
attack surface area and moreover they rely on exterior resources and are often left dis-
regarded. Due to the integration of DLT with IoT, cybersecurity and trust management
in the consensus scenarios is a very important consideration [13–15, 17–20, 23, 25, 26,
30].

Fig. 1. An example instance of a Tangle

Following are the contributions of this work: a. Prototype a formal sliding window-
based approach (SWIoTA) to construct a security threat index for eachDAG-baseddevice
to achieve anomaly detection, in real time, and b. evaluate the performance of the previous
anomaly detection approach using detectionwith outlier factor andMahanabolis distance
metric.

The rest of the paper is organized as follows. In Sect. 2 we illustrate the security
problem and its importance. Methodology is described in Sect. 3. Section 4 describes
the experimentation and performance evaluation results. Future work recommendations
are described in Sect. 5. Finally, Sect. 6 describes the conclusion.
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2 Problem Statement and Rationale

2.1 Problem Statement

While there are several attacks possible in theDLT-based IOT, per literature reviewone of
the important attacks that needs attention is Denial of Service (DoS) attacks. In this work,
leveraging our earlier work [4, 31–36], our objective is to implement anomaly detection
algorithms to detect attack and to protect the DLT framework-based IoT network from
DDoS attacks.

2.2 Rationale for DoS Threat Model

The proposed approach leverages our private Tangle network for IoT as a test platform
and integrate the proposed security methods into the existing DLT-based framework for
IoT.

While setting up the Private Tangle network, the Hornet nodes and participating
clients are assumed to be added using a permission-based approach. As the name sug-
gests, in the private tangle setup, the participating nodes does not connect to public
Internet directly. Only participants that are in the local area network are allowed to par-
ticipate. The IP addresses of the hornet nodes belong to a private network domain. By
configuring port forwarding on the gateway, it is possible to allow geographically remote
participants, but still each remote participant needs to know the IP/port of the gateway,
and it is still permission based. In such a Private Tangle setup, due to the permission-
based nature, the administrators could relax the security precautions against the local
area network participants. For instance, they might allow any local IP to request remote-
proof-of-work. Our setup followed the Private Tangle based network and assumed that
local participating/transacting clients are trusted implicitly. We assume that one of the
local devices is compromised and started to run an attacker script. The attacker that
compromised the local device is utilizing PyOTA client library. With PyOTA python
library [29], attacker can send Zero-value-messages to any Hornet node in the Private
tangle. Our attack uses Zero-value-messages, but in a threaded manner. From the attack
script, we create asmany threads as possible and each thread sends a zero-value-message
request to the same hornet node. Without threaded approach, PyOTA client would wait
for a response before sending the next request. But with threaded request, attacker can
send hundreds of requests in a couple of seconds and keep the target Hornet nodes
resources tied for significant amount of time.

2.3 The SWIoTA Blockchain Security Contribution

Utilizing the previous underlying assumptions, we formally depict SWIoTA, a dynamic,
lightweight, and portable cybersecurity framework which exploits the blockchain con-
cept to perform purely on-line (dynamic & stateless) and distributed anomaly detection
on resource constraint devices such as Internet-of-Things (IoT).

Through a centralized coordinator entity (Compass), inside our IoTA network topol-
ogy, our framework model is being trained and provides detection decisions for each
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connected node based on their own locally examined resource behaviors. The introduc-
tion of the Sliding Window (SW) emerges as a vital fully dynamic component which
holds the properties of a moving window with short memory across the time axis of the
evolving node resources. Co-deploying the SW with highly accurate Machine Learning
operations that are based on output-code classifiers can characterize anomaly behaviors,
other than technical losses, with much higher sensitivity. Our unique contribution is the
adoption of the SW technique alongside customized classifiers. This deployment seems
prominent and energy efficient for lightweight IoT.

3 Methodology

To invoke themulticlass strategy to generate our labelled security threat index, we follow
the notation of the design of continuous codes using Quadratic Programming, which is
primarily an optimization problem. Output-labelling based methods often consist of
representing each class with specific index. During detection, the indexes are arrived
based on the learning from the input data. During the prediction time, the classifiers
used during the detection time can be used to project new points and the class that is
nearest to the points projected will be used for the prediction.

3.1 Error-Correcting Output-Code Multiclass Strategy

For convenience we use the square of the norm of the matrix (instead the norm itself).
OurML classifier H(x) is constructed from a codematrixM and a set of binary classifiers
h̄(x). The matrix M is of size k × l over R where each row of M is corresponding to
a class y ∈ Y. Provided an instance x, the classifier H(x) predicts the label y which
maximizes the confidence function K(h(x), Mr), H(x) = argmaxr ∈ y{K(h(x), Mr)}.
Since the code is over the real numbers, we can assume here without loss of generality
that exactly one class concentrates the maximum value according to the function K. To
simplify the equations, we denote by τi = 1yi − ηi, the difference between the correct
point distribution and the distribution obtained by the optimization problem. Thus, the
general dual optimization problem can become therefore:

maxτ ∂(τ) = − 1

2
β−1

∑
i,j
K

(
h(xi), h

(
xj

))(
τ i · τ j

) −
∑

i

(
τ i · β i

)
(1)

subject to:

∀i τ i ≤ 1yi

and:

τ i · 1 = 0

and our (optimal) classification rule becomes:

H (x) = argmaxr
{∑

i
τi,rK

(
h(x), h(xi)

)}
(2)

The general equations for designing output codes using the optimization problem
described above, also provides, as a special case, our algorithm for building multiclass
Support Vector Machines, in order to label the security threat index.
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3.2 Classification Problem

Our anomaly detection scheme follows the practice of Output-code multiclass strategy
(also referred as “error-correcting output codes”) to output the label indexes based on
the closeness of those labels. This class strategy allows to approximate a multi-class
classification problem with a binary classifier. Each class is converted into a code of
“0” s and “1” s. The length of the code is known as the code size. The codes associated
with the classes are stored in the codebook. When a new sample arrives, the label’s code
is extracted from the codebook. Then, each classifier is trained on the corresponding part
of the code, which can be either a 0 or a 1. For the prediction part, the classifier outputs
a probability. These probabilities are compared to each code in the codebook, and the
label that is the closest is selected as the most likely class. Manhattan distance is being
utilized to determine that closeness.

Inside our paradigm use case we performed Multiclass Classification with Error-
Correcting Output Code-based classifier. For instance, since we need to obtain 10 unique
labels, or security threat indexes (from 0–10), we will have a target cardinality length
space of 10 classes.

3.3 The Sliding Window (SW) Concept

Our fully ad-hoc Sliding Window technique much resembles the moving average cal-
culation process. In statistical analysis, a moving or rolling average is an estimation to
analyze data points by interpreting a series of averages, or means, of versatile subsets of
the complete data set. Our approach holds additional dynamic properties such as slid-
ing average property, memory property and left/right feedback (at the inputs/outputs of
the window). As we can illustrate at Fig. 2, the “moving” window stochastically slides
across the time axis (with an empirical static size of 8 value), inputs the resource moni-
toring metrics and fully-feeds back in recursive cycles all its convoluted results. Notably,
although the size of the window is 8, it moves sequentially (with step size of 1 value)

Fig. 2. The Sliding Window functionality.
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among the previous axes. Such behavior of our SW can easily approximate a type of
dynamic convolution and it can be viewed as an instance of a low-pass filter utilized in
signal processing.

3.4 Threat Index Computation Process

PROCESS STEPS:
1 INPUT ARRAY with size: {arbitrary length x 4}
2 DEFINE sliding window {W} with size=8
3 FOR EACH ARRAY ROW (with STEP=1):
4 APPLY sliding window {W}
5 {W} OUTPUTS correlation coefficients of

ARRAY values
6 GET upper triangular part of step 5 output
7 1D interpolate ALL VALUES from step 6

from +0 to +10
8 INPUT data AND ARRAY samples to ML

Classifier
9 OUTPUT Security Threat Index (label) PER 

ARRAY ROW

Listing. 1. Threat Index Computation Pseudocode 

We input resource consumptionmetrics array for eachDAG-based node of the ledger.
We output the same array but labelled, this time, with a security threat index (as indicated
in Listing 1), which indicates the security severity of a presence or not of any security
threat. It can be utilized for anomaly detection and security threat attack prevention on
the IOTA. We retrieve the correlation coefficients between neighboring values in the
ARRAY and get the upper triangular part, using the sliding window custom technique.
The benefit of this sliding window concept is that (1) it converges stochastically over the
Monte Carlo distribution probability density function of the time axis expansion of the
DAG, and (2) it covers inter correlation features extraction from the array data samples
that are neighboring enough, thus have same anomaly or idle behavior. Our correlation
coefficients formula

r = n
(∑

xy
) − (∑

x
)(∑

y
)

√[
n
∑

x2 − (∑
x
)2][

n
∑

y2
(∑

y
)2]

(3)

In Eq. 3, r is correlation coefficient, x represents values of the x-variable in a sample,
y represents values of the y-variable in a sample and n is the number of samples.

Getting the upper triangular parts, as per step 6:The sliding windowmoves gradually
over the timing axis every step -one- to extract inter-correlation values from pre-training
data. The aim is to create pre-training indexed features. We collect all correlated values
onto a new matrix, as shown in Fig. 3. We then 1D interpolate these values into our
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Fig. 3. Correlation matrix

numerical index scale from +0 to +10. Finally, we input the interpolated data (such as
pre-training features) and training array samples to the Multiclass Classifier (H(x)) and
multilabel algorithm ML library. The goal is to perform a multiclass classification task
with more than two classes and label the Threat Index per each array row.

Fig. 4. Experimentation setup

4 Experimentation and Results

In this particular section, we demonstrate our experimental setup, threat model
implementation, analysis, data collection and experimental results.

4.1 Private Tangle Setup

It is an IOTA network that we have full control over compared to public network. This
Tangle will only connect to the nodes that we provide. Our private network is set up
using the open source technology that make up the public IOTA networks. Compass as
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shown in Fig. 4, is the main coordinator, that we implemented using the open source
software. For our experiments needs we used four Raspberry Pis and one virtual machine
Ubuntu device. We initiated the experiments by installing the hornet that will include the
Compass. As shown in Fig. 4, the compass was deployed on the virtual box with Ubuntu.
Then we installed the Hornet for the Raspberry Pi after reassuring that the Hornet that
is already installed is not being executed. Figure 4 depicts our main network topology
to instantiate our IOTA experiments using the Raspberry Pi’s.

4.2 Denial of Service Threat Model Implementation

Fig. 5. Input parameters

Fig. 6. Output threat index

To emulate DoS attack, we selected one Hornet on the network and then launched as
many transactions as we can in a short period of time. First, we tried to send transactions,
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then we modified our code to send multiple transactions in a short period of time. The
modified code below will send as many transactions as it can in a given time. It creates
multiple threads to send transactions so that it does not have to wait for the reply of
each transaction before sending the next one. We will also be collecting time for each
transaction, along with it we will also keep track of how many transactions we send
out. The duration of the loop can be changed in the code and IP address target could
be changed using the code as well. In one second we were able to send 18 transactions.
During this setup, we were targeting the hornet on the Virtual Box, which at the time
of setup was using 4 CPU cores. This is why the return time on each transaction is
exceptionally low. When setting up an actual attack, it is better to target a hornet on
one of the Raspberry PIs because it is a slower device. When configured for 14 min,
Raspberry Pi will usually take more than 2 min to respond to each transaction.

4.3 Data Collection

We used pidstat command to collect the data. We also captured the heartbeat data for the
hornet by using journalctl command.We then used nethogs to collect network traffic data.
All these commands wrote to a log file or a text file. Hence, we created a script to extract
the data to a more usable format. As shown in Fig. 5, the data that we captured include
CPU usage, memory usage, minor faults, and major faults. These explicit parameters
were used to generate threat Index, which is explained in the following paragraphs.
In terms of aggregating ground-truth labels, or correctly mapping identified security
label(s) between benign and non-benign states, it is the mathematical formality of the
SW algorithm itself (see Section IV.D) that is able to generate such outputs.

4.4 Anomaly Detection Using Sliding Window Technique

We executed the PIDSTAT command from the IOTA customized environment to retrieve
real time /proc/stat resource monitoring status for our scenario’s Hornet components.
The generated results (filtered) are tabulated below for 300 time slot intervals as shown
in Fig. 5. These time intervals typically last for 3 to 4 s. The first column represents the
timeline interval for the experimentation. In IOTA and DLT-based ledger framework(s)
the time evolution of the Tangle and the Graph is both of paramount importance and a
generic feature of the IOTA itself, because as time ‘t’ progresses, even more transactions
are logged (confirmed state), whereas others become unconfirmed or invalidated. Inside
the scope of our mathematical concept setup we mainly focus, or take into consideration
four resource metrics (%CPU, minflt/s, majflt/s and %MEM).

We will try to solve a multi-variate classification problem to generate a single label
index, which we name as Threat Index, based on Machine Learning approach. Fol-
lowing the above customized mathematical technique and the Python ML libraries, we
obtain the Threat Index per ARRAY ROW. We follow the below steps and incorporate
a customized mathematical strategy to label the ARRAY rows with the security threat
index (with numerical range from +0 to +10); where 0 to 3 is Low Security Risk, 4
to 6 is Medium Security Risk, and 7 to 10 is High Security Risk. Following the above
customized mathematical technique plus the Python ML libraries we obtain the security
threat index as shown in Fig. 6.
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Figures 7 and 8 illustrate our experimental results for a custom IOTA deployment
scenario using four Hornet devices and the Compass. The horizontal axis corresponds
to the time interval during the course of the experiments. The vertical axis represents
the newly generated threat index. Figure 7 depicts the idle, or no attack presence state.
Specifically, this figure projects what is a typical running experimental state of a Hornet
IOTA device node, without any security attack occurrence scenario. We could map this
phase as a before and/or after an attack would take place. During the time interval
from 920 (Second(s)) till 1100 (Second(s)), we subjected the Tangle network with DoS
attack. After DoS attack is carried out, as shown in the Fig. 8, it is clearly noticeable
that the security threat index appears to climb at maximum threshold of 10, which flags
as an anomaly. As we will evaluate our detection scheme in the next subsection, we
concentrate on the accuracy sensitivity metrics to derive the ratio of false positives as
well as f-measurement to estimate the correct mapping of security anomaly indexes
among correctly identified security anomaly traits.

SWIoTA framework successfully identifies the attack duration segment within its
time frame. The rate of correct mappings between technical losses and non-technical
losses (anomalies) also seems quite promising, as it is observable in same figure that
some early spikes before the attack takes place, or even after the attack correspond to
technical incident(s) and not necessarily security incident, thus not being able to raise
an alarm.

4.5 Performance Validation Experiments

Fig. 7. Idle state

From an evaluation perspective, it is important for the applications to check if a
new data point is in the same distribution as existing data point, or if that is an outlier
(anomaly). This is especially important if the application is related to anomaly detection
to detect abnormal or unusual observations. From an anomaly detection perspective, the
outlier data points cannot be part of dense cluster and the classifiers/estimators assumes
them to be part of the low- density regions. The objective of the outlier detection is to
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Fig. 8. Attack state (Color figure online)

delineate core of regular observations from the outliers. It is worth noticing that theseML
anomaly prediction techniques encompass PCA analysis and are considered the most
innovative techniques currently deployed for network traffic threat detection/isolation.
The processing of data with huge set of variables is particularly challenging. While
there are many methods for dimension reduction, the most popular approach that is
being applied is principal component analysis (PCA). We compare the performance
analysis of our “sliding window” and ML technique with PCA/LOFs “conventional”
approaches [28]. Hereby, we input/utilize to these libraries our same input monitoring
data metrics file from the 4 Hornets. As shown in Fig. 8, the regular observations and
abnormal observations cluster separately as expected. This validates the threat index
detected using our sliding window approach. Namely, the observations inside the green
dashed 2D surface belong to the idle (non-Anomaly) threat indexes, or states, whereas
anything outside is considered an Anomaly observation.

Lastly, we collate & correlate the observation dynamics between our sliding window
(SW) technique across the Mob distance in terms of their Hamming Distance (Positive
Predictive Value, or PPV).

The Mahalanobis distance metric: One of the popular technique used for evaluating
the cluster and classifier analysis is The Mahalanobis distance metric. We implemented
this metric to measure of our classifier that distinguishes “normal” vs “anamoly” classes.
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Fig. 9. Novelty detection with Local Outlier Factor (featuring Sliding Window technique vs
Mahalanobis distance)

Fig. 10. Square of the Mahalanobis distance

2) Threshold value to detect an anomaly: The square of the Mahalanobis distance
to the centroid of the distribution should follow a χ2 distribution, if the assumption of
normally distributed input variables are fulfilled. This is also the basis of assumption
behind the above calculation of the “threshold value” for flagging an anomaly. Since we
cannot assume the input variables to be normally distributed, it is better to visualize the
distribution of the Mahalanobis distance comparing it to threshold values in order to flag
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anomalies. As shown in Fig. 9, we visualized the square of the Mahalanobis distance,
to ensure that it follows a χ2 distribution. Then we visualized the Mahalanobis distance
itself as shown in Fig. 10. Based on the distributions shown in Fig. 11, the computed
threshold value comes to 3.8, which is 3 standard deviations from the center of the
distribution and is used to flag an anomaly. We can then save the Mahalanobis distance,
as well as the threshold value and “anomaly flag” variable for both training and testing
data in a data frame. That way any observed distance above the threshold value can be
flagged as an anomaly. As shown in Fig. 12, we plot the computed anomaly metric (Mob
distance) and confirm when it crosses the anomaly threshold. Based on our proposed
approach and the comparison models, it seems illustratively enough we have strong
accuracy, threat detection estimation, and predictability as we fall inside the same attack
time margin on both figures, Fig. 8 and Fig. 12 during the time index interval between
912 and 1100, when the attack takes place against the IOTA hornets and as shown in
Fig. 12, the Mob distance lies above the estimated red line threshold (event indicated as
Anomaly), and as shown in Fig. 8, our estimated threat index is again high enough to
be classified as a real attack (around 10). Finally, Fig. 13 confirms the latter. Inside the
former figure, SW stands for Sliding Window, Mob dist is the practical implementation
of Novelty Detection/Local Outlier Factor(s) (using Mahalanobis distance), and Thresh
is simply the objective Anomaly indicator for both processes. Any indication above that
limit is strictly considered as an Anomaly. The reason we are co-deploying SW vs Mob
technique is that we need to exploit a comparison scheme for our methodology, as we
will illustrate next.

Fig. 11. Mahalanobis distance
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From visually observing the two (sub)plots in Fig. 12, the level of coincidence
(Hamming distance of Threat Indexes) between two fundamentally versatile procedures
is remarkable. Thus, we can derive the accuracy of the sliding window technique seems
promising. In fact, how accurate an intrusion detection system, alike our sliding window
methodology for cybersecuring the IOTA ledger, could be evaluated? Retrieved from
the research literature [27], several accuracy metrics such as False Positive Ratio (FPR),
True Negative Ratio (TNR), Detection Rate (DR), F1 score and Misclassification rate
can be introduced.

Fig. 12. Comparison plot of our SlidingWindow technique vsMahalanobis distance vs threshold

Fig. 13. Plot of Mahalanobis distance vs threshold
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Table 1. Performance evaluation results

Window Size 8

True Negatives (TN) 1805

True Positives (TP) 149

False Negatives (FN) 32

False Positives (FP) 7

True Positive Rate (TPR) 0.8232

False Positive Ratio (FPR) 0.0039

Positive Predictive Value (PPV) 0.9551

True Negative Rate (TNR) 0.9961

Negative Predictive Value (NPV) 0.9826

False Negative Rate (FNR) 0.1768

ACC 0.9804

F1 score 0.8843

Table 1 depicts the numerical (Machine Learning) ML-based result metrics for our
ad-hoc intrusion detection technique (sliding window). It is, therefore, clearly appre-
hended that the (Sliding Window) SW technology appears to outrun, since a well-
standing, but totally versatile approach (PCA/Mahalanobis distance), seems equivalent
to it in terms of overall precision, or detection accuracy. We depict our numerical finding
results in Table 1 following an empirical size for the (sliding) window. We comprehend
the crucial importance of early detection for any types of security anomalies within
IOTA-based infrastructures; and our technique manages to achieve that aim in a sound
and robust manner. In an overall manner, our IOTA intrusion detection system achieves
an accuracy level of 98% (ACC), with an F-measure of 88%.

A final discussion point for the readers would be why we (pre)select a static window
size of 8 for the sliding window ad-hoc approach? Our numerical findings appear to
empirically explain the case. It seems fair enough that this empirical value outruns far
better than less, ormuch higher values. One potential reason is that we have four resource
monitoring metrics (e.g., CPU usage, memory usage, minor faults, and major faults),
thus the ideal constant declaration for such window size would be double the amount of
the metric inputted to the ML-Classifier. Still, we leave the same discussion for future
work, in terms of increasing the number or monitoring metrics; should the window size
adjust?

5 Future Work Recommendations

In future we plan to refine our approach by studying the impact of additional parame-
ters, using the data generated for Denial of Service (DoS) attacks. In addition, we plan
to include additional parameters and distribute weights based on the parameter impor-
tance extracted from data mining techniques. Our work only considered zero-value
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transactions; the experiments can be extended by studying the impact of non-zero value
transactions compared to zero value transactions to the IOTA network from a DoS attack
perspective. Future work can be improved by introducing a reinforcement learning (RL)
rule into the sliding window, to increase anomaly detection accuracy. In the future, we
plan to apply regressor to predict threat index, in addition to detecting the threat index.
This will lead to a peak performance of threat index accuracy.

6 Conclusion

As per literature review, the integration of DLT to IoT makes the IoT devices more
vulnerable and prone to attacks. One of the important attacks that we addressed is DoS
attacks. We implemented the threat model and our security algorithms in the practical
DLT-based private tangle network. In our research, we demonstrated the potential of our
security algorithms and methods to protect the DLT-based IoT system and integrate our
methods to the existing lightweight DLT framework for IoT. The proposed approach
could be potentially used to securely deploy blockchain framework- based IoT and low
powered peer to peer systems in the real-world applications.
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Abstract. The concept of Cognitive Household Digital Twins (CHDTs) was pro-
posed as amechanism to assist constituent households in Renewable Energy Com-
munities to engage in collaborative actions that are expected to facilitate sustain-
able energy consumption in these communities. A CHDT represents a digital twin
of a unit of physical households in a community. By integrating IoT components
at the appliance level of the Physical Twin, a CHDT becomes a “living model” of
its physical counterpart by receiving real-time data that reflects the households’
energy consumption or appliance use-behaviors. When CHDTs are endowed with
some intelligence or cognitive abilities, they become cognizant of the operational
state of the physical system using the received data. Based on these data, CHDTs
can make autonomous and rational decisions on behalf of the households’ own-
ers. Furthermore, through the integrated IoT components, CHDTs can send control
signals back to connected appliances to regulate their operations. In this context,
a population of CHDTs can engage in collective actions with the aim of promot-
ing sustainable energy consumption in the ecosystem. In this work, we show how
the CHDT’s architectural framework enables them to collaborate. Amulti-method
approach that integrates systems dynamics, agent-based, and discrete eventmodel-
ing techniques is used for the development of a prototypemodel. Several scenarios
are then implemented in this environment to verify the validity of the approach.

Keywords: Digital Twins · IoT · Collaborative Networks · Cognitive Digital
Twins · Renewable Energy Communities

1 Introduction

It is widely acknowledged that the Earth’s resources are depleting at a very alarming
rate. This is partly due to the proportion of overexploitation of resources to meet the
insatiable demands that modern-day society places on these resources. In a recent study
[1], it was claimed that 40% of global resources are consumed by buildings alone.
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Furthermore, these buildings were noted to consume about 40% of global energy as
well as 25% of global water [1]. Consistent with these numbers, from the perspective
of the European Commission, buildings account for roughly 40% of the EU’s energy
consumption and 36% of CO2 emissions in Europe [2]. As a result, buildings have been
labelled as Europe’s single greatest energy consumer. Other comparable studies, such
as [3] have also expressed concerns about the steady rise in energy consumption within
buildings. The authors in [4] have attributed these escalating concerns to the rising
demand for comfort, resulting from the need for larger amounts of home equipment.
Other mentioned reasons include increased purchasing power and improvement in the
quality of life of residents. As a result, growing attention is being put on more effective
energy management approaches and the use of renewable energy sources.

Although several useful contributions have been made toward the solution of this
problem, there is still ample room for novel approaches. In a related study [5], two com-
plimentary concepts, namely the Collaborate Virtual Power Plant Ecosystem (CVPP-E)
andCognitiveHouseholdDigital Twin (CHDT)were introduced. In the study, the authors
described a CHDT as a digital twin (DT) or replica/model of a real household that could
be endowed with some level of intelligence, allowing it to take input from the Physical
Twin counterpart to make some basic energy consumption choices on its behalf. It was
also suggested that CHDTs could be programmed to have cognitive and autonomous
capabilities, allowing them to play complementary roles as decision-making agents in
households.

Virtualization of the physical household into DTs as suggested in [5] is intended
to help manage the complexities that arise when multiple actors, who are autonomous,
heterogenous, and geographically distributed, each with different energy consumption
preferences, options, priorities, and expectations, come together to form a community,
and more specifically, a Renewable Energy Community. The underlying management
technique relies on the notion of collaboration as demonstrated in other studies such as
[6, 7]. In this paper, we propose a framework for the CHDTs showing the roles that the
integration of IoT components can play in the feasibility of the concept. To guide the
work, the following research questions are addressed:

• How can the integration of IoT components in household appliances enable the
feasibility and functionality of the Cognitive Household Digital Twin (CHDT)
concept?

• How can the integration of IoT components facilitate the cognitive and decision-
making capabilities of the CHDTs?

2 Related Works

Some related works in the application of Digital Twin (DT) concepts in the domain of
energy are as follows. In [8], a household digital twin, which is a data-driven multi-layer
digital twin that aims to mirror households’ actual energy consumption is proposed.
Another study described in [9] also proposed a forecasting approach where the DT
of a physical household could use data from the physical twin to forecast the energy
consumption for the next day. Similarly, in [10] a DT-driven technique was adopted for
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improving the energy efficiency of indoor lighting based on computer vision and dynamic
building informationmodelling (BIM).Acase study conducted in [11] proposed a battery
energy storage system digital twin that forecasts the state of charge by applying artificial
intelligence. Finally, a novel DT-based day-ahead scheduling method is proposed [12].
In this case, a deep neural network is trained to make statistical cost-saving scheduling
by learning from both historical forecasting errors and day-ahead forecasts.

3 Theoretical Background

In this section, we provide a brief overview and discussion of the underlying concepts
of the CVPP-E and their related CHDTs.

3.1 The Concept of Collaborative Virtual Power Plant Ecosystem (CVPP-E)

A renewable energy community (REC) is based on free and voluntary participation,
according to the European Parliament and the Council of the European Union [13].
It is autonomous and managed by the involved stakeholders. Members of RECs can
generate renewable energy (e.g., photovoltaic) for local use and store, sell, or share
the excess with other members of the community. We focus on the REC notion by
creating a digital twin replica of the community. The CVPP-E represents the community
environment in our model. This ecosystem is a kind of Virtual Organizations Breeding
Environment or business ecosystem [14] in which members approach energy use and
exchanges collaboratively.As a result,members participate in collaborative efforts aimed
at achieving some goals that may be shared by the entire community.

The CVPP-E idea results from incorporating collaborative concepts and methods
from the field of Collaborative Networks (CNs) into the area of Virtual Power Plants
(VPP). The result of this synthesis is a type of REC that uses collaborative princi-
ples and mechanisms in its operation to ensure sustainable energy consumption and
exchange, while also exhibiting VPP characteristics, such as the ability to aggregate
excess energy from the community and sell it to the grid. A CVPP-E in the proposed
formulation includes: (a) the community manager who promotes collaborative activities
and behaviours, (b) multiple actors who may include prosumers and consumers, and
finally (c) a common community-owned energy storage system.

3.2 The Notion of Cognitive Household Digital Twin (CHDT)

In the developed prototype, each CVPP-E actor is modelled as a software agent that
mimics the actual actor’s traits and actions. These software agents are designed to live
and interact with one another within a digital REC environment, namely the CVPP-E. A
Cognitive Household Digital Twin represents a unit of household in this environment.
CHDTs are also modelled to possess some cognitive abilities, allowing them to serve as
supplementary decision-making agents on behalf of their physical counterparts. These
software agents can make logical and independent judgments on their owners’ behalf
(owners of the physical households). We thus mimic the population of households in
a typical community by aggregating many CHDTs. Using agent-based technology, we
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simulate each household as having distinct behaviours, resulting in a community with
stochastic global behaviour. The CDHTs’ decisions are based on their preferences for
sustainable energy usage or value systems. CHDTs are expected to be able to engage
in collaborative initiatives such as pursuing common goals, sharing common resources,
mutually influencingone another, and engaging in collective actions due to their cognitive
and decision-making capacities.

The implementation of collaborative characteristics inCHDTs is expected to improve
the CVPP-E performance and sustainability. The diversity of households in terms of size,
as well as the number of inhabitants dwelling in each one, is critical to the community. To
address this point, we divided the constituent households (and hence the corresponding
CHDTs) into five groups. This classification and accompanying data were derived from
a survey performed in [6]. The following categories are considered: (a) Households
with single pensioners, (b) Households with single non-pensioners, (c) Households with
multiple pensioners, (d) Households with children, and (e) Households with multiple
people but no dependent children. TheCVPP-E (community) population sizemay always
be configured to include any number of households from each category.

3.3 Abstraction Levels of CHDTs in Line with Digital Twin Technology

According to [15], DTs can have three levels of abstraction. By relating these abstraction
levels to the CHDT concept, the following definitions are proposed:

Household Asset Twins: When two ormore components work together, they formwhat
is known as an asset. Asset Twins according to [15] allow the analysis of interactions
that occur at the components level. This helps to provide a plethora of asset performance
data that can be evaluated and transformed into actionable insights or actions. In the
context of the CVPP-E/CHDT concepts, each embedded household appliance can be
considered a Household Asset Twin.

CHDT System or CHDT Unit Twin: Aunit constitutes a collection of assets that enable
one to see how different assets come together to form an entire functioning system.
System twins help to provide visibility regarding the interaction of assets and may be
used for performance enhancements. In the context of the CVPP-E/CHDT concepts,
each unit of a household can be considered a CHDT System Twin or CHDT Unit Twin.

CVPP-E Process Twin: The third abstraction level is called the Process Twins. Accord-
ing to [15], this is a collection of systems that work together to form an entire production
facility. In this case, all these systems are synchronized to operate at peak efficiency. This
can help to determine the precise timing schemes that ultimately influence the overall
effectiveness of the process. The CVPPE in this case can be considered as a type of a
Process Twin.

4 Architectural Framework of a CHDT

In this section, we discuss the architectural framework for the CHDTs. As shown in
Fig. 1, the framework is constituted of four main blocks: (a) the cognitive block, (b)
the decision block, (c) the control block, and (d) the influence block. In the following
sections, a brief description of each block is provided.
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Fig. 1. The architectural framework of the CHDT

4.1 Cognitive Block

CHDTs are not only digital replicas of physical assets but are also expected to have
some level of intelligence that enables them to have cognizance (explicit knowledge) of
different attributes of their physical counterpart besides the current operational states of
the asset. The considered attributes may include the behavioral preferences of the user.
The cognitive block is constituted of the following sub-blocks:

Community Goals: As part of its cognitive capabilities, a CHDT would often have
cognisance of all the goals that are suggested or proposed by the community manager.
Although itmaypossess knowledgeof the community goals, itwould only join a coalition
or participate in collaboration activities that are compatible with the goals of its physical
twin.

Digital Profile: The digital profile of a CHDT is used to represent the preferences of
the user. The digital profile of a CHDT is constituted of (a) the value system, and (b) the
delegated autonomy of the CHDT.

Value System: The value system represents the preferences, choices and options of the
physical twin that has been transferred to the CHDT. In the context of this study, the
value system of a CHDT is a list of preferences that represent the values of the owner.
This informs the kind of choices and decisions that the CHDT makes. Technically, the
value system of individuals may differ from one person to another, therefore, the notion
of a value system enables the collective objective of the community to be met without
compromising the individual preferences and expectations of each user or actor. In Fig. 2
we illustrate six types of value systems. These are:
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(a) 100% renewable sources. For this type of value system, the preference of the owner
is to consume energy from only renewable sources. Any other source of energy that
is non-renewable is forbidden to this actor.

(b) The mixed energy sources value system. For this type of value system, the user
considers the use of energy from mixed sources. These mixed sources may include
a mix of renewable and non-renewable sources. It may be possible for the owner to
specify the preferred ratio of renewable sources to non-renewable.

(c) The free rider’s values system. Technically this is not a value system. It rather
represents an instance where the owner fails to define a value system.

(d) Cost savings value system. This represents users whose priority is to save cost and
therefore prefer to use certain appliances at times when tariffs are at the lowest.

(e) Revenue or income values system. This may represent owners who want to partic-
ipate in activities like demand response actions to earn revenue or sell energy from
their roof-mounted photovoltaic system (PV system) to earn additional income.

(f) Load management value system represents owners who are willing to have
some appliances (interruptible loads) be interrupted for the purpose of grid load
management.

Fig. 2. Examples of value systems in the context of the CVPP-E

Delegated Autonomy: The notion of delegated autonomy is the specific instruction that
a household owner assigns to its CHDT to be followed in carrying out or executing
its value system. In the implemented prototype, this may include (a) the delegation of
deferrable loads (DDL), which means deferring the use of certain appliances until a
later time without affecting the quality of service (QoS) to the user. In the prototype
model, three appliances are used for DDL. These include (i) a washing machine, (ii) a
dishwasher, and (iii) a clothes dryer.DDLcan be carried out by either deferring any single
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appliance out of the three, any two appliances, or all three appliances. (b) Interruption of
Interruptible Loads (IIL). Some appliances are considered to have good thermal inertia,
which is the capacity of a material to store heat and delay its transmission [16]. For
such appliances, their normal use can be interrupted for a period without affecting the
QoS of the user. Appliances such as refrigeration, air conditioning, and electric boilers
are considered to have such properties. An IIL is a grid management strategy where an
energy supplier can shut off or disconnect such appliances at the supplier’s discretion or
per a contractual agreement. In the context of the proposed CVPP-E, this technique can
also be adopted as a strategy for delegated autonomy. Figure 3 below shows how DDL
and IIL can be implemented. A user can implement delegated autonomy by selecting
the radio button labelled “delegate”. By selecting “undelegate”, the appliance becomes
undelegated. The coordination process between a user and a CHDT can be achieved
through three simple steps. These are step 1: The user loads the appliance. Step 2a: For
smart appliances, the CHDT automatically detects the presence of a load and is turned
on automatically. Step 2b, for non-smart appliances, the user may manually turn the
appliance on after loading. Step 3, once the appliance is in the “on” state, a signal will
be sent to the CHDT indicating its readiness to be used. The CHDT will then take over
the process and operate the appliance based on the pre-defined digital profile of the user.

Fig. 3. How delegated autonomy (DDL & IIL) can be implemented in the CVPP-E prototype

IoT Data Block: This block represents the IoT interface between the household
appliances and the CHDT. This block is constituted of two sub-blocks:

(a) the historical data block, which is a database that contains historical data of each
appliance’s use-behaviour, over time. By integrating AI techniques, the CHDT
can glean some behavioural patterns from these historical data for prediction and
decision-making purposes, on behalf of the physical twin.
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(b) Status data: This block communicates the operational status of an appliance to the
CHDT. Such data may include information such as whether the appliance is cur-
rently in the “On “or “Off” states. For appliances such as refrigerators and air con-
ditioners, sensorial data such as the operating temperature etc. could be collected.
In future studies, data about the thermal comfort of rooms or the living environ-
ment in households may also be useful for the CHDTs in their decision-making,
particularly concerning the regulation of temperature in the living environment.

In Fig. 4, we illustrate how the integrated IoT components communicate wirelessly
with a central router to reach the CHDT that is hosted in the cloud. Control signals can
also be sent from the CHDT via the router to the various appliances to enable control
instructions to be carried out. A firewall at the interface ensures the security of users.

Generally, DTs are hosted and operated in an environment called Digital Twin Envi-
ronment. The connection between the physical and virtual objects can be achieved
through several communication channels. However, the Institute of Electrical and Elec-
tronics Engineers has proposed a standard namely, IEEE 1451which constitutes a family
of smart transducer interface standards, that defines a set of open, common, network-
independent communication interfaces for smart transducers (sensors or actuators) to
achieve sensor data interoperability between cyber and physical components of CPS. The
standard defines a smart transducer as either a sensor and/or actuator that can identify and
describe itself, has the data processing capability to present sensor data or accept actua-
tion values, respectively, in measurement units, has network communication capability,
and is easy to use, enabling plug-and-play functionality [17].

Fig. 4. Communication framework between IoT sensors/actuators and the household appliances



A Framework for the Integration of IoT Components 205

4.2 Control Block

This block connects the CHDT to each of the embedded appliances. The input of the
control block accepts output from the decision block and the output of the control block
serves as input to actuators that are connected to each of the appliances. At this stage
of the study, an open loop control system is considered. This is because the expected
control actions at this level may include switching off appliances between the “on” and
“off” states. In future studies where complex actions like controlling thermal comfort
by monitoring and adjusting room temperature or using CHDTs in demand response
techniques such as interruption of loads, other control models may be suitable.

4.3 Influence Block

Knowledge from social network analysis has shown that the decision of participants on
social networks can be influenced by network influencers. As claimed by [18], people
usually look up to influencers on social media to guide themwith their decision-making.
There are various strategies for spreading influence in a social system or network. One
powerful strategy that has been used to favourably impact individuals in a variety of
ways is the power of internet information dissemination [19, 20]. Companies have used
this technique, known as the “viral phenomenon” or “viral marketing,” to encourage
sharing amongst individuals with social connections, because it is recognized that social
recommendations may assist improve traffic to business websites, resulting in increased
engagement and income. In the developed prototype model, two types of influences are
considered. These are:

Exogenous Influence: This represents influences that originate from the external envi-
ronment of a CHDT. This may constitute an influence from the community manager
or other influencer CHDTs within the community. The outcome of some preliminary
results obtained by studying endogenous influences within the CVPP-E can be seen in
Sect. 5.

Endogenous Influence: The type of influence that originates from inside of a CHDT.

4.4 Decision Block

This block forms the central part of the CHDT. It is the place where all decisions of
the CHDT are made. The decision block accepts inputs from (a) the community goal
block, (b) the digital profile block, (c) the IoT data block, and (d) the influence block.
In Fig. 5, a Business Process Management Notation language is used to illustrate how
CHDTs make decisions based on the various inputs.
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Fig. 5. A BPMN representation of the decision-making process of a CHDT

4.5 Addressing Ethical and Other Relevant Concerns

Addressing Ethical Concerns: The CVPP-E concept is designed to be less intrusive and
would not require users to submit sensitive personal data besides their digital profiles,
which reside in the users’ CHDT memory and will not be shared with any third party
inside or external to the community. Furthermore, the notion of influencewill notwork on
CHDTs who have already defined their digital profiles. It is rather intended to influence
free rider CHDTs who are part of the community and yet have not defined their digital
profiles, and therefore their behaviours are inimical to the collective interest of the
community. This is a common phenomenon in communities where some members do
not conform to the community norms. A typical example is the notion of the “tragedy of
the commons,” where some members abuse or overexploit a shared community resource
for their personal or parochial gains. Furthermore, since this is a closed community, it
will not be possible for external and malicious influences to access the CHDTs.

Addressing Appliance Heterogeneity: In developing the prototype model, appliance
heterogeneity for all the appliances was taken into consideration. A key parameter that
differentiates these appliances is their power ratings. This, parameter determines how
much electricity an appliancemay consumeper unit time, usuallymeasured inwatt-hours
(Wh) or kilowatt-hours (Kwh). This parameter may vary from appliance to appliance
based on the size, features, and year of manufacture, among other factors. To help cater
for the wide variety of appliances, a uniform probability distribution function expressed
in the form of “uniform discrete function (x, y)” is adopted. Where x is the possible
minimum appliance power rating and y is the possible maximum appliance power rat-
ing. Using this technique, the model will stochastically assign a value between x and
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y to every unit of an appliance in the model. This technique does not only make each
appliance assume a different rating but also enables them to behave differently.

Addressing Multiple Value Systems: In the CVPP-E, CHDTS can have multiple value
systems. For instance, a prosumer CHDT could have a value system of (a) 100% renew-
able energy consumption, (b) revenue generation, and (c) cost-saving. However, these
value systems should be arranged in a hierarchical order of priority (priority list).

Addressing Collision of Value Systems: This can be addressed in two ways. These are:
(a) at the CHDT level. Here, the value system that is higher in the priority list of the
CHDT will override the lower priority value system. (b) at the community level, the
community may also define some values, such as sustainability values, as a priority in
their value system. In such instances, the sustainability values will always override any
other values that conflict with them.

5 Scenario for Testing the Control Capabilities of CHDTs

To illustrate the control capabilities of the CHDTs. We consider a scenario where a
CHDT sends a series of control signals to switch appliances between the “on” and “off”
states. Three appliances, namely a washing machine, dishwasher, and tumble dryer are
controlled. Table 1 shows the time at which the control signals are transmitted and the
corresponding control action that the signal is expected to achieve. Figure 6 shows the
use behaviour of the three appliances without the control signals. In Fig. 7 we illustrate
the use behaviour of the three appliances when control signals are received by these
appliances. The period between each “on” and “off” cycle is 10 h.

Table 1. Periodic control signals to test the control capabilities of CHDTs

Time (hours)

20 30 50 60 80 90 110 120 140 150

Control action Off On Off On Off On Off On Off On

In Fig. 10, we show the outcome of the model without any control signals. The figure
shows continuous consumption without any interruptions.
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Fig. 6. Profile of three appliances without control signals

Fig. 7. Profile of three appliances with “On” and “Off “control signals

To further illustrate the decision-making and control capabilities of these CHDTs,
we discuss in Sect. 5 some outcomes of previous studies, that were conducted using two
different scenarios. However, to better understand these studied cases, it may be relevant
to provide some insight into the prototype model that was used for the study. Firstly,
the prototype model is constituted of several sub-models that are integrated to function
as a single model. This technique allows modeling the different actors and systems that
interact to allow the CVPP-E to accomplish its intended functionalities. Some of the
sub-models are as follows:

(a) the PV and local storage sub-model (Fig. 8) which is used to model the embedded
PV systems for prosumers,

(b) The embedded household appliances model (Fig. 9) is used to model all embedded
appliances. Nine appliances were considered in the model

(c) The prosumer model (Fig. 10), which is used to model prosumers, and
(d) The consumer model (Fig. 11) is used to model consumers.

Depending on the intended use, a sub-model in AnyLogic [21] can be created
using one of three modelling strategies. For example, all models that display dynamic
behaviours, with continually changing parameters, are simulated using System Dynam-
ics modelling techniques. The photovoltaic system (PV system) and local storage sub-
model, as well as the embedded household appliances sub-models, are examples of
system dynamics models. Multi-agent system approach was also used to model the
changing states (active and inactive states) of prosumer and consumer CHDTS. Finally,
all aspects of themodel that needed the formation of an entity endowedwith autonomous
qualities were also modelled using agent-based modelling techniques.
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Fig. 8. A model of a four PV system, local storage and the three outputs of the PV system

Fig. 9. A System Dynamics model of all nine embedded household appliances

Although the prototype model is constituted of several other sub-models, the shown
ones, thus, Figs. 8, 9, 10 and 11 form the core of the prototype. Discussed in the next
section are the outcomes of some previous studies.
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Fig. 10. An agent-based model of an active prosumer CHDT with an active 3.99 kW PV system

Fig. 11. An agent-based model of an active consumer with no installed PV system

6 Discussion of the Outcome of Preliminary Studies Conducted
Using the Developed Prototype

In this section, we present the outcome of some preliminary studies conducted using
the prototype model. We illustrate with two examples, thus, (a) modelling delegated
autonomy and (b) modelling mutual influences.

6.1 Scenario 1: Modelling Delegated Autonomy

In Tables 1 and 2, we show some selected scenarios that were used to test the CVPP-E
prototype at an earlier stage [22]. For instance, the data shown in Table 2 was sourced
from [23]. For demonstration purposes, Table 2 shows data for only three out of the nine
household appliances that were embedded in each CHDT. These parameters were used
to model each of the appliance´s use-behaviours. Furthermore, in Table 3, we considered
different scenarios of varying prosumer and consumer populations. For each scenario,we
tested different degrees of delegated autonomy. Delegation in this sense means that the
CHDT has been given authority by its owner to make some rational decisions on his/her
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behalf. In this example, the goal is to minimize community consumption within a certain
period namely the “vending window” (Fig. 12) so that the saved energy could be vended
to the power grid. We tested different delegated autonomy options, i.e., delegating either
1, 2, or 3 of any of the appliances mentioned in Table 2. In Fig. 12 we show the outcome
of one scenario, thus, scenario 1 (Table 3). This outcome shows that, within the vending
window, the CHDTs carried out the control instruction (delegated autonomy) which is
to defer the use of these appliances within the defined period (vending window), thus
resulting in zero consumption.

Table 2. Parameters that were used to model the various household appliances [23].

Type of appliance Annual power (kwh) Peak periods Number of wash
cycles yearMin Average Max P1 P2

Washing machine 15.00 178 700 5am–4pm 5pm–2am 284

Tumble dryer 64.25 497 1600 5am–12pm 6pm–11pm 280

Dishwasher 33.32 315 608 5am–3am 6pm–2am 270

Table 3. The population size of the various HH in the sample scenario

Scenarios Degree of
delegation

Number of
delegated
appliances

Percentage of CHDT
population (%)

Delegated Undelegated

1 High population
of delegated
CHDTs

Full 3 100 0

2 Low population
of delegated
CHDTs

Full 3 10 90

3 High population
of delegated
CHDTs

Full 3 90 10

4 High population
of delegated
CHDTs

Partial 2 90 10

5 High population
of delegated
CHDTs

Partial 1 90 10
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Fig. 12. The outcome of collective action behaviours for scenario 1 (Table 3)

6.2 Scenario 2: Modelling Mutual Influence of CHDTs

In a study conducted in [24], the concept of mutual influence was explored. Under this
scenario, the following parameters were assumed: (a) Positive influence: Uniform dis-
tribution (0, 2), (b) Negative influence: Uniform distribution (−2, 0), (c) Frequency of
transmission: Uniform distribution (0, 3) times per week, (d) Impact: Uniform distribu-
tion (0, 5) hours from the moment of receiving the influence, (e) Decision constant (∝)
= 50. Details of other relevant parameters such as Duration of Use, Appliance Power
Rating, Frequency of Use etc. can be found in [24].

Table 4 below, describes two different cases, constituting of different population
sizes, that were considered. In all cases, the influencer CHDTs attempt to influence
the “influencee” CHDTs to use the loads mentioned in Table 2 only when the energy
available is from renewable sources, thus, directly from PV sources, local storage or
community storage and to avoid using energy from the grid. A total population size of
50 CHDTs was used. Two scenarios as shown in Table 4 were considered.

Table 4. Two cases with varying population sizes are used to test collective decision-making.

Cases Population (%)

Influencer
population
“A”

Influencee
population

Positive
influencer
population

Negative
influencer
population

Prosumer
population

Consumer
population

Case-1a 90% 10% 90% 10% 20% 80%

Case 1b 90% 10% 10% 90% 20% 80%

At the end of the model run (728 h), Figs. 13a & b show the characteristics of the
modelled influence that was received by two different CHDTs, i.e., CHDT-1 and CHDT-
2. The pulses that appear below the X-axis represent negative influences whilst the ones
above the X-axis are positive influences.
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a b

Fig. 13. a. Influences received by CHDT-1. b. Influences received by CHDT-2.

In Figs. 14a and b, we show how the aggregation of influences over time can be
used to determine the overall behavior of a CHDT. We also illustrate how the overall
behavior can be used in decision-making. For instance, Figs. 14a, and b show CHDTs
3&4. Initially CHDT 3was negatively influenced however the general behavior changed
into a positive one after 500 h. This CHDT could not decide because its behavior (thus,
the aggregation of influence) over time could not cross the threshold “∝”. In Fig. 14b,
CHDT 4 was positively influenced right from the beginning of the model until the finish.
CHDT 4 was able to make a decision at 300 h.

By comparing the outcome of case-1a and case-1b (Figs. 15a & b), the outcome
of the model shows that when the population of positive influencers was high (90% in
case-1a against 10% case-1b) the majority of the CHDTs were influenced positively,
hence, the majority were able to make a decision to switch consumption from the grid
to renewable sources hence consumption from the grid was about 51% as compared to
69% in case-1b) where the number of positive influencers was low (10%). Furthermore,
consumption from the community storage, local storage and PVappreciated significantly
in case of 1a more than in case 1b. This can also be attributed to the difference in the
population of positive influencers.

∝ = 50

∝ = 50

a b

Fig. 14. a. CHDT-3. b. CHDT-4.
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a b

Fig. 15. a. Case-1a. 90% positive influencers. b. Case-1b. 10% positive influencers.

7 Conclusion and Future Works

This work showed how the integration of IoT devices could facilitate (a) the collection of
data from the household asset twins to the CHDT, and (b) how control signals from the
CHDT could be used to regulate the “on” and “off” states of the asset twins. In the study,
the abstraction levels of the CHDT in the context of the digital twin were also described.
An illustration of the control capabilities of the CHDT was also shown. Furthermore,
this study showed a detailed architecture of the CHDT and all the necessary components
to enable the functionality of the concept. Additionally, outcomes from two previous
studies using the developed prototype model were demonstrated. In all, the work has
shown that the CHDT concept is feasible. Furthermore, the study has helped to establish
the fact that IoT and digital twin concepts are a key prerequisite for the development of
the CHDT concept. The IEEE 1451 family of smart transducer interface standards have
also been suggested.

In future studies, other collaborative behaviours such as value co-creation which is
an aspect of collaboration wheremembers of a community or an ecosystem jointly create
a new product or service that results in the generation of value for the mutual benefit of
members. In such circumstances, the contribution of each member towards the created
value is highly relevant and can be contentious if not managed adequately. In the context
of the CVPP-E, somemembers, particularly, prosumers may contribute tangible value in
the form of renewable energy that is contributed from the locally installed PV systems.
On the contrary, consumers may contribute intangible value by denying themselves the
use of certain household appliances (aka delegation of deferrable loads) to enable the
reduction of energy consumption in the community. This kind of self-imposed denial
of service could be considered an intangible contribution toward value co-creation. In
future studies, these aspects of tangible and intangible value creation shall be explored
further and also in detail.
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Abstract. Nowadays, smart devices have invaded the market and con-
sequently our daily life. Their use in smart home contexts, to improve
the quality of life, specially for elderly and people with special needs, is
getting stronger and stronger. Therefore, many systems based on smart
applications and intelligent devices have been developed, for example,
to monitor people’s environmental contexts, help in daily life activities,
and analyze their health status. However, most of the existing solu-
tions present disadvantages regarding accessibility, as they are costly,
and applicability, due to lack of generality and interoperability.

This paper is intended to tackle such drawbacks by presenting SHPIA,
a multi-purpose smart home platform for intelligent applications. It is
based on the use of a low-cost Bluetooth Low Energy (BLE)-based
devices, which “transforms” objects of daily life into smart objects. The
devices allow collecting and automatically labelling different type of data
to provide indoor monitoring and assistance. SHPIA is intended, in par-
ticular, to be adaptable to different home-based application scenarios,
like for example, human activity recognition, coaching systems, and occu-
pancy detection and counting.

The SHPIA platform is open source and freely available to the scien-
tific and industrial community.

Keywords: Smart home platform · Automatic data annotation ·
Automatic data collection · Human activity recognition

1 Introduction

Nowadays, smart systems have invaded our daily lives with a plethora of devices,
mainly from consumer electronics, like smartwatches, smartphones and personal
assistants, and domestic appliances with intelligent capabilities to autonomously
drive modern homes. These are generally based on wireless protocols, like WiFi,
Bluetooth Low Energy (BLE) and ZibBee, low-cost sensing components, includ-
ing Passive InfraRed (PIR) and Radio Frequency Identification (RFID)-based
technologies, and several other kinds of environmental sensors. These devices
communicate with each other without the need for human intervention, thus
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contributing to the implementation of the Internet of Things (IoT) paradigm.
Their number is continuously increasing, and their versatility enables several
opportunities for different scenarios, ranging from simple environmental moni-
toring solutions to more complex autonomous control systems, in both private
life (i.e., at home) and public contexts (i.e., social and working environments).
Without claiming to be exhaustive, examples of applications can be found in
healthcare [3,16] and elderly assistance [21,22], in smart building for Human
Activity Recognition (HAR) [5], and energy management [11,20], as well as in
smart industries [12] and smart cities [18].

In particular, concerning private life, in the last decade, the idea of a smart
home has become of central interest, where its main aim concerns the recog-
nition of the activities performed by the environment occupants (e.g., cooking,
sitting down, sleeping, etc.), and the detection of changes in the environmental
status due to such activities (e.g., temperature variation related to the opening
or closing of a window) [2,7]. The concept of home, indeed, includes different
connotations, and according to [13], it is characterized as a place for a) secu-
rity and control, b) activity, c) relationships and continuity, and d) identity
and values. Thus, to guarantee and promote these peculiarities, the design of a
smart home cannot ignore the need of implementing the capability of recognizing
human activities through HAR systems to provide real-time information about
people’s behaviors. HAR algorithms are based on pattern recognition models fed
with data perceived by on-body sensors, environmental sensors, and daily life
smart devices [2,9]. HAR algorithms and smart devices provide, then, the basics
for implementing and integrating intelligent systems, which autonomously take
decisions and support life activities in our homes.

1.1 Related Works

The literature concerning smart home platforms is extremely vast and differen-
tiated, which makes impossible to exhaustively summarize them in a few lines.
Among the cheapest solutions, we can cite the CASAS platform proposed in [6].
It integrates several ZigBee-based sensors for door, light, motion, and temper-
ature sensing, with a total cost of $2,765. Based on the data collected by the
platform, the authors were able to recognize ten different Activities of Daily Life
(ADLs) executed by the environment occupants achieving, on average, approxi-
mately 60% accuracy.

In a similar way, in [19], the authors proposed a HAR model, fed with data
collected through a smart home platform based on motion, door, temperature,
light, water, and bummer sensors, to classify more than ten ADLs, achieving
approximately 55% accuracy.

In [24], a study is presented where the authors installed a sensor network,
composed of motion sensors, video cameras, and a bed sensor that measures
sleep restlessness, pulse, and breathing levels, in 17 flats of an aged eldercare
facility. They gathered data for 15 months on average (ranging from 3 months
to 3 years). The collected information was used to prevent and detect falls and
recognize ADLs by identifying anomalous patterns.
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In [28], the authors used an application to continually record raw data from
a mobile device by exploiting the microphone, the WiFi scan module, the device
heading orientation, the light proximity, the step detector, the accelerometer,
the gyroscope, the magnetometer, and other built-in sensors. Then, time-series
sensor fusion and techniques such as audio processing, WiFi indoor positioning,
and proximity sensing localization were used to determine ADLs with a high
level of accuracy.

When developing a strategy to deploy technology for discreet in-home health
monitoring, several questions arise concerning, for example, the types of sensors
that should be used, their location, and the kind of data that should be collected.
In [26], the authors deeply studied such issues, pointing out that no clear answer
can be identified, but the perceived data must be accurately evaluated to provide
insights into such questions.

Recently, relevant pilot projects have been developed and presented, such as
HomeSense [25,27], to demonstrate seniors’ benefits and adherence response to
the designed smart home architecture. HomeSense exposes the visualization of
activity trends over time, periodic reporting for case management, custom real-
time notifications for abnormal events, and advanced health status analytics.
HomeSense includes magnetic contact, passive infrared motion, energy, pressure,
water, and environmental sensors.

However, all these innovative systems and applications frequently present
disadvantages in terms of accessibility and applicability. In several cases, they
are based on ad-hoc and costly devices (e.g., cameras) which are not accessible
to everyone. In fact, as shown in [14], among 844 revised works, the system cost
is the principal reason for the failure of projects concerning the design of smart
health/home systems.

Some projects targeting the definition of low-cost solutions have been also
proposed, but they are generally devoted to monitoring or recognizing single
activities and/or specific use-case scenarios, thus lacking generality, or requiring
the final users to install several non inter-operable solutions in their homes. For
example, in [4] a set of very low-cost projects focusing on solutions for help-
ing visually-impaired people are presented. Less effort has been spent, instead,
designing solutions that use low-cost objects of daily life (ODLs) to monitor and
recognize people’s activity in general.

Finally, a further limitation of the existing smart home environments regards
the necessity of annotating the collected data based on the video registration of
the environment for training the pattern recognition algorithms, which is of
central importance for the implementation of efficient HAR algorithms. Unfor-
tunately, the annotation process is generally a very time-consuming and manual
activity, while only a few prototypical automatic approaches are currently avail-
able in the literature [8].

1.2 Paper Contribution

According to the previous considerations and the limitation of existing solutions,
this paper presents SHPIA, an open-source multi-purpose smart home platform
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for intelligent applications. It is based on the use of low-cost Bluetooth Low
Energy (BLE)-based devices, which “transform” objects of daily life into smart
objects. The devices allow collecting and automatically labeling different types of
data to provide intelligent services in smart homes, like, as example, indoor mon-
itoring and assistance. Its architecture relies on the integration among a mobile
Android application and low-cost BLE devices, which “transform” objects of
daily life into smart objects. By exploiting these devices, SHPIA flexibly collects
and annotates datasets that capture the interaction between humans and the
environment they live in, and then the related behaviors. These datasets repre-
sent the basics for implementing and training HAR-based systems and develop-
ing intelligent applications for different indoor monitoring and coaching scenar-
ios. SHPIA can be set up with less than $200 and operates in a ubiquitous and
not invasive manner (i.e., no camera is required). SHPIA’s software is available
to the scientific community through a public GitHub repository [1].

1.3 Paper Organization

The rest of the paper is organized as follows. Section 2 introduces preliminary
information concerning the devices and the communication protocols used in
SHPIA. Section 3 details the SHPIA architecture and describes how it enables
data collection and labeling. Section 4 showcases and discusses the experimental
results and application scenarios. Finally, Sect. 5 concludes the paper with final
remarks.

2 Preliminaries

SHPIA is based on the use of the Nordic Thingy 52 device shown in Fig. 1.
The choice of using such a device to implement the SHPIA platform has been
made on the basis of its versatile and complete set of characteristics, which are
summarized below in this section. However, this device can be easily replaced,
without affecting SHPIA functionalities, with many other BLE-based inertial
measurement units available on the market, provided that they allow to collect
a similar set of data through their sensors.

The Nordic Thingy 52 is a compact, power-optimized, multi-sensor device
designed for collecting data of various type based on the nRF52832 System on
Chip (SoC), built over a 32-bit ARM CortexTM-M4F CPU. The nRF52832 is
fully multiprotocol, capable of supporting Bluetooth 5, Bluetooth mesh, BLE,
Thread, Zigbee, 802.15.4, ANT, and 2.4 GHz proprietary stacks. Furthermore,
the nRF52832 uses a sophisticated on-chip adaptive power management sys-
tem achieving exceptionally low energy consumption. This device integrates two
types of sensors: i) environmental and ii) inertial. Environmental concern tem-
perature, humidity, air pressure, light intensity, and air quality sensors (i.e., CO2

level). Instead, inertial concerns accelerometer, gyroscope, and compass sensors.
Besides the data directly measured by the integrated sensors, the Thingy com-
putes over the edge the following information: quaternion, rotation matrix, pitch,
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roll, yaw, and step counter. Concerning the communication capabilities, Thingy
52 instantiates a two-side BLE communication with the data aggregator device,
unlike BLE beacons. The communication between Thingy 52 and the data aggre-
gator occurs at a frequency that goes from 0.1 Hz to 133 Hz, making SHPIA
adaptable to applications scenarios were high sampling frequencies are required.
Moreover, since the BLE provides the possibility to send more than just one
value into every single transmitted package, the sensor’s sampling frequency is
not limited 133 Hz (i.e., the maximal frequency of the BLE communication), but
it enables the sensor to sample at higher frequencies.

L:   55 mm 
W: 55 mm 
H:  15 mm 
Cost: 36 $
Thingy 52

Fig. 1. SHPIA compatible device: Nordic Thingy 52.
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Fig. 2. Schematic view of the SHPIA platform.
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3 SHPIA Architecture

This section introduces the core of the SHPIA platform, which is shown in Fig. 2.
In particular, it describes the principal agents composing its architecture, and
how a smart home environment can be defined and configured for enabling data
collection and annotation.

3.1 Agents

The agents involved in the SHPIA architecture are classified as abstract agents
and real agents. The abstract agents are necessary to analyze the status of the
environment (in terms of included objects and environmental conditions) and
the status of people living in it (in terms of presence, quantity, movements, and
accomplished actions). On the other side, real agents are represented by the peo-
ple occupying the environment, their smartphones, and the Thingy 52 devices.
SHPIA enables communication capabilities among real agents as described below
in the paper.

3.2 Environment Definition

Concerning the home environment, SHPIA defines it as a set composed of the
home itself, people inside it, and available ODLs. In particular, ODLs enclose
mobile objects (bottles, pills container, keys, etc.) and motionless objects (e.g.,
doors, desks, coffee machine, etc.) present inside the environment, as those shown
in Fig. 2.

Therefore, given a set of mobile ODLs (M) and a set of motionless ODLs
(Ml), the environment (E) is formally defined as:

E = {{M ∪ Ml}, fs, fl, T,D},with
fs : M −→ T

fl : Ml −→ T

where, T is a set of Thingy 52 devices, D is a data aggregator node, while fs
and fl are functions that associate, respectively, a Thingy 52 device to each
mobile (M) and motionless (Ml) ODL. The data aggregator D identifies the
device that collects the data perceived by the Thingy 52 devices, behaving as a
gateway towards a Cloud database. SHPIA uses an Android smartphone as data
aggregator.

3.3 Environment Configuration

To handle the definition of the environment, we designed the Android application
shown in Fig. 3. It allows the users to create one or more environments and
associate a single specific Thingy 52 to each ODL of interest. In addition, this
application allows real-time visualization of the perceived data and enables the
smartphone to operate as the data aggregator.

Figure 4 presents the steps that the user has to perform in order to configure
the smart environment by means of the mobile application. They work as follows.
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(d) (e) (f) (g)

Sub Environment

(a) (c)(b)

Sub-Environment
Environment

Environment

Environment

My Environments My Environments

Fig. 3. SHPIA Android mobile application.
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Fig. 4. SHPIA environmental configuration work-flow.
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User Account Creation: In this first step, the SHPIA application allows, if
not already existing, the creation of a user profile to associate the collected data.
Once the user is verified, she/he can set the IP address of a Cloud-based NoSQL
database from the setting page, to which the data will be transmitted. We want
to emphasize that the transmitted data can be saved at any NoSQL database
deployed on such IP. Users, for analysis purposes, need only to know the format
that the SHPIA mobile application uses to save the data.

Create Environment: Once authenticated, the user can create one or more
environments, as introduced in Sect. 3.2, by defining its name (i.e., env id) and
geographical address (i.e., address). Alternatively, if the environment already
exists, the user can share it with other SHPIA users (Fig. 3(a) and Fig. 3(b)).

Create Sub-environment: SHPIA users can create as many environments as
needed, and an environment is typically composed of other sub-environments
(Fig. 3(c)). For example, an apartment consists of a lounge, a kitchen, two bed-
rooms, and two bathrooms. SHPIA does not present any limit in the depth
of nested sub-environments (i.e., it can configure sub-environments of a sub-
environment of . . . of an environment). This specific feature has been developed
by considering the possibility of adopting SHPIA also in industrial, scholastic, or
smart city scenarios. Moreover, SHPIA can be used also for not environmental-
related contexts. For example, the users can adopt it for implementing a wireless
body area network by associating the Thingy 52 devices to body parts instead of
environments or ODLs, as in [15]. Overall, environments and sub-environments
are described as shown in the example of Listing 1.1. Besides, env id and address,
the environments and sub-environments are identified by owner, creation time,
list of sub environments and a brief description.

{

"env_id": "Home_1",

"description": "master bedroom",

"owner": "florenc.demrozi@univr.it",

"address": "Strada le Grazie 15, Verona , Italy",

"creation_time":’27/12/2021 15:13:52.085 ’,

"sub_environments ": ["Sub_Home_1","Sub_Home_2","

Sub_Home_3","Sub_Home_4"]

}

Listing 1.1. Example of environment description in SHPIA.

Create Smart ODLs: Once the environment has been created, the user can
finally attach a Thingy 52 device to each mobile or motionless ODL of interest
to transform it into a smart ODL. At this point, the user is required to move
his/her smartphone close (<10 cm) to the ODL equipped with the Thingy 52 to
allow SHPIA to recognize it. SHPIA automatically associates the ODL with the
nearest Thingy 52 device by exploiting the Received Signal Strength Indicator
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(RSSI) measurement (Fig. 3(d)). RSSI, often used in Radio Frequency (RF)–
based communication systems, is related to the power perceived by a receiver.
In particular, it provides an indication of the power level at which the data frames
are received. The rationale is that the higher the RSSI value, the stronger the
signal and the closer the receiver and the emitter. The RSSI is used to reduce
possible wrong associations in the presence of a high number of BLE devices
distributed in the environment.

Data Collection: After the environment definition and the association of ODLs
to Thingy 52 devices, the SHPIA mobile app will start collecting data from them
(Fig. 3(e) and Fig. 3(f)). The data perceived by the smartphone are internally
stored as JSON documents. As soon as an Internet connection is available, all
data are saved on the remote NoSQL database (Fig. 3(g)). Listing 1.2 shows an
example of the data perceived by the Thingy 52 device.

{

"deviceID": "00:00:5e:00:53: af",

"on_device_time":’27/12/2021 15:13:52.085 ’,

"on_aggreg_time":’27/12/2021 15:13:52.155 ’,

"parent_env_id": "Sub_Home_1"

"ODL": "Description",

"temp": 23.8,

"light": 43,

"pressure": 101.325 ,

"CO2": 56,

"accel": [{

"X": 0.0226898 ,

"Y": -0.382233 ,

"Z": 9.54773 ,

}],

"gyro": [{

"X": 15.022791 ,

"Y": -12.233382 ,

"Z": 3.73547 ,

}],

"comp": [{

"X": 0.6898022 ,

"Y": -2.233382 ,

"Z": 5.385477 ,

}],

"quaternion": [{

"a": 0.02,

"b": -0.38,

"c": 9.54,

"d": 5.47,

}],

"other": [{

"pitch": 8.2,

"roll": -3.8,
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"yaw": 9.54773 ,

}],

"rssi": -65

}

Listing 1.2. Data format of Thingy 52 device.

Attributes deviceID, on aggreg time and on device time uniquely identify the
document; the rest represents the data perceived by the device’s sensors and the
RSSI value measured by the smartphone. The on aggreg time variable represents
the timestamp when the aggregator receives the data. Instead, on device time
represents the timestamp when the data is perceived on the Thingy 52 device.
Finally, parent env id is used to identify the (sub-)environment to which the
device is collected. We want to emphasize that the transmitted data can be
saved at any NoSQL database deployed on the target IP (Fig. 3(g)). Users, for
analysis purposes, need only to know the data format (i.e., Listings 1.2) that the
SHPIA mobile application adopts to save the data.

4 SHPIA Evaluation

This section deals with the evaluation of the performance of the SHPIA data
aggregator to show the lightweight of the Android application in terms of power
consumption and use of resources. In addition, it illustrates four application sce-
narios where SHPIA can operate. Such scenarios do not require any modification
of the SHPIA platform, thus proving its versatility.

4.1 Data Aggregator Performance Evaluation

The performances of three Android smartphones with different characteristics
and prices have been evaluated while acting as data aggregators for the SHPIA
platform. The characteristics of the tested smartphones are reported in Table 1.
Instead, Table 2 presents the results of profiling the data aggregator nodes over
a collection phase of 4/4/4 h, by using five Thingy 52 with sensors sampling data
set 50 Hz, 100 Hz, 200 Hz. The data aggregator nodes were placed over a table at
the height of 100 cm. Instead, the Thingy devices were associated with different
desks. The distance between the data aggregator and the thingy nodes varied
between 2 and 7 m. Overall, the average RAM use per hour was <116 Mbh, the
storage memory use was <126 Mbh1, and the battery usage was <680 mAh2.
On average, CPU usage and data loss were respectively 37% and 0%.

It is worth noting that smartphones executing an Android version older than
v11 can be connected simultaneously with up to seven Thingy 52. Instead, smart-
phones running Android v11 can support the simultaneous connection with up

1 Cumulative, if Internet connection is missing, e.g., 1260 Mb in 10 h without connec-
tivity.

2 270 mAh excluding the results of the Honor 7S smartphone.
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Table 1. Characteristics of the tested data aggregator nodes.

Model RAM
(GB)

Storage
(GB)

Battery
(mAh)

Weight
(g)

Price
($)

Android
version

Honor 7S 2 16 3020 142 78 8.1

LG X Power 2 2 16 4500 164 89 8.1

Galaxy S9 4 64 3000 163 262 10.0

Table 2. Data aggregators profiling.

Honor 7S Galaxy S9 Edge LG X Power 2

Frequency (Hz) 50 100 200 50 100 200 50 100 200

RAM (MB/h) 93 93 92 127 132 140 100 100 110

Storage (MB/h) 50 100 196 48 99 198 104 127 219

CPU (%) 35 46 55 19 21 23 40 50 50

Battery (mAh) 1150 1208 1389 360 360 390 225 450 630

Data loss (%) 0 0 0 0 0 0 0 0 0

to eleven Thingy 52. To overcome this limitation, SHPIA implements a compu-
tation balancing module that allows different smartphones (thus, different users
sharing the same environment) to automatically balance the number of Thingy
52 devices connected to them and save their information on the same dataset.
Thus, in practice, SHPIA can handle more than 11 Thingy devices by jointly
using more than one smartphone. Moreover, this balancing process helps to fur-
ther reduce smartphone battery consumption.

These results show that the proposed platform works well on different data
aggregator nodes, proving there is no need to buy costly top-level smartphones
to run the SHPIA application. Concerning the Thingy 52, they can efficiently
operate for more than three days without recharging the battery. In addition, a
lower sampling frequency would further extend the battery life consistently for
both smartphone and BLE nodes [17].

4.2 SHPIA Application Scenarios

In the following, we provide an overview of four different applications exploiting
the SHPIA platform: a) environmental monitoring, b) occupancy detection and
counting, c) automatic data annotation of ADLs, and finally, d) virtual coaching.

Environmental Monitoring: The primary use of SHPIA is that of collect-
ing data concerning environmental conditions. For example, we used SHPIA to
monitor a working office, shown in Fig. 5, shared by ten persons. We associ-
ated the Thingy 52 devices with 5 motionless nodes (indicated by red arrows
in Fig. 5) and six mobile nodes (indicated by green arrows in Fig. 5) to perceive
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the environment status. The Honor 7S smartphone, permanently connected to
the electric current, described in Table 1 acted as a data collector. The Thinghy
52 associated with the motionless nodes were placed as follows: one at the office
door, two on the windows, one on the desk at the office center, and one inside the
locker. Instead, the mobile nodes were used to monitor different ODLs and the
activity that employees performed on them (e.g., one Thingy 52 was attached to
a bottle of water). The data collection process was conducted for two consecutive
weeks.

Door
Stock

WindowsWindows

W
indow

s

Data Collector

Legend

SmartphoneNordic Thingy

Fig. 5. Office 1.71. Motionless (red) and mobile (green) nodes and data collector (grey).
(Color figure online)

Table 3 shows an overview of the collected data. The first column introduces
the used sensors. The second and third columns show the sensor sampling fre-
quency and the measurement unit. Column four shows the number of samples
collected by the system during the two weeks (i.e., 1209600 s). Column five iden-
tifies the number of data sources (BLE Thingy 52 nodes). Finally, the last col-
umn shows the memory space required to store the sensed data. The last row
concerns the collection of RSSI data, since the data collector extracts and asso-
ciates the reception timestamp, the RSSI measure, and the emitter identity to
each received BLE packet.

Once collected through SHPIA, such data were successfully used by a HAR-
based analyzer to perform environmental monitoring, recognition of people’s
actions (e.g., drinking), and localization of ODLs and people in the environment.
Because of the adopted low sampling frequency, the mobile and motionless BLE
nodes perfectly worked for the overall duration of the experiments (2 weeks)
without being recharged.

Occupancy Detection and Counting: Occupancy detection and counting
represent a fundamental knowledge for implementing smart energy management
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Table 3. Results of data collection.

Sensor type Frequency
(Hz)

Measure
unit

# of samples # of BLE
devices

Stored data

Temperature 0.33 Celsius 2016000 5 ≈ 15Mb

Pressure 0.33 Bar 2016000 5 ≈ 15Mb

Brightness 0.33 Lux 2016000 5 ≈ 15Mb

Acceleration 10 m/s2 133056000 11 ≈ 1Gb

RSSI 10 dBm 133056000 11 ≈ 1Gb

Table 4. Distance estimation results based on RSSI measurements captured 60Hz.

Regression model 5m 3m 2m

Raw data Features Raw data Features Raw data Features

RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE

Gradient Boosting 51 31 57 33 17 12 30 15 12 9 30 15

Random Forest 51 31 55 28 17 12 25 8 12 9 25 8

Linear 74 58 104 79 27 22 80 60 22 16 80 60

Ridge 74 58 69 45 27 22 60 39 22 16 60 39

RANSAC 84 54 113 86 28 21 85 59 43 26 82 59

Bayesian 74 58 233 158 27 22 229 171 22 16 229 171

TheilSen 78 54 96 70 29 21 89 65 24 18 89 65

systems, as well as solutions for security and safety purposes [23]. Existing tech-
niques for occupancy detection and counting can be categorized as a) not device
free [29] and b) device free [30]. The SHPIA platform provides the capability to
implement both categories.

Concerning the former, SHPIA can detect a user inside an environment by
estimating the distance between the user’s smartphone and a Thingy 52 device
associated with the environment itself, based on the RSSI measurement. To test
this scenario, we evaluate the accuracy of the distance estimation between the
user’s smartphone and ODLs equipped with Thingy 52 node. The evaluation
has been performed on three different distance ranges: a) 0–5 m, b) 0–3 m, and
c) 0–2 m by using two opposite setups: i) the smartphone in the user’s hand
and the ODL in a fixed position, and ii) the ODL on the user’s hand and the
smartphone in a fixed position.

Table 4 presents the results obtained by seven different regression models
trained on RSSI data perceived 60 Hz. The models were trained in two ways: by
using the raw data, and by using features extracted from one-second RSSI time
windows. The quality of the achieved results is shown in terms of Root Mean
Square Error (RMSE) and Mean Absolute Error (MAE) while estimating the
distance in centimeters between the emitter and the receiver. The Random Forest
model achieved the lowest RMSE/MAE value in both the raw and the feature-
based data representation. The second most performing model was Gradient
Boosting. Overall, we achieved an RMSE on raw RSSI data of 51 cm in the range
0–5 m, 17 cm in the range 0–3 m, and 12 cm in the range 0–2 m. Moreover, in
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terms of MAE, the features performed better than the raw data: 28 cm (range
0–5 m), 8 cm (range 0–3 m), and 8 cm (range 0–5 m). Furthermore, the most
essential characteristics of these regression models regard the reduced memory
and computation requirements, making them suitable for running on mobile and
hardware-constraint devices.

The second category of occupancy detection and counting systems behave
more intelligently. In fact, users do not need to carry any device. By using
SHPIA, we can detect their presence and number based on the variations of
the RSSI measurements associated with the BLE signals received by the data
aggregator from Thingy 52 located in the environment. The idea is that RSSI
measurement fluctuations are generated by people’s presence and movements
inside the environment. Figure 6 shows very clearly the difference between noc-
turnal (red plot [8:00 PM–8:00 AM]) and diurnal (blue plot [8:00 AM–8:00 PM])
RSSI observations at the office shown in Fig. 5. The same concept is applied as
regards the occupancy counting scenario (aka., identification of the number of
people present inside or in the environment).
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Fig. 6. Office 1.71. RSSI fluctuation between night and day for occupancy detection.
(Color figure online)

We carried out tests in a university classroom (8.8 m × 8.6 m) with 15 study
stations (chairs + tables) involving six different subjects. One female (29 years,
1.58 m height) and five males (25–29 years, 1.75–1.95 m height) were involved in
the experiment. Subjects entered and left the environment in an undefined order
with the only constraint that they must stay in the environment at least for
one minute. Besides, the following environmental situations were recreated: i)
all standing still, ii) all standing in motion, iii) all seated, and iv) some standing
in motion and some sitting.
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Table 5 presents the achieved results by using five different BLE nodes con-
nected to SHPIA. Tests were performed over five different well-known classifica-
tion models3. Columns two to five show results in terms of specificity, sensitivity,
precision, and comprehensive accuracy. Overall, the SVM model with a linear
kernel achieved the most noticeable results. Among all the other models, such
a model requires higher computational capabilities; however, the Keras library
provides a Quasi-SVM model implementation for Android-based mobile devices,
thus enabling the SHPIA data collector recognition capabilities. By verifying the
classification errors in detail, we observed that the incorrectly classified samples
are related to the situation in which people inside the environment are all seated,
independently by their number.

Table 5. Occupancy detection results.

Model Specificity Sensitivity Precision Accuracy

kNN 98.72% 99.10% 99.10% 99.10%

WkNN 98.29% 99.02% 99.03% 99.10%

LDA 99.83% 99.70% 99.70% 99.70%

QLDA 99.78% 99.77% 99.77% 99.77%

SVM 99.82% 99.86% 99.81% 99.82%

Table 6. Occupancy estimation results.

Regression model Raw data Features

RMSE MAE RMSE MAE

Gradient Boosting 0.9 0.6 0.5 0.3

Random Forest 0.7 0.4 0.5 0.3

Linear 1.4 1.0 1.3 1.0

Ridge 1.4 1.0 2.5 4.2

RANSAC 1.8 1.3 3.3 3.3

Bayesian 1.4 1.0 2.1 2.1

TheilSen 1.9 1.2 2.0 1.8

Table 6 presents the results obtained on raw and features data concerning
the occupancy counting scenario. The outcome is an estimation of the number
of persons in the environment. The lower the RMSE, the higher the estimation
accuracy. In particular, the proposed occupancy counting system, given a set of
features identifying a one-second time window of RSSI measurements, estimates
the number of people in the environment with an RMSE of 0.5 and an MAE of
3 k-Nearest Neighbor (kNN), Weighted kNN (WkNN), Linear Discriminant Analysis

(LDA), Quadratic LDA (QLDA), Support Vector Machine (SVM).
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0.3. Using the raw dataset, we achieved an RMSE of 0.7 and an MAE of 0.4. As
for the occupancy detection scenarios, the estimation error is amplified when all
people inside the environment are sitting down.

Automatic Annotation of ADLs: As already mentioned in Sect. 1, one of
the most significant limitations in the HAR research area concerns the creation
of the learning dataset through a data annotation process. This process usually
requires extensive manual work, during which at least two annotators associate
data samples (e.g., perceived through inertial sensors) with labels that identify
the activity (e.g., sleeping, eating, drinking, cooking, and many others) based
on a video recording of the context. SHPIA can automatically annotate these
activities by assigning a Thingy 52 device to specific objects or locations in
the environment (e.g., by associating the Thingy 52 to the eating table, to the
working desk, the bottle of water, the bed, etc.) and by estimating the distance
between the data collector (i.e., the smartphone that the user is carrying) and the
Thingy 52. Thus, when the user is eating, SHPIA assigns the label “eating” to
the data collected from the smartphone, based on the estimated distance between
the nearest Thingy 52 (i.e., the one on the table) and the user’s smartphone.
Preliminary results in this direction [8] showed that the approach works properly
for activities requiring more than 30 s to be performed (e.g., intensively washing
hands, or cooking).

Virtual Coaching: Virtual coaching capabilities can be easily supported by the
SHPIA platform. A virtual coaching system (VCS) is an ubiquitous system that
supports people with cognitive or physical impairments in learning new behaviors
and avoiding unwanted ones. By exploiting SHPIA, we set up a VCS comprising
a set of smart objects used to identify the user needs and to react accordingly.
For example, let us imagine a person requiring a new medical treatment based on
pill’s assumption that initially forgets to respect the therapy. By attaching a BLE
tag to the pills container SHPIA can monitor pills assumption. The user carries
the smartphone (e.g., into the pocket), and when he/she approaches the pills
container, SHPIA estimates the distance between the user and the container.
It can also understand when the user opens and closes the cap based on the
received motion information emitted by the BLE tag attached to the container.
Thus, it is possible to understand, with greater accuracy, whether the user has
taken medicines or not. If the person does not take medicines, the system warns
him. Otherwise, the system remains silent. A prototype of such a system has
been proposed in [10].

5 Conclusions

This paper presented SHPIA, a platform exploiting low-cost BLE devices and an
Android mobile application that transforms ODLs into smart objects. It allows
effective and efficient data collection for implementing various solutions in smart
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home and HAR scenarios. SHPIA works in a ubiquitous and non-invasive way,
using only privacy-preserving devices such as inertial and environmental sen-
sors. Its versatility has been evaluated by discussing four monitoring scenarios
concerning the automatic data annotation of ADLs, occupancy detection and
counting, coaching systems, and environmental monitoring. Moreover, despite
the mentioned scenarios, SHPIA can be easily used in other scenarios such as
industrial, smart buildings, smart cities, or human activity recognition. Never-
theless, although we have already implemented a computation balancing system
that overcomes SHPIAs scalability issue, further work is required to overcome
such weakness. Therefore, besides making open-source SHPIA, we intend to inte-
grate BLE broadcasting communication technology in future developments, thus
increasing the number of supported BLE devices per smartphone to hypotheti-
cally infinite.
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Abstract. Toward supporting people’s wayfinding activities, we propose a Visi-
ble Light Communication (VLC) cooperative system with guidance services and
fog/edge based architectures. The dynamic navigation system ismade up of several
transmitters (ceiling luminaries) that transmit map information and path messages
for wayfinding. Each luminaire includes one of two types of controller: a “mesh”
controller that communicates with other devices in its vicinity, effectively act-
ing as a router for messages to other nodes in the network, or a “mesh/cellular”
hybrid controller that communicates with the central manager via IP. Edge com-
puting can be performed by these nodes, which act as border routers. Mobile
optical receivers, using joint transmission, collect the data at high frame rates,
extracts theirs location to perform positioning and, concomitantly, the transmitted
data from each transmitter. Each luminaire, through VLC, reports its geographic
position and specific information to the users, making it available for whatever
use. A bidirectional communication process is carried out and the optimal path
through the venue is determined. Results show that the system offers not only
self-localization, but also inferred travel direction and the ability to interact with
received information optimizing the route towards a static or dynamic destination.

Keywords: Visible Light Communication · Assisted indoor navigation ·
Bidirectional communication · Optical sensors · Transmitter/receiver · Edge-Fog
architecture

1 Introduction

The main goal is to specify the system conceptual design and define a set of use cases
for a VLC based guidance system to be used by mobile users inside large buildings.

With the increasing shortage of radio frequency spectrum and the development of
Light-EmittingDiodes (LEDs), VLChas attracted extensive attention. Compared to con-
ventional wireless communications, VLC has higher rates, lower power consumption,
and less electromagnetic interferences. VLC is a data transmission technology that can
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easily be employed in indoor environments since it can use the existing LED lighting
infrastructure with simple modifications [1, 2].Visible light can be used as an Identifier
(ID) system and can be employed for identifying the building itself. The main idea is to
divide the service area into spatial beams originating from the different ID light sources
and identify each beam with a unique timed sequence of light signals. The signboards,
based on arrays of LEDs, positioned in strategic directions [3], are modulated acting
as down- and up-link channels in the bidirectional communication. For the consumer
services, the applications are enormous. Positioning, navigation, security and even mis-
sion critical services are possible use cases that should be implemented. The use of
white polychromatic LEDs offers the possibility of Wavelength Division Multiplexing
(WDM), which enhances the transmission data rate. A WDM receiver based on tandem
a-SiC:H/a-Si:H pin/pin light controlled filter can be used [4, 5] to decode the received
information. Here, when different visible signals are encoded in the same optical trans-
mission path, the device multiplexes the different optical channels, performs different
filtering processes (amplification, switching, and wavelength conversion) and finally
decodes the encoded signals recovering the transmitted information.

In this paper, a VLC based guidance system to be used by mobile users inside
large buildings is proposed. After the Introduction, in Sect. 2, a model for the system is
proposed and the communication system described. In Sect. 3, the main experimental
results are presented, downlink and uplink transmission is implemented and the best
route to navigate calculated. In Sect. 4, the conclusions are drawn.

1.1 Background on Wireless Guidance Services

Interaction between planning, control, and localization is important. The localization
(Where am I?) senses the environment and computes the user position, the planning
(Where am I going?) computes the route to follow from the position, and the control
(How do I get there?) moves the user in order to follow the route. A destination can be
targeted by user request to the Central Manager (CM).

Geolocation refers to the identification of the geographic location of a user or com-
puting device via a variety of data collection mechanisms. Multi-device connectivity can
tell users, from any device, where they are, where they need to be and what they need to
do after arrival. Typically, most geolocation services use network routing addresses or
internal Global Positioning System (GPS) devices to determine location. With the help
of the GPS, outdoor positioning becomes full-fledged and can be regarded as accurate
in most application scenarios. However, indoor positioning is still far from maturity,
because of the complex indoor electromagnetic propagation environment. Indoor posi-
tioning methods are mainly based on Wi-Fi, Bluetooth, Radio-Frequency Identification
(RFID) and Visible Light Communications (VLC) [6, 7, 8]. Accurate and reliable indoor
positioning services will change the living habits of mobile users. Moreover, there is a
growing consensus that accurate indoor positioning might not be viable by solely uti-
lizing RF communications. Such application is highly expected to be realized in the
next 6th Generation (6G) era, giving birth to more advanced non-RF communication
technologies.



A Visible Light Communication System to Support Indoor Guidance 237

With the rapid increase in wireless mobile devices, the continuous increase of wire-
less data traffic has brought challenges to the continuous reduction of radio frequency
(RF) spectrum, which has also driven the demand for alternative technologies [9, 10].
In order to solve the contradiction between the explosive growth of data and the con-
sumption of spectrum resources, VLC has become the development direction of the next
generation communication network with its huge spectrum resources, high security, low
cost, and so on [11, 12].

To conduct the research, the following questions are considered:Would it be possible
to implement a reliable VLC system to support indoor guidance? Can the combinedVLC
location of modulated LED ceiling luminaires and the stored network edge data from
different users provide valuable information about users’ movements within a public
building? How can lighting plans and building models affect multi-person cooperative
localization and guidance?

The proposed guidance system considers wireless communication, computer based
algorithms, smart sensor and optical sources network, which stands out as a transdisci-
plinary approach framed in cyber-physical systems.

2 System Model

The main goal is to specify the system conceptual design and define a set of use cases
for a VLC based guidance system to be used by mobile users inside large buildings.

2.1 Communication System

The system model is composed by two modules: the transmitter and the receiver. The
block diagram is presented in Fig. 1. Both communication modules are software defined,
where modulation/demodulation can be programed.

Data from the sender is converted into an intermediate data representation, byte
format, and converted into light signals emitted by the transmitter module. The data bit
stream is input to a modulator where an ON–OFF Keying (OOK) modulation is utilized.
On the transmission side, a modulation and conversion from digital to analog data is
done. The driver circuit will keep an average value (DC power level) for illumination,
combining it with the analog data intended for communication. The visible light emitted
by the LEDs passes through the transmission medium and is then received by the MUX
device.
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Fig. 1. Block diagram. Systemmodel of the proposed control scheme applied toOOKmodulation.

To realize both the communication and the building illumination, white light tetra-
chromatic sources (WLEDs) are used providing a different data channel for each chip.
The transmitter and receiver relative positions are displayed in Fig. 2a.
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Each luminaire is composed of four polichromaticWLEDs framed at the corners of a
square. At each node, only one chip is modulated for data transmission (see Fig. 2b), the
Red (R: 626 nm¸25μW/cm2), the Green (G: 530 nm, 46μW/cm2), the Blue (B: 470 nm,
60 μW/cm2) or the Violet (V, 400 nm, 150 μW/cm2). Data is encoded, modulated and
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converted into light signals emitted by the transmitters.Modulation and digital-to-analog
conversion of the information bits is done using signal processing techniques. An OOK
modulation schemewas used to code the information. Thisway digital data is represented
by the presence or absence of a carrier wave.

The signal is propagating through the optical channel, and a VLC receiver, at the
reception end of the communication link, is responsible to extract the data from the
modulated light beam. It transforms the light signal into an electrical signal that is
subsequently decoded to extract the transmitted information. The obtained voltage is
then processed, by using signal conditioning techniques (adaptive bandpass filtering and
amplification, triggering and demultiplexing), until the data signal is reconstructed at
the data processing unit (digital conversion, decoding and decision) [13]. At last, the
message will be output to the users.

In the receiving system, a MUX photodetector acts as an active filter for the visible
spectrum. The integrated filter consists of a p-I’(a-SiC:H)-n/p-i(a-Si:H)-n heterostruc-
ture with low conductivity doped layers [7] as displayed in Fig. 2c. Independent tuning
of each channel is performed by steady state violet optical bias (λbias = 2300 μW/cm2)
superimposed from the front side of the device and the generated photocurrent mea-
sured at −8 V. The generated photocurrent is processed using a transimpedance cir-
cuit obtaining a proportional voltage. Since the photodetector response is insensitive to
the frequency, phase, or polarization of the carriers, this kind of receiver is useful for
intensity-modulated signals. After receiving the signal, it is in turn filtered, amplified,
and converted back to digital format for demodulation. The system controller consists
of a set of programmable modules.

In this system model, there are a few assumptions that should be noted: The channel
state information is available both at the receiver and the transmitter; compared with the
direct light, the reflected light is much weaker in the indoor VLC systems; only the Line
Of Sight (LOS) path is considered and the multipath influence is not considered in the
proposed indoor VLC system.

The received channel can be expresssed as:

y = μhx + n (1)

where y represents the received signal, x the transmitted signal, μ is the photoelectric
conversion factor which can be normalized as μ = 1, h is the channel gain and n is the
additive white Gaussian noise of which the mean is 0.

The LEDs are modeled as Lambertian sources where the luminance is distributed
uniformly in all directions, whereas the luminous intensity is different in all directions.
The luminous intensity for a Lambertian source is given by Eq. 2 [14]:

I(∅) = IN cos(∅)m;m = ln(2)

ln(cos(φ1/2))
(2)

IN is the maximum luminous intensity in the axial direction, φ is the angle of irradiance
and m is the order derived from a Lambertian pattern. For the proposed system, the
commercial white LEDs were designed for illumination purposes, exhibiting a wide
half intensity angle (φ1/2) of 60º. Thus, the Lambertian order m is 1. Friis’ transmission
equation is frequently used to calculate the maximum range by which a wireless link
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can operate. The coverage map is obtained by calculating the link budget from the Friis
Transmission Equation [15]. The Friis transmission equation relates the received power
(PR) to the transmitted power (PE), path loss distance (LR), and gains from the emitter
(GE) and receiver (GR) in a free-space communication link.

PR [dBm] = PE [dBm] + GE [dB] + GR [dB] − LR [dB] (3)

Taking into account Fig. 2a, the path loss distance and the emitter gain will be given
by:

LR[dB] = 22 + 20 ln
d

λ
(4)

GE [dB]= (m + 1)A

2πd2
E−R

I(∅) cos (θ) (5)

With A de area of the photodetector and dE_R the distance between each transmitter
and every point on the receiver plane. Due to their filtering properties of the receptors
the gains are strongly dependent on the wavelength of the pulsed LEDs. Gains (GR) of
5, 4, 1.7 and 0.8 were used, respectively, for the R, G, B and V LEDs. IN of 730 mcd,
650 mcd, 800 mcd and 900 mcd were considered.

Taking into account Eqs. 1–5, the coverage map for a square unit cell is displayed
in Fig. 3. All the values were converted to decibel (dB).

In order to receive information from several transmitters, the receiver must position
itself so that the circles corresponding to the range of each transmitter overlap (Fig. 2a).
This results in a multiplexed (MUX) signal that acts both as a positioning system and
as a data transmitter. The grid sizes were chosen to avoid overlap in the receiver from
adjacent grid points. The nine possible overlaps (#1–#9), defined as fingerprint regions,
as well as receiver orientations (2–9 steering angles; δ) are also pointed out for the unit
square cell, in Fig. 3, respectively.

G

V B

R

#1
RGBV

#4
RBV#6

GBV

#8
RGV

#2
RGB

#7
GV

#9 RG

#3
RB

#5 BV

1

2

37

5

9

6

8

4

450

y

t2 (goal point)

t1 (current point)

N

S

E

NE

W

NW

SW SE

x

Fig. 3. Illustration of the coverage map in the unit cell: footprint regions (#1–#9) and steering
angle codes (2–9).

The input of the aided navigation system is the pose, q(t) = q(x(t), y(t), z(t), δ (t)),
a coded signal sent by the transmitters to an identified user (I2D), which includes its
position in the network and the steering angle, δ, which directs the user along the path
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at the given moment, t. The device receives multiple signals, finds the centroid of the
received coordinates, and stores it as the reference point position. Nine reference points,
for each unit cell, are identified giving a fine-grained resolution in the localization of the
mobile device across each cell.

2.2 Lighting Plan Layout and Building Model
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In VLC geotracking, geographic coordinates are generated, but the feature’s useful-
ness is enhanced by using them to determine a meaningful location, to guide the user
through an unfamiliar building, or to lead him to his desired meeting destination.

Lighting in large environments is designed to illuminate the entire space in a uni-
form way. Ceiling plans for the LED array layout is shown in Fig. 4a. A square lattice
topology was considered. Here, cells have squares shapes to form an orthogonal shaped
constellation with the modulated RGBV LEDs at the nodes.

Building a geometry model of buildings’ interiors is complex. Each
room/crossing/exit represents a node, and a path as the links between nodes. The pro-
posed scenario is illustrated in Fig. 4b. The user positions can be represented as P (x, y,
z) by providing the horizontal positions (x, y) and the correct floor number z. The ground
floor is level 0 and the user can go both below (z< 0) and above (z> 0) from there. In this
study, the 3D model generation is based on footprints of a multi-level building that are
collected from available sources (luminaires), and are displayed on the user receiver for
user orientation. It is a requirement that the destination can be targeted by user request
to the CM and that floor changes are notified. Each unit cell can be referred as Ci,j,k were
i, j, k are the x, y position in the square unit cell of the top left node (Fig. 4b).

2.3 Architecture and Geolocation

Fog/Edge computing bridges the gap between the cloud and end devices by enabling
computing, storage, networking, and data management on network nodes within the
close vicinity of IoT devices. Fog computing has advantages since it provides moderate
availability of computing resources at lower power consumption. Computing resources
may be used for caching at the edge of the network, which enables faster retrieval of
content and a lower burden on the front-haul. A hybrid Edge/Fog Computing is as effec-
tive as the Cloud even considering that it has less available data and less computational
power. In edge computing, the computation is done at the edge of the network through
small data centers that are close to users [16].

A mesh cellular hybrid structure to create a gateway-less system is proposed.
This architecture consists of VLC-ready access equipment, that provide the comput-
ing resources, end devices, and a controller that is in charge of receiving service requests
and distributing tasks to fog nodes. The luminaires, are equipped with one of two types
of controllers: A “mesh” controller that connects with other nodes in its vicinity and
can forward messages to other devices (I2D) in the mesh, effectively acting like routers
nodes in the network. A “mesh/cellular” hybrid controller, that is also equipped with a
modem providing IP base connectivity to the central manager services (I2CM). These
nodes act as border-routers and can be used for edge computing. So, edge computing is
located at the edge of the network close to end-user devices. A mesh network is a good
fit since it dynamically reconfigures itself and grows with the size of any installation. In
Fig. 5 the proposed architecture is illustrated.
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A user navigates from outdoor to indoor. It sends a request message to find the right
track (D2I) and, in the available time, he adds customized points of interest (wayfind-
ing services). The requested information (I2D) is sent by the emitters at the ceiling to
its receiver. Under this architecture, the short-range mesh network purpose is twofold:
enable edge computing and device-to-cloud communication, by ensuring a secure com-
munication from a luminaire controller to the edge computer or datacenter (I2CM),
through a neighbor luminaire/signboard controller with an active cellular connection;
and enable peer-to-peer communication (I2I), to exchange information.

The polychromatic WLEDs are placed on the ceiling in a square lattice topology
(see Fig. 4), but only one, chip is modulated (R, G, B, V). The principle is that each
WLED transmits a VLC signal with a unique identifier. The optical receiver uses this
information and a position algorithm, based on the received joint transmission, calculates
the track of the user.

The indoor route throughout the building (track; q(x, y, z, δ, t)) is presented to the
user by a responding message (I2D) transmitted by the ceiling luminaires that work also
either as router or mesh/cellular nodes.

Two-way communication (D2I-I2D) between users and the infrastructure is carried
out through a neighbor luminaire/signboard controller with an active cellular connection
(I2CM). With this request/response concept, the generated landmark-based instructions
help the user to unambiguously identify the correct decision point where a change of
direction (pose, qi(x, y, z, δ, t) is needed, as well as offer information for the user to
confirm that he/she is on the right way.



244 M. Vieira et al.

3 Geotracking, Navigation and Route Control

3.1 Communication Protocol, Coding/Decoding Techniques and Error Control

To code the information, an On-Off Keying (OOK) modulation scheme was used and
it was considered a synchronous transmission based on a 64- bits data frame. This
modulation, despite not allowing a high bit rate, benefits from a better performance in
terms of Bit Error Rate (BER).

The frame is divided into six different blocks (Sync, ID, pin1/pin2, Angle δ,
Request/Response and Wayfinding Data).The first block is the synchronization block
[10101], the last is the payload data (traffic message) and a stop bit ends the frame. The
second block, the ID block, 4 + 4 + 4 bits, gives the geolocation (x, y, z coordinates)
of the emitters inside the array (Xi,j,k). Cell’s IDs are encoded using a 4 bits binary
representation for the decimal number. When bidirectional communication is required,
the user has to register by choosing a user name (pin1) with 4 decimal numbers, each
one associated to a RGBV channel. If buddy friend services are required a 4-binary code
of the meeting (pin2) has to be inserted. The δ block (steering angle (δ)) completes the
pose in a frame time q(x, y, δ, t). Eight steering angles along the cardinal points are
possible from a start point to the next goal (Fig. 3). The codes assigned to the pin2 and
to δ are the same in all the channels. If no wayfinding services are required these last
three blocks are set at zero and the user only receives its own location. The last block is
used to transmit the wayfinding message.

Using the photocurrent signal measured by the photodetector, it is necessary to
decode the received information. A calibration curve is previously defined to establish
this assignment [17]. As displayed in Fig. 6a, calibration curves make use of 16 distinct
photocurrent thresholds which correspond to a bit sequence that allows all the sixteen
combinations of the four RGBV input channels (24). If the calibrated levels (d0–d15)
are compared to the different four-digit binary codes assigned to each level, then the
decoding is obvious, and the message may be read. The correct use of this calibration
curve demands a periodic retransmission of curve to ensure an accurate correspondence
to the output signal and an accurate decoding of the transmitted information.

Due to the proximity of successive levels occasional errors occur in the decoded
information. A parity check is performed after the word has been read [18]. The parity
bits are the SUMbits of the three-bit additions of violet pulsed signal with two additional
RGB bits and defined as:

PR = V ⊕ R ⊕ B;PG = V ⊕ R ⊕ G;PB = V ⊕ G ⊕ B (6)

In Fig. 6a, the MUX signal that arises from the transmission of the four calibrated
RGBV wavelength channels and the MUX signal that results from the generation of the
synchronized parity MUX are displayed. On the top the seven bit word [R,G,B,V, PR,
PG, PB] of the transmitted inputs guides the eyes. The colors red, green, blue and violet
were assigned respectively to PR, PG and PB. For simplicity the received data (d0–15
levels) is marked in the correspondent MUX slots as well as the parity levels marked as
horizontal lines. On the top the decoded 7-bit coded word is exhibited. In the right side
4-bit binary codes assigned to the eight parity sublevels are inserted.
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Fig. 6. Code and parity MUX/DEMUX signals. On the top the transmitted channels [R G B V:
PR PG PB] are shown. a) Calibrated cell. b) Error control assigned to a request from user “7261”
at C4,3,1; #1 N.

The traffic message is revealed by decoding MUX signals and considering the frame
structure, pose, and transmitter type [19]. In Fig. 6b we illustrate how error control
is achieved using check parity bits. A request from user “7261” is shown at C4,3,1;
#1 N, along with the matching parity signal. Results show that without check parity bits,
decoding was difficult primarily when levels were close together (dotted arrow).

To automate the process of recovering the original transmitted data, an algorithm
was developed. The transmitted data is decoded by comparing the code MUX signal
with the parity MUX levels. The decoding algorithm is based on a proximity search
[20]. For each time slot, the data are translated into a vector in multidimensional space,
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which is determined by the signal currents I1 and I2, where I1 is the d level and I2 is the
p level for the 4-bit codeword (RGBV). The corresponding parity levels, [PR, PG PB]
in the respective time slot are also obtained and are assumed to be correct. The result is
then compared with all vectors resulting from the calibration sequence (Fig. 6a) where
each code level, d (0–15) is assigned the corresponding parity level, p (0–7). Eucledian
metrics are used to calculate distances.

Fig. 7. Encoding/decoding process with and without check parity error. a) Transmitted code
signals [R G B V: PR PG PB] and received MUX and Parity signals. b) Decoded information with
and without error control assigned to a request from user “7261” at cell C4,3,1 #1 NE.

The tests were done with a variety of random sequences, and we were able to recover
the original colour bits, as shown in the top of the figure. In Fig. 7 illustrates the encod-
ing/decoding process with and without check parity error. In Fig. 7a, the encoded optical
signals (codewords) and the experimental received signals are depicted. After encoding,
Fig. 7b shows how information can be recovered with and without error control. The
encoded signals transmitted by the LEDs are determined through the interpolation of
the signals received by the photodiode, (Mux and Parity, Fig. 6b), with the calibration
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curves (Fig. 6a). According to the results for the analysing cases, the BER is high (4.6%)
without error correction while it is negligible with error correction.

3.2 Fine-Grained Indoor Localization and Navigation

In Fig. 8, the MUX received signal and the decoding information that allows the VLC
geotracking and guidance in successive instants (t0, t1, t2) from user “7261” guiding
him along his track is exemplified. The visualized cells, paths, and the reference points
(footprints) are also shown as inserts.

Fig. 8. Fine-grained indoor localization and navigation in successive instants. On the top the
transmitted channels packets are decoded [R, G, B, V].

Data shows that at t0 the network location of the received signals is R3,2,1, G3,1,1,
B4,2,1 and V4,1,1, at t1 the user receives the signal only from the R3,2,1, B4,2,1 nodes and
at t2 he was moved to the next cell since the node G3,1,1 was added at the receiver. Hence,
the mobile user 7261begins his route into position #1 (t0) and wants to be directed to his
goal position, in the next cell (# 9). During the route the navigator is guided to E (code
3) and, at t1, steers to SE (code 2), cross footprint #2 (t3) and arrives to #9. The ceiling
lamps (landmarks) spread over all the building and act as edge/fog nodes in the network,
providing well-structured paths that maintain a navigator’s orientation with respect to
both the next landmark along the path and the distance to the eventual destination. Also,
the VLC dynamic system enables cooperative and oppositional geolocation. In some
cases, it is in the user’s interest to be accurately located, so that they can be offered
information relevant to their location and orientation (pin1, pin2 and δ blocks). In other
cases, users prefer not to disclose their location for privacy, in this case these last three
blocks are set at zero and the user only receives its own location.
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3.3 Multi-person Cooperative Localization and Guidance Services

Via the control manager, a handheld device with VLC connectivity communicates bidi-
rectionally with a signboard receiver in each unit cell (#1). Each user (D2I) uplinks to
the local controller a “request” message with the pose, qi (t), (x, y, z, δ), user code (pin1)
and also adds its needs (code meeting and wayfinding data). For route coordination the
CM, using the information of the network’s VLC location capability, downlinks a per-
sonalized “response” message to each client at the requested pose with his wayfinding
needs (I2D).

Fig. 9. MUX/DEMUX signals assigned requests from two users (“3009” and “7261”) at different
poses (C4,4„1; #1W and C2,3,-1; #6 W) and in successive instants (t1 and t3).

In Fig. 9, the MUX synchronized signals received by two users that have requested
guidance services, at different times, are displayed. We have assumed that a user located
at C2,3,-1, arrived first (t1), auto-identified as (“7261”) and informed the controller of
his intention to find a friend for a previously scheduled meeting (code 3). A buddy list
is then generated and will include all the users who have the same meeting code. User
“3009” arrives later (t3), sends the alert notification (C4,4,1; t3) to be triggered when his
friend is in his floor vicinity, level 1, identifies himself (“3009”) and uses the same code
(code 3), to track the best way to his meeting.

Upon receiving this request (t3), the buddy finder service uses the location informa-
tion from both devices to determine the proximity of their owners (qij (t)) and provides
the best route to the meeting, avoiding crowded areas.

The pedestrian movement along the path can be thought as a queue, where the pedes-
trians arrive at a path, wait if the path is congested and then move once the congestion
reduces. In Fig. 10, a graphical representation of the simultaneous localization and map-
ping problem using connectivity as a function of node density, mobility and transmission
range is illustrated.
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Fig. 10. Graphical representation of the simultaneous localization and mapping problem using
connectivity as a function of node density, mobility and transmission range.

The following parameters are therefore needed to model the queuing system: The
initial arrival time (t0) and the path, defined as the time when the pedestrian leaves
the previous path and the actual movement along the path, qi (t, t’). Here, the service
time is calculated using walking speed and distance of the path. The number of service
units or resources is determined by the capacity of the pathway, n(qi (x, y, z, δ, t)) and
walking speed which depends on the number of request services, and on the direction
of movement along the pathway qi (x, y, z, δ, t). The pedestrians are served as soon as
the request message is appended by the CM (response message).

If the number of pedestrians exceeds the path capacity, a backlog is automatically
formed until the starting node. The hybrid controller integrates the number of requests
and individual positions received during the same time interval. Once the individual
positions are known, qi (t), the relative positions are calculated, qij (t). If the relative
position is less than a threshold distance (around 2 m), a crowded region locally exists,
and an alert message is sent for the users. An example of the MUX signals assigned
to a request/response received by user “3009” during his path to reach user “7261” is
displayed in Fig. 11. In the top of the figure, the decoded information is shown and the
simulated scenario is inserted to guide the eyes.

The “request” message includes, beyond synchronism, the identification of the
user (“3009”), its address and orientation, qi(t), (C4,4,1, #1W) and the help requested
(Wayfinding Data). Since a meet-up between users is expected, its code was inserted
before the right track request. In the “response”, the block CM identifies the CM [0000]
and the next blocks the cell address (C4,4,1), the user (3009) for which the message is
intended and finally the requested information: meeting code 3, orientation NE (code 4)
and wayfinding instructions.
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Fig. 11. a) Request from user “3009” and response from theCM to him.On the top the transmitted
channels packets are decoded [Xi,j,k].

Every time a user switches floors he has to notify theCM. In response to the estimated
relative pose position, qi,j (t), between the users with the same meeting code, the CM
sends a new alert that takes into account the occupancy of the service areas along the
paths, qi (x, y, z, δ, t), which optimizes the path without crowding the users.

Fig. 12. Decoded messages from the two users as they travel to a pre-scheduled meeting.
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Whenever the CM sends users wayfinding service alerts, it recalculates the best
route in real time, so that users are not directed to crowded areas. In Fig. 12, the decoded
messages from the two users as they travel to the pre-scheduled meeting is displayed.
Decoded data shows that user “7621” starts (t1) his journey on floor −1, C2,3,-1; #1W,
goes up to floor 1 in C2,1,-1 and at t2 he arrives at C4,1,1 heading for E. During his
journey, user “3009” from C4,4,1 #1 asks the CM (t3) to forward him to the scheduled
meeting and follows course to W. At t4 both friends join in C4,3,1. Results show that,
with VLC’s dynamic LED-aided guidance system, users can get accurate route guidance
and perform navigation and geotracking. Users of VLC in large buildings will be able
to find the shortest route to their destination, providing directions as they go.

4 Conclusions

We have proposed and characterized a VLC-based guidance system for mobile users
inside large buildings. A mesh cellular hybrid structure was chosen as the architecture,
and the communication protocol was defined for a multi-level building scenario.

In the encoding/decoding process, the check parity error is evaluated and for the
analyzed cases, the BER is high without correction whereas it is negligible with cor-
rection. An analysis of bidirectional communication between the infrastructure and the
mobile receiver was conducted. According to global results, the location of a mobile
receiver is found in conjunction with data transmission. The dynamic LED-aided guid-
ance system provides accurate route guidance, allows navigation, and keeps track of the
route. Localization tasks are automatically rescheduled in crowded regions by the coop-
erative localization system, which provides guidance information and alerts the user to
reschedule.
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Abstract. IoT-based systems have long been limited to collecting field informa-
tion via sensors distributed at the edge of their infrastructure. However, in many
areas such as smart home, smart factory, etc. these systems include devices that
interact with the physical environment via common actuators. Throughout the
lifecycle of these systems, from design, to deployment to operation, the ability
to avoid actuation conflicts, both in terms of the commands that actuators receive
(direct conflicts) and the effects that they produce (indirect conflicts), is a new
challenge in the realm of trustworthy Smart IoT-based Systems (SIS). As part
of the European project ENACT, which aims to provide full DevOps support for
trustworthy SIS, we present a lightweight ontology that provides SIS designers
with (1) a semantic metamodel to formally describe SIS subsystems and the actu-
ators they interact with, and (2) a set of SWRL (Semantic Web Rule Language)
inference rules to automatically identify and semi-automatically resolve actuation
conflicts. Consistent with the best practices of the DevOps approach, a particular
emphasis is placed on facilitating the use and interpretation of inference results.
To provide insight into the appropriateness of the proposed approach in the con-
text of SIS, rule processing times for different actuation conflict configurations
are provided.

Keywords: Actuation · Conflict · Identification · Resolution · Ontology ·
Internet of Things · DevOps

1 Introduction

DevOps is one of the best practices in software engineering today [1]. Themethod aims to
harmonize software development (Dev) and software operations (Ops) in a collaborative
framework. It facilitates all phases of a system lifecycle, from design, development,
integration, testing and deployment, to runtime monitoring and behavioural analysis,
with the latter phases introducing a new design phase into a perpetual, incremental
and agile development cycle. If DevOps is obvious today, it is thanks to a number of
technical enablers, such as infrastructures that enable and facilitate the deployment of
systems designed on the basis of convergence and virtualization hypotheses. A backend
is deployed in a cloud while the frontend relies on web interfaces supported by similar
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target devices such as smartphones, PCs, tablets, SmartTVs, interactive terminals etc. at
the price of some web responsive design configurations.

However, in the context of the Internet of Things (IoT), these hypotheses are under-
mined by the strong heterogeneity and dynamics of the infrastructure. This heterogeneity
can be divided into two types. The first type of heterogeneity is that of computational tar-
gets, embodied in a three-tier infrastructure vision: cloud but also edge and IoT devices.
Consideration of computational and storage constraints along with the locality of edge
and IoT device targets is critical here. The second type of heterogeneity concerns the
wide variety of IoT devices, which by their nature cannot benefit from the well-known
convergence phenomenon in the evolution of IT media. This new characteristic is intrin-
sically linked to their vocation and results from the natural evolution of digital systems,
which has been observed from the 90s onwards: “Silicon-based information technology
[…] is far from having become part of the environment” (Mark Weiser). While Perva-
sive Computing and Ambient Intelligence (AmI) have reinforced the idea that modern
computing is not only confronted with the distribution, the availability (everytime) and
the mobility of their supports (everywhere), it must now be recognized that modern
computing is also confronted with the great diversity of IoT devices and their variability
in terms of sensors and actuators (everything).

Whilemany IoT-based systems focus onmassively collecting field data from sensors,
their scope becomes increasingly complex once they are able to act on the physical envi-
ronment using actuators shared by multiple independent subsystems. The management
of such devices becomes critical, as their sharing or simultaneous use potentially leads to
the occurrence of conflicts that can result in user dissatisfaction at best and dramatic con-
sequences in the field at worst. From a design standpoint, managing actuation conflicts
is made difficult by the complexity of so-called Smart IoT-based Systems (SIS) and the
large number of shared actuators they may rely on at the edge of the infrastructure. As
we move towards trustworthy SIS, it is imperative to provide DevOps stakeholders with
tools that can support both the identification of actuation conflicts and their resolution
through the instantiation of Actuation Conflicts Managers (ACM) at relevant conflict
points in the design. The local nature of ACM here suggests the possibility of their reuse
which is relevant in the context of DevOps best practices because it enables continuous
and rapid deployment.

Given this context, this paper makes a threefold contribution:

1. We present a lightweight ontology that provides DevOps stakeholders with a seman-
tic metamodel for formally describing Smart IoT-based Systems (SIS) and the actu-
ators with which they interact. The formal description is automatically obtained
from the deployment and implementation models provided as part of the DevOps
framework,

2. The identification and resolution of actuation conflicts are automatically and system-
atically derived from SWRL rules (Semantic Web Rule Language) used in conjunc-
tion with a Description Logic (DL) reasoner. Special attention is paid to facilitating
the use and interpretation of inference results:

a. Detected conflicts are clarified by special instances, and querying the knowledge
base after inference is not required,
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b. ACM components are automatically instantiated at relevant conflict points in the
design. Theymake their inputs and outputs explicit for further use. As such,ACM
components are black boxes whose associated resolution logic must be selected
by designers from off-the-shelf reusable solutions or designed as needed,

c. Specific object properties are derived to help designers understand the reasons
for identified conflicts.

3. Performance metrics for different actuation conflict configurations are provided.
They provide insight into the relevance of the proposed approach to the targeted SIS,
which can range from a few dozen (smart-home) to tens of thousands of actuators
(smart-city).

The paper is organized as follows. In Sect. 2, we discuss direct and indirect actuation
conflicts and review some relevant work that uses semantic web languages to identify
and resolve them. In Sect. 3, we describe a lightweight ontology and 6 SWRL rules for
automatic identification and semi-automatic resolution of actuation conflicts. In Sect. 4,
we use the Stanford Protégé tool to illustrate the proposed ontology and associated
SWRL ruleswith a small example. In Sect. 5,we present performance results for different
actuation conflict configurations. In Sect. 6, we discuss future work.

2 Related Works

Potential actuation conflicts are likely to occur whenever independent subsystems com-
pete for access to common actuators (direct actuation conflicts) or common physical
properties through different actuators (indirect actuation conflicts). There is a rich lit-
erature and culture on feature interaction in telecommunication systems, in software
systems and, more recently, in IoT-based systems [2].

However, as highlighted in [2], the proposed methods mainly consider the identifica-
tion and resolution of direct conflicts. Indirect actuation conflicts can be subtle, making
them difficult to detect. For example, a ventilation system indirectly affects physical
properties such as temperature and humidity by influencing airflow. A TV, understood
primarily as an entertainment device, can also be understood as an actuator that affects
sound, brightness, and, to a lesser extent, temperature. Indirect actuation conflicts involve
non-trivial semantic and subjective considerations and are therefore difficult to resolve
automatically while still satisfying all SIS end users. For example, if one user wants to
increase the temperature in a room while another wants to increase the airflow in the
same room by opening a window and then possibly lower the temperature, what must
be the resolution strategy that satisfies both? In this context, the use of semantic web
formal description languages [4] and their reasoning capabilities seems to be a relevant
approach for describing SIS, identifying and resolving their actuation conflicts.

Some research has been done in this direction recently. In [5], the authors propose a
generic knowledgegraph to represent the relations between IoT services and environment
entities. The indirect actuation conflicts are then identified based on Event-Condition-
Action (ECA) automation rules defined by end-users. No resolution is proposed in this
work. In [6] the authors present A3ID, an automatic indirect actuation conflicts detection
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method based on IF-This-Then-That (IFTTT) rules and knowledge graphs that capture
the functionality, effect and scope of the devices involved in the design. No resolution
method is proposed in this work. In [7], the authors consider the case where different
end-users interact with a Building Automation System (BAS). End-user requirements
are encoded by an ontologymodel that provides semantic information about the physical
environment. Identification of indirect conflicts is achieved by SPARQL queries [3] to
this model, while resolution operations are performed using constraint solving.

Most of these approaches are based on knowledge of the functional logic of the
systems under consideration, end-user requirements, rules and policies. SIS, as defined
in this paper, may be large-scale systems (e.g., smart city) built on highly dynamic
subsystems (e.g., cloud services, containerized microservices, embedded software, het-
erogenous edge devices, etc.) whose functional logic (hardware and software) is not
necessarily under the control of the DevOps stakeholders. The knowledge is therefore
limited to the structural interactions between subsystems and the actuators they act upon
at the edge of the infrastructure provided by deployment and implementation models as
part of the DevOps approach (e.g., [8, 9]). By focusing on the structural interactions,
the identification of potential actuation conflicts can be done systematically, and their
resolution applied locally through reusable ACM that implement different resolution
strategies, in line with DevOps best practices.

Finally, none of the above approaches provides processing time data for managing
actuation conflicts. For example, in [6], although the authors conducted experiments
with 11,859 IFTTT-like rules with up to 99 actuators, no performance data is provided.

3 A Lightweight Ontology for Identifying and Resolving Actuation
Conflicts

The Semantic Web can be defined as “a vision for the future of the Web in which infor-
mation is given explicit meaning, making it easier for machines to automatically process
and integrate information available on the Web” [10]. In this context, explicit meaning
is provided by semantically rich metadata that relies on ontologies. An ontology (a.k.a.
vocabulary) is a meta-model that defines concepts and relationships used to describe
and represent a particular domain1. It is based on logic-based knowledge representation
languages such as RDF (Resource Description Framework), RDFS (RDF-Schema) [11]
and OWL-* family of languages [12] (OWL-LITE, OWL-DL and OWL-FULL), each
providing different levels of expressiveness for asserting facts or axioms.

What makes ontologies interesting is their capacity, from their underlying logic-
based knowledge representation languages, to derive logical consequences (i.e., implicit
assertions) from a set of asserted facts or axioms (i.e., explicit assertions). However, the
derivational capacity is limited by the expressive capacity of the language in question.
The greater the expressive capacity of the language, the lower the inference and the com-
putability [13]. For example, OWL-LITE and OWL-DL are decidable and correspond
to SHIFand SHOIN Description Logics (DL) respectively, with SHOIN DL providing
higher expressivity than SHIFDL. OWL-FULL, provides the highest expressivity, but is
not decidable.
1 https://www.w3.org/standards/semanticweb/ontology.

https://www.w3.org/standards/semanticweb/ontology
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In the context of SIS and DevOps, the use of semantic web technologies seems to
be relevant assuming:

1. Explicit statements describing (1) the structural relationships between SIS subsys-
tems and the actuators they interact with, (2) the actuators (at least, their localization
and the physical properties they act upon), can be extracted fromDevOps deployment
and implementation models,

2. The knowledge representation language is expressive enough to identify direct and
indirect actuation conflicts and guide DevOps stakeholders towards their resolution
from inference under constraint of decidability.

Based on these assumptions, a lightweight OWL-DL ontology is presented below
for automatically identifying and semi-automatically resolving actuation conflicts.

It includes the following concepts and relationshipswhose individuals are taken from
DevOps deployment and implementation models, shown in green in Fig. 1:

Entity - An entity is an abstract element,

Subsystem - A subsystem is an entity that sends commands to an entity,

Physical Property - A physical property is any observable and measurable prop-
erty whose value characterizes a state of a physical system [14] (e.g. temperature,
brightness, humidity, pressure, sound, etc.),

Context - A context can be any abstract, spatially bounded physical system (e.g.
kitchen, living room, etc.) whose state can be characterized by physical properties,

Fig. 1. Concepts and object properties of the proposed lightweight ontology.
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Actuator - An actuator is an entity that has exactly one context, acts on (i.e. changes)
at least one physical property and receives commands from at least one subsystem.

On this basis, an example of a knowledge description is given below, the graphical
representation of which is shown in Fig. 2 is given below:

<!-- An actuator -->

<rdf:Description rdf:about="#TV">

<hasContext rdf:resource="#Livingroom"/>

<actsOn rdf:resource="#Luminosity"/>  

<actsOn rdf:resource="#Sound"/>

</rdf:Description>

<!-- A SubSystem -->

<rdf:Description rdf:about="#RemoteControl">

<sendsCommandTo rdf:resource="#TV"/>

</rdf:Description>  

<owl:AllDifferent>

<owl:distinctMembers rdf:parseType="Collection">

<rdf:Description rdf:about="#TV"/>

<rdf:Description rdf:about="#RemoteControl"/>

</owl:distinctMembers>

</owl:AllDifferent>

Fig. 2. Example of semantic description that can be expressed from DevOps deployment and
implementation models (properties depicted in yellow are inferred from a DL-based reasoner).

This structured representation of knowledge provides a formal description of SIS
and a basis for identifying and resolving direct and indirect actuation conflicts from
inferences.

3.1 Automatic Actuation Conflicts Identification

The proposed ontology is equipped with the following concepts and properties related
to the identification of direct and indirect conflicts (shown in pink in Fig. 1):

DirectConflictNotFixed - The individuals of this concept correspond to all
actuators that are potentially subject to a direct actuation conflict.
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An actuator is potentially subject to a direct conflict if it receives its commands from
at least two different entities,

IndirectConflictNotFixed - The individuals of this concept correspond to all
actuators that are potentially subject to an indirect actuation conflict.

An actuator is potentially subject to an indirect conflict if it shares its context with at
least one other actuator acting on the same physical property.

While OWL-DL ontologies provide simple, reusable, and easy-to-understand models
of domain knowledge, they lack the declarative expressiveness that rules provide, espe-
cially when it comes to designing complex assertions of facts that go beyond the sim-
ple declaration of domain concepts, as is the case with the above concepts [15]. The
Semantic Web Rule Language (SWRL) [16] enables declarative assertions using OWL
concepts. By combining first-order Horn logic (HL) and DL-based reasoners such as
Pellet, Fact++, etc., it achieves higher expressive power and reasoning capacity. In this
paper, the proposed ontology is SWRL-enabled, i.e. it contains a set of Horn clause rule
axioms (Table 1 and Table 2) that conform to DL-Safety (i.e. rule axioms contain only
known concepts, which makes them decidable [17]).

Table 1. Horn-clause axioms for Direct/Indirect actuation conflicts identification

The identification of actuation conflicts is then done in two steps:

1. The first step consists in asserting the object properties hasDirectCon-
flictWith and hasIndirectConflictWith to each actuator that is poten-
tially subject to direct and/or indirect conflicts. This step is achieved thanks to the
axioms of the Horn-clause rule defined in Table 1,

2. The second step relies on a DL-based reasoner, i.e. DirectConflictNotFixed
individuals are derived from actuator individuals that have the hasDirectCon-
flictWith property. The same is true for IndirectConflictNotFixed
individuals.
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An example is shown in Fig. 3 where the TV instance has direct conflict with
RemoteControl#1 and RemoteControl#2 instances. So far, no ACM has been
instantiated to fix this conflict (DirectConflictNotFixed).

Fig. 3. Example of direct actuation conflicts identification

3.2 Semi-automatic Actuation Conflicts Resolution

Based on the assertions derived during the actuation conflicts identification phase, a
means should be proposed to resolve the conflicts identified semi-automatically. For
this purpose, the proposed ontology is equipped with additional concepts and proper-
ties, shown in purple in Fig. 1. Besides these concepts and properties, four additional
Horn-clause rule axioms are defined in the ontology (cf. Table 2). In particular, rule
3 and rule 4 are used to instantiate individuals of the concepts DirectConflict-
Manager and IndirectConflictManager at relevant points in the design. The
instantiation of these individuals is done automatically thanks to the built-in SWR-
LAPI extension swrlx:makeOWLThing, which can be used to create new individ-
uals directly from a rule, where a DirectConflictManager is instantiated for
each actuator that have the property hasDirectConflictWith asserted (rule 3); an
IndirectConflictManager is instantiated for each actuator that have the property
hasIndirectConflictWith asserted (rule 4).
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Table 2. Horn-clause axioms for Direct/Indirect actuation conflicts resolution

In rule 3, DirectConflictManager individuals are created once per actu-
ator (swrlx:makeOWLThing(?acm,?act)) while in rule 4, IndirectCon-
flictManager individuals are created once for each pair (physical effect, context)
(swrlx:makeOWLThing(?acm,?eff,?ctx)). This prevents ACM from being
duplicated. As shown in Fig. 4, each instance of a direct/indirect ACM is bound to
subsystems that send commands to the faulty actuators and to the faulty actuators them-
selves by asserting the fixesDirectConflictFor or fixesIndirectCon-
flictFor properties depending on whether the ACM in question targets a direct or
an indirect actuation conflict (rules 3, 4 and 5). In line with DevOps best practices,
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this approach enables the systematic implementation of local and reusable ACMwhose
integration into the deployment and implementation models can be greatly facilitated
thanks to their associated properties.

Fig. 4. Example of direct actuation conflicts resolution.

One special case must still be considered in order for the proposed actuation conflict
resolution to be complete. This is the case when an actuator is subject to both direct
and indirect conflicts. An example can be found in Fig. 5 where the TV receives its
commands from two different entities and both TV and Lamp have the same context
Livingroom and act on the same physical property (Luminosity).

Fig. 5. Example of direct/indirect actuation conflicts identification.

In such a configuration, two ACM individuals must be created, a DirectCon-
flictManager and an IndirectConflictManager, as shown in Fig. 6. Here,
both individualsmust bemerged to prevent an indirect actuation conflicts from occurring
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between them. The solution to this is to consider both individuals as identical. This is
achieved by the rule 6 defined in Table 2 and the use of the property owl:sameAs.

Fig. 6. Example of direct/indirect actuation conflicts resolution.

As such, actuation conflict managers are not yet associated with conflict resolution
logic; they are black boxes. Concrete actuation conflict managers must be selected by
designers from off-the-shelf reusable solutions, hence the semi-automatic qualification
of the proposed resolution approach. We will have the opportunity to return to this point
in the perspectives of this research. Finally, the counterparts of the concepts Direct-
ConflictNotFixed and IndirectConflictNotFixed, are provided in the
proposed ontology:

DirectConflictFixed - Individuals of this concept correspond to all actuators
that are potentially subject to a direct actuation conflict and for which the prop-
erty hasDirectConflictFixedBy is asserted, derived from<owl:inverseOf
rdf:resource=“fixesDirectConflictFor”/>,

IndirectConflictFixed - Individuals of this concept correspond to all actuators
that are potentially subject to an indirect actuation conflict and for which the property
hasIndirectConflictFixedBy is asserted, derived from <owl:inverseOf
rdf:resource= “fixesIndirectConflictFor”/>.
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4 Identifying and Resolving Actuation Conflicts with the Stanford
Protégé Tool

This work is part of the DevOps approach, which aims, among other things, to enable
continuous and fast software deployment thanks to a set of tools and models shared
by all actors involved in the process. In this context, based on the semantic model
described previously, we propose the use of the Stanford Protégé [18] tool to reason
about the knowledge and analyze the results. Protégé is a free, open-source platform that
provides a set of tools for building domain models and knowledge-based applications
with ontologies2. The Protégé SWRLTab supports the execution of SWRL Horn-clause
rules using the Drools rule engine [19] in conjunction with Fact++ DL reasoner [20].
As an example, consider a SIS with five indirect actuation conflicts, as shown in Fig. 7
below.

Fig. 7. SIS with five indirect actuation conflicts.

Initially, only the rules for identifying actuation conflicts identification are enabled
(rule 1 and rule 2 in Table 1). Executing these rules in conjunction with the Fact++
reasoner produces the results shown in Fig. 8 and Fig. 9. Actuators that are subject
to indirect actuation conflicts are identified as individuals of the concept Indirect-
ConflictNotFixed (Fig. 8). Object properties associated with each actuator give
designers the opportunity to better understand the cause of the conflicts (Fig. 9).

Now, the rules for resolving actuation conflicts are activated (rule 3, rule 4, rule 5
and rule 6 defined in Table 2). Executing these rules in conjunction with the Fact++
reasoner produces the results shown in Fig. 10. Actuator individuals that are subject to
an indirect actuation conflict are now individuals of the IndirectConflictFixed
concept. Individuals of IndirectConflictMager have been created automatically,
as shown in Fig. 11.

2 https://protege.stanford.edu.

https://protege.stanford.edu
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Fig. 8. Actuator individuals potentially
subject to indirect conflicts are made directly
available under the concept
IndirectConflictNotFixed.

Fig. 9. Object properties associated with each
actuator make the cause of conflict clear.

Fig. 10. Actuator individuals whose indirect
conflicts is fixed by an ACM are directly made
available under the concept
IndirectConflictFixed.

Fig. 11. ACM Individuals are made available
under the concept
IndirectConflictManager.

The object properties associated with each ACM give designers a better under-
standing of the actuators involved (Fig. 12). Since ACM are bound to conflict-
ing actuators (fixesIndirectConflictFor) and their associated subsystems
(receivesCommandFrom), this facilitates their integration into DevOps deployment
and implementation models.
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Fig. 12. Object properties asserted to each ACM make clear further feedback in deployment and
implementation models.

5 Performance Analysis

SIS can be implemented from a few dozen (smart homes) to thousands of actuators
(smart cities). In this context, it is important to evaluate the performance of the proposed
approach to gain insight into its relevance against the targeted SIS. To this end, we
propose a set of synthetic actuation conflict configurations that serve as a reference for
experiments and benchmarks, divided into four categories defined as follows:

1. The first category represents SIS that have only direct actuation conflicts and follow
the pattern below, which is duplicated asmany times as the number of direct conflicts
requires:
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2. The second one represents SIS that have only indirect actuation conflicts, following
the pattern below duplicated as often as the number of indirect conflicts requires:

3. The third category corresponds to SIS that have both direct and indirect actuation
conflicts, which are duplicated as many times as the number of indirect conflicts
requires, according to the pattern below:

4. The fourth category corresponds to SIS that have no actuation conflict and are
duplicated as many times as the number of actuators requires:
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The experiments are conducted using the Protégé tool with either only the actuation
conflicts identification rules (rule 1 and rule 2 in Table 1) or both the actuation conflict
identification and resolution rules (rules 1, 2, 3, 4, 5 and 6 in Table 1 and Table 2) enabled.
The complete experimental setup is defined as follows:

Macbook pro Quad-Core i7 2.8 GHz,
16 GB RAM 2133 Mghz LPDDR3,
Protégé 5.5.0,
(OWL API 4.5.9.2019-02-01T07:24:44Z),
(SWRLTab Protege 5.0+ Plugin (2.0.6)),
Fact++ 1.6.5.

The performance results are shown in Fig. 13 and indicate that processing time of the
rules depends on the number of actuation conflicts to be identified and resolved.Without
actuation conflicts, the performance results are mainly determined by the number of
actuators involved in SIS. These results suggest that the proposed approach is suitable
for SIS with no more than a few thousand actuators and a few hundred conflicts (e.g.,
smart homes, smart buildings, etc.). It should be noted that the DevOps approach is an
agile and incremental approach. Due to the consecutive design loops, it is unlikely that
the number of potential conflicts detected in the design will be more than a few hundred.
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Fig. 13. SWRL rule performance results for different actuation conflict configurations.

6 Future Work

While the identification of actuation conflicts is automatic, their resolution is semi-
automatic. Actuation Conflicts Managers (ACM) are automatically instantiated to
resolve conflicts at relevant points in the design. However, these ACM are black boxes
and require designers to manually select concrete ACM from a set of available off-
the-shelf ACM. To better assist designers in this task, we plan to extend the proposed
ontology with additional semantics that allow selection of relevant off-the-shelf ACM
based on their configuration (input/output types, command types, etc.).

Performance wise, we plan to compare the SWRL-based approach with an approach
based on Shapes Constraint Language (SHACL) [21]. SHACL is a standard validation
language that allows to define rules whose violations are formalized into reports. It also
can be used as a modelling language through SPARQL-based constructs.

Finally, the proposed ontology is simple enough to have its concepts and relationships
aligned with those from existing ontologies. For example, we plan to align the proposed
ontology with the Smart Applications REFerence ontology (SAREF) and its extensions
[22].

7 Conclusion

In the realm of trustworthy Smart IoT-based Systems (SIS), the implementation of actu-
ators at the edge of their infrastructure requires new development tools to help DevOps
stakeholders detect and resolve actuation conflicts that can lead to unexpected and poten-
tially harmful behavior as early as possible. While much work as gone into identifying
and resolving direct actuation conflicts (concurrent access to a common actuator), little
attention has been paid to the indirect conflicts (concurrent access to physical properties)
introduced by SIS and the devices they implement at the edge of their infrastructure.
These conflicts can be subtle, making them difficult to detect. Their resolution must
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take into account subjective knowledge related to the context of use of SIS and user
expectations.

In this context, a lightweight ontologywas proposed to provide DevOps stakeholders
with (1) a semanticmeta-modelling framework to formally describe SIS and the actuators
with which they interact from deployment and integration models; (2) a set of 6 SWRL
rules used in conjunction with a DL-based reasoner to automatically identify and semi-
automatically resolve actuation conflicts. Performance analysis of the proposed approach
for different configurations of actuation conflicts has shown that it is acceptable for SIS
with up to a thousand actuators and a few hundred actuation conflicts, making it suitable
for smart home, smart building, etc. use-cases.

Acknowledgment. The research leading to these results has received funding from the European
Commission’s H2020 Program under grant agreement numbers 780351 (ENACT). This work
was conducted using the Protégé resource, which is supported by grant GM10331601 from the
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Abstract. Pruning of neural networks is a technique often used to
reduce the size of a machine learning model, as well as to reduce the com-
putation cost for model inference. This research provides an analysis on
four current pruning techniques that theoretically efficiently reduce the
machine learning model size, where efficiency is defined by the relation
between the compression of the model and the accuracy of the model.
Furthermore, this research will assess in what way these four neural
network pruning techniques affect the total energy consumption during
model inference on a Raspberry Pi 4B board, applied to MobileNetV2,
a machine learning model architecture optimized for image classification
on embedded devices. Lastly, the research will analyze the trade-offs
between energy consumption, model size and model accuracy for each of
the assessed pruning algorithms applied to one of the most commonly
used neural network architectures, MobileNetV2, on a Raspberry Pi 4B
prototyping board. The research is expected to provide engineers a ref-
erence providing guidance upon deciding what pruning technique to use
for a machine learning model to be deployed on an embedded device.

Keywords: Pruning · Neural networks · Machine learning · Deep
learning · Embedded devices · Energy consumption · Efficiency

1 Introduction

Machine learning models have grown increasingly large over the past years [12],
while at the same time increasingly often machine learning models are used on
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embedded devices [20]. As embedded devices often have very limited resources,
pruning algorithms can be used to effectively reduce the size of a model, as well
as lower the model inference time [1]. There are various novel pruning techniques
proposed [6,22,26] which allow for significant reduction of model size while keep-
ing the accuracy of a model acceptable.

Blalock et al. [1] show that existing work analyzing individual pruning tech-
niques, often has shortcomings, among other things regarding the identification
of experiment setups and metrics, the usage of too few combinations of datasets
and architectures as well as failure to control confounding variables. As the scope
of this research is somewhat limited due to time constraints, it is not possible
to analyze a vast set of (dataset, architecture) combinations. Regardless of this,
the work of Blalock et al. still provides valuable insights regarding the analysis
of pruning methods.

While research has been done evaluating the energy consumption of classifica-
tion algorithms [24], as well as on minimizing the energy consumption of embed-
ded neural networks by introducing quantized neural networks (QNNs) [19],
there appears to be, to the best of our knowledge, only little research done on
the impact of algorithms on the energy consumption of embedded devices. The
work that has been done however, is laid out in the related work section of this
paper.

Furthermore, Garćıa-Mart́ın et al. [7] have shown in their analysis on the
(often theoretical) estimation of energy consumption in machine learning that
merely the number of weights in a machine learning model is too simplistic and
cannot be seen as a good estimator for the energy consumption of a machine
learning model. Something which was also subscribed in research by Yang et
al. [25], in which is stated that not only computation, but also memory access
affects the total energy consumption of a neural network, where it is important
to note that fetching data from memory takes multiple order of magnitudes more
energy than the energy required for the computation itself, as shown by Horowitz
in 2014 [10]. Additionally, Molchanov et al. point out in their 2017 paper [18]
that since modern hardware utilizes regularities in computation, the size of a
model may not directly infer faster inference speeds.

Based on this, it appears reasonable to assume that the energy consumption
of a machine learning model does not only depend on the model size, and that
further research into the real-world energy consumption of different pruning
algorithms on embedded devices, which is the focus of this paper, is relevant.

This work identifies a number of neural network pruning techniques cur-
rently exist that efficiently reduce the model size (efficiency is in this case defined
by the relation between the compression of the model and the accuracy of the
model) and provides a trade-off analysis of four different commonly used pruning
methods of two different categories applied to MobileNetV2, regarding energy
consumption, model size and accuracy based on real-world tests. This paper fur-
thermore tries to generalize, where appropriate, the results to be able to make a
possible prediction about other, not touched upon pruning techniques and model
architectures based on for example the properties of said techniques and architec-
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tures. This paper could be used by engineers as a reference providing insight and
guidance upon deciding what pruning technique to apply to a machine learning
model to be deployed on an embedded device, depending on accuracy, energy
consumption and model size requirements.

2 Related Work

Neural network pruning has been around since the late 1980s [11,13] and much
research has since been done in the field.

Blalock et al. [1] provides a very useful view into the state of neural network
pruning and its references provide an excellent collection of novel pruning tech-
niques [6,9,22,26]. The paper furthermore looks into how one can systematically
compare different pruning methods by laying out a list of best practices, and
shows that many novel pruning techniques have not been compared according
to these best practices.

Molchanov et al. show in their 2017 paper [18] that pruning entire feature
maps from CNN’s based on a Taylor expansion-based criterion is a promising
pruning method, showing significant improvement in the total estimated number
of floating point operations (FLOPs) required for inference over other criteria
such as the norm of kernel weights. Their paper quantifies the improvement by
stating the total estimated number of FLOPs required for inference, as well as
by stating the inference time (speedup). In contrast to [18], our work does not
compare different criteria for pruning entire feature maps (a form of structured
pruning), but rather aims to identify the trade-offs present between fundamen-
tally different pruning methods. Furthermore, while likely related, our work does
not make the assumption that energy consumption is directly related to the esti-
mated number of FLOPs or time required for inference. Although pruning fea-
ture maps based on the criterion proposed in the work by Molchanov et al. [18]
is not a pruning method analyzed in this work, it is certainly of interest to
see if their proposed structured pruning method shares high-level patterns with
results obtained from analysis done on different structured pruning methods in
this paper.

Research on the energy consumption of pruned neural networks has mostly
been done in a theoretical way, and seems to mainly focus on estimating the
overall energy consumption of a model as a whole, as has been done in work
by Cai et al. in 2017 [2], which makes use of a regression based approach. An
excellent overview of the state of the art of such theoretical energy consumption
models can be found in the work of Garciá-Mártin et al. in 2019 [7].

One of the few researches that focus on the energy consumption of prun-
ing algorithms however, is a very interesting paper by Yang et al. [25], which
proposes a novel pruning algorithm for Convolutional Neural Networks, Energy-
aware Pruning, and approximates the energy consumption by means of a model
which takes into account the computation and memory accesses, and uses values
for energy which are extrapolated from hardware measurements in the real-
world, making the approximation for the energy usage more accurate. In their
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research, their novel pruning algorithm is compared to magnitude-based prun-
ing [8] and using no pruning algorithm at all. While it is still mostly theoretical
and only compares the novel pruning algorithm to one other, more common
pruning algorithm, this research is of great value for the research to be con-
ducted and provides a useful reference regarding the analysis of obtained data
for the energy consumption of different pruning algorithms.

Moreover, work from Mirmahaleh and Rahmani in 2019 [17] proposes a novel
pruning method for Deep Neural Networks which relies on pruning weights,
layers and neurons based on the minimum distance error, and shows to speed up
inference by approximately 22.56%–77% and a reduction in energy consumption
by 65.94%–88.54% as compared to not utilizing the novel pruning algorithm
based on simulations. Even though Mirmahaleh and Rahmani their work does
not provide a comparison with other pruning algorithms, it does show interest
in the topic, which is of relevance to this work.

As the differences in the energy consumption and inference time of different
pruning algorithms on embedded devices seem to not have been explored much,
and as to the best of our knowledge no thorough real-world analysis has been
composed that can be used by engineers as a reference providing guidance upon
deciding what pruning technique to use for a machine learning model to be
deployed on an embedded device, there appears to be ample scientific value to
this work.

3 Preliminaries

The idea of pruning neural networks, in the sense that one removes parameters
that are deemed unimportant, has been around for quite some time since it was
first proposed by Lecun et al. in 1989 [14].

Fig. 1. (a) For unstructured pruning, individual connections between neurons are
removed. (b) The structured pruning example shows an entire convolution filter being
pruned [3].

As the pruning of parameters in a machine learning model generally results in
the accuracy of a machine learning model decreasing, pipelines have been devised
to minimize this accuracy loss. In particular, model fine tuning is often applied
as to regain a certain degree of accuracy after pruning a model. This fine tuning
entails retraining the model after pruning the network, as proposed by Han et al.
in 2015 [8]. The retraining phase might be implemented in several ways, among
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which the approach used in this work, which was originally proposed by Frankle
et al. in their 2019 work [5]. This approach entails rewinding the weight values
to those before the pruning took place for those parameters left unpruned, and
retrain the model starting from those values rather than resetting them to the
values they had at the first iteration.

Furthermore, there is two main categories of pruning techniques: unstruc-
tured pruning, which relies on the removal of individual connections between
neurons, and structured pruning, which relies on the pruning of entire convolu-
tion channels, filters or layers. In Fig. 1, originally presented in [4], this difference
between these two fundamentally different pruning techniques is made clear.

As to obtain somewhat of an insight on the difference between these two cate-
gories of pruning methods, this work analyses two structured pruning techniques
as well as two unstructured pruning techniques.

Regarding the unstructured pruning techniques, the first pruning technique
to be analyzed is unstructured global magnitude pruning, introduced by Han
et al. in 2015 [8]. This pruning method relies on pruning weights in a neural
network based on their magnitude, where the lowest magnitude weights are set
to zero. The second unstructured pruning technique that is analyzed in this
work is unstructured random pruning. This pruning method serves as a baseline
to compare other pruning techniques to and provides an hence excellent sanity
check when analyzing pruning techniques (does a technique perform better than
random pruning).

Regarding the structured pruning techniques, the first pruning technique
to be analyzed is structured L1-norm filter pruning, introduced by Li et al. in
2016 [15], which relies on pruning CNN filters that are identified as having only a
very limited effect on the accuracy of the model. In their work, Li et al. mention
that magnitude based pruning of weights might not reduce the inference cost,
and hence the energy consumption, to a large enough extent despite the signif-
icant pruning of weights due to the irregular nature of its sparsity. The second
structured pruning technique to be analyzed is network slimming, introduced by
Liu et al. in 2017 [16]. This pruning method is based on automatically identify-
ing insignificant channels and immediately pruning these during training. The
significance of channels is determined by analyzing the scaling factors in batch
normalization, and removing those channels with scaling factors near zero.

The choice of pruning techniques is not arbitrary, as disregarding the ran-
dom unstructured pruning baseline, the selected pruning methods are among
those referenced the most. With Han et al. their global unstructured magnitude
pruning [8] being referenced almost five thousand times, L1-norm filter pruning
introduced by Li et al. [15] being referenced more than two and a half thousand
times and network slimming introduced by Liu et al. [16] being referenced over
one and a half thousand times.

As these pruning methods appear to be of such popularity, it appears likely
that these methods are among the most relevant methods to analyze in this
work.

A number of neural network architectures optimized for edge devices have
been identified in recent work by Chen et al. in 2020 [4]. These compact architec-
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tures make use of specific design strategies, such as but not limited to reducing
the size of convolutional filters, introducing shortcut connections to building
blocks (as is the case for MobileNetV2 [21]) and channel shuffling.

An overview of a selection of compact neural network architectures as pre-
sented in [4] can be seen in Fig. 2

The reason why for this work, MobileNetV2 was selected to apply the ana-
lyzed pruning methods on is because the goal of this work is to provide an analy-
sis of the pruning methods that is as relevant as possible. As MobileNetV2 has by
far, the most citations out of all architectures presented in Fig. 2, with over ten
thousand citations to the original paper [21], and hence appears to be the most
relevant architecture to apply the pruning methods to. Moreover, MobileNetV2
is relatively similar in structure when compared to some other, often used com-
pact neural network architectures such as MobileNet, ShuffleNet, ShuffleNetV2
and IGCV3, as can be seen in Fig. 2. Due to this similarity to other common
compact neural network architectures, conclusions based on results from this
work might be more generally valid.

Fig. 2. An overview of compact neural network architectures as presented in [4]. a
SqueezeNet, b MobileNet, c MobileNetV2, d ShuffleNet, e ShuffleNetV2, f IGCNet, g
IGCV2, h IGCV3.

4 Methodology

In this section, the exact approach to come to a valid trade-off analysis regarding
accuracy, energy consumption and model size will be laid out.

4.1 Implementing Pruning Algorithms

The pruning algorithms that have been analyzed in this work, global unstruc-
tured random weight pruning, global unstructured magnitude pruning [8], L1-
norm filter pruning [15] and network slimming [16], as well as the MobileNetV2
network have all been implemented in PyTorch. This is due to the fact that for
two structured pruning methods, existing PyTorch implementations exist which
are based directly on their respective original papers. These implementations
have been adapted for the purpose of this paper, and can be accessed through a
special GitHub repository.
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4.2 Training and Pruning MobileNetV2

MobileNetV2 has been trained on the CIFAR-10 dataset, in PyTorch, through
the Jupyter notebook hosted by the University of Twente. It was chosen to use
this Jupyter notebook as it gives access to high-performance GPU equipment
that is able to quickly and efficiently train, convert and prune models CIFAR-10
was chosen as a dataset to train MobileNetV2 on for this work, as it appears to
be widely used in literature, as shown in [1], as a dataset used to train neural
network architectures on for the purpose of assessing the (theoretical) perfor-
mance of pruning networks. Furthermore, CIFAR-10 is a convenient as it is of
a relatively manageable size (163 MB) and hence does not require extremely
high-performance equipment to utilize it for training neural networks, which is
among other things beneficial for the reproducibility of this work. The unpruned
MobileNetV2 network trained on CIFAR10 acts as the baseline of the experi-
ment, to which all pruning algorithms have been applied. After applying a prun-
ing technique, fine-tuning is used to improve the overall accuracy of the pruned
model. This fine-tuning entails retraining unpruned parameters from their final
trained values.

4.3 Determining Model Accuracy

To be able to determine the accuracy of the (pruned) models, the model is
evaluated by using PyTorch model inference on the CIFAR-10 test set, and then
use the standard formula for accuracy:

Accuracy =
TruePositive + TrueNegative

TruePositive + TrueNegative + FalsePositive + FalseNegative
(1)

4.4 Exporting the Model

The model is exported by first converting the model to an Open Neural Net-
work Exchange (ONNX) format. The ONNX platform allows one to interchange
machine learning models between various frameworks. In the case of this work,
the ONNX platform is used to export the original PyTorch model into a Tensor-
Flow Lite model. TensorFlow Lite is a frame work that is often used to deploy
machine learning models on edge devices, and is the format to which the PyTorch
models are converted before being loaded on the testboard in this work.

4.5 Energy Consumption Measurements

For measuring the energy consumed, the following setup will be used: An arduino
Uno, which is connected to an INA219 current sensor [23], as well as the protot-
pying board, a Raspberry Pi 4B, of which the VCC line from the power supply
will be routed through the INA219 chip by means of connecting it to the Vin

and Vout of the INA219 chip, hence connecting the INA219 chip in series with
the prototpying board. The Arduino Uno can then report the measured values
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for the current and the voltage, together with a timestamp to the computer that
is connected by means of a Serial connection. A schematic of the circuit can be
seen in Fig. 3.

The values for the voltage (which stays approximately constant) and current,
will provide one with a power consumption in mW for each timestamp at which
a measurement has been taken.

The INA219 chip has, according to its specification, a current and bus voltage
accuracy measurement error of typically ±0.2% with a maximum of ±0.5%.
Furthermore, the chip has a 12-bit ADC resolution.
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Fig. 3. Circuit of current measurement setup.

5 Experiments

Each pruning algorithm has been applied to the MobileNetV2 model trained on
CIFAR-10 with exactly five different sparsity levels, namely, 0.4, 0.5, 0.6 and
0.8 sparsity. It is important to define the sparsity level, as the term has been
ambiguously used throughout literature, as pointed out by Blalock et al. [1].
In this work, the sparsity level is referred to as the fraction of the network
parameters that has been pruned:

Sparsitylevel =
#Parameterspruned

#Totalparameters
(2)

For each sparsity level of each pruning method, the pruned model accuracy
(after finetuning) is determined.

Furthermore, the total energy consumed for exactly 2000 inferences is deter-
mined by taking a sample of the current energy consumption, as described in
the methodology section, every 0.5 s. The start and end time of the inference (in
miliseconds) is recorded, and each energy consumption data point is tagged with
a timestamp. By means of this, it is possible to synchronize this data (required
as the energy consumption is recorded on a separate board) and determine which
energy consumption data points have been recorded during inference. After this,
trapezoidal numerical integration is used to approximate the total amount of
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energy consumed during inference. The trapezoidal integration for N points can
be described by the following formula:

∫ b

a

f(x) dx =
1
2

N∑
n=1

(xn+1 − xn)[f(xn) + f(xn+1)] (3)

6 Results

In this subsection, the experimental results shall be presented in various graphs
and tables. These results shall be analyzed in this section, whereas further
discussion based on results presented in this section shall be made in the
discussion section.

Firstly, when analyzing Fig. 4a, it becomes apparent that when increas-
ing sparsity, global unstructured random pruning as well as L1-norm pruning
lose accuracy rather rapidly as compared to the Network Slimming and global
unstructured magnitude pruning approaches. Now, it is expected that the global
unstructured random pruning method loses accuracy rapidly, as to be pruned
weights are, as its name suggests, selected randomly. Hence for global unstruc-
tured random pruning, there is a possibility that weights closer to one rather
than those closer to zero are pruned, as is the case with the unstructured mag-
nitude pruning. Furthermore, from this figure it becomes apparent that when
requiring a sparsity larger than 60% on MobileNetV2 and still requiring accept-
able accuracy, which we shall define as 50%, one might choose Network Slimming
or global unstructured magnitude pruning over the other two pruning methods.

Fig. 4. (a) Model accuracy for various sparsities per pruning method, (b) Model energy
consumption for various sparsities per pruning method.

Next, when analyzing Fig. 4b, it becomes apparent that the energy consump-
tion of the unstructured pruning methods stays rather constant, whereas the
structured pruning methods significantly decrease the energy consumption when
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increasing the sparsity of the model. A possible explanation for this could be, as
previously referred to in this paper, the theory by Li et al., who mentions that
magnitude based pruning of weights might not reduce the inference cost, and
hence the energy consumption, to a large enough extent despite the significant
pruning of weights due to the irregular nature of its sparsity. This result obtained
from real-world inference data seems to support this theory. Another interest-
ing pattern that can be seen in Fig. 4b is that the Network Slimming pruning
methods appears to converge around 100 mWh/2000 inferences. It could be a
variation on the theory by Li et al. mentioned above for the structure pruning
methods, and that there might be a certain degree of irregular sparsity of chan-
nels at which the phenomenon occurs, which from this data appears to be before
or around 40% sparsity. Future research might give insight in this matter by
pruning a model at lower sparsity levels to see from what point this behaviour
occurs, and possibly find the cause of why the behaviour occurs.

Now, let us examine Fig. 5a, which shows the relation between the model
sparsity and the size of the model. It appears that all pruning methods except
for the Network Slimming, have some sort of linear relation between the sparsity
of the model and the real-world model size. This is of course expected as one
is removing data completely, or in the case of structured data, replacing near-
zero weights by zero, allowing for efficient compression of the model. Like the
apparent plateau that could be seen in Fig. 4b, again a plateau can be seen for
the Network Slimming pruning method. As previously mentioned, a possible
explanation for the observed phenomenon could be the fact that there might
be a certain degree of irregular sparsity of channels at which the phenomenon
occurs. Again, this phenomenon would need to be investigated further to be able
to produce a theory that bears more certainty than the speculation presented.

Despite the cause for the plateau behaviour not being known for certain,
linking the graphs together, which has been done in Fig. 5b, which compares
the real-world model size with the energy consumed per 2000 inferences. At first
sight, for the structured pruning methods, there appears to be evidence for a lin-
ear relation existing between the size of the model and the energy consumed by
the model, however the data for the L1-Norm pruning method in Fig. 5b could
also be considered to be somewhat concave upward, which is a possibility some-
what reinforced by the L1-Norm method data in Fig. 5c, which will be discussed
in a later part of this section. Furthermore, from this figure it becomes clear that
the energy consumption of models pruned with the unstructured pruning meth-
ods, does not significantly change when the model size changes as compared to
the changes in model energy consumption of models pruned with the structured
pruning methods when the model size changes. It seems to make intuitive sense
that a model uses less energy when its models size is smaller. Especially for
structured pruning methods, it would make sense that when removing complete
parts of the network, there is simply less calculations to be done. Now, a possible
explanation on why the unstructured pruning algorithms do not use significantly
less energy when their model size decreases, could firstly be due to the theory by
Li et al., proposing that magnitude based pruning of weights might not reduce
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the inference cost, and hence the energy consumption, to a large enough extent
despite the significant pruning of weights due to the irregular nature of its spar-
sity. Secondly, a possible reason why the energy consumption does not decrease
significantly when the model size decreases, is that because the pruned weights
are set to be zero, they might be easily compressed, reducing the model size,
however the calculations that need to be done, might still cost the same amount
of energy i.e. the calculation 0 · 256 might cost the same amount of energy as
the calculation 42 · 256.

Next, figure Fig. 5c shows an interesting relation between the sparsity of the
model against the energy consumption per Megabyte of the model. This relation
is interesting as it gives insight if pruning the model to a higher sparsity, is
more or less expensive in terms of energy consumption per MB of the model
size. To explain this relation further, imagine a horizontal line in Fig. 5c. Such
horizontal line would mean that whenever the sparsity changes, the amount of
energy consumed for each MB of the model size stays the same, or in other
words, when the model size gets multiplied by x, the energy consumption also
gets multiplied by x Now, imagine a line trending downwards. This would mean
that when the sparsity increases, the model uses less energy per MB of model
size. In other words, when the model size increases by x, the energy consumption
increases by a · x | a > 1.

When looking at the data for the pruning methods in this figure, the first
observation is that it appears that the amount of energy consumed per MB by
the structured pruning methods increases exponentially when the sparsity of the
model increases. This is an indication that, if one would like to reduce the energy
consumption of a model by means of decreasing its model size, this is not the
best approach for these two pruning methods when using MobileNetV2.

Furthermore, it appears that for the Network Slimming method, the energy
consumption per MB of model size is roughly constant. As in the original data,
the model size as well as the energy consumption stay roughly constant when
changing the sparsity of the network, the ratio between these two variables also
stays constant when sparsity changes, hence the curve (or lack thereof) in the
figure produced by the data on the Network Slimming pruning method is trivial
based on the original data.

Lastly, and most interestingly, the data in Fig. 5c shows, after pruning (from
40% sparsity onwards), a possible, alebeit slight, negative linear relation. This
would mean that when the sparsity increases by say x, the the energy consump-
tion decreases by a ·x | a < 1. This is additional evidence to the previously men-
tioned idea that the relation between the energy consumption and actual model
size in MB for the L1-Norm pruning method is not strictly linear, but rather
slightly upward concave. This could be useful if one would want to decrease the
energy consumption of a model by means of decreasing its model size, as a model
size reduction would result in a reduction in energy consumption greater than
the magnitude by which the model size was reduced. To be able to confirm this
proposed theory however, further research that focuses on this exact relation is
required.



Trade-Off Analysis Pruning Methods for Compact Neural Networks 285

Fig. 5. (a) Model size for various sparsities per pruning method, (b) Model energy
consumption for different model sizes, (c) Model energy consumption per MB for
various sparsities per pruning method.

Now, when analyzing Fig. 6a, showing the energy consumption per percent-
age point of accuracy for each of the sparsity levels used for the experiments, it is
apparent that the lowest amount of energy consumed per percentage point gained
is the Network Slimming method. The L1-Norm pruning method appears to con-
sume somewhat more energy per accuracy percentage point gained as compared
to the Network Slimming method, however the global weight pruning method
consumes even more energy for each percentage point of accuracy gained. Lastly,
the global random unstructured pruning method appears to firstly, consume sig-
nificantly more energy per percentage point of model accuracy, and secondly
appears to consume more energy per percentage point of accuracy when the
sparsity of the model increases. A possible explanation for this behaviour could
be derived from Fig. 4a and Fig. 4b. Namely, it appears from Fig. 4b that when
the sparsity of the model pruned with the global unstructured random prun-
ing increases, the model energy consumption does not decrease significantly,
which could be explained by the previously mentioned theory by Li et al. [15].
At the same time, when increasing the sparsity of the model, the accuracy of
the model appears to decrease drastically for the global random unstructured
pruning method, as can be seen in Fig. 4a. A combination of both a drastically
decreasing accuracy and a model energy consumption that stays approximately
the same with increasing sparsity, results in relatively more energy being con-
sumed for each accuracy percentage point for higher sparsities as compared to
the energy consumption per percentage point of accuracy for lower sparsities.

Next, when analyzing Fig. 6b, which gives insight in the model accuracy
percentage points for each MB of the model size for each of the sparsities experi-
mented with. This is an interesting insight when one wants to maximize accuracy
and minimize the model size in MB. One can see that, until about 50% model
sparsity, network slimming provides the most accuracy percentage points per MB
of the model size. At the same time, around this level of sparsity, L1-norm prun-
ing and global unstructured magnitude pruning seem to provide approximately
the same amount of accuracy percentage points per MB of their respective model
sizes. All but the global unstructured magnitude pruning method appear to be
somewhat constant (L1-Norm pruning and global unstructured random pruning
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do appear to have more variance however, but they do not appear to display
a certain pattern). The global unstructured magnitude pruning method does
however appear to show an upward concave, which would mean that for every
scaling factor f the network size gets multiplied by, the accuracy decreases with
a factor p | p < f . This would mean that if one wants to decrease the model size
as much as possible and keep the accuracy as high as possible at the same time
(keeping the energy consumption of the model out of the equation), it would
be beneficial to select the global unstructured magnitude pruning as a pruning
method from a set of the four methods analyzed in this work on MobileNetV2.
Furthermore, the global random unstructured pruning method consistently has
a fraction of the accuracy percentage points per MB of the model size compared
to the other pruning techniques analyzed.

Lastly, in Table 1, average values over all tested sparsities have been laid out
regarding the energy consumption per percentage point of accuracy of a pruned
model, as well as the average amount of percentage points of accuracy against
the model size in MB of the pruned model. Analyzing Table 1, provides one with
similar insights to those already mentioned above when analyzing Fig. 6a and
Fig. 6b. It must be noted however that Table 1 does not provide one insights
into possible patterns in data, such as the apparent increase of energy consump-
tion per percentage point of accuracy when the sparsity increases for the global
unstructured random pruning method and the increase in the amount of accu-
racy percentage points for each MB of the model size for the global unstructured
magnitude pruning method.

Fig. 6. (a) Energy consumption per accuracy %. for various sparsities (lower is better),
(b) Accuracy %. per MB of model for various sparsities (higher is better).
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Table 1. Average energy per accuracy percent point and average percent point per
MB of model size.

Pruning method Average mWh/2000 inferences
per %. (lower is better)

Average %. per MB of
model size (higher is
better)

L1-Norm pruning 1.73 17.03

Network slimming 1.11 22.98

Global unstructured
weight pruning

3.41 20.78

Global unstructured
random weight pruning

21.94 3.79

7 Discussion

From the obtained data it has become clear that each pruning method that has
been analyzed has its own trade offs regarding accuracy, energy consumption
and model size. Network Slimming appears to be decreasing the model energy
consumption by almost three times, and has a consistently high model accuracy
of about 91%, regardless of the sparsity level. Although this method appears to
reach some plateau for firstly the model size, and to a certain extent the model
energy consumption from at least 40% sparsity onward. Due to these plateaus,
despite the method’s relatively constant high accuracy, excellent average energy
consumption per 2000 inferences as well as a very acceptable average amount of
accuracy percentage points per MB of the model size and on the lowest energy
consumption per MB across almost all sparsity levels, it appears to not be possi-
ble to prune the model to achieve a model size lower than 4 MB or a model energy
consumption of less than approximately 100 mWh per 2000 inferences. For this
reason, if one’s main goal is to decrease the model size as much as possible as well
as if one’s main goal is to achieve a minimal energy consumption, one has to take
into account that if one’s required model size or energy consumption is lower than
the plateau values, one should most likely consider an alternative pruning app-
roach. The relatively consistent high accuracy seen in the experiments conducted
in this work, is similar to the accuracy behaviour observed in experiments done
on VGGNet, DenseNet-40 and ResNet-164 trained on the CIFAR-10 dataset in
the paper in which the method was originally proposed [16]. The model size and
energy consumption plateauing behaviour is however not observed the original
paper, which does not report a real-world energy consumption and model size,
but rather reports the theoretical number of float point operations and sparsity.
From this work, it appears that the theoretical sparsity and theoretical amount
of float-point-operations required for model inference does not necessarily reflect
the real-world model size and energy consumption respectively. This could pos-
sibly be due to the framework used for the real-world experiments in this work,
Tensorflow Lite, being unable to compress the network architecture further due
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to for example a certain degree of irregular sparsity of channels, as theorized
above as a possible adaptation of the theory proposed by Li et al. [15].

Next, L1-Norm pruning appears to be very effective in decreasing the model
energy consumption when model sparsity is increased, even below the earlier
mentioned Network Slimming plateau value of around 100 mWh per 2000 infer-
ences. The energy consumption of the L1-Norm pruning per MB, as can be seen
in Fig. 5c, is furthermore comparable to that of the Network Slimming pruning
method. The largest trade off of using the L1-Norm pruning method however
is the model accuracy, which as can be seen in Fig. 4a decreases significantly
more than all other pruning methods, with the exception of the global unstruc-
tured random pruning method. Furthermore, the energy consumption appears
to decrease approximately linearly with the model size and the energy con-
sumption per MB across all sparsity levels is not much higher than that of the
Network Slimming pruning method. It appears that if one would like to effec-
tively decrease model size and/or the energy consumption beyond the plateau
level to which the Network Slimming approach seems to be constrained, and
if a relatively low model accuracy compared to Network Slimming and global
unstructured magnitude pruning (<60%) is not an issue for the implementation,
then using L1-Norm pruning to prune a MobileNetV2 model could be a benefi-
cial choice. The results obtained from the experiments in this work regarding L1-
Norm pruning appears to largely correspond to the paper originally introducing
the pruning method [15]. In said paper, the curve describing the model accuracy
compared to the sparsity for VGG-16 trained on CIFAR-10 is largely similar in
its shape as to the curve seen in this work. The main difference between this
work and the original paper being the real-world accuracy being lower, despite
the trade-off curve between accuracy and sparsity being of approximately the
same shape. This could possibly be due to a dissimilarity in the amount of
training epochs or hyperparameter values between the two papers. Furthermore,
the theoretical reduction in the number of float point operations described in
the original paper, seems to be of similar magnitude for a given sparsity as the
real-world reduction in energy consumption seen in this work. From the simi-
larities between the two works, it appears that the theoretical performance of
L1-Norm pruning is somewhat similar to its performance in the real world and
that real world frameworks such as Tensorflow do not significantly seem to affect
the performance of said pruning technique.

Global unstructured magnitude pruning has shown to be highly accurate even
at high levels of sparsity, while not having the plateau constraint that Network
Slimming has. Furthermore, the method appears to have a an upward concave
relation between the amount of accuracy percentage points per MB of the model
size and the sparsity of the model, making it an excellent pruning method for
effectively reducing the size of a model, while retaining high accuracy. The major
downside to the global unstructured magnitude pruning method is however its
energy consumption, which appears to stay unchanged at all tested sparsity lev-
els as compared to the unpruned network. A possible explanation for the lack of
energy consumption reduction is the in the results section previously mentioned
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theory by Li et al. [15], in which it is proposed that possibly, magnitude pruning
of wights might not reduce energy consumption due to the irregular nature of the
sparsity. This appears to make the pruning method unsuitable when one’s objec-
tive is to reduce the energy consumption. The method is however of great use
when one intends to decrease the size of a model by the largest possible amount,
while retaining a relatively high accuracy on MobileNetV2. In the paper in which
the pruning method was originally proposed [8], one can see that the amount
by which the number of weights decrease when the sparsity decreases, is three
times as large as the amount by which the inference cost in float point operations
drops when the sparsity increases by the same amount when applied to AlexNet
trained on ImageNet. This behaviour would in itself lead to an increase in energy
consumption per MB of model size when the sparsity increases, and is observed
in the results of this work. It appears that in this work however, the behaviour
that can be seen in Fig. 5c is, despite it appearing a reasonable possibility when
looking at the theoretical results from the original paper, not only due to the
nature of the model as can be seen from its theoretical behaviour in [8], but also
due to the theory by Li et al. described above as there appears to not simply be
a smaller decrease in model energy consumption as compared to the decrease in
model size when sparsity increases, but there seems to be no decrease in energy
consumption at all.

Global unstructured random pruning, shows similar energy consumption con-
cerns as global unstructured magnitude pruning. It seems plausible that, looking
at the data regarding energy consumption for each of the tested sparsity levels
as well as looking at the previously mentioned theory by Li et al. [15], that this
might be the case for all unstructured pruning methods on MobileNetV2, and
possibly other networks as well. To confirm such hypothesis however, further
research into this matter is required. Furthermore, global unstructured random
pruning appears to decrease in accuracy very significantly, with at a sparsity level
of 40%, the model accuracy being 58%. less accurate than the pruning method
with the next lowest accuracy at 40% sparsity, L1-Norm pruning. The model
accuracy loss for global unstructured random pruning is of such magnitude, that
it appears that beyond 60% sparsity, the method converges to an accuracy of
approximately 10%, which for CIFAR-10, with 10 different classes to identify,
means that the performance of the pruning method is as good as simply guess-
ing of what category an image might be. As, when increasing the sparsity, the
accuracy drops significantly while the energy consumption stays approximately
constant, the energy consumption per accuracy percentage point, as is shown in
Fig. 6a increases in a concave down fashion (as the model accuracy eventually
converges to 10%) and is almost an order of magnitude worse performing as
compared to all other pruning methods.

Now, global unstructured random pruning was introduced as a baseline for
other pruning techniques to compare to. After all, if a pruning method would per-
form worse than random pruning, it is likely not a very useful pruning method.
Therefore, it was expected that all other pruning techniques would outperform
this global unstructured random pruning method.
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When comparing the results from this work with results obtained in the
work by Molchanov et al. from 2017 [18], which analyzes pruning entire feature
maps based on different criteria (structured pruning), it becomes apparent that
from a high-level perspective, disregarding the plateauing behaviour observed
for Network Slimming, it appears that in general structured pruning methods
decrease the energy required for inference when sparsity increases (a decrease in
FLOPs required for inference is in this case assumed analogous to a decrease in
inference energy consumption, regardless of their exact relation). Unstructured
pruning techniques however, while very effective in decreasing the model size as
subscribed in [18], appear to not necessarily decrease the energy consumption
required for inference, which is a theory supported by literature [15,18].

Furthermore, as there appears to be a number of similarities between the
theoretical performance of the analyzed pruning techniques on network archi-
tectures other than MobileNetV2 and their real-world performance obtained
from the results of this work, there is reason to believe that similar real-world
behaviour might be observed on models other than MobileNetV2, especially
those with relatively similar network structures, as can be seen in Fig. 2, such as
MobileNet, Shufflenet, ShuffleNetV2 and IGCV3. The effect of the pruning meth-
ods analyzed in this work on networks that are more dissimilar to MobileNetV2
might still behave similar to the behaviour seen in this work, although there
might be more dissimilarities due to differences in the ability of TensorFlow Lite
to compress pruned models in the real world caused by the nature of the spar-
sity induced by the pruning method on a specific network architecture, which
is behaviour that is theorized to be observed in this work when applying Net-
work Slimming on MobileNetV2. Further research on this topic, analyzing the
real-world trade-offs of the pruning methods analyzed in this work on network
architectures other than MobileNetV2 would however be required to confirm this
hypothesis and to possibly generalize any conclusions across multiple network
architectures.

8 Conclusion and Future Work

Firstly, the conducted research has been able to provide one with highly use-
ful insights regarding the trade-offs between accuracy, energy consumption and
model size between unstructured global magnitude pruning, Network Slim-
ming, L1-Norm structured pruning and random pruning on MobileNetV2, and
attempts to generalize obtained results where reasonable. Results from this work
could well be used as a reference providing insight and guidance upon deciding
what pruning technique to apply to a machine learning model to be deployed
on an embedded device, depending on accuracy, energy consumption and model
size requirements.

Despite this however, there is a number of questions that are still left to be
answered. Firstly, the previously discussed behaviour observed for the Network
Slimming pruning method, where a plateau is reached for both the model size
as well as the model energy consumption, should be further investigated. Addi-
tionally, the original theory posed by Li et al. regarding the inference cost of
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models pruned with unstructured pruning methods could furthermore be inves-
tigated further. This work adds a certain degree of credibility to this theory as
no significant decrease in model energy consumption is observed when increasing
the sparsity of the network for models pruned with any of the two unstructured
pruning methods analyzed in this work.

Furthermore, by conducting the experiments carried out in this work on
architectures other than MobileNetV2, it might be possible to generalize conclu-
sions based on observations done to a large range of architectures, as discussed
in the discussion section of this paper.

Lastly, by conducting the experiments carried out in this work a large number
of times (i.e. measure the energy consumption of a certain model pruned with a
certain pruning method 50 times), which due to the time frame of this research
was not possible, based on the variance of the data, conclusions presented in this
work might become more sound and statistically valid.
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Abstract. Internet of Things (IoT) applications combined with edge
analytics are increasingly developed and deployed across a wide range of
industries by engineers who are non-expert software developers. In order
to enable them to build such IoT applications, we apply low-code tech-
nologies in this case study based on Model Driven Development. We use
two different frameworks: DIME for the application design and imple-
mentation of IoT and edge aspects as well as analytics in R, and Pyrus for
data analytics in Python, demonstrating how such engineers can build
innovative IoT applications without having the full coding expertise.
With this approach, we develop an application that connects a range
of heterogeneous technologies: sensors through the EdgeX middleware
platform with data analytics and web based configuration applications.
The connection to data analytics pipelines can provide various kinds of
information to the application users. Our innovative development app-
roach has the potential to simplify the development and deployment of
such applications in industry.

Keywords: Low code · Model driven development · Edge analytics

1 Introduction

The Internet of Things (IoT) enables the communication between integrated
infrastructure of connected sensors, devices and systems with the aim to provide
innovative solutions to various data acquisition and decision challenges across
different domains. Research [14] has shown a substantial rise in adoption of a
wide range of IoT devices and platforms over the past few years. 29.4 billion IoT
devices are expected by 2030 according to [31], a twofold increase compared to
the expected number at the end of this year. There is a growing necessity for these
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different devices and solutions from different service providers to seamlessly work
together, as each vendor provides support for its own devices and infrastructure,
leading to interoperability issues in the overall ecosystem.

Software development cycles, in the context of IoT applications, are becom-
ing more complex as the challenge for interoperability increases. The complexity
across several functional layers composing novel IoT architectures requires deep
technical knowledge and cross-functional integration skills for each bespoke sys-
tem. The learning curve presented by this kind of heterogeneous system devel-
opment demands simplification of their design, construction, and maintenance.
IoT middleware platforms have become an essential part of the IoT ecosystem,
as they provide a common interface between the different sensors, computing
devices, and actuators. As shown in Ali et al. [3] these platforms fulfil different
types of requirements, which leads adopters to perform an exhaustive analysis
before choosing and implementing a specific type of architecture. From the per-
spective of application developers, incompatibility between IoT platforms results
in adapting their application to the platform-specific API and information mod-
els of each different platform, which makes cross-platform development harder
and time-consuming.

We present a low code approach designed to simplify the development of
IoT applications. For this we adopt EdgeX Foundry [9] as our example integra-
tion platform as it is a well-known, highly flexible open-source software frame-
work addressing the challenge of interoperability between a heterogeneous set of
devices, protocols and IoT objects. EdgeX provides a way to homogenize the data
sent from different protocols, providing a single data structure that facilitates
the way we retrieve information from the Edge. The framework is structured in
different layers, each composed of multiple microservices.

In the context of smart manufacturing, we are working on a Digital Thread
platform [18] based on model driven development, that provides automatic code
generation and deployment of heterogeneous applications that require the inter-
operability across different systems, technologies and programming paradigms.
We choose model types with formal semantics, so that they are amenable to
formal verification and analysis. This choice is due to the fact that we believe in
the benefits of early validation and verification at the model level and automated
support for syntactic and semantic correctness.

In this study, we work with the low/no-code development environments
DIME [5] and Pyrus [35], and follow the native library approach [6] to extend the
range of systems and domain-specific functionalities that they provide. Figure 1
shows the current architecture of the Digital Thread platform, where the mod-
elling layer provides the essential application modelling capabilities e.g. GUI, data
persistence etc. The Process layer, in combination with already implemented com-
mon DSLs and External Native DSLs, models the business logic to the applica-
tion. The integration of different frameworks and technologies is encapsulated in
the External Native DSLs and orchestrated in the Process models.

In the following, Sect. 2 summarizes related work, Sect. 3 gives an overview
of the software and hardware technologies and tools adopted for the use case,
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Fig. 1. Architecture overview of the digital thread platform

Sect. 4 details the architecture and the new functionalities in the system, Sect
5 describes the application development and the processes, Sect. 6 discusses the
results, and Sect. 7 concludes and sketches future work.

2 Related Work

Low-code platforms are becoming a key technology in the IT industry. They
enable a more straightforward workflow to generate highly complex solutions,
hiding implementation details and relying on a model-like paradigm, putting
the focus on composing behaviours instead of boilerplate code. Many benefits
and opportunities are provided by these types of technologies. It is estimated
that the global low-code platform market revenue will reach approximately 65
billion U.S. dollars in 2027, having generated 13 billion U.S. dollars in 2020 [30].
This clearly demonstrates the capabilities and potential of these technologies
in the context of a competitive and dynamic market. Despite the predominant
position of programming languages and frameworks, several solutions can be
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Fig. 2. The runtime architecture: infrastructure and communications

found nowadays with this kind of approach: next to CINCO/DIME [5,24], which
have a formal model at their core, several industrial solutions are coming for-
ward, among which Tines [10] specializing in security workflow automation, PTC
ThingWorx [25], AWS IoT [4] and Microsoft Azure IOT Suite [23] specializing in
IoT and Industrial IoT, H2o.ai [13] for general purpose AI and ML, and Siemens
MindSphere [28] for industrial IoT as a Service solutions, that uses analytics and
AI to power IoT solutions from the edge to the cloud.

The industrial solutions do not have so far formal models, but they resort
instead to the combination of the visual composition of the orchestrations, which
is more intuitive than code, with traditional debugging and testing. This can be
onerous if one is more remote from the code that is actually running, and has no
access to it. Several approaches support dataflow models or control-flow models,
but not both. Our choice of models combines the visual appeal of the block-based
composition with formal semantics [19,20], and we carry out the data analytics
twice: with DIME (control and data flow) and Pyrus (only dataflow).

3 Overview of Tools and Technologies

Figure 2 shows the runtime architecture of the end-to-end application under
consideration. Accordingly, in this section, we briefly present the software and
hardware platforms that it encompasses.

3.1 Software Platforms

In the following, we present a brief overview of the different software platforms
we have integrated to create our low code IoT application development workflow.
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EdgeX Foundry. EdgeX Foundry [9] is one of the Industrial IoT middleware
platforms that is being widely adopted by industry, especially for industrial
automation applications to exploit the benefits of edge compute and edge intelli-
gence. EdgeX Foundry is a highly flexible hardware-agnostic platform consisting
of loosely coupled microservices. The docker deployable microservices required to
handle a particular application can be broadly categorised into four service lay-
ers. The device service layer provides the required connectors used to provision
and connects the external hardware devices/objects such as sensors, actuators,
machines, cameras etc. These connectors translate the data coming from a wide
variety of devices, each possibly using different protocols, into a common data
structure/format that is understood by the microservices in all the different
layers. The core services layer holds the most knowledge about the EdgeX sys-
tem deployment, such as which things are connected, how they are configured,
what data is flowing through them, etc. The supporting service layer consists
of microservices that provide services such as alerts, edge analytics, scheduling,
data clean up etc. The application service layer provides a means to export/send
the data from EdgeX to other external software applications such as on-premise
applications or cloud platforms like AWS IoT or Google IoT for additional pro-
cessing. A detailed description of all the layers and associated microservices can
be found in some of our prior work [15,16]. While we have chosen EdgeX for this
work, similar IoT middleware or integration platforms offering a microservice
architecture with REST interfaces would be similarly suitable to our approach
described in this paper.

DIME. DIME [5] is an Eclipse based programming-less graphical modelling
environment for prototype driven web application development. It follows the
OTA (One Thing Approach) [20] and the XMDD (eXtreme Model-Driven
Design) [22] paradigms to modelling and development, and it empowers domain
experts to model an end-to-end web application with little or no programming
experience. To cover the different aspect of web application, DIME provides a
family of native DSLs that provide collections of ready to use functionalities, and
it supports the development of new applications via different model types that
refer to each other and whose consistency is checked largely automatically. GUI
models are structural descriptions of UIs that use basic UI components with
data bindings. GUI models cover a range of various basic to complex UI ele-
ments, that ease the development of user interfaces that are highly customizable
at runtime. Data Models cover the persistency needs of applications, on the basis
of UML-type structures. In addition to built-in primitive data types, users can
define complex and enum data types, and perform aggregation on attributes and
associations. Process models express the most often hierarchical business logic,
and detail both the data and control flow. Finally, a DIME application descriptor
(DAD) model specifies the needed artefacts for an application, including rele-
vant domain models and an interaction process that serves as the landing page
for the project. We use DIME for the development of new applications, that we
model with the help of natively supported and newly developed DSLs.
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MongoDB Database. The Atlas NoSQL cloud database by MongoDB offers
an optimised solution for JSON-like optional schemas [1]. It natively supports
complex data objects occurring in IoT architectures, like time series data. Atlas
can handle operational data in real-time with seamless accessibility across het-
erogeneous systems and stakeholders. This capability addresses a core need of
IoT applications, hence we use MongoDB to store the data collected from the
Pycom FiPy light sensors. The communication between the application and the
cloud instance of the database is implemented in DIME as a MongoDB-specific
DSL.

R Infrastructure. R is a free programming language specifically for statisti-
cal and numerical computations and data visualization [33]. We use the R-serve
package to provide support to the R language in DIME using the TCP/IP pro-
tocol [29]. We use R to analyse and visualize the time-series data from the FiPy
light sensors. Several packages are imported in the R environment to import
data from MongoDB, analyse the time series, and then visualize the data.

Docker. Docker is an open software platform successfully used to deploy appli-
cations as containers. Using Docker, applications can be built, tested, deployed
and scaled into many environments because it includes support for libraries,
system tools, code, and various runtimes [8]. We use Docker here to securely
deploy frameworks, services and platforms in separate containers. These con-
tainers communicate with each other via different protocols such as MQTT,
REST, etc.

Pyrus. Pyrus [35] is a web based special purpose graphical modelling tool for
Data Analytics. It bridges the gap between Python-based established platforms
like Jupyter [2] and workflows in a data-flow driven fashion. The single Python
functions are implemented and stored in Jupyter, special signature annotations
are added to these functions, so that the functions can be identified by the
Pyrus web-based orchestration tool, where the pipelines are composed. From
the pipelines, Pyrus generates the Python code for the orchestration and con-
figuration, which is again stored and executed in Jupyter. This separation of
concerns decouples the coding and development of the single functionalities from
the data analytics orchestration modelling, which happens in accordance with
model driven engineering principles [21].

3.2 Hardware Platforms

Here, we discuss the various hardware components that are used for the sys-
tem implementation. We run EdgeX Foundry on the well-known, and widely
used single-board computer, the Raspberry Pi (RPi). We use the 4th generation
model B RPi boards with 4 GB memory running Ubuntu server as the operating
system (OS). There is no particular reason behind our choice of hardware/OS
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Fig. 3. MQTT based Pycom IoT module

platform other than simplicity, low cost and open-source nature. Any other suit-
able hardware or OS platform that supports docker based microservices can be
used based on specific application demands.

The external “thing” or IoT device we use in our evaluation is the “FiPy” [26]
wireless module by Pycom. The device is mounted on a “Pysense” [27] expansion
board, also from Pycom. FiPy is a micro python enabled ESP32 microcontroller-
based IoT module that supports several wireless connectivity options, including
WiFi. We refer to the FiPy module and the Pysense board as “pycom device”
in the discussions below. The pycom device acts as an external IoT device that
communicates with the EdgeX middleware platform over the MQTT protocol.
The provisioning of the pycom MQTT device to EdgeX is done using its device
profile, which is a YAML file following the similar procedure as detailed in one
of our prior works [16]. The pycom device has different sensors, but we use the
light sensor(LTR329ALS01) as an example in this work. The LTR329ALS01 [17]
is a dual light sensor that provides digital outputs for external light levels. The
sensor periodically reports the light detected at two different wavelengths (blue,
red) as Channel 0 and Channel 1 outputs, and the spectral response is shown
in Fig. 3a. Thus, we consider the pycom device as an MQTT device having two
resources, and we name them as light ch0 and light ch1. The remaining sensors
may be added as additional resources in the device. However, the approach is
the same, hence, we do not include further details in this work.

4 Architectural View: The System of Systems

4.1 The System Architecture

As mentioned earlier, Fig. 2 shows the runtime infrastructure of the end-to-end
application under development. Here, two pycom devices with two light channels
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Fig. 4. read device data SIB in the EdgeX collection

each (right) capture the light in different environments. They send that data via
MQTT protocol to a MQTT broker running on a Raspberry Pi (middle). The
EdgeX Foundry listener reads this data from the MQTT broker and stores it in
a local schema.

On the left side, the low-code Web application developed using the DIME
model driven development framework runs in a Docker container. The web appli-
cation initiates the communication with the EdgeX Foundry over a REST pro-
tocol, it reads the device data from the local schema of the EdgeX Foundry and
does further processing. In this case, it stores the data into a MongoDB NoSQL
database, instructs the R server to perform analytics computations on this data,
and then sends back the results to the Web application for their visualization
and presentation to the users in a graphical format.

Altogether, we see here a variety of systems and subsystems, spanning various
hardware and software platforms, protocols, runtimes, and programming lan-
guages, that are successfully orchestrated to produce a visualization, an under-
standing and an interpretation of the data, in two different ways. The key points
of this low-code approach are

– the ease of producing virtualized representatives of the disparate system’s
capabilities in the MDD environments: following the “write once” principle,
the Native Service Independent Building Blocks(SIBs) delivers this convenient
abstraction, followed by the

– reusability of these ready-made SIBs in many applications, potentially across
application domains.

4.2 Integration of the Heterogeneous Subsystems: The Native SIBs

Figure 4a shows how a typical SIB looks like when it is used in a process model.
This specific SIB is the read device data SIB that belongs to the EDGEX.sibs
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Fig. 5. Native SIBs collections (SIB palette developed) and processes in DIME

palette shown in Fig. 5. From this visual representation we see that it requires
two inputs, json and device name, that are fed to this block as either a static value
or from another component, as shown via the data flow arrows. The body of the
SIB is shown in Fig. 4b. At runtime, this backend functionality is invoked, and
upon successful execution the outgoing control branch labelled success is taken,
with the corresponding data output to be used later in the workflow. If there
are runtime issues, an error branch is followed instead. Every SIB has an error
branch to deal with exceptions. The error branches typically output messages
and/or take corrective/mitigation actions. They are not shown in this picture
nor in the processes, where we concentrate on the normal behaviour. Extending
the capabilities of the platform through this integration when developing a new
application is the low-code part of the development process: only missing func-
tionalities need to be added, and this happens in a local, small scale development
that uses the programming language and runtime of the target system.

4.3 No-Code Reuse Through the Native SIB Palettes

In Fig. 5 we see the collections of new SIBs developed for this application, cat-
egorised in their respective Native DSL. This way it is easy to find the Native
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DSL to access EdgeX devices, MongoDB, the R platform, REST services etc.,
that grow with the growth of the platform. Every SIB is developed once, made
available to the platform, for further reuse. This is the ease of no-code reuse, so
that over time the development of applications that involve systems for which
the integration is already available becomes increasingly a no-code task, with
low-code new integrations only required for new systems, or when new function-
alities for existing systems are added.

5 Application Development: The Processes

At the bottom of Fig. 5 we see the list of processes that have been developed
for this application: the Data Acquisition process and the Analytics Dashboard
process. We describe them in detail, together with an alternative implementation
of the analytics in Pyrus.

5.1 Data Acquisition from IoT Devices

Figure 6 shows the business logic of the web application for the data acquisi-
tion from the IoT devices and ingestion into MongoDB. Our fully functional
process is rather simple and typical of such applications. It is intended to be
used as a demonstrator, as a blueprint for subsequent applications, as well as for
application development training purposes.

Fig. 6. Data acquisition from EdgeX foundry and data ingestion into MongoDB -
process in DIME
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Fig. 7. IoT web application: the device name input GUI

The start SIB indicates that we have here a stand-alone process, that does
not receive any inputs from the context. The application displays the Device
Dashboard shown in Fig. 7, implemented through a GUI model, where a user
writes the name of the IoT device of interest. On clicking submit on the GUI,
the control flow moves to successive SIB read REST that has the server url as
static value. This SIB reads the device data from the EdgeX Foundry instance
running on the Raspberry Pi, and retrieves the corresponding JSON. The SIB
read device data, the SIB we presented in Sect. 4.2, parses the JSON received
from EdgeX Foundry and extracts the device related instances, which are passed
as input to this SIB from the GUL SIB. We see here that the dataflow and the
control flow differ: while so far we have a linear pipeline in the control flow, the
data for some SIBs is provided by various components, at various times. It is
therefore useful for the developer to be able to see and design or check separately
both the control flow (the logic of what is done, step by step) and the flow of
data, which is typically prepared in a number of steps and then consumed by a
SIB that collects a number of inputs and processes them.

At this point, the control flow and dataflow return to the GUI, where the
extracted data is displayed on the web page. If the user decides to store this
data, by clicking on the Upload button, the control flow proceeds to the right
side of the Process in Fig. 6: the iterate goes through all the tuples of the dataset
and inserts them into the MongoDB cloud database. For this, input parameters
provide the given database connection string, the collection name, the device.
Upon completion, the control returns to the GUI SIB, to display on the webpage
the status of the workflow, and to be ready to accept further inputs.

There is no end SIB as this Web application does not terminate its execution:
it is always available, as part of a device command and monitoring infrastructure.

5.2 Analytics Dashboard in R

For numerical and statistical analytics on the data, the Analytics Dashboard
process shown in Fig. 9 implements a second web application. When the workflow
starts, the SIB connection mongoDB sends instructions to the R server along with
the required inputs: connection string, database name and collection name of
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Fig. 8. IoT web application: the data visualization dashboard

the MongoDB database. The R environment reads the dataset in JSON format
using the mongolite package and returns the file handler for the dataframe. This
file handler is passed to the split data frame SIB along with the column names
that require splitting. The R server splits the master dataframe into multiple
dataframes according to the given inputs. In our case they are light ch1, light ch2,
light ch3 and light ch4, corresponding to the four channels in the two devices, two
per each device. The file handler for the list of these four dataframes is passed
to the next SIBs, plot dual linechart and plot quad summary charts along with
the variable names for the x and y axes. These SIBs use the four dataframes
to generate the plots shown in Fig. 10 and Fig. 11. The plots are then shared
with the analytics dashboard GUI SIB that displays them on the web application
dashboard, as shown in Fig. 8.

This is a simple pipeline in R that is easily extensible to more elaborate
computations and visualizations. The advantage of having the data in the cloud
is that it can be made accessible also to other analytics systems. We show how
we carry out essentially the same computations in Python using another Low-
code/no-code platform: Pyrus.

5.3 Analytics Dashboard in Python

Figure 12 shows an alternative data analytics processing workflow pipeline that
we implemented in the Pyrus platform, this time using Python as the language
and platform of choice. The logic is similar to that in the DIME pipeline, but it
is worth noting that Pyrus is itself a web application, and its pipeline modelling
style is purely dataflow. In this sense, it is simpler to learn and has simpler
models, but it is also far less expressive and thus less powerful than DIME. Here,
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Fig. 9. Analytics dashboard in R: the process in DIME

the Pyrus pipeline establishes a connection to the MongoDB database with the
connection to mongoDB block, whose required inputs (i.e. MongoDB database
URL, database name and collection) are provided as constant strings, which
are the grey input blocks in the model. It fetches the requested data in JSON
format and uses the Pandas package to create a dataframe. This dataframe is
passed for preprocessing to the next block, convert to datetime: it converts the
time of observation column to the correct time format for ease of analysis and
for later plotting. The dataframe and the names of the channels are then passed
to the block dataframe split in order to create a separate dataframe for each light
channel. Finally, the plot all data block plots them as graphs in the dashboard,
as shown in Fig. 13. Here we see the same dual line plot and quad summary with
minimum, maximum and mean value as in Figs. 10 and 11.
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Fig. 10. Dual line plot - generated using R and the DIME DSLs and processes. Outside
sensor (top) and inside sensor (bottom)

6 Results and Discussion

The case study described in this paper concretizes a heterogeneous architecture
proposal for the development of low-code IoT applications involving cross-edge
analytics. In this real-world use case, two devices interact with an orchestrator
(here a simple Raspberry Pi) and an analytics server that includes a NoSQL
database for storing the unstructured data. The purpose is to create several
communication channels to send/receive data from the devices, and eventually
provide a data analytics decision-making process that enables supervisors or an
automated procedure to take decisions according to established criteria. In this
particular case, we send instructions to different devices to start taking obser-
vations. We retrieve the observation data from the Pycom FiPy devices 1 and
2, and we show two alternative solutions for the analytics and graphical visual-
ization: an R Server accessed through DIME processes, and a Python/Jupyter
notebook server accessed through a Pyrus pipeline.

In the experimental setting, two Pycom FiPy devices installed in the Lero
building at the University of Limerick record the observations at fixed intervals.
FiPy-Pycom 1 collects light illumination measurements outside the building on
channels light ch1 and light ch2, while FiPy-Pycom 2 collects the respective light
illumination measurements inside the room on light ch3 and light ch4. This data
is sent to a MQTT Broker that is part of the EdgeX Foundry framework, running
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Fig. 11. Quad summary line plot – generated using R and the DIME DSLs and pro-
cesses. Individual channel plots, same colours as in Fig. 10

Fig. 12. Analytics dashboard in Python: the Pyrus pipeline

at the edge, in the orchestrator device which is the Raspberry Pi. When the data
enters the EdgeX framework, we retrieve it through a REST API call and send
it to an analytics pipeline where MongoDB (Fig. 6) stores the data, and then
both an R and a Python servers provide the graphics interpretation, within a
DIME process (Fig. 9) and a Pyrus process (Fig. 12, respectively. The presented
use case shows the ease of modifying the requested features in a simple way:
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Fig. 13. Analytics visualizations - generated using Python and Pyrus

one only needs to modify the parameters of the SIBs, in a no-code way. This
effectively converts the use case into an EAaaS (Edge Analytics as a Service),
a service created by low-code/no code applications, which is a novelty in the
research field.

The importance of this approach lies in its contribution to the Digital Thread
Platform of Fig. 1: we have extended the Native DSLs for EdgeX Foundry, REST,
R, and MongoDB. We have also addressed MQTT and Raspberry Pi, but without
the need to create specific native SIBs as they are covered by the EdgeX Foundry
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platform: from the DIME processes we simply communicate with the EdgeX
Foundry services via REST, and we do not need to manually integrate them into
DIME. As EdgeX Foundry runs on the Raspberry Pi within a docker container,
the management is greatly simplified. For the light sensors, we use bespoke
Python code that captures the light data from embedded digital light sensor
and then sends this data to EdgeX foundry server using the MQTT protocol
over WiFi.

The power of abstraction experienced through the use of EdgeX Foundry is
again leveraged at the application design level through DIME: we create web
applications without writing a single line of GUI code, we have as well reused
several SIBs that were preexisting, for REST services and R, so that the com-
bination of EdgeX Foundry and DIME appears as a powerful combination to
provide a Digital Thread platform that supports low-code Internet of Things
application development for Edge analytics. The quality and completeness of
the base platforms are validated via empirical research, both within the open
source community and with the adopters in academia [11,22], industry [7], specif-
ically also including manufacturing [34] and security [12]. The core approach for
all these specific tools and applications is the language driven engineering (LDE)
of [32]: it addresses the principles and the tools for balancing general purpose
vs. purpose-specific design of languages and the generation of corresponding
Integrated Modeling Environments, of which DIME and Pyrus are the ones we
currently use most extensively. The more Native DSLs are included in DIME,
the more diverse the systems it integrates, and the more applications are created,
the more functionalities in each system, server, platform are made available for
others to reuse.

In terms of relevance for the IoT user communities, this is a transformative
contribution: instead of needing expertise in a large number of diverse tech-
nologies, the users needs to be only trained on these low code platforms. These
tools leverage the opportunity to be more productive, efficient, and cost-effective
delivering a solution, as the learning curve for abstractions is simpler than the
one for programming languages. After initial training, IoT application develop-
ers can design, deploy, maintain and evolve their applications with less effort,
in a uniform environment, at a more convenient abstraction level, and with bet-
ter tool support for the code generation and deployment through platforms like
DIME and Pyrus.

The goal of supporting non-experts in a specific domain or technology to
achieve nevertheless good results in use cases that exceed their expertise is also
important: with the proposed approaches, experts of some of the needed tech-
nologies create complex, heterogeneous applications using components produced
and provided to the platforms by experts of other technologies and domains,
widely extending their range of action and confidence.

7 Conclusion and Future Work

Domain specific languages in a low code, model driven paradigm have become a
popular approach to design and develop heterogeneous systems. They empower
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non-software domain experts to participate in the development process. In this
case study, we developed and deployed an IoT enabled edge analytics web appli-
cation in two low code development environments. We used DIME for the appli-
cation design and implementation of IoT and edge aspects as well as analytics
in R, and Pyrus for data analytics in Python, demonstrating how such domain
engineers can build innovative IoT applications without having full coding exper-
tise. Our innovative platforms and development approach have the potential to
simplify the development and deployment of such applications in industry.

Our next steps include the refinement of the baseline architecture and further
extension of the supported devices, protocols and services. Particularly interest-
ing are a DSL for orchestrating the EdgeX Foundry “cr” rule-based engine,
which defines rules in a SQL-like syntax and creates streams to retrieve data
from the Edge, as well as an extension to work with other orchestration engines
like eKuiper from within DIME applications.
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Abstract. The purpose of this study is to develop a Visible Light Communication
(VLC) system that facilitates safe vehiclemanagement through intersections using
Vehicle-to-Vehicle, Vehicle-to-Infrastructure, and Infrastructure-to-Vehicle com-
munications. By using the headlights, streetlights and traffic signaling to broadcast
information, the connected vehicles interact with one another and with the infras-
tructure. Using joint transmission, mobile optical receivers collect data, calculate
their location for positioning and, concomitantly, read the transmitted data from
each transmitter. In parallel with this, an intersection manager coordinates traf-
fic flow and interacts with the vehicles via Driver Agents embedded in them. A
communication scenario is stablished, and a “mesh/cellular” hybrid network con-
figuration proposed. Data is encoded, modulated and converted into light signals
emitted by the transmitters. As receivers and decoders, optical sensors with light
filtering properties, are used. Bidirectional communication between the infras-
tructure and the vehicles is tested. To command the passage of vehicles crossing
the intersection safely queue/request/response mechanisms and temporal/space
relative pose concepts are used. Data shows that the adaptive traffic control sys-
tem in the Vehicle to Everything environment can collect detailed data, including
vehicle position, speed, queue length, and stopping time. The short-range mesh
network ensures a secure communication from streetlamp controllers to the edge
computer through the neighbor traffic light controller and enables peer-to-peer
communication.

Keywords: Vehicular communication · Traffic control · Light controlled
intersection · Queue distance · Pose connectivity ·White LEDs transmitters · SiC
photodetectors · OOK modulation scheme · “mesh/cellular” hybrid network

1 Introduction

The main objective of the Intelligent Transport System (ITS) technology is to optimize
traffic safety and efficiency on public roads by increasing situation awareness and mit-
igating traffic accidents through vehicle-to-vehicle (V2V) and vehicle-to-infrastructure
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(V2I) communications [1–3]. The goal is to increase the safety and throughput of traffic
intersections using cooperative driving [4, 5]. For self-localization the precise knowledge
of the ownmotion and position, is important. Byknowing, in real time, the location, speed
and direction of nearby vehicles, a considerable improvement in traffic management is
expected.

This work focuses directly on the use of Visible Light Communication (VLC) as
a support for the transmission of information providing guidance services and specific
information to drivers. VLC is an emerging technology [6, 7] that enables data com-
munication by modulating information on the intensity of the light emitted by LEDs.
VLC has a great potential for applications due to their relatively simple design for basic
functioning, efficiency, and large geographical distribution. In the case of vehicular com-
munications, the use of VLC is made easier because all vehicles, streetlights, and traffic
lights are equipped with LEDs, using them for illumination. Here, the communication
and localization are performed using the streetlamps, the traffic signaling and the head
and tail lamps, enabling the dual use of exterior automotive and infrastructure lighting
for both illumination and communication purposes [8, 9]. VLC enables a more accurate
measurement of the distance and position of vehicles with sub-meter resolution given
the high directivity of visible light.

The paper is organized as follows. After the introduction, in Sect. 2, the V-VLC
system is described and the scenario, architecture, communication protocol, cod-
ing/decoding techniques analyzed. In Sect. 3, the experimental results are reported,
and the system evaluation performed. A phasing traffic flow diagram based on V-VLC
is developed, as a Proof of Concept (PoC). Finally, in Sect. 4, the main conclusions are
presented.

1.1 Background Theory on Adaptive Traffic Control

The traffic data collected by the current traffic control system using induction loop
detector and other existing sensors is limited. With the advancement of the wireless
communication technologies and the development of the V2V and V2I systems, called
Connected Vehicle (CV) [10], there is an opportunity to optimize the operation of urban
traffic network by cooperation between traffic signal control and driving behaviors.
Besides, it will also provide a technical support for the development of Vehicle-to-X
systems and autonomous driving industries. A real-time detection of the spatial and
temporal data from the network traffic status of urban roads can provide rich and high-
quality basic data and a fine-grained assessment of traffic control effects. A closed-loop
feedback self-adaptive control system with better uncertainty response capability and
higher intelligent decision-making level are inevitable results of the objective needs of the
development and application of traffic control and advanced infrastructure technologies.
The main difference between the existing self-adaptive traffic control systems is that it
relies on traffic control data gathered via a data-driven approach. Also, it can provide
support for the interaction between the traffic control system and the traffic flow.

Our adaptive traffic control strategy aims to respond to real-time traffic demand
through current and predicted future traffic flowdatamodeling. Comparedwith the traffic
flow and occupancy information provided by the fixed coil detector in the traditional
traffic environment, the adaptive traffic control system in V2X environment can collect
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more detailed data such as vehicle position, speed, queuing length, and stopping time.
While V2V links are particularly important for safety functionalities such as pre-crash
sensing and forward collision warning, I2V links provide the CVwith a variety of useful
information [11, 12]. Since the information network of CVs affects driving behavior and
the need for traffic stream control, more research is required on the theory of multimodal
traffic control.

To conduct the research, the following questions are considered: Is it possible to
implement a reliable VLC system using the proposed I2X vehicular visible communi-
cation model, in traffic controlled intersections? Using a network simulator, how can
VLC be implemented in a traffic control intersection? By employing VLC at a traffic
control intersection, what effects does it have on traffic performance parameters in an
urban traffic scenario?

The proposed smart vehicle lighting system considerswireless communication, com-
puter based algorithms, smart sensor and optical sources network, which stands out as a
transdisciplinary approach framed in cyber-physical systems.

1.2 V-VLC Communication Link

A Vehicular VLC system (V-VLC) consists of a transmitter to generate modulated light
and a receiver to detect the received light variation located at the infrastructures and at
the driving cars. Both the transmitter and the receiver are connected through the wireless
channel. Line of Sight (LoS) is mandatory.
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Fig. 1. Generic design of VLC system: data transmission and reception. Block diagram of the
VLC link.

Figure 1 illustrates the basic architecture of a V-VLC system. Both communication
modules are software defined, where modulation/ demodulation can be programed.

The VLC emitter has a dual purpose, emits light, and transmits data instantaneously
by using the same optical power without any noticeable flickering. The digital VLC
emitter module converts the binary data to intensity modulated light waves for trans-
mission. A driving circuit controls the switching of the LED according to the incoming
binary data at the given data rate, generating an amplitude modulated light beam. Here,
the light produced by the LED is modulated with ON–OFF-keying (OOK) amplitude
modulation [13].
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White light tetra-chromatic (WLEDs) sources, framed at the corners of a square (see
Fig. 2a) are used providing a different data channel for each chip. They consist of red,
green, blue and violet chips and combine the lights in correct proportion to generate
white light. At each node, only one chip of the LED is modulated for data transmission,
the Red (R: 626 nm), the Green (G: 530 nm), the Blue (B: 470 nm) or the Violet (V:
390 nm). Modulation and digital-to-analog conversion of the information bits is done
using signal processing techniques. Parasitic capacitance (traces and support circuitry)
plays an important role in increasing the RC time constant and thus slowing transitions.
However, the typical bit rates that can be supported by fast moving vehicles is usually
limited by channel conditions, not by the switching speed of the LED.

Transmitters and receiver’s 3D relative positions is displayed in Fig. 2a. The LEDs
are modeled as Lambertian sources where the luminance is distributed uniformly in all
directions, whereas the luminous intensity is different in all directions [14]. The coverage
map for a square unit cell is displayed in Fig. 2b. All the values were converted to decibel
(dB). The nine possible overlaps (#1–#9), defined as fingerprint regions, as well as the
possible receiver orientations (steering angles; δ) are also pointed out for the unit square
cell.
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Fig. 2. a) Transmitters and receivers 3D relative positions. b) Illustration of the coverage map in
the unit cell: footprint regions (#1–#9) and steering angle codes (2–9).

The visible light emitted by the LEDs passes through the transmission medium and
is received by the MUX photodetector that acts as an active filter for the visible region
of the light spectrum [15]. The MUX photodetector multiplexes the different optical
channels, perform different filtering processes (amplification, switching, andwavelength
conversion) and decode the encoded signals, recovering the transmitted information. The
received channel can be expresssed as y=μhx+ nwhere y represents the received signal,
x the transmitted signal,μ is the photoelectric conversion factor which can be normalized
as μ = 1, h is the channel gain and n is the additive white Gaussian noise of which the
mean is 0. The responsivity of the receiver depends on its physical structure and on the
effective area collection. After receiving the signal, it is in turn filtered, amplified, and
converted back to digital format for demodulation. The received signal power includes
both the energy transmitted from the transmitter and from ambient light. The device
receives multiple signals, finds the centroid of the received coordinates, and stores it
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as the reference point position. Nine reference points, for each unit cell, are identified
giving a fine-grained resolution in the localization of the mobile device across each cell
(see Fig. 2b). The input of the guidance system is the coded signal sent by the transmitters
to an identify vehicle (I2V), and includes its position in the network P(xi, yj), inside the
unit cell (#1–#9) and the steering angle, δ (2–9) that guides the driver orientation across
his path.

2 Scenario, Environment and Architecture

2.1 Traffic Controlled Intersection

Four-legged intersections are usually two-way-two-way intersections (four-legged inter-
sections), which are connected by eight incoming and eight exiting roads to North,
West, South, and East. The simulated scenario is a four-legged traffic light-controlled
intersection as displayed in Fig. 3.

8 2

B4,6 V4,7 V4,9B4,8

G3,7R3,6 R3,8 G3,9

R5,4

B4,2V4,1 V4,3 V4,5B4,4

V2,3 B2,4

G3,3R3,2G3,1 R3,4

R1,4G1,3

G5,3

G3,5

Intersec on

Message Request Queue Queue

Xi,j -RGBV LED emi ers

Connected cars

Fig. 3. Simulated scenario: Four-legged intersection and environment with the optical infrastruc-
ture (Xij), the generated footprints (1–9) and the CV.

An orthogonal topology based on clusters of square unit cells was considered. The
grid size was chosen to avoid an overlap in the receiver from the data in adjacent grid
points. Each transmitter, Xi,j, carries its own color, X, (RGBV) as well as its horizontal
and vertical ID position in the surrounding network (i, j). During the PoC, it was assumed
that the crossroad is at the intersection of line 4 and column 3. Located along the roadside
are the emitters (streetlamps). Thus, each LED sends an I2V message that includes the
synchronism, its physical ID and the traffic information.When a probe vehicle enters the
streetlight’s capture range, the receiver replies to the light signal, and assigns a unique
ID and a traffic message [16].
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Four traffic flowswere considered. One is coming fromWest (W)with seven vehicles
approaching the crossroad: five ai Vehicles with straight movement and three ci Vehicles
with left turn only. In the second flow, three bi Vehicles from East (E) approach the
intersection with left turn only. In the third flow, e Vehicle, oncoming from South (S),
has right-turn approach. Finally, in the fourth flow, f Vehicle coming from North, goes
straight. Road request and response segments, offer a binary (turn left/straight or turn
right) choice. According to the simulated scenario, each car represents a percentage of
traffic flow.

2.2 Architecture

The term “Intelligent Control System” refers to any combination of hardware and soft-
ware,whichoperates autonomously according to the information received andprocessed.
After processing, it is able to act towards the desired control through rational choices.
In this case, it is intended to apply an ITS to the CV systems.

The computing and communication workload for CVs may also vary over time and
locations, which poses challenges to capacity planning, resource management of com-
putation nodes, and mobility management of the CVs. Thus, a well-designed computing
architecture is very important for CV systems.
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Traffic light
mesh/cellular

node

Datacentre
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Fig. 4. Representation of the Edge Computing infrastructure. Mesh and cellular hybrid architec-
ture.

Figure 4 presents a draft of a mesh cellular hybrid structure that can be used to
create a gateway-free system. As illustrated the streetlights are equipped with one of
two types of nodes: A “mesh” controller that connects with other nodes in its vicinity.
These controllers can forward messages to the vehicles (I2V) in the mesh, acting like
routers nodes in the network. The other one is the “mesh/cellular” hybrid controller that
is also equippedwith amodem provides IP base connectivity to the IntersectionManager
(IM) services. These nodes act as border-router and can be used for edge computing [16].

This architecture enables edge computing and device-to-cloud communication
(I2IM) and enables peer-to-peer communication (I2I), to exchange information. It per-
forms much of the processing on embedded computing platforms, directly interfacing to
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sensors and controllers. It supports geo-distribution, local decisionmaking, and real-time
load-balancing.

As exemplified in Fig. 5, the vehicle movement along the road can be thought as a
queue, where the vehicles arrive at a lane, wait if the lane is congested and then move
once the congestion reduces.

a)

b)
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Traffic 
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Local map

I2V2I

Local map

V2V

Request distance Message distance

V2V

Queue  distanceQueue  distance

V2V

I2I

(IM)

Arrival rate

MessageRequestQueueQueueQueue

20 m
RGBV modulated Lamps

Fig. 5. a) Graphical representation of the simultaneous localization as a function of node density,
mobility and transmission range. b) Design of the state representation in the west arm of the
intersection, with cells length.

For the intersectionmanager crossing coordination, the vehicle, and the IM exchange
information through two types ofmessages, “request” (V2I) and “response” (I2V). Inside
the request distance, an approach “request” is sent, using as emitter the headlights.
The “request” contains all the information that is necessary for a vehicle’s space-time
reservation for its intersection crossing (flow’s direction and its own and followers’
speeds). IM uses this information to convert it in a sequence of timed rectangular spaces
that each assigned vehicle needs to occupy the intersection. The objective is to let the
IM knows the position of vehicles inside the environment at each step t. It includes only
spatial information about the vehicles hosted inside the environment, and the cells used
to discretize the continuous environment.

A highly congested traffic scenario will be strongly connected. To determine the
delay, the number of vehicles queuing in each cell at the beginning and end of the
green time is determined by V2V2I observation, as illustrated in Fig. 5. The distance, d,
between vehicles can be calculated based on a truncated exponential distribution [17].
An IM acknowledge is sent, “response” from the traffic signal over the facing receiver
to the in-car application of the head vehicle. Once the response is received (message
distance in Fig. 5), the vehicle is required to follow the provided occupancy trajectories
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(footprint regions, see Fig. 2 and Fig. 3). If a request has any potential risk of collision
with all other vehicles that have already been approved to cross the intersection, the
control manager only sends back to the vehicle (V2I) the “response” after the risk of
conflict is exceeded.

2.3 Color Phasing Diagram

The specification of the phasing plan requires that each of the traffic movements to be
accommodated be assigned to one of the timing functions to produce the desired sequence
of displays. The choice of treatments used will determine which timing functions will
be activated and which will be omitted from the phasing plan.

A color phasing diagram for a four-legged intersection is shown in Fig. 6. It was
assumed four “color poses” linked with the radial range of the modulated light in the
RGBV crossroad nodes [13]. The West straight, South left turn and West right turn
maneuvers correspond to the “Green poses”. “Red poses” are related to South straight,
East left turn, and South right turn maneuvers. “Blue poses” are related to East straight,
North left turn, and East right turn maneuvers, and “violet poses” are related to North
straight, West left turn, and North right turn maneuvers.

VRU’s

Pedestrian Phase 2Phase 1 Phase 6Phase 3 Phase 4 Phase 5

or or

1

Request
distance

Message
distance

Street Lamps

Queue
distance

I2V
Arrival rateI2V2V

Request Queue

I2V
Bo lenck

Arrival rate

V2V
Queue

Fig. 6. Color phasing diagram in a four-legged intersection.

In the phasing diagram, Phase 2 and Phase 5 offer two alternatives. Only one of
which may be displayed on any cycle. Vehicles are stopped on all approaches to an
intersection while pedestrians are given a WALK indication, the phasing is referred to
as “exclusive”. Functional barriers (dash dot lines) exist between exclusive pedestrian
and Phase 1and Phase 6.

The problem that the IM has to solve is, in fact, allocating the reservations among
a set of drivers in a way that a specific objective is maximized. Signal timing involves
the determination of the appropriate cycle length (i.e., the time required to execute a
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complete sequence of phases) and apportionment of time among competing movements
and phases. The timing apportionment is constrained by minimum green times that must
be imposed to provide for pedestrians and to ensure that motorist expectancy is not
violated.

2.4 Multi-vehicle Cooperative Localization

There are critical points where traffic conditions change: the point at which a vehicle
begins to decelerate when the traffic light turns red (message distance), the point at which
it stops and joins the queue (queue distance), the point at which it starts to accelerate
when the traffic light turns green (request distance) or the points at which the coming
vehicle is slowed by the leaving vehicle (see Fig. 5). As a result, the road resistances
can be calculated dynamically based on the relative pose positions of the vehicles and
the traffic signal phase at intersections. With V2I2V communication, the travel time that
influences traffic channelization in different routes can be calculated and real-time data
about speed, spacing, queues, and saturation can be collected across the queue, request
and message distances.

Response
Request

Enter/Exit

t t’ t’’ t’’’

t’t’’t’’’ t

qi,j (t)
qi (x,y,t)Queue

Intersec on

Queue

Fig. 7. Movement of the cars, in the successive moments, with their colorful poses (color arrows)
and qi, j spatial relative poses (dot lines).

In Fig. 7, the movement of the cars in successive moments is depicted with their
colored poses (colored arrows) and qi,j spatial relative poses (dot lines).

We denote q(t), q(t´), q(t´´), q(t´´´) as the vehicle pose estimation at the time t, t´,
t´´, t´´´ (request, response, enter and exit times), respectively. All the requests contain
vehicle positions and approach speeds. If followers exist, the request message from its
leader includes the position and speed previously received by V2V. This information
alerts the controller to a later request message (V2I), confirmed by the follow vehicle.

The vehicle speed can be calculated by measuring the actual travelled distance over-
time, using the ID’s transmitters tracking. Two measurements are required: distance and
elapsed time. The distance is fixedwhile the elapsed time varies and depends on the vehi-
cle’s speed and is obtained through the instants where the footprint region changes. The



324 M. A. Vieira et al.

receivers compute the geographical position in the successive instants (path) and infer
the vehicle’s speed. When two vehicles are in neighborhood and in different lanes, the
geometric relationship between them (qi, j) can be inferred fusing their self-localizations
via a chain of geometric relationships among the vehicles poses and the local maps. For
a vehicle with several neighboring vehicles, the mesh node (Fig. 3 and Fig. 4) uses
the indirect V2V relative pose estimations method taking advantage of the data of each
neighboring vehicle [18].

3 VLC Evaluation

In the PoC (see Fig. 3) it is assumed that a1, b1, and a2, make up the top three requests,
followed by b2, a3, and c1 in fourth, fifth and sixth place, respectively. In seventh, eighth
and nineth request places are b3, e and a3, respectively, followed in tenth place, by c2.
In penultimate request is a5, and in the last one is f . So, ta1 < tb1 < ta2 < tb2 < ta3 <

tc1 < tb3 < te < ta4 < tc2 < ta5 < tf . According to our assumptions, 540 cars approach
the intersection per hour, of which 80% come from east and west. Then, 50% of cars
will turn left or right at the intersection and the other 50% will continue straight. There
is only one episode per scenario and the cars cycle in the same order every time.

3.1 Communication Protocol and Coding/Decoding Techniques

To code the information, an On-Off keying (OOK) modulation scheme was used, and it
was considered a synchronous transmission based on a 64- bits data frame.

As exemplified in the top part of Fig. 8, the frame is divided into four, if the transmitter
is a streetlamp or headlamp, or five blocks, if the transmitter is the traffic light. The first
block is the synchronization block [10101], the last is the payload data (traffic message)
and a stop bit ends the frame. The second block, the ID block gives the location (x, y
coordinates) of the emitters inside the array (Xi, j,). Cell’s IDs are encoded using a 4 bits
binary representation for the decimal number. The δ block (steering angle (δ)) completes
the pose in a frame time q(x, y, δ, t). Eight steering angles along the cardinal points gives
the car direction, and are coded with the same number of the footprints in the unit cell
(Fig. 2) are possible. If the message is diffused by the IM transmitter, a pattern [0000]
follows this identification, if it is a request (R) a pattern [00] is used. The traffic message
completes the frame.

Because the VLC has four independent emitters, the optical signal generated in the
receiver can have one, two, three, or even four optical excitations, resulting in 24 different
optical combinations and 16 different photocurrent levels at the photodetector.

As an example, in in Fig. 8 Vehicle c1 receives two response MUX signals as it
crosses the intersection. This vehicle, driving on the left lane, receives order to enter the
intersection in # 7, turning left (NE) and keeps moving in this direction across position
#1 toward the North exit (Phase2, violet pose). In the right side, the received channels
are identified by its 4-digit binary codes and associated positions in the unit cell. On the
top the transmitted channels packets [R, G, B, V] are decoded.
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Fig. 8. MUX signal responses and the assigned decoded Inside the intersection; messages
acquired by vehicle c1, poses #7NE, #1NE. On the top the transmitted channels packets [R,
G, B, V] are decoded.

Fig. 9. Normalized MUX signal responses and the assigned decoded messages acquired by
vehicles a1 at different response times. Message distance, Poses #8E and #2E.

3.2 Adaptive Traffic Control

In Fig. 9 and Fig. 10 the normalizedMUX signals and the decoded messages assigned to
IM received by Vehicle a1, a5, b2, b3 at different response times are shown. On the top
the transmitted channels [R, G, B, V] are decoded. In the right side, the received channels
for each vehicle are identified by its 4-digit binary codes and associated positions.

Figuring out Fig. 3 and Fig. 6, Fig. 9 shows the MUX signals assigned to response
messages received by Vehicle a1, driving the right lane, that enters Cell C4,2 in #2 (t´1,
Phase1, green pose), goes straight to E to position #8 (t´2, Phase1, green pose). Then,
this vehicle enters the crossroad through #8 and leaves it in the exit #2 keeping always
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Fig. 10. Normalized MUX signal responses and the assigned decoded messages acquired by
vehicles a5, b2, b3 at different response times. Vehicle a5, pose #2E, and Vehicle b2 poses #7W
and, b3 at #1W.

the same direction (E). In Fig. 10, vehicle b2 and b3 approaches the intersection after
having asked permission to cross. It only receives authorization when the vehicle a5 has
left the intersection (end of Phase 2). Then, Phase 3 begins with vehicle b1 heading to the
intersection (W) (pose red) while vehicles ai (1 < i < 5) follows its destination towards
E (pose green).

3.3 Queuing System: Dynamic Traffic Signal Phasing

The traffic controller uses queue, request and response messages, from the ai, bi, ci, ei
and f i vehicles, fusing the self-localizations qi(t) with their space relative poses qij(t) to
generate phase durations appropriate to accommodate the demand on each cycle.

The following parameters are therefore needed to model the queuing system: The
initial arrival time (t0) and velocity (v) in each the occupied section. The initial time
is defined as the time when the vehicles leave the previous section (queue, request
or message distances) and move along the next section, qi(t, t´). The service time is
calculated using vehicle speed and distance of the section. The number of service units
or resources is determined by the capacity of the section, n(qi (x,y, δ, t)) and vehicle speed
which depends on the number of request services, and on the direction of movement
along the lane qi (x, y, δ, t).

To each driving Vehicle, xi, is assigned the unique time at which it must enter the
intersection, t´´[xi]. The phase flow of the PoC intersection is shown in Fig. 11 according
to the phasing diagram. In this diagram, the cycle length is composed of 5 of the 7 phases
contemplated (see Fig. 6) and divided in 16 time sequences. The exclusive pedestrian
phase contains the “0”, the “1” and the “16” sequences. The cycle’s top synchronism
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starts with sequences “1”. The first, second, third, and fourth phases contain sequences
between “2” and “15” and control traffic flow.
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Fig. 11. Requested phasing of traffic flows.

The vehicle movement along the lane can be thought as a queue, where the vehicles
arrive, wait if the lane is congested and then move once the congestion reduces. In
Fig. 5, a graphical representation of the simultaneous localization and mapping problem
using connectivity as a function of node density, mobility and transmission range was
illustrated.

The matrix of states allows the user to view, enter, or modify the division of an
intersection into states, as shown in Fig. 12. The matrix shows the durations of the
states for a given cycle. In this matrix, each element represents the lighting state of the
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traffic light (if it is selected, the light is green) for the corresponding state. Columns
represent the duration of the states in the different arms of the intersection, from cycle
minimum [fluid traffic] to cycle maximum [dense traffic]. For a medium traffic scenario,
three distinct cycles are considered based on the higher volume traffic in the request
directions (N-S, W-E straight or left).

Sequences
Low-traffic 

scenario 
(s)

N-S 
medium 

traffic 
scenario 

(s)

E-W 
medium 

traffic 
scenario 
(Le )  (s)

E-W 
medium 

traffic 
scenario 
(Straight) 

(s)

High 
traffic 

scenario 
(s)

 Fixed 
me (s)

0 9 3 3 3 3
1 0 6 6 6 6
2 10
3 3
4 0 8 7 10 12
5 5
6 4
7 3
8 3 3 8 8 10
9 3 3 9 9 8

10 4
11 3
12 3 6 3 3 7
13 3 8 3 3 9
14 4
15 3
16 0 4 4 4 6

Cycle 
lenght 60 80 82 85 100 39

Fig.12. Matrix of states at a four-legged intersection.

The column on the right of thematrix is called the column of fixed times. A fixed time
is filled in when a state has the same duration for all the cycles of the lighting plan. The
durations of movable states can be entered for any state at a dynamic time. The following
operations can be performed by the IM depending on the requests information: modify
the durations of cycle; enter the fixed times; change the durations of states with the
transportable from any state at a dynamic time or modify the intersection coordination
offset.

The objective is to maximize the traffic flow through the intersection over time. For
traffic coordination, in the scenario presented (Fig. 3), the IM receives requests for access
to the intersection from all the leading cars at different times. tx1 (Fig. 10). This type of
information (V2I) enables the IM to know the precise location and the speed of all the
leader vehicles, as well as the location and speed from their followers that was sent to
the leaders through V2V. This data helps previewing the initial arrival times and speeds
at the different sections. The IM has to minimize accumulated total waiting time aTwt
in each arm of the intersection defined as [19]:

aTwt =
∑n

xi=1
(awt)xi,t (1)
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where awt (xi,t) is the amount of time in seconds a vehicle xi has a speed of less than
0.1 m/s at step t and n represents the total number of vehicles in the environment at step
t. When the speed is less than 0.1 m/s a queue alert is generated. If:

rt = aTwt − aTw(t−1) (2)

aTwtt and aTwtt−1 represent the accumulated total waiting time of all the cars in the
intersection captured respectively at step t and t − 1. If rt is negative more vehicles in
queues are added compared to the situation in the previous step t− 1, resulting in higher
waiting times compared to the previous step.

The PoC assumes that all the leaders approach the intersection with similar velocities
at different times (Fig. 11). There is only one episode per scenario and the cars cycle
in the same order every time.Vehicle a1 was the first to request to cross the intersection
and informed IM about its position and also that four others follow it at their positions
with their speeds (see Fig. 9). Phase 1, sequence 3, therefore, begins at t’a1. Vehicle
b1 requests access later and includes the mappings of its two followers in its request.
As the order to cross conflicts with ai movement, he and his followers will pile up on
the stop line increasing the total waiting time of the bi cars. The fourth sequence, is an
adaptive sequence (Fig. 12). Due to the presence of a medium E-W traffic scenario, the
IM extends the green time in order to accommodate the passage of all the ai followers as
well as the simultaneous passage of the arriving ci (Fig. 8). From the capacity point of
view, it is more efficient, if Vehicle c1 is given access (Phase 2) before Vehicles bi, and
Vehicle c2 is given access before Vehicle e, forming a west left turn of set of vehicles
(platoon) before giving way to the fourth phase with north and south conflicting flows,
as stated in Fig. 6. Meanwhile, the speed of Vehicle e was reduced, increasing the total
accumulated time in the S-N arm.

Adaptive sequences 8 and 9 kick off Phase 3 (Fig. 11) and the sequence times will
be adjusted according to the variation of rt for the left turn of the bi cars. A new phase,
Phase 4, begins and includes two adaptive sequences, sequence 12 and 13. Their time
intervals will be as short as possible, which will free up capacity in the cycle for the E-W
flows that are heavily loaded. Taking into account the accumulated total waiting time in
each arm an 85-s cycle is recommended for this type of flow. The times associated with
each sequence can be visualized in Fig. 11.

So, the real-time detection of the spatiotemporal data based on urban road network
traffic status can provide rich and high-quality basic data and fine-grained assessment
of control effects for traffic control.

Safety and privacy are also the key requirements for the V-VLC. It is important
to improve the coding techniques, in the future, in order to allow only the legitimate
receivers to process secure request/response messages. Here, the security is embedded
in the physical transmission. In the LoS channel no information can be made available
by the eavesdropper, i.e., he is completely passive. Using the street lamp positions to
determine vehicular flow eliminates the need for certificates or passwords from the
network and replaces them with statistical secrecy.
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4 Conclusions

With V-VLC-ready connected cars, we propose optimizing urban traffic network opera-
tion by integrating traffic signal control and driving behavior. Formanaging intersections,
the adaptive traffic control system uses a queue/request/response approach. An archi-
tecture, scenario, environment, and hybrid mesh/cellular network configuration were
developed and proposed. The V2I2V communications enable real-time monitoring of
queues, requests, and messages, along with the travel times necessary to synchronize
traffic routing in various routes. The vehicles are controlled in their arrival time and
scheduled to cross intersections at predetermined times to reduce traffic delays. In order
to demonstrate the concept, a phasing diagram andmatrix of states are proposed based on
the total accumulated time. Results show that the adaptive traffic control in a V2X envi-
ronment can collect more detailed data, such as vehicle position, speed, queue length,
and stopping time, than the traffic flow and occupancy information provided by fixed
coil detectors. The traffic light phase is adjusted to the traffic scenario and the duration
of the traffic light is changed dynamically which reduces travel times and unnecessary
waiting for the green phase, leading to optimized traffic flow. The introduction of VLC
between connected vehicles and the surrounding infrastructure allows the direct moni-
toring of critical points that are related to the queue formation and dissipation, relative
speed thresholds and inter-vehicle spacing increasing the safety.
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Abstract. One of the recent advancements in Internet of Things (IoT)
is connected vehicles (CV), where each vehicle can connect to the things
or vehicles nearby using wireless networks such as Dedicated Short Range
Communication (DSRC). This gives rise to many vehicular applications
such as platooning. A group of vehicles can negotiate and drive jointly
close to each other in a cooperative manner to form a platoon. Using
connected and automated driving systems, platooning can aid in cutting
total fuel costs, reducing CO2 emissions, improving efficiency, decreas-
ing traffic congestion, increasing safety, and providing comfort for the
drivers. The existing work on platooning assumes sensors besides DSRC
sensors which may not be reliable in extremely poor weather conditions.
In this work, we propose DSRC only based platoon negotiation where
each vehicle is an edge node. A vehicle that is interested in platooning
can broadcast a DSRC message and interesting vehicles can establish
communication to negotiate their route. Then, in a series of transactions
over the DSRC channel they can agree upon the leader position as well as
the follower position(s). We employ the relative position estimation tech-
nique we proposed in prior work. The host vehicle (HV) computes the
relative angle with the remote vehicle (RV) to accurately estimate its rel-
ative position based on Basic Safety Messages (BSMs) only. In this paper,
we propose a new platoon negotiation algorithm based only on DSRC
communication messages that works well in any weather condition. To
test this, we extend CARLA, an autonomous driving simulator to sup-
port IoT connectivity as well as platooning. We implemented DSRC
agent class for connectivity that can be instantiated for every vehicle in
the simulation. The proposed edge node negotiation algorithms include
platoon-ready, pre-negotiation, negotiation resolver, and platoon mem-
ber algorithms. We experimented with a two-vehicle case scenario in the
platoon negotiation phase and validated the algorithms in simulation.

Keywords: Internet of Things (IoT) · Connected vehicles ·
Autonomous vehicles · Platooning · CARLA · Simulation

1 Introduction and Motivation

Internet of Things (IoT) refers to an exchange of information between physical
objects connected over the internet. IoT is experiencing a rapid increase in the
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number of physical objects getting connected [1]. Many IoT architectures have
been proposed so far. Hanes et al. [2] presented a simplified IoT architecture in
their book consisting of edge, fog, and cloud layers from bottom to top which is
briefly discussed below:

– Edge Layer: Contains smart objects, sensors, and actuators also known as
edge nodes. Computing is performed by IoT devices here also known as edge
computing.

– Fog Layer: Contains communication and processing units with network con-
nectivity also known as fog nodes. Data from edge nodes is uploaded to the
cloud through fog nodes also known as fog computing.

– Cloud Layer: In this layer, data from fog nodes is used to develop applications
and analytics.

The above concept of IoT can be applied in the field of transportation to
autonomous vehicles (AVs) [3] where each AV can act as an edge node to solve
many problems. According to American Trucks Association (ATA), trucks trans-
ported about 72.5% of the nation’s total freight while consuming 45.6 billion gal-
lons of fuel in 2019 [4]. Lately, travel by passenger cars and light-duty trucks has
increased by 48% in 2019. U.S. Environment Protection Agency (EPA) reported
that greenhouse gas emissions due to transportation are the largest account-
ing for 29% of the total in 2019 with an increasing trend from 1990 to 2019
[5]. This problem can be solved by platooning where vehicles travel in a group
to achieve more fuel efficiency [6]. A lot of companies such as Tesla, Waymo,
Uber, etc. are working towards making autonomous driving technology avail-
able to the general public. Government agencies are working together to test the
connected vehicle (CV) technology through various pilot deployment programs
[7]. These two technologies are combined to achieve more efficiency and safety
in transportation. Various vehicular applications are under development, and
platooning is certainly one them [8]. Driver Assistive Truck Platooning (DATP)
Pilot is a Florida Department of Transportation (FDOT) led project to illustrate
platoon operations only in a specified set of weather scenarios [9,10]. Interna-
tional projects like Konvoi and SARTRE were not verified over broad weather
scenarios [11]. However, the United States is home to a wide variety of weather
conditions like rain, snow, fog, etc., and platooning cannot be operated in these
conditions. Therefore, there is a need to support platooning even in these situ-
ations. This motivated us to apply our relative angle approach to support the
existing platoon design.

The contributions of this work are: (1) an IoT-based message exchange algo-
rithm that can be extended to n number of unique messages; (2) Dedicated Short
Range Communication (DSRC) Basic Safety Message (BSM) based communi-
cation with the neighboring vehicles to initiate a platoon; and (3) extension of
CARLA simulator to support IoT connectivity. The proposed algorithm is cur-
rently demonstrated in a two-vehicle scenario which will be extended to multiple
vehicles in future work. The current scope of this work is to demonstrate suc-
cessful platoon negotiation without consideration of safety issues. In the near
future, we plan to address them.



334 O. Dokur et al.

The remainder of the paper is laid out as follows. Section 2 provides an
overview of Automated Driving System (ADS), Connected Automated Vehi-
cles (CAVs), an IoT vision for platooning, and CARLA Simulator. Section 3
discusses the current research in platooning along with its limitations. Section 4
presents platoon-ready, pre-negotiation, negotiation resolver, and Platoon Mem-
ber (PM) algorithms for various platoon scenarios. Section 5 implements the pro-
posed algorithms and demonstrates the experimental results conducted through
the CARLA simulator. Lastly, Sect. 6 summarizes the findings from our experi-
ments and discusses future work.

2 Overview

In this section, an overview on ADS, CAVs, an IOT vision for platooning, and
CARLA simulator is provided.

2.1 Automated Driving System

An ADS on a vehicle is equipped with a suite of sensors such as LIDAR, cam-
era, radars, etc. There are six levels of autonomy, according to the Society of
Automotive Engineers (SAE), with level zero indicating no autonomy and level
five indicating complete autonomy [12]. At level five, ADS is capable of perform-
ing all the driving tasks in all situations without human intervention. Baude
et al. [13] provided a typical architecture of ADS consisting of perception and
decision-making systems. These two modules work together to generate neces-
sary brake, throttle, and steering wheel commands. From Yurtsever et al. [14],
although ADS guarantees a safe, efficient, and comfortable driving experience
yet the number of causalities are ascending. Level four and above autonomy is
still an open and challenging problem. Thakurdesai et al. [15] presented in detail
the technical, moral, and legal issues faced by ADS. Further, most of the existing
approaches are ego-only and there is not one functional CAV on the road [14].

2.2 Connected Automated Vehicles (CAVs)

A CAV can depend on other vehicles or infrastructure on the roads to carry out
the functionalities of an ADS. This design is believed to be autonomous driving’s
future. Through vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and
vehicle-to-everything (V2X) communications, CAVs will be able to access a huge
amount of data which could be used to remove the flaws in the current ego-
only design [14,16]. The two main components of CV technology are On-Board
Unit (OBU) and Road-Side Unit (RSU) representing an edge and a fog node
respectively in an IoT framework as shown in Fig. 1. RSUs are installed on
road infrastructure such as traffic lights, current poles, etc., while OBUs are
installed inside the vehicles. These units communicate through DSRC. Vehicle
information such as speed, location, heading, etc., is collected by OBUs which
is then transmitted to RSUs and OBUs several times per second in the form of
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a BSM. Data from fog nodes or RSUs is then transmitted to the central server
or cloud layer to perform data analytics.

Therefore, when CV technology is deployed within ADS, it becomes a CAV
that can access a huge amount of traffic data to provide improved safety, effi-
ciency, and mobility [16].

2.3 An IoT Vision for Platooning

Platooning is defined as a group of vehicles that drive together cooperatively at
a very small inter-vehicle gap through a local ad-hoc network (such as DSRC)
[6,17]. A typical platoon consists of a Platoon Leader (PL) and PM where the
PL leads and PM follows the PL as shown in Fig. 2. Platoon speed, number of
members, and permit for entry or exit of the platoon are controlled and tracked
by the PL. The instructions from PL are followed by PM who in turn provides
its status back to PL. The inter-vehicle gap is calculated and maintained by
Adaptive Cruise Control (ACC) using LIDAR, radar, camera sensors., etc. while
the PL and PM communication is achieved by V2V. Platooning is made possible
through a Cooperative ACC (CACC), i.e. combination of V2V communication
in CV and ACC in ADS [18]. Stages involved in platooning are briefly discussed
below [19]:

– Find - A vehicle uses V2V or V2I communication to find an available platoon.
– Join - A vehicle negotiates with the PL on how to join the detected platoon.
– Maintain - After joining, the inter-vehicle gap between PL and PMs is main-

tained here.
– Leave and Dissolve - PM can move out of the platoon to either end or join

another platoon.

Fig. 1. Vehicles connected through local ad-hoc network (DSRC)
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Fig. 2. Platoon illustration through DSRC communication

There are various vehicle-dependent factors such as inter-vehicle gap,
platoon-dependent factors such as platoon size, and external factors such as
weather that influence a platoon. All of these factors are discussed in detail in
[19]. This paper focuses on finding a vehicle willing to platoon, negotiating with
it to join a platoon, determining a PL and PM, and instructing PM to drive into
the PL lane using BSMs only. To achieve this, we use the relative angle approach
for CVs proposed in our previous work [20]. The relative angle ‘θ’ can be com-
puted between HV and RV by calculating the angle between the HV heading
and a new vector drawn between HV and RV positions. Similarly, relative angle
‘θ’ between HV and PL (an RV here) can be acquired by calculating the angle
between HV and the new vector joining HV and PL as shown in Fig. 3.

2.4 CARLA

CARLA (Car Learning to Act), an open-source simulator platform for
autonomous driving built on Unreal Engine 4 (UE4) enables basic NPC logic,
real-time physics, plug-in interoperability, and cutting-edge rendering quality
[21]. This enabled CARLA to realistically simulate various scenarios present in
the “real world”. Furthermore, CARLA is a client-server interface that allows an
agent, the vehicles, in this case, to communicate with the dynamic world. The

Fig. 3. Relative angle approach for platooning
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client oversees the interaction between an agent and the server using a Python
Application Programming Interface, (API) while the server is responsible for
scene rendering and simulation control. The client sends out commands to con-
trol the vehicles present in that scenario, and meta-commands adjust the behav-
ior of the server, which will result in sensor readings. Moreover, vehicle com-
mands include steering, braking, and accelerating, whereas the meta-commands
will reset the simulation, set up new environments, and configure sensors such as
GPS, IMU, LIDAR, and camera. It is also possible to develop custom sensors that
can be used in simulated vehicles. In other words, an agent will behave according
to how these “classes” are written. These functionalities may be used to mimic
autonomous vehicles and get data related to the position, velocity, direction,
and other parameters. All this information, which composes the BSMs, concern-
ing different agents within the simulation is then shared among vehicles using
the client API. Consequently, CARLA is a reliable framework for studying and
developing different CV applications. CARLA is extended to model vehicular
communication, or connection, that are not present in the framework. In Sect. 5,
we go through this in-depth.

3 Related Research

There have been many platoon research projects while some are still ongoing.
They all have various objectives such as truck platooning, mixed vehicles pla-
tooning, etc. They either assume vehicles to be fully autonomous or PL to be
driving manually [19]. One such project is CARMA (Cooperative Automation
Research Mobility Applications). CARMA is a U.S. Department of Transporta-
tion (USDOT) initiative that is developed by the Federal Highway Administra-
tion (FHWA) [22]. CARMA3 is the latest version of CARMA and is equipped
with ADS and V2X capabilities to achieve Cooperative Driving Automation
(CDA). Cruising, yielding, lane changing and merging, speed harmonizing, and
platooning are the various CDA features available within CARMA [8]. CARMA
allows to develop and tests the CDA features through an open-source approach
by collaborating with academic institutions. While CARMA is paving the way
to further research and development (R&D) in CDA, there are a lot of problems
yet to be solved.

The implementation of IoT within vehicles has been given increasing atten-
tion over the years. Petrov et al. [23] have developed a framework for message
exchange and relay-based data processing in order to alleviate the overhead of
data processing in edge nodes. In other words, the authors use Narrowband IoT
Technology (NB-IoT) in order to take advantage of a concept known as crowd-
sensing, where multiple devices (in this case the vehicles) collectively process
desired data. Another significant benefit covered in this research work is the
mobility as well as the higher power availability in vehicles compared to static
conventional edge nodes. Similarly, Wang et al. [24] at Ibaraki University, Japan,
addressed the impact of latency of message exchange in the safety of platooning.
The authors observed that message delay was decreased in V2V communication
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Table 1. Comparison of ADS sensors

Sensor Influenced by
light

Influenced by
weather

LIDAR No Yes

Radar No No

Ultrasonic No No

Camera Yes Yes

Stereo camera Yes Yes

Flash camera Yes Yes

Event camera Limited Yes

Thermal camera No Yes

by the use of directional antenna. Although it is still effective for high traffic,
directional antenna usage has shown to be advantageous for vehicles or beacons
that are close to one another. Sodhro et al. [25] study aims to tackle the decrease
in QoS (Quality of Service) due to the high mobility of vehicles as nodes in an
IoT network. A QoS-aware, green, sustainable, reliable, and available (QGSRA)
algorithm is then developed to reduce the latency of message exchange, power
consumption, and improve the reliability of the service. The authors also propose
the development of metrics for features such as power consumption.

Finally, it is also important to point out the emerging technologies that may
dramatically improve the overall quality of not only the proposed V2V applica-
tion but also of countless other IoT-related technologies. Artificial Intelligence of
Things (AIoT) has the capability to benefit IoT in terms of data processing and
analytics, which will in turn optimize the reliability and efficiency of Platoon-
ing negotiation, formation, and maintenance [26]. Applying AI combined with
Blockchain technology may also improve vehicular IoT applications such that it
can offer decentralized network management, interoperability across nodes, as
well as traceability and reliability of the data being exchanged [27]. Addition-
ally, Blockchain can also be utilized as a tool for many security issues in V2X
applications [28].

So far, extensive research is done in platooning that relies on on-board sen-
sors of ADS such as radar, LIDAR, cameras, etc. But these sensors may lead to
failure during bad weather conditions [29]. Adverse weather conditions such as
rain, snow, or fog may lead to a limited view for platooning [19]. Table 1 com-
pares exteroceptive sensors used in ADS to better understand their functionality
during poor light and bad weather conditions [14]. All the sensors except radar
and ultrasonic are affected either by light or weather. And one cannot rely on
these two sensors as they help only to calculate distances of objects ahead but
cannot provide the lane information or relative position of the platoon. From [30],
DSRC communication is not affected by the change in air density that occurs
during foggy weather. University of Michigan Transportation Research Institute
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(UMTRI) led Safety Pilot Model Deployment (SPMD) project with about 2800
vehicles installed with OBU devices along with 25 RSU devices [31]. The data
collected from this study is used to investigate the impact of weather conditions
on DSRC communication. A sample size containing 2,581 clear weather days,
114 rainy days, and 227 snowy days showed that adverse weather conditions
have negligible impact on DSRC performance. This evaluation makes DSRC a
promising and reliable technology in any kind of a weather scenario. This moti-
vated us to propose an approach that relies on DSRC communication for platoon
negotiation without depending on LIDAR, radar, or camera sensors.

4 Negotiation Algorithms on Edge Nodes

In this section, we discuss the algorithms implemented within edge nodes (vehi-
cles) responsible for achieving platoon negotiation to determine PL and PM. We
then proposed a PM algorithm using the relative angle θ approach. For this, we
assume that the vehicles are connected through DSRC communication and auto-
mated. Algorithms are derived for vehicles heading to the same destination and
different destinations with a common path. Negotiations happen in the open
first and then a PlatoonKey system from [32] or FlowMiner from [33] can be
implemented in the future for secure platoon-based V2V communication. Var-
ious stages namely platoon-ready, pre-negotiation, and negotiation resolver are
involved for which the algorithms are proposed. These algorithms run indepen-
dently on each vehicle using data from BSM messages. Finally, the PM algorithm
is proposed through which PM can start following the PL. Further, experiments
are conducted in Sect. 5 to validate them. Also, a discussion on edge-cases of the
algorithms is provided in Sect. 4.5.

4.1 Platoon-Ready Algorithm

Here, individual vehicles check if they are ready to platoon. Several criteria can
be set to accomplish this. The criteria we set here is that the platoon be turned
on and the vehicle be driving on a road at a certain speed, for example driving at
a speed greater than 40 km/h. If these conditions are met, the vehicle is ready to
platoon. Figure 4 shows the flowchart illustrating the platoon-ready condition.
Once the vehicle is ready to platoon, pre-negotiation transactions are carried
out before the actual negotiation.

4.2 Pre-negotiation Transactions

Once the vehicles are ready to platoon, they broadcast willingness to platoon
with their destination and global route set by the autonomous feature. In the
meantime, individual vehicles check if this information is also available in the
received BSMs from nearby vehicles. If available, the destinations are compared
to check if they both are heading to the same destination. If not, their paths are
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Fig. 4. Platoon-ready flowchart

compared to find a maximum match. Once a common destination is found, the
vehicle starts negotiating.

Figure 5 clearly illustrates pre-negotiation transactions over the time occur-
ring between Vehicle 1 and Vehicle 2 after they are platoon-ready. Once Vehicle
1 is platoon-ready, it broadcasts its destination and route via BSMs to Vehi-
cle 2. Now, Vehicle 1 keeps checking if Vehicle 2 destination and the route are
available. Once available, Vehicle 1 compares its destination against Vehicle 2
destination. If they do not match, their global route is compared to find a max-
imum match. After a match is found, Vehicle 1 starts negotiating by sending a
Platoon Join Request (PJRQ) negotiation. The same logic runs in the Vehicle
2 which is illustrated on the right side of Fig. 5 and starts negotiating once a
match is found. Once the vehicles start negotiating, these are resolved through
the negotiation resolver algorithm which is explained in Sect. 4.3.

4.3 Negotiation Resolver Algorithm

Once the vehicle is ready to platoon as well as to start to negotiate, a PJRQ
negotiation is sent to other vehicles through BSMs. The structure of the nego-
tiation contains a negotiation, sender id, and receiver id. A negotiation can
be either a PJRQ, a Platoon Accepted (PA), a Platoon Join Ready (PJRY),
or a Platoon Leader Request (PLR). Currently, the algorithm handles these
four negotiations, and logic to handle more negotiations can be included in the
future. Other variables sender id and receiver id are host vehicle id and remote
vehicle id respectively. This way the negotiation messages can be processed by
interacting parties only and not others. Negotiations received through the BSMs
are processed by the negotiation resolver that runs separately on each vehicle.



An Edge Computing Approach for Autonomous Vehicle Platooning 341

Fig. 5. Pre-negotiation transactions

The resolver reads these negotiations and processes them accordingly as shown
in Fig. 6.

Vehicles process the received BSMs and once a negotiation is read from
the BSM, receiver id in it is compared against the current vehicle’s id ‘cur-
rent veh id’ or HV id that is processing the negotiation. If the current veh id
is the same as the receiver id, the received negotiation is further processed. If
the negotiation is a PJRQ, the algorithm accepts it and a PA negotiation is
sent back to the above sender id or RV id. While sending a PA negotiation
back, the current HV id becomes the new sender id and the RV id becomes the
new receiver id. This concept is similar to the rest of the negotiations. Next,
if negotiation is a PA, a PJRY negotiation is acknowledged back to the above
sender id or RV id. At this state, both vehicles have acknowledged each other
that they are ready to start a platoon. The next negotiations would be to deter-
mine who would be the leader of the platoon. For this, we assume that all the
PJRY state vehicles declare themselves to be PL and send PLR negotiations.
While processing, if the negotiation is a PLR, the current vehicle or HV compares
its velocity against the sender vehicle’s or RV’s velocity. If hv velocity is less than
rv velocity, meaning that it is driving slower than the remote, it becomes a PM.
The criteria set to become a PL here are arbitrary and can be changed according
to the requirements. This way a negotiation resolver is implemented to settle the
negotiations between the vehicle to initiate platooning.

4.4 Platoon Member Algorithm

Once PM and PL are determined, this logic is used by PM to follow PL based
on the relative angle ‘θ’. Figure 7a, 7b, 7c shows when PL is on right, left, and
same lanes of PM respectively. Here, we assume that H1 is the heading angle
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Fig. 6. Negotiation resolver flowchart

of PM, H2 is the heading angle of new vector AB joining PM and PL, and H3
is the heading angle of PL. Relative angle θ is the difference between H1 and
H2. First, we check if both PM and PL are heading in the same direction by
calculating ‘α’, the difference in their heading angles (H1–H3). When mod α is
less than 5◦ meaning PM and PL are heading in the same direction, the relative
angle θ between PM and PL is computed. PM and PL are in the same lane when
mod θ is less than 1◦. In this scenario, PM will follow PL in the same lane as
shown in Fig. 7c. PM and PL are in different lanes when mod θ is greater than
1◦. PL is on the right lane of PM when θ is positive or greater than 0◦. In this
case, PM will drive to its right lane to follow PL as shown in Fig. 7a. Lastly, PL
is on the left lane of PM when θ is negative or less than 0◦. Here, PM will drive
to its left lane to follow PL as shown in Fig. 7b. Figure 8 shows the above logic
in a flowchart.

This way vehicles can negotiate with each other to find a platoon and then
join using BSM information only. Further, we have conducted experiments to
evaluate the above algorithm and the results are shown in Sect. 5.
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(a) Right Lane (b) Left Lane

(c) Same Lane

Fig. 7. PM illustration when PL in right lane, left, and same lanes respectively

4.5 Discussion

There could be several edge cases during the negotiation as well as while pla-
tooning. One such scenario is that during negotiation there could be denial to
platoon by a vehicle. In such a situation, the vehicles trying to form the platoon
will register this and stop communicating with the vehicle. In another scenario,
there could be an abrupt disruption of communication during platooning. In
this case, all the vehicles will break out of platooning and act as individual AVs.
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Re-negotiation and re-platooning can occur on the restoration of communication
between the vehicles.

5 Experimental Results

In this section, the algorithms discussed in Sect. 4 are implemented in the
CARLA simulator and various experiments are conducted to demonstrate the
proposed approach. We chose CARLA Town06 for testing platoon negotiations
as it has long highways with a lot of highway entrances and exits that are feasi-
ble for this application. To drive the vehicles between source and destination, we
used the behavior agent (BA) from CARLA’s python API client. BA is imple-
mented as a Python class and for each vehicle, a BA object is created that is
independent of others. Each BA object contains all of the above-mentioned algo-
rithms from Sect. 4, as well as the logic for computing relative angle θ as shown
in Fig 9.

We developed a custom sensor i.e. OBU sensor to get all the required vehicle
information. All the spawn vehicles are equipped with this sensor to collect the
location, velocity, heading, etc., of the vehicle. By default, CARLA does not
support connectivity or platooning. For this reason, we implemented a DSRC
agent to connect the vehicles in simulation. Vehicles spawned from CARLA
client send and receive BSMs through this agent. Also in Sect. 3, we showed
that the DSRC communication is not affected by the weather conditions. The
following steps explain how connectivity and platooning are achieved in CARLA.
In step one, each vehicle in the CARLA client reads its own negotiation set in
the previous time and forwards it to other vehicles if any through the BSM. In
step two, all the vehicle information, destination and route (if platoon-ready),
and negotiation (if any) are sent to the DSRC agent. In step three, each vehicle
receives BSM from the DSRC agent. Lastly, in step four, all of the information
is sent to individual BA objects to run the platoon algorithms as shown in Fig.
9. The following experiments are conducted using the above setup.

5.1 Same Destination Experiment

In this experiment, two vehicles are spawned in two different lanes with the same
destination as shown in Fig. 10. The following vehicle is HV while the leading
vehicle is an RV on the right lane to HV. Here, RV started first and reached a
speed of 40 km/h before HV. At this stage, RV is ready to platoon and started to
broadcast its destination. Similarly, HV started to broadcast its destination once
the speed criteria is met. At this stage, both HV and RV received destinations
of each other. Since the destinations are the same, a PJRQ negotiation is set
in its BA object that can be read from the CARLA client in the future. First,
RV gets its negotiation for HV and publishes it to the DSRC agent through the
BSM. The same is repeated for HV. Now, both HV and RV receive their BSMs
from the DSRC agent and send this to their BA object which also contains
negotiations this time. The negotiation resolver reads this and processes them
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Fig. 8. Platoon member flowchart

Fig. 9. Connectivity architecture implemented in CARLA

according to the logic discussed in Fig. 6. When both vehicles are at PJRY state,
a PLR request is sent and whoever has a higher speed becomes a PL. In this
case, RV speed is greater than HV and assigned as PL while HV is assigned as a
PM. Once PL and PM are determined, heading angle difference α, and relative
angle θ are compared. After checking, PM joins the platoon with PL by driving
to the right lane as shown in Fig. 10.
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Fig. 10. PM driving at speed of 46 km/h to join PL on the right lane at an angle of θ
= 10.12◦ ahead of PM

Fig. 11. PM driving at speed of 45 km/h to join PL on the left lane at an angle of θ
= −9.35◦ ahead of PM

5.2 Different Destination Experiment

This experiment is the same as the experiment in Sect. 5.1 except that the vehi-
cles are spawned with different destinations. In this scenario, a common match
is found using the compare routes() function in the individual BA object. After
successful negotiations, RV becomes PL while HV becomes PM. Once PL and
PM are known, heading angle difference α, and relative angle θ are compared.
After checking, PM joins the platoon with PL by driving to the left lane as
shown in Fig. 11.

5.3 Same Lane Experiment

This experiment is the same as the experiment in Sect. 5.1 except that the
vehicles are spawned in the same lanes. In this scenario, vehicles start nego-
tiations once after their destinations are matched. After successful negotiations,
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Fig. 12. PM driving at speed of 49 km/h to join PL on the same lane at an angle of
θ = −0.16◦ ahead of PM

RV becomes PL while HV becomes PM. Once PL and PM are known, heading
angle difference α, and relative angle θ are compared. After checking, PM joins
the platoon with PL by driving in the same lane as shown in Fig. 12.

6 Conclusions and Future Work

The applications of IoT are increasing at a very fast pace and this work presents
how the concept of IoT can be applied to approach existing problems in the trans-
portation field. Through this work, platooning with respect to IoT is researched
and a simplified IoT architecture is applied to approach this problem. There are
many advantages due to platooning. It can lower fuel costs, enhance safety, and
improve the efficacy of the energy. Existing work on platooning is limited to cer-
tain weather conditions and the proposed work paves the way to implement this
feature even under adverse weather conditions. The related research in this work
shows that the DSRC communication is not affected by uncertain weather con-
ditions which is the key in the negotiation exchange. The presented algorithms
to find a platoon are derived from BSMs only and negotiations are carried out
further to determine PL and PM. We see that the PM algorithm can accurately
determine the relative position of PL using the relative angle without the use of
any camera or LIDAR sensor. We successfully extended the CARLA simulator
to include platooning negotiation which is explained in detail in Sect. 5.

Furthermore, the algorithms and simulations presented in this paper will
be the basis for further development of cooperative driving. The future work
includes testing the proposed algorithm with more than two vehicles, testing in
dense traffic, extending the algorithm to support complete platoon formation
with more use cases, platoon safety, usage of RSUs (fog nodes) connected to the
central server in order to perform data analytics and provide better accuracy,
and tackle the security aspects of this application.
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Abstract. With recent technological advances, in-soles or smart insoles have been
designed,with a different arrangement of sensors. The objective of this project is to
develop a newmodel of smart, wearable insole composed of hardware with twelve
resistive force sensors, FSR® 402 short, coupled to an ESP-WROOM-32 embed-
ded microprocessor module for wireless data acquisition, processing, storage and
transmission, integrated with Android application software for data reading, sen-
sor fusion and creation of dashboards to be displayed on an interface. The results
of the concept validation tests in the laboratory have demonstrated that this new
device can be used in future clinical studies as a tool for real-time baropodometric
and motion analysis in various daily life, work and sport activities, with respect to
injury prevention, disease assessment and diagnosis, and rehabilitation support.

Keywords: Smart insole ·Wearable devices · Baropodometry

1 Introduction

According to Shumway-Cook and Woollacott [25] for postural control, constant neu-
romuscular adjustments are required, through the processing of information from the
visual, vestibular and somatosensory systems (proprioceptive, joint and cutaneous recep-
tors). The plantar region of the feet also plays a fundamental role in stabilizing the body,
as they contribute to the distribution of weight in the orthostatic position and influence
postural control and gait parameters [30].

In the standing position, balance is controlled by muscular action, which moves
the distribution of plantar pressure, changing the rotation of the foot around the ankle
(anterior-posterior) and the distribution of total body weight on both sides. Feet (side)
[6]. The heads of the 1st and 5th metatarsals and the calcaneal tuberosity support greater
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pressure [11]. These stability limits change constantly depending on the task, the biome-
chanics of the person and the support surface, which can be stable or unstable, depending
on the type of footwear.

In this way, the foot is considered a link between an imbalance of high origin and
the ground, which will always adapt to neutralize the support, and can be considered
the terminal cap of the postural system, in descending postural alterations, or the initial
one, in the ascending postural alterations [5]. Foot and ankle disorders are prevalent in
the general population and one of the main motivations for primary care consultations,
usually these disorders are associated with the type of plantar pressure distribution [14].

The measurement of plantar pressure is generally confined to a laboratory envi-
ronment, primarily through pressure platform systems, also known as baropodometers.
However, in recent years, with recent advances in sensor technology andmobile devices,
in-shoes or smart insoles have been designed, each with a different arrangement of sen-
sors [20]. Despite this variety of models, it was found that the main benefit observed
in smart insoles is the continuous monitoring of functional, occupational and sports
activities in real time.

Several studies with populations at risk have already been carried out using smart
insoles, with the aim of evaluating the plantar pressure of hemiplegics [8, 10, 22]; in the
postural control of children with Cerebral Palsy [17]; to detect when excessive pronation
occurs in patients with hallux valgus [3]; in the treatment of Parkinson’s Disease [28];
alcohol-induced gait disorders [19]; as well as in the prevention and healing of pressure
ulcers in individuals with diabetic neuropathy [1, 16, 23, 26].

Some studies [15, 27, 32] used smart insoles to analyze the gait pattern, whose
main parameters are: stride duration, cadence, stride length and gait speed. Substantial
evidence on cognitive neuroscience and motor control suggests that gait parameters can
reveal important factors that determine general health andwell-being [2], with gait speed
being considered a sixth vital sign because it has been validated as a marker of frailty
and mortality in the elderly [4].

Smart insoles are flexible, portable and comfortable for gait analysis and canmonitor
plantar pressure in real time bymeans of built-in sensors that convert the applied pressure
into an electrical signal that can be displayed and analyzed later. Several research teams
are still working to improve the insole features, such as size, sensitivity of the insoles’
sensors, durability, and the use of artificial intelligence to monitor and control the gait
of subjects, providing recommendations to improve gait performance.

Therefore, the objective of this research is the development of a new model of smart
insole, composed by force sensors, coupled to an embedded system for acquisition,
processing, storage andwireless transmission of data, integrated to a software for reading
the data, fusion of sensors and creation of dashboards that will be displayed in an
interface.

This new device could become an objective and low-cost tool for real-time baropodo-
metric and movement analysis in various daily, work and sports activities, regarding
injury prevention, evaluation and diagnosis of diseases and support for rehabilitation of
osteomyoarticular pathologies related to stepping and gait pattern.
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2 Methodology

When a new technology is created or conceptualized, it must go through delimited,
described and standardized maturity levels, until it is ready for use and commercializa-
tion. The Technological Maturity Level (TML) is a systematic metric, with nine levels,
developed in 1974 by Stan Sadin, a senior scientist at the National Aeronautics and
Space Administration (NASA), which allows the assessment, at a given moment, of the
maturity level of a particular technology or the comparison of maturity levels between
different types of technologies, as well as the entire context of a specific system, its
application and its operating environment [29].

Based on the TML scale, a strategic plan was organized focusing on the feasibility
of the concept and product development. This project reached level 4 of technological
maturity, including the validation of the prototype in the Laboratory of Biomedical
Instrumentation and Electronic Tests of the Nucleus of Strategic Technology in Health
(NUTES) of the State University of Paraíba (UEPB).

The dimensions of the smart insole correspond to number 40 according to the Brazil-
ian standard of measurements, with approximately 265 mm in length, 90 mm in width
and 3 mm in thickness. The structure of the insole has three layers: two layers of armor
composed of Ethylene Vinyl Acetate (EVA) and Corotex; and a conductive layer for con-
necting the sensors, consisting of a double-faced copper plated phenolite. The printed
circuit manufacturing process was carried out by machining in a CNC milling machine,
through copper grinding.

Shielding layers are important to increase the durability of the insole, once they
protect the sensors from mechanical damage and from the influence of environmental
factors such as temperature and humidity. The material indicated by the FSR datasheet
[12] to be used in the shielding layers is a thin elastomer (3 mm), as it allows a better
sensor repeatability.

For plantar pressure sensing, FSR® 402 short resistive force sensors manufactured
by Interlink Electronics (Canada) were used. The FSR® exhibits a decrease in resistance
with increasing pressure applied to the sensor’s active area (12.70 mm). The sensitivity
range of the FSR® 402 short ranges from 0.1 Kgf/cm2 to 10 Kgf/cm2, with an accuracy
of ±5 to ±25% depending on measurement system consistency, repeatability tolerance
and device calibration [13].

Regarding the choice of types of pressure sensors, according to Razak and collab-
orators it appears that force-sensitive resistance sensors, especially the FSR 402, are
the most used in smart insoles projects, especially because of the following characteris-
tics: low cost, low hysteresis, low temperature sensitivity, linear response and a pressure
sensitivity range from 0.1 Kgf/cm2 to 10 Kgf/cm2 [20].

This sensor alsomeets the recommended size in systematic reviewswhich is 5mm×
5 mm, as a larger sensor may underestimate peak pressure, and with a smaller sensor it is
difficult to control the displacement of pressure points of interest during gait, therefore,
smaller sensors are recommended for use in an array system, such as pressure platforms
[20, 21].

Twelve sensors were used in this smart insole, which are positioned in specific areas
of the plantar region: four sensors in the rearfoot (1–4), region of the calcaneal bone;
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two sensors in the midfoot (5–6), medial and lateral longitudinal arch region; and six
sensors in the forefoot (7–12), region of the metatarsal bones and phalanges (Fig. 1).

In the literature, there is no consensus between the quantity and positioning of sensors
in the smart insole to obtain a better measurement of plantar pressure. According to
Razak and collaborators [20] this determination depends onwhich clinical and functional
analyzes will be performed by the smart insole and is limited to different sizes of feet,
since the position of the pressure points changes. However, the literature indicates that
the minimum number of sensors per insole is between three and four, due to the main
pressure areas in the plantar region, which includes the heel, the head of the first and
fifth metatarsals and the hallux, such as observed in the studies [10, 11].

Shu and collaborators [24] mentioned that the plantar region of the foot can be
divided into 15 areas: heel (area 1–3), midfoot (area 4–5), forefoot, on the metatarsal
heads (area 6–10) and phalanges (area 11). -15). These areas support most of the body
weight and are adjusted by the body’s balance. Therefore, ideally fifteen pressure sensors
are needed to cover most body weight changes based on foot anatomy.

Fig. 1. - Positioning of the FSR® 402 short sensors on the smart insole. (Source: Author’s own
data)

In this project the sensors are connected in an “n+ 1” line structure to build a sensor
array. The use of matrices has the advantage of not having to make any a priori decisions
about the areas to be monitored, since a larger area of the plantar surface can be accessed
at once. [20]. Line “1” connects the set of sensors to the ground (GND) and line “n”
represents the output of each sensor. By combining several force sensors, it is possible to
measure force at a single point, as well as distributions by region. To connect the sensors
to the conditioning circuit, a flat cable was used due to its flexibility, malleability and
viable thickness for application [18].

For data acquisition, processing, storage and transmission, an ESP-WROOM-32
microcontroller manufactured by Espressif Systems (China) was chosen, with the fol-
lowing characteristics: low cost; small size, measuring just 18mm x 25.5mm and pin
spacings at 1.27 mm pitch; Tensilica Xtensa 32-bit LX6 dual core microprocessor;
adjustable clock from 80 MHz to 240 MHz; has 512 KB SRAM and 32 Mb external
flash memory; 36 general purpose GPIO ports; SPI interface; 18 ADC pins; WiFi and
Bluetooth communication [9].
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In order to physically protect the embedded system, a protective case was designed,
manufactured by additive manufacturing in the LT3D Laboratory (NUTES/UEPB), so
the embedded system can be protected, isolating the possibility of any physical contact
between the user and the board and the electrical supply system (battery). For the device’s
power system, a 3.7 v, 1500 mAh, 2-Wire Lithium Battery was used. Charging time for
this battery varies from 3 h in fast mode and from 2 to 6 h in standard mode.

Voltage signals in the FSR® 402 short sensors are extracted from voltage dividers
(R = 10 k�) and then sent to the 12-bit analog-to-digital (A/D) channels (0 to 4095) of
the ESP-WROOMmicrocontroller−32 via a flat cable and then transmitted to a mobile
device such as a smartphone or tablet via Bluetooth transmission (Fig. 2). The software
is an Android application, capable of processing and reading the collected data, merging
the force sensors and plotting all the data in images.

Fig. 2. - Smart insole integrated circuit prototype. (Source: Author’s own data)

For software development, Flutterwas used,which is anOpenSource SDK(Software
Development Kit) or user interface (framework) toolkit developed by Google, to build
natively compiled applications on iOS andAndroid, formobile devices, web and desktop
from a single codebase.

3 Results and Discussion

The results of the proof-of-concept tests with the electronic components and the smart
insole systemwere carried out in the following stages: 1st) test of theFSR®402 short sen-
sors; 2nd) sensor integration test to the ESP-WROOM-32; 3rd) test of data transmission
via Bluetooth; and the 4th) application functionality tests.

To analyze the responses of the FSR® 402 short sensors and their operating range,
tests were performed by applying pressure directly to the active area of the sensor. Each
sensor was subjected to increasing loads from 1 to 10 kg, using metal washers as they
are standardized and easy to handle. In order to verify the responses to the applied loads,
the output voltage was measured on the FSR, using a Minipa Digital Multimeter, model
ET-1100A, and using the Arduino analog reading (Fig. 3).
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Fig. 3. Bump test of FSR® 402 short sensors. (Source: Author’s own data)

Seeking to ensure that the correct weight was added only in the active area of the sen-
sor, an instrument with two metal plates and a fixed rod with two magnet tips of different
dimensions was designed andmanufactured by theMachining Center of NUTES/UPEB,
adapt to different types of sensors (Fig. 4).

Fig. 4. Instrument developed for testing the response of the FSR® 402 short. (Source: Author’s
own data)

To measure the pressure through an FSR, the values read in the range of 0 V to
the voltage of 3.3 V were mapped. The regression curve relating the force/pressure and
tension of each FSR can be obtained from the information contained in its datasheet [11]
and represented in Eq. 1:

F(kgf) = 511,6× V−1,683
fsr − 22, 75 (1)

In Fig. 5 it is possible to observe the comparative graph between the points obtained
from the datasheet and the regression curve of Eq. 1, with a correlation coefficient (R2)
of 0.9991.
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Fig. 5. Comparative graph between the datasheet points and the force/pressure regression curve
in relation to the FSR voltage.

In the tests of hardware integration with the embedded system, it was evidenced that
the ESP-WROOM-32’s 12-bit ADC has an output signal that can vary from 0 to 4026
as the sensor is pressed. This range represents the voltage variation on the analog port,
which can also be interpreted as a variation range from 0 to 3.3 V, according to the sensor
resistance variation.

The sampling period is shaped by the processing time and data acquisition, where
the 12 sensors are read in a time of 10 ms, so the device can operate with a sampling
frequency of 100 Hz. The data transmission time is determined by the ESP-WROOM-32
Bluetooth version 4.2 bit rate per secondwhich is approximately 1Mbpswith a sampling
rate of 2.45 GHz, 1,200 data per second are generated depending on of the sampling time
of 10 ms. The sensors were read continuously during the tests, allowing the evaluator to
visualize in real time the pressure distribution in the plantar region.

Regarding the baropodometric variable analyzed in the Application, it concerns
the distribution of plantar pressure, expressed by the Engineering Unit kilogram-force
per square centimeter (kgf/cm2), which will be displayed in the interface in the form
of images with chromatic spectrum, to demonstrate the variations in pressure levels
in each sensor and by plantar area, taking as an example the commercial software of
baropodometers (Fig. 6).
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Fig. 6. Smart Insole Application. (Source: Author’s own data).

The color spectrum is divided into six colors that represent the pressure ranges of
each sensor:

a) Dark blue: 0–1,6 kgf/cm2

b) Light blue: 1,6–3,3 kgf/cm2

c) Green: 3,3–4,5 kgf/cm2

d) Yellow: 4,5–5,9 kgf/cm2

e) Orange: 5.9–6,8 kgf/cm2

f) Red: 6.8–10 kgf/cm2

With the values obtained it is also possible to manually calculate the maximum
pressure (1), average pressure (2) and center of pressure (3) using the following equations
[33]:

Peak = Max(p1, . . . pi, . . . , pn) (2)

Mean = 1

n

n∑

i=1

pi (3)
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(4)

where p is the plantar pressure, n indicates the total number of sensors, i denotes the i-th
sensor, and X and Y are the coordinates of the entire area of the foot.

4 Conclusion

This project had as main objective the development of a new model of smart insole,
whose system is divided into hardware and software. The hardware collects, stores and
transmits the plantar pressure data on the feet to the software, which saves and displays
the data in an interface.

In the conceptualization phases of the insole, the resistive force sensors of the FSR®
402 short type were chosen to be used in the measurement of plantar pressure, as they
meet the main requirements of this system, among which its linear response, low hys-
teresis stand out, operating range from 0.1 Kgf/cm2 to 10 Kgf/cm2 and an active area
diameter of 0.5 inches. It should also be noted that the number of twelve sensors and
their respective locations in the smart insole proved to be effective for the features of this
device, given that these specifications were determined based on the areas of greatest
plantar pressure through a review in studies with baropodometric analysis.

The collection, storage and transmission of output signals from the sensors by the
embedded system containing an ESP-WROOM-32, showed correct functioning in the
hardware feasibility tests. The data transmission rate of this smart insole is 100 Hz,
which allows its application in various clinical gait analysis tests at different speeds.

The power system with a 3.3 V battery allowed energy autonomy to isolate the
individual from the electrical network, as well as not limiting its use in relation to the
structure in the environment (socket, cables, etc.), and still responded efficiently to the
energy consumption of the smart insole, as it did not interrupt data collection for at least
three hours of system use with the battery at full charge.

As this project is still in the prototype phase, the hardware design and the types of
materials used in themanufacture can bemodified after technical evaluation, tomake this
device even more comfortable, light and flexible. In addition, it is intended to develop
several sizes of insoles, in order to adjust their use by individuals of different age groups
and sex, adapted to foot sizes and types of shoes.

For this system, a graphical interface of theAndroid application type compatiblewith
smartphone was developed, allowing a better display and reading of the data of each
sensor, which were represented numerically and by figures with chromatic spectrum.

As the results of this project only showed the feasibility of the conceptwith laboratory
tests, it is necessary in future works to validate this prototype through clinical studies
in various environments, considering changes in temperature and humidity, with the
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performance of several functional tasks (work, sports and daily activities), both for
healthy individuals of different ages, and for the evaluation and diagnosis of diseases.

A suggestion for future work is to add to the hardware a 9-axis MPU 9250 type IMU
(InvenSense Inc., USA) with inertial sensors accelerometer, gyroscope and magnetome-
ter, enabling the evaluation of all spatio-temporal parameters of gait, as well as tracking
the angular and rotational movement of the ankle joint during locomotion.

Furthermore, we will try to implement more functions in the software such as: anal-
ysis of maximum and average pressure by region; stabilometry; step count; gait speed;
ankle angulation; warning signs to prevent injury hazards, detect a pre-fall condition or
pathological gaits. One can also think about the use of appropriate and efficient algo-
rithms to relate the pathologies to the sensor signals. Therefore, the objectives of this
work were achieved, regarding the characterization and development of a new smart
insole and its demonstration in the laboratory through concept validation tests.
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