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Preface

The PAAMS Workshops complemented the regular program with new or emerging
trends of particular interest connected to multi-agent systems. PAAMS, the Interna-
tional Conference on Practical Applications of Agents and Multi-Agent Systems, is an
evolution of the International Workshop on Practical Applications of Agents and Multi-
Agent Systems. PAAMS is an international yearly tribune for presenting, discussing, and
disseminating the latest developments and the most important outcomes related to real-
world applications. It provides a unique opportunity to bring multi-disciplinary experts,
academics, and practitioners together to exchange their experience in the development
of agents and multi-agent systems.

This volume presents the papers that were accepted in the workshops during the
2022 edition of PAAMS:

• Workshop on Artificial Intelligence for Industry (AI4Industry)
• Workshop on Adaptive Smart areaS and Intelligent Agents (ASSIA)
• Workshop on Character Computing (C2)
• Workshop on Deep Learning Applications (DeLA)
• Workshop on Decision Support, Recommendation, and Persuasion in Artificial
Intelligence (DeRePAI)

• Workshop on Multi-agent based Applications for Modern Energy Markets, Smart
Grids and Future Power Systems (MASGES)

Each paper submitted to PAAMSwent through a stringent peer review by threemem-
bers of the Program Committee of each workshop. From the 39 submissions received,
25 were selected for presentation at the conference.

We would like to thank all the contributing authors, the members of the Program
Committees, the sponsors (IBM, AEPIA, APPIA, and AIR Institute) and the Organizing
Committee for their hard and highly valuable work.We thank the funding supporting the
project “XAI: Sistemas inteligentes auto-explicativos creados con modelos de mezcla
de expertos” (Id. SA082P20) from the Regional Government of Castilla y León and
FEDER funds.

Thanks for your help – PAAMS 2022 would not exist without your contribution.

Alfonso González-Briones
Ana Almeida

Alberto Fernandez
Alia El Bolock
Dalila Durães
Jaume Jordán

Fernando Lopes
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Workshop on Artificial Intelligence
for Industry (AI4Industry)

The world is witnessing a digitization of most businesses that proliferate in the public
and private area. Particularly in industry, the rapid adoption of physical IoT systems
culminates in huge amounts of raw data, so industrial organizations are accumulating
massive volumes of data which, if explored with adequate artificial intelligence tech-
niques, will allow enhanced decision support, thereby offering new opportunities for
industrial organizations to significantly reduce costs, improve efficiency, and transform
their operations for the better.

This workshop aims to be a discussion forum on the latest trends and ongoing
challenges in the application of artificial intelligence technologies to the area of
industry. It intends to link professionals and AI researchers, opening the floor to
knowledge dissemination and, in particular, showing how artificial intelligence
approaches can be applied in the industry domain.
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Towards the Application of Multi-Agent
Task Allocation to Hygiene Tasks
in the Food Production Industry

Amie Owen1(B), Helen Harman2, and Elizabeth I. Sklar2

1 School of Computer Science, University of Lincoln, Lincoln LN6 7TS, UK
25388370@students.lincoln.ac.uk

2 Lincoln Institute for Agri-Food Technology, University of Lincoln,
Lincoln LN2 2LF, UK

{hharman,esklar}@lincoln.ac.uk

Abstract. The food production industry faces the complex challenge
of scheduling both production and hygiene tasks. Scheduling is typically
done manually. Inefficiencies in scheduling can be costly, adding to chal-
lenges already faced due to increasing costs of raw materials/energy and
the increasingly strict regulations that factories must adhere to. This
paper presents the initial findings of a survey, conducted to learn more
about the hygiene tasks within the industry and to inform research on
how multi-agent task allocation (MATA) methodologies could automate
and improve the scheduling of hygiene tasks. A simulation of a hetero-
geneous human workforce within a factory environment is presented.
This work evaluates experimentally strategies for applying market-based
mechanisms, in particular Sequential Single Item (SSI) auctions, to the
problem of allocation hygiene tasks to a heterogeneous workforce.

Keywords: Multi Agent Task Allocation · Food hygiene · Multi agent
system · Agent based simulation

1 Introduction

A large proportion of time is devoted to hygiene tasks within a food factory
environment. Cleaning and sanitizing equipment is fundamental to protecting
public health by eliminating the spread of foodborne diseases. If biofilms (thin
but robust layers of a collection of microorganisms) are allowed to gain purchase,
their resistance to detergents and disinfectants can cause serious issues. Due to
the quantity of time devoted to cleaning, and the importance of these cleaning
tasks, it is desirable to optimise cleaning operations.

The work presented here proposes that the application of a Multi-Agent Task
Allocation (MATA) approach to the optimising the scheduling of cleaning tasks
within a food production environment. To inform this approach, we conducted
a survey of in-practise employees in the UK food industry. Survey participants
included Sustainability, Quality, Hygiene and Technical managers, as well as
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. González-Briones et al. (Eds.): PAAMS Workshops 2022, CCIS 1678, pp. 5–16, 2022.
https://doi.org/10.1007/978-3-031-18697-4_1
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members of senior management teams within food businesses. The products
they handle cover a broad range, including ambient products (products stored
at ambient temperature such as dry and tinned food and food stored in glass
jars), fresh salads, salmon, cheese, soft drinks, pasta, bread, sandwiches and
microwaveable snacks. The intention of conducting the survey was to gain a more
in-depth understanding of cleaning within the food industry, the procedures
undertaken and the problems faced. We wanted to understand the nature of
the cleaning teams and the mechanisms for allocating cleaning tasks to cleaning
operatives who conduct cleaning tasks. We were also interested in understanding
which tasks are particularly disliked by or dangerous to operatives. An overview
of the survey results told us that generally hygiene operatives work in small
teams of less than five, and most teams are heterogeneous (only some operatives
are trained to carry out certain cleaning tasks). Half of respondents said that
tasks were allocated on a flexible basis (rather than weekly or monthly rota).
It appears that there is potentially a lack of formalisation of task allocation in
some instances, with scope for improvements in efficiency.

A MATA approach is appropriate for situations where a set of tasks must
be completed and there exist a team of actors to complete them. It is desirable
for tasks to be allocated according to a given objective; this may be to minimise
energy usage, or to maximise reward. There are many methodologies employed to
solve MATA problems and the research presented here focuses on auction-based
methodologies similar to [10] and strategies tailored to heterogeneous teams [22].
Auctions have been proven to be a relatively simple, low (computational) cost
method to achieving close-to-optimal solutions in relatively complex scenarios.
Auction mechanisms scale well and can adapt dynamically to changes in the
problem or scenario. Here we propose MATA as an approach to job scheduling
for hygiene tasks within the food production industry, introducing this domain
to the multi-agent systems community as a compelling and complex environment
for research and development. Two contributions are presented: first, the results
of our survey, which illustrates specific features of this task domain; and second,
a simulation that demonstrates these features. The simulation draws on feedback
from the survey, and offers a first step towards providing a valid and appropriate
digital twin of food hygiene teams working in factories, and as a platform for
future experimentation with task allocation methodologies.

This paper is structured as follows: Sect. 2 gives background information on
hygiene in the food industry. Section 3 details our survey results. Section 4 pro-
vides the methodology used for experimentation within the simulation. Section 5
explains our experiment design and Sect. 6 details the results obtained through
experimentation. Section 7 closes with a summary and overview of next steps.

2 Background

Food businesses follow standard hygiene protocols and processes. This section
provides an introduction to these and Multi-Agent Task Allocation (MATA)
methods, which could improve the efficiency of how these processes are scheduled.
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2.1 Food Safety and Hazard Analysis and Critical Control Point
(HACCP)

In the UK (where this research was conducted), all food businesses must, by
law, have a food safety management plan based on Hazard Analysis and Critical
Control Point (HACCP) principles. The plan keeps food produced safe from
biological, chemical and physical food safety hazards [1]. The plan must identify
hazards and methods for controlling these hazards, as well as setting limits and
putting things right if a problem is detected. Monitoring of the plan must be
maintained and records kept.

Cleaning falls under “preparatory stage A”, a prerequisite for HACCP [3] as
the basic hygiene measures that should be put in place within a business prior
to undertaking a HACCP study. There can be a tendency, due to cleaning being
a prerequisite and not a core component of the HACCP, for cleaning processes
to be less formalised.

Two main practices for cleaning production equipment exist: cleaning-in-
place (CIP) involves equipment being cleaned by an automated system that runs
cleaning chemicals through the equipment without the need for dismantling it,
and cleaning-out-of-place (COP) where cleaning operatives dismantle equipment
before cleaning by hand, e.g. using hand-held water jets. Open Plant Cleaning
(OPC) involves cleaning walls, ceilings, floors and drain gullies etc. Guided by
our survey results (as detailed in Sect. 3), we focus here on COP processes.

2.2 COP Process Steps

In essence, COP processes are simple, with the main backbone following these
steps: pre-rinse; wash; post-cleaning rinse; disinfection and final rinse [15].

– Pre-rinse: use of water to remove coarse debris and food residues from the
surface of equipment. Factors include the type of soiling, applied force neces-
sary to remove the soil and the rinse water temperature.

– Wash: use of detergent to scour or scrub equipment in order to remove odors,
residual food or other extraneous materials. Critical factors include surface
finish, detergent type, concentration and exposure time.

– Post-cleaning rinse: for preventing the re-deposit of food soils or foreign
matter onto the cleaned surface.

– Disinfection: the reduction of undesirable microorganisms to specified and
acceptable levels. Identification and characterization of expected microorgan-
isms must be conducted in order to properly target them—inability to do
this may include loss in product shelf-life, or life-threatening foodborne ill-
ness outbreaks.

– Final rinse: removal of the chemicals used in disinfecting in the previous
step, due to their toxicity. Many governments globally have maximum residue
levels (MRLs) specified for such chemicals.
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2.3 Adaption of MATA Methodologies to Food Factory Hygiene
Tasks

Our work explores the application of multi-agent and multi-agent task allocation
(MATA) strategies to the problem of allocating the hygiene tasks performed
within the food factories to members of the cleaning teams. In particular, we
focus on auction-based mechanisms, which are a popular technique within the
MATA and multi-robot task allocation (MRTA) literature. As described by [8,10,
12,13,20], auctions are executed in rounds that are typically composed of three
phases: (i) announce tasks—an auction manager advertises one or more tasks
to the agents; (ii) compute bids—each agent determines its individual valuation
(cost or utility) for one or more of the announced tasks and offers a bid for any
relevant tasks; and (iii) determine winner—the auction manager decides which
agent(s) are awarded which task(s).

The approach explored here draws specifically on two prior works in the
literature: [10], where auctions are used to efficiently manage a human fruit
harvesting workforce, and [22], where improvements to standard auction mecha-
nisms have been made to tailor allocation to heterogeneous robot teams. In [10],
tasks are allocated to pickers, who pick the ripe fruits, and runners, who collect
the fruit from the pickers and transport it to a packing station. Round Robin,
Ordered Single Item and Sequential Single Item methods are employed.

Round Robin (RR) differs from standard auction mechanisms in that only
the winner determination phase occurs. The winner is assigned by cycling though
ordered lists of agents and tasks, assigning each agent a task in turn. The process
concludes when all tasks have been assigned. RR benefits from low computation
costs and results in (roughly) even distribution of tasks (i.e. the number of
tasks each agent is assigned differs at most by 1 when any agent is capable of
performing any of the tasks on offer). Nevertheless, the cost of a task is not
considered, synergies between tasks are not exploited and the result is highly
dependent on the order in which tasks and agents are matched. As a result, RR
alone can result in inefficient task allocations.

In the Sequential Single-Item (SSI) [14], all unassigned tasks are announced
to the agents, who place bids on all tasks. The auction manager determines
the winner by picking the bidder with the ‘best’ bid for any task (where the
definition of ‘best’ is domain dependent). The auction repeats in rounds until
all tasks have been allocated. SSI is fast (the auction runs in polynomial time in
the worst case) and efficient, while also being able to produce an allocation that
is close to or within a guaranteed factor away from optimal [14]. SSI has been
a popular choice for multi-robot task allocation, and many variants have been
studied (e.g. [11,16–19,21,22]).

The work of [22] seeks to improve the performance of SSI when used to assign
tasks to heterogeneous robot teams, minimising energy usage and time required
to complete all tasks within an experimental domain. The authors state that their
algorithms provided consistent and significant improvements for both objectives
for a number of scenarios, up to 20% improvement. They developed methods
for changing the order in which tasks are allocated to avoid the ‘hill-climbing’
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(building a path in one direction before later being required to complete a task in
a different direction) behaviour that SSI can generate. They seek to first allocate
tasks that have low levels of competition by employing the least contested bid. In
addition, using a ‘relative expertise’ parameter, agents can determine whether
or not to bid on a particular task (based on whether they have a relatively high
expertise or not).

Other methods documented in relevant research consider defining an allo-
cation problem as a flow-shop model, as in [7] where optimal job scheduling is
desired for n jobs of varying processing times on m machines of varying process-
ing power. Biologically-inspired solutions to these types of problems include Ant
Colony Optimization (ACO) and Modified Genetic Algorithm (MGA) for opti-
mization. The work of [6] uses Mixed-Integer Linear Programming (MILP) to
schedule product runs on a number of different production lines. While we focus
here on auctions, our future work may consider other optimization methods.

3 Survey Results

Our survey was administered to volunteers recruited from a pool of in-practice
professionals working in the UK food industry. Results are presented from 10
respondents. We provide the survey questions asked to participants and analysis
of the responses. Where questions were presented as multiple choice, analysis has
been given as the percentage of participants giving each of the possible answers.
Where questions required a text description, we have conducted thematic anal-
ysis to understand the underlying themes [4].

1. What is your role within the business?
– Technical Manager, Sustainability Manager, Quality Manager, QA Tech-

nologist, Site Quality Manager, Site Hygiene Manager, Head of Technical,
QA Manager, Senior Management, Technical Manager

2. What does your business manufacture?
– Ambient products, vertically farmed salad, salmon processing, cheese, soft

drinks, pre-packed salad mixes and whole-head salad vegetables, pasta,
packers, sandwiches and microwaveable snacks, sourdough

3. What determines when cleaning occurs (clean-as-you-go, in-between pro-
duction runs, deep cleaning etc.)?
– All responses describe a variety of combinations including clean-as-you-

go, periodic deep clean, shut downs, between product types
4. Do employees have different skills for cleaning particular equipment?

– Yes, individuals often have different training to carry out cleaning of dif-
ferent equipment (60%); no, all members of the team are trained to carry
out all cleaning tasks (40%)

5. Who allocates cleaning tasks?
– Team leader (60%); Hygiene manager (30%); Other (10%)

6. How are tasks allocated?
– Flexible each day/shift (50%); Other (30%); Weekly rota (20%)

7. What data or metrics are collected regarding hygiene?
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– Strong themes were swabbing—micro and instant ATP (detection of
adenosine triphosphate, a molecule found in all living things); also men-
tioned were taking water samples, visual inspections for hygiene audits,
staff attendance, production downtime, TVC (Total Viable Counts of
microorganisms)/Listeria/Pseudomonas swab pass rates, chemical con-
centrations and pH levels

8. Do any data or metrics inform cleaning task allocation?
– Mainly participants answered no, although other answers were based on

determining the level of the frequency of cleaning, swab results and sign
off sheets

9. Do employees work together when carrying out cleaning of the ceilings, walls,
floor and exterior surfaces of equipment?
– Small teams of less than 5 people (70%); Individual employees work alone

on a task (20%); Other (10%)
10. How is the team organised during the task?

– Everyone knows exactly which sub-tasks they will complete (50%); not
structured—anyone can do any sub-task (37.5%); Other (12.5%)

11. Are there factors that could delay the cleaning of ceilings, walls, floor and
exterior surfaces of equipment?
– Almost all responses mentioned access to rooms and equipment, especially

at high levels or if equipment (such as electrical cables) block the way. Also
mentioned was production seasons or growing cycles (for fresh produce).

12. What are the most time consuming aspects of the cleaning schedule?
– Manual cleaning; taking equipment apart; removing gross debris and

organising which staff can do what.
13. What are the most time consuming aspects of the hygiene monitoring sched-

ule?
– Swabbing and waiting for results. Other responses mentioned monthly

hygiene audits and water sampling.
14. What aspects of the cleaning and monitoring schedules are inefficient?

– A variety of responses without one clear theme. Several participants
responded ‘not sure’ or ‘nothing’, and one responded ‘lacking a clear plan
for who does what and when’.

15. What are the main hazards to employees during cleaning?
– Exposure to harsh cleaning chemicals and risk of slips and trips were the

main themes and other responses included using sharp equipment, working
at height or in confined spaces.

16. Which jobs do employees dislike or feel uncomfortable doing?
– Working at height, working in cold, confined spaces, although generally,

cleaning in any environment is disliked.
17. Which jobs do employees tend to make mistakes and why?

– Employees can miss hard to reach areas, trap points or undersides and
interiors of surfaces. Other responses mentioned lack of understanding of
training, rushing and strict time pressures with the possibility for cross-
contamination between not-cleaned and cleaned areas.
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18. Which parts of the factory are the most demanding for maintaining hygiene
levels and why?
– High care areas due to a lot of equipment (with poor hygienic design) being

present in a small floor space. Hard to reach areas and confined spaces
like a spiral freezer were also a challenge.

We understand from responses that allocation of cleaning tasks can be carried
out in a flexible manner and generally, data is not used to guide allocation.
Operatives usually work in small, heterogeneous teams and a variety of different
cleaning practices occur (clean-as-you-go, in-between production/product types,
deep clean and shut-downs). Generally the team knows which tasks they will
complete, but almost 38% of the time, the process of deciding who will do which
task is not structured.

Regarding disliked and dangerous tasks, generally tasks at heights, in cold or
constricted areas are disliked and hazardous, in addition to exposure to clean-
ing chemicals and danger from sharp equipment. Dismantling equipment and
manual cleaning are time consuming and, generally, operatives do not enjoy
cleaning. Future introduction of robots into cleaning teams has the potential to
reduce human exposure to cleaning chemicals and to dangerous conditions. The
methodology presented here applies to human workforces of today but also has
relevance to hybrid human-robot workforces of the future.

4 Methodology

In order to explore optimisation of cleaning task allocation, a multi-agent based
simulation has been created using Mesa [2]. The simulation employs a variety
of auction mechanisms to allocate cleaning tasks. Definition of cleaning tasks is
based on the five clean-out-of-place (COP) process steps (detailed in Sect. 2.2).

For this iteration of the simulation, the ‘pre-rinse’ (the first step of the COP
process) of a piece of equipment is defined as one task within the simulation. In
later work we will include all COP steps.

4.1 Agents

Each agent has a specified ‘expertise’ for cleaning each type of equipment (‘tray
washer’, ‘cheese grater’, and ‘bottle washer’). In addition, within the simulation,
it is possible to vary the agent start positions.

4.2 Task Allocation Mechanisms

For the work presented here, we consider the following mechanisms:

– Round Robin (RR) to be used as a baseline for other mechanisms. This
involves the first task being assigned to the first agent, the second to the
second agent and so forth until each agent has been assigned one task or the
list of tasks has been exhausted. If there are more tasks than agents, then the
process repeats until all the tasks have been assigned.
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– Sequential Single Item - Lowest Bid (SSI-LB) whereby in each round of bid-
ding, all unassigned tasks are bid on by all agents. The task with the lowest
bid is assigned to the agent who places that bid.

– Sequential Single Item - Least Contested Bid (SSI-LCB) similar to SSI-LB,
but the bid that is assigned is the one with the maximum difference between
the lowest and second-lowest costing bids. If there is a tie between two or
more tasks, then the task with the lowest costing bid is assigned.

4.3 Allocation of Cleaning Tasks

For pre-rinse tasks, each task is defined as a list of the perimeter squares for one
piece of equipment. In order for agents to bid for tasks, they must calculate the
minimum distance to any of the grid squares contained within that task. The bid
is made up of the sum of the minimum travel time to the task (calculated using a
Jump Point Search (JPS) algorithm [5,9]), the time taken to complete the task
(to travel the perimeter of the equipment) as well as the time taken to complete
all of the tasks already within the agent’s schedule. If an agent does not have
expertise in carrying out a certain task, it cannot bid on that task—therefore
agents bid only on tasks which they are able to complete.

4.4 Execution of Simulation

During execution of agent schedules within the simulation visual environment,
operatives move to pieces of equipment in the order in which they appear in
their schedules and travel around the perimeter of each equipment. They move
through the following states: ‘awaiting task assignment’, ‘waiting to start task’,
‘navigating’, ‘cleaning’, ‘finished task’, finally to ‘finished all tasks’ if they have
completed their final task, or back to ‘waiting to start task’ if there are more
tasks to complete.

5 Experiments

Within the simulation, a grid world environment has been created. The dimen-
sions of the room are based on a real pilot plant. Within the plant environment,
a randomly generated layout of factory equipment is activated each time a new
experiment is begun. Figure 1 shows one example of a randomly generated equip-
ment layout. The amount of equipment, between 15 and 20 pieces, is generated
at randomly selected locations (based on a grid structure). Sizes of surfaces are
generated, between 5 and 10 grid squares for each piece of equipment. Equip-
ment is randomly allocated as being a ‘tray washer’ (shown in green), ‘cheese
grater’ (shown in red), or ‘bottle washer’ (shown in blue), each with their own
COP requirements. Three agents are shown as orange grid squares.

We developed a scheduler to run a number of experiments. Experimental
conditions compared: heterogenous (agents with different values for expertise for
different pieces of equipment) vs homogeneous (all agents have expertise in all
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Fig. 1. One configuration of the randomly generated factory layout.

pieces of equipment) agents and for agent starting positions together (in the bot-
tom left hand corner of the simulated environment) vs spread out at the corners
of the factory. Thus we had {het|hom}×{tog|spread} = 4 combinations of con-
figuration parameters. Each was run 10 times, on 10 different factory layouts,
so the results are analysed over 40 runs. For each of the 40 runs, we collected
results for each method of allocation (RR, SSI-LB, SSI-LCB). For all runs we
used 3 agents and the number of tasks ranged between 15 and 20 (according to
the number of equipment generated by the simulation).

6 Results

We analyse our results by looking at the average agent execution time for each of
our four scenarios. We define average agent execution time as the average time
taken for all agents to complete all of the allocated tasks within their schedule. By
optimising performance, we look to minimise the average agent execution time.
Results gained using RR act as a baseline from which to evaluate other more
effective methods. Figure 2 shows results for heterogeneous and homogeneous
agents. We analysed the statistical significance of the results using the Kruskal-
Wallis tests and associated H and p values are shown for all scenarios. We use
the Kruskal-Wallis test, rather than an Anova t test as the data for all scenarios
has been calculated as not being of a normal distribution by the Shapiro-Wilk
test.
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Fig. 2. Average agent task completion time for heterogeneous and homogeneous agents.

For all four scenarios, SSI-LB achieved a lower average execution time than
RR and SSI-LCB; the difference is statistically significant. Scenarios where
agents started at spread out locations achieved lower average execution time
than when agents started together. For both SSI-LB and SSI-LCB, homoge-
neous agents achieved a lower average execution time than for heterogeneous
agents. Average execution times for SSI-LB and SSI-LCB were more similar for
homogeneous agents than for heterogeneous agents.

7 Summary

This paper made steps towards investigating the application of market-based
task-allocation mechanisms to the problem of allocating hygiene tasks to oper-
atives in a food factory. A survey is presented and results analysed, giving a
greater understanding of the sector. The survey helped to shape the creation of
a simulation both to act as a valid and appropriate digital twin and to provide a
platform in which to carry out experimentation of task allocation methodologies.
Sample results using this simulation were shared.



MATA for Hygiene Tasks 15

Future work will look to build upon the work presented here by including
all stages of COP processes for each type of equipment, using relevant clean-
ing schedules. In order to do this, we must look at task durations (which may
vary with expertise) as well as the cleaning equipment required. This will lead
us to build different types of tasks into the simulation, such as ‘collect deter-
gent solution from store’, or ‘bring hose to another employee’ or even ‘clean the
cleaning equipment’. An understanding of task dependencies will be required at
this stage. We will look to investigate non-binary values for expertise for agents.
Another avenue that we plan to explore is hygiene monitoring which could result
in more dynamic behaviour within the simulation, for example if tasks need to
be repeated if cleaning has failed inspection. The complexity of these scheduling
challenges makes this domain a compelling area for employing MATA.
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Abstract. A conceptual approach to a recommender system that is industrial
oriented and optimized for business-to-business. With particular needs, industrial
datasets seek assertiveness and contextualization to capitalize on recommender
systems. Muscle memory must be implanted on business users, enabling them
to harvest the benefits of such technologies. These types of users, which differ
from standard ones, are fuzzy and vague in their choices, avoiding explicit forms
of feedback. This paper addresses state-of-the-art of such industrial systems, its
users and explores a potential solution.

Keyword: Intelligent recommender systems b2b industry

1 Introduction

Recommender Systems (RS) have been in development since 1990’s, first as an indepen-
dent research area, afterword’s, focusing on recommendation problems that explicitly
rely on the ratings structure. The first papers on the subject by Resnick et al., Hill et al.
and Shardanand and Maes, date from 1994 to 1995 [1]. Older proposals already used
collaborative filtering (CF) approaches, which are still the basis of a large majority of
methods. CF methods predict the ratings that the user would assign to items not rated
by them, calculated from other user ratings, using different similarity coefficients. Cur-
rently, approaches involving ratings based on other user’s experience are among themost
successful techniques, where other kinds of similarity coefficients are key factors [2].
In e-commerce, the incorporation of these systems would also mean that they can now
deeply understand shopping behavior, increase customer loyalty, excavate potential of
each customer, and improve the ability to cross-selling [3].

However, in some real systems, the most relevant item found, may not be the most
suitable item to recommend, as rating should be dependent on other factors as stock
restriction and coexisting similarity coefficients [2]. Also, some items are easily rated
(movies or experiences), while others are too generic. On personal learning environ-
ments, where user/student chooses topics, RS’s help solve a critical problem of informa-
tion overload, allowing for fitted contents, while supplying teachers with student pro-
filing, aiding in creating tailored courses, where content quality does not correlate with
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high-recommendation accuracy. RS applicability and success rate, largely depends on
field of knowledge, underlying strategyonmerging item-user information,RS techniques
and innovation [4].

While evolved, RSs are still adapting to a multitude of different operational environ-
ments and user’s profiles. This document reflects such efforts in a business-to-business
(B2B) ecommerce for Jewelry and Home Décor products (J + HD). The present doc-
ument purposes a concept approach to an industrial B2B e-commerce-based Recom-
mender System. In Sect. 2, a brief state of the art of Recommender Systems in Industry
and B2B is presented, followed by requisites and specificities of this field of knowledge.
Section 3 includes a description of user modelling and different types of rating. Also,
a distinct user type named – B2B user – is introduced. In Sect. 4, we also discuss con-
text of operations of David while discussing problems and possible solutions. The work
projects itself in the advent of one of the biggest trends in web personalization, which
is to provide a tailored user experience, matching user preferences, enabling navigation
support and linking users to appropriate items [5].

2 Recommender Systems for Industry – Performance and Pitfalls

Many systems use RS as a basis for recommendation, some popular examples are:
Amazon.com – the well-known business-to-consumer (B2C) ecommerce, LinkedIn and
Facebook – professional and personal space networks, MovieLens – collaborative fil-
tering for movies, GroupLens – identification of interesting articles for users, Netflix
and Youtube – notorious video streaming platforms, Grundy – arguably the first RS ever
made which recommended books to users [2, 6–9].

RS are comprised of a linear 3 tier architecture: Representation of information,
neighborhood formation and recommendation generation [10] and commonly use five
types of classification for filtering [6, 8, 11]:

• Collaborative Filtering (CF), compares user’s ratings on items, offering recommen-
dation on new items not yet known to a user.

• Content Based Filtering (CBF), suggest items similar to ones previously liked by
users, takes into consideration similarity and user preferences.

• Demographic (DM), based on user’s personal characteristics.
• Utility-based (UT) and Knowledge-based (KB), requires a utility function that com-
pares items, comparison does not take in consideration statistical content so no com-
mon CF and CBF problems, however they require knowledge acquisition for item
compare, something like delivery date or other kind of meta-information.

Tables 1 and 2 detail and classify systems by its each RSs type, detailing their pros
and cons, providing an overlay of functionality for each type of RS [1, 6, 8, 11–13].

This study shows quite clearly that every system has its drawbacks, where at least one
system has 2 or more “Cons” (-). CF and CBF summarize key features better than other
methods, supported by options like “Domain knowledge unnecessary”, “Adaptative fea-
tures”, while permitting “Implicit feedback” strategies to be used. Another conclusion
that can be drawn is that only Utility-based and Knowledge-based RS are immune to
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Table 1. Pros and cons on recommender systems

Pros Cons

A. Allows niche identification; I. New user scalability problem;

B. Domain knowledge unnecessary; J. New item scalability problem;

C. Adaptative features, as quality improves over
time;

K. Grey sheep problem;

D. Implicit feedback sufficient; L. Dependent on large historical data set;

E. No Cold Start scalability problems; M. Stability vs. plasticity problem;

F. Sensitive to preference changes; N. Requires demographic information
gathering;

G. May include external features; O. Requires utility function user input;

H. Mapping from user to items possible; P. Not adaptative, suggestion is static;

Table 2. Types of recommender system by Pros (+) and Cons (-)

Classification A B C D E F G H I J K L M N O P Q

Collaborative Filtering + + + + - - - - -

Content Based Filtering + + + - - -

Demographic + + + - - - - -

Utility-based + + + - -

Knowledge-based + + + + - -

I, J (item and user scalability) and K (Grey Sheep) “Cons”. Finally, N - demographic
information gathering may suffer a strong limitation in a General Data Protection Reg-
ulation (GDPR) compliant operation, including B2C or consumer-to-consumer (C2C)
ecommerce’s, which limits access and distribution of private user unique identifiable
tokens.

Performance is critical in recommendation. RS’s must have a methodology directed
to evaluating performance. There are 5 key factors of performance that should be tuned,
i.e., for measuring accuracy, recommended results should be compared to real user
actions, high similarity would yield comparable accuracy. Performance measures are:
confidence (if computable, may limit recommendations to a given or user configured
confidence interval, however, may limit novelty), coverage (which defines the exact
number of items for which recommendations can be generated), diversity (is a way of
raising RS usefulness, this can be done by including diverse items on top n results),
novelty (when a user tends to respond to something new rather than something that
is only popular), and serendipity (measures unexpectedness and acts on diversity and
novelty) [8, 10].
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Shortcomings are part of any system; RSs are not different. The most impactful
limitations are Cold Start (User and Item) and Sparsity as they affect recommendation
output. Scalability is often a problem for big inventories and should be accounted for in
design stage. The limitation aspect of a RS should allow opportunity for improvement
while using a different filtering technique or a hybrid solution. Common and impactful
limitations and operational detail are described asCold Start forUser and Items, Sparsity,
Over-specialization, Scalability and User comparison [1, 8, 10–12].

Other issues include trust relations between users and similarity of tastes, affecting
the “word-of-mouth” aspect of the RS system [8]. Also, grey sheep and popularity bias
are also a known problem of modern RS. Users with unusual tastes may struggle to find
similarities, while growing popularity of segments of population may infer bias results
of RS, affecting accuracy and long tail distribution in output data, which in some cases
may be mitigated. In the case of niche users, studies found that these are usually more
engaged (rate more items). In order to democratize recommendations, these users should
be considered as relevant stakeholders [13].

3 User Modelling and Ratings

A key aspect of RS is to understand the User, while suggesting relevant items. The
identification of user’s objectives and needs, associated to personality traits and tastes
are key aspects in User Modelling (UM) [14]. In a RS where CF is a key factor, adequate
user profiling is paramount in building the CF matrix. Building comprehensive and
meaningful connections between users will provide also meaningful insights on relevant
recommendations. The opposite also applies.

Ratings are divided into two macro groups, explicit and implicit feedback. Explicit
ratings can be considered as regular ratings, as they depend on user prompt to classify
and rate a given item. Implicit rating depends solely on application domain and can be
viewed as a set of inferences on user behavior, obtained by measurable and observable
sets of parameters [15]. Given the different strategies, some authors recommend a hybrid
approach as the way to go as both types of feedback suffer from noise and are extremely
sensitive to user’s context [15]. Other authors argue that explicit rating is the best way
for information availability in the least amount of time, explicit ratings may not be the
best solution for long term information availability, on the other hand inferred implicit
methods, while error prone, are much more frequent [8].

To provide a clear view of differences and similarities, Table 3 shows a set of key
features for both implicit and explicit ratings. Exactness and abundancy of ratings are key
factors for rating to bemeaningful. Explicit ratings are useful, only if relevant in count and
the user is willing to cooperate. On the opposite, abundant low accuracy ratings, may be
repeatedly used, with little to none impact to the user activity. Expressivity of the user is
also a relevant factor (i.e., 1 through 5 stars, yes or no) where explicit ratingsmay provide
helpful, even negative ratings, which can be useful to other users. Implicit feedback does
not provide such content and has serious limitations on expressivity (measurability) of
rating. In the context of continuity, in terms like “interest over time” and “cognitive
cost for the user”, implicit rating tends to behave better in recommendation system
sustainability. A hybrid rating system can be considered a suitable solution as rating
types complement each other [8, 15].
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Conclusions by some authors show that, however different, datasets of both ratings
produce similar performances, also that the rate of providing explicit feedback decreases
over time and that overall providing of explicit feedback has a negative impact on the
user’s behavior also, some users are reluctant to provide explicit feedback, that can
be partially explained by the cognitive effort required. Finally, implicit ratings show
appreciation towards items, just in a different way as explicit feedback [15].

Table 3. Key features of explicit and implicit ratings – a,b and c [15], d [8]

Feature Implicit Rating Explicit Rating

Accuracy a Low High

Abundance a High Low

Context-sensitive a Yes Yes

Expressivity of the user a,b Positive Positive/Negative

Measurement reference a Relative Absolute

Interest decays over time b No Yes

Cognitive effort b / Cost to the user d No Yes

User impact on repeated request for feedback c None Negative

Information availability (amount of time) d Low High

The computational cost of matrixes of users and items are high. Depending on the
method, (i.e., a hybrid solution with CF and CBF methods, requires two sets of matrices
of users and items) computational cost may be a serious constraint. Several solutions
such as clustering, filtering, top n, or even,mergingmodels prior to similarity calculation,
have been proposed as valid techniques on how to diminish task complexity [16]. The
concepts of implicit rating later developed other areas as web usage mining – which
is a set of logs and/or activity tracking of the user, that may include clicks, views, and
transactions [17].

In conclusion, rating is a key element in obtaining information. Distinct audiences
are prone to a type of feedback given their usability context, a mixed approach in rating
could offer an optimized way of collecting rating. While user data collection may be
supervised, data anonymization strategies should provide systems viability while ful-
filling regulations. UM – User Modelling, elevates rating to content personalization,
bringing user context to product ranks, which is a critical factor for success in a RS.

4 Concept of David - An Intelligent Recommender System

4.1 Industrial and B2B Context of Application

B2B is a specialized type of trade between commercial parties, that usually represent
industrial backbones. B2B platforms facilitate interactions between buyers and suppli-
ers (B2B partners), by providing a quick, easy, and cheap mean of access to each other
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industrial or commercial inventory [18] - the range of items that may include raw mate-
rials, equipment, and finished products. Such transactions are in a higher number and
volume when compared to B2C operations, explained by the repeated transaction of the
same good or service in the value chain. B2C, usually, fits in a single transaction model
of the same good or service (i.e., Amazon.com) [19].

Scenario for Recommender Systems in such context. B2BE-commerce in the United
States ofAmerica (USA) is growing rapidly and expected to top 1.8 trillionUSDollars by
2023, accounting for 17%of all B2B sales [18]. InGrossDomestic Product (GDP) terms,
a study [20] shows relevant data from a range of business types. The study mentions
that B2C is estimated from 2.7% to 4.5% GDP (2017 to 2025) worldwide and in Europe
(EU) from 3% to 4.9% GDP (2017 to 2025). Numbers detailing B2B e-commerce are
significantly different. GDP on the same study shows that worldwide is estimated from
32.6% to 54.2% GDP, and in EU from 42.4% to 69.2% GDP. Exposing B2B trade
relevance in global e-interactions in commerce [20].

In industrial RS datasets, where merged user/item features and interactions are per-
tinent, datasets often follow a power law distribution, where the scale of dense and
sparse features are in numbers of hundreds to thousands [7]. The same author concludes
that categories of items can go to 100 M + entries. While acknowledging that every
industrial case has its own requirements, and simpler use cases also exist. In particularly
large datasets, specific actions must be considered in support systems, technologies, and
strategies (i.e., Machine Learning (ML) vocabulary) [7].

Sheer application of RS in B2B and industry, supported by e-commerce, is limited
due to its inherent structural complexity. For this reason, these types of systems have been
overlooked ormerely disregarded, while B2C andC2Chave been on active development.
RS main challenge for “real-world” B2B is the complicated tree-structures of items and
user profiles, imposed by companies’ business and industrial applications, that are not
manageable by current similarity measures. This may be a reflex of great focus on B2C
rather than B2B by corporate brands [21, 22].

B2B business and industrial processes, workloads and datasets can also be an easy
target of “information overload”. Abundance of information can empower connections
between business partners but can also impose limitations where overly complex or
indeterministic information structure is used to map B2B business [22].

Business User. Are distinct from common end-users, in a sense that they search for
different things. This does not mean they must be different persons, only on different
models of requirement fitting, that need to be addressed, to find a suited solution for a
given problem, showcasing on how complexity can exacerbate the differences between
B2B and B2C users.

A clear distinction is displayed in type of interaction through the online channel,
B2B users are often vague and fuzzy and cannot be dealt with by existing recommenda-
tion methods [22]. Usually face bigger uncertainty in e-marketplaces, when compared
to traditional channels, as it is more difficult to access quality and commitment of par-
ticipants. They also tend to manage multiple layers of partners, such as manufacturers
and suppliers, that involve heavy procurement [21]. In this business scenario, operations
depend mostly on intermediaries, shifting a bigger relevance into the B2B e-commerce
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platform itself, that should provide a role of quality assurance. This effect is also known
as “information asymmetry” and mitigated through a diversity of signals such as brand,
reputation, service quality, online references,word-of-mouth (WOM) recommendations,
legal status, and location [18].

4.2 An Example from the Jewelry and Home Decor Business Area

A B2B product is distinct from a B2C product. This distinction comes from the indus-
trial backend supporting B2B, which may comprehend different specifications (size,
color, feature, personalization’s, add-ons, etc.), andmay even deliverOriginal Equipment
Manufacturer (OEM) product for rebranding. B2B e-services supply further complex,
and diverse tree-structure of “item”, and may contain warranty, specification assurance,
delivery quantity and date, lot control, creation and expiration dates, heavy logistics and
transport, and so on. B2B customer may opt for drop shipping, if available, which is a
commercial contract where supplier handles storing and shipment of their client’s stock,
adding single items warehouse handling and logistics to the mix.

Field of Application. Data used from an industrial unit [23], that implements several
B2B e-commerce’s specialized in Jewelry and Home Décor (J+ HD), in a multi-brand,
multi-user environment. Significant properties differentiate to B2C, as listed:

• User Controlled Access - B2B is conditioned to pre-enrolled or registry-based users,
• E-commerce user defined personalization’s in “Product Customization” - provide
complete control to the e-commerce user (drawings, pictures, different fonts, etc.),

• Product aggregations – gross product kits, collections, and quantity discounts,
• JIT pricing in “Pricing Policy” - where materials used depend on market prices or
external control indicators (gold and silver prices),

• “Other Features” - tools in B2B intended for B2B User to support their own clients,
• Dataset cardinality – quantity of items is between 4 and 10 times as much as in their
B2C counterparts,

• Logistic factors – Item availability, deliverability, and shipment policies.

While inheriting fundamental features, some businesses have concerns that drive
B2B e-services context of operations. In J+ HD, precious metals take part in character-
izing even further such industrial and e-commerce specificities. Gold, Silver or derivates
depend on open exchanges and price is affected directly by markets, harmonized with
local and global events, directly affecting product price and/or availability.

Similarity. Another frequent issue of J + HD is the concept of similar products, while
some are gold, others are golden. This can influence customer as the price tend to be
radically different while the overall aspectmay not be as distinct. These kinds of products
offer the same benefits and intent as the original product, with slight intrinsic differences
between them.

For instance, a “ring”, may be used in a diversity of situations, from simple relation-
ship celebration, bought for self or even a wedding celebration. The purpose is usually
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important for an effective suggestion. In a “buy-for-self”, a Stainless-Steel ring, may
be a wise choice, due to its durability, engraving options, and low price, however in a
weeding celebration a gold ring is more suitable, due to its intrinsic value, durability, and
engraving options, even with the high price, it can easily be included in the event bud-
get. Choices may even include lower gold percentage rings, that offer the same exterior
visual effect, with lower price and less durability. Of course, any of the choices could be
the right one, depends on taste, personal values, and budget. For a RS, it would be hard
to suggest the right item, if not oriented properly.

Extreme cold-start. Other factors affect recommendation like seasonality, special
event dates, novelty, and high product refresh rate. Generating repeated item cold-start.
J+HD is prone to commercialize certain products in specific dates. Novelty is a critical
success factor, and new products are created according to demand or trend. Product
removal is also frequent (end of stock – products have usually low quantities, slow sales
of expensive items – intrinsic value due to precious metal, causes higher stock rotation).
This creates a problem of product follow-up (product A is replaced by product B) where
product B may be a result of a trend, a mix between features of products A and C, a
derivation of a best seller A-> B1 and A-> B2, and so on. This process occurs in each
season or special event date. The result, the new item, that is not affiliated to the old one
in any way, nor does it have any rating due to novelty state, creates systematic cold-start
- extreme cold-start - in items that should be most pertinent to audiences.

4.3 A Potentially Good Solution

The actual work embodies a set of novelties that springs into reality an innovative B2B
RS, named–David – an intelligentRS, fit forB2Be-commercewithin industrial datasets,
optimized for J+ HD. The solution comprehends critical improvements on the areas of
popularity bias, implicit rating, and business user modelling on the way to create a new
type of Hybrid RS.

The conceptual solution implements a CBF adjusted to J + HD similarity model,
based on characteristics, specifications, and attributes with major emphasis on visual
similarity. Paralleled with a Hybrid CF with CBF for B2B users, in a way that clicks,
add-to-cart’s, product visits, category visits, filters and search queries are compiled with
orders and sales history, aggregated with geographical data.

The engine must include two critical factors of success in J + HD, which are “nov-
elty detector/enhancer” and “popularity bias mitigation”. Novelty should provide a way
of showcasing relevant new products, that inherit key characteristics of products once
bought/liked by user, that are now available with a new elan – solving extreme cold-
start. Novelty should also be date and geographic aware (some special dates are local
dates). Popularity bias mitigation should provide a way for overly popular items, not to
contaminate regional and contextual novelty pertinence (Fig. 1).

Engine strategy for concept purposes a race condition between CBF and Hybrid CF
+ CBF, where both models are complemented with auxiliary models (for novelty and
popularity bias). The objective is to recommend an item, ranked by result confidence.
Best result wins and is returned to user.
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Fig. 1. Exemplifies David, an intelligent RS conceptual solution

The output weights higher ranked response as the race condition aims tomitigate low
CF results on a given item. CBF should rank higher on off-topic searches and novelty
detection while Hybrid CF+ CBF should rank higher when historical and geographical
patterns emerge. Expert evaluation of CBF model is also possible and considered an
important enhancement.

Actual work is placed in implicit rating data retrieval and processing, based on
following data-points:

• searches - free text searches made by the user, partial and complete results,
• logins - registers timestamp and approximate location for B2B consumer ecom-
merce’s, useful for regional interest tuning,

• visualizations - click or mouse-overs in products, categories and wish lists, scroll
percentage is also measured where the objective is to rate interest,

• filters - activated filters in a view (category or search),
• actions - previously not included actions, like add-to-cart, checkout, express-checkout,
add-to-wishlist and product customization selection.
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Data points are, presently, in a process of rating composition, that must reflect overall
interest in an item.A process of information validation is undergoing study, where a rated
item must also be a part of previously added to cart items and/or ordered items. Good
enough success rate should yield assertiveness of solution. Planification of David con-
templates an explicit feedback button for user to interaction (i.e., bad recommendation),
resulting on a perjury of the item, or even a mute on David.

Explicit data can be used as B2B user feedback, in its sparse availability, in ad-hoc
contexts. Likes, ignores and dislikes should adapt RS towards its presented suggestions,
regulating boldness in recommendations. The expected output is tomitigate J+HDB2B
user explicit rating resistance, while retrieving knowledge, and, contextually, educating
B2B User that explicit feedback is useful for recommendation purposes.

5 Conclusions

As demonstrated, B2B and industrial e-commerce are a big driver for growth, with
expressive sizes and capillary specificities making them an easy target of “information
overload”. In view of the limited application of RS in industry and B2B, this is a field
lacking for innovation in RS. B2B users are also targets of “information overload”,
thus avoiding typical recommendation while demonstrating vague and fuzzy intents.
To mitigate this, users support their decisions on: quality assurance, reputation, service
quality, referencing, WOM recommendations, legal status, and location.

RS is regarded as a driver for change in a 2020 e-commerce Report [24], and person-
alized experiences is highly ranked (3rd) as relevant aspect of purchasing luxury online
[25]. J+HD, represents a subset of listed limitations while bringing its own. Production
complexity, high running costs (with precious material handling and safety concerns)
deters new players, and so, innovation. Product similarity is a complex matter and needs
to be addressed with assertion as it may result in an overly complex matrix of similarity,
while failing to compare vital terms in the user standpoint.

Staff specialization is also a big concern, as they tend to recognize product simi-
larities, categories, typologies, and customization possibilities with ease. This makes
effective staff replacement hard to achieve without performance losses or higher costs
(sometimes both). These professionals also play an important role in “teaching” software
and discriminating relevant information in a business process [26].

Industrial and B2B successful item classification directly affects business profitabil-
ity, saving labor costs, number of employees and training hours across multiple prod-
uct categories [26] and, perceived in this conjecture, a B2B RS is a critical factor for
innovation in B2B e-commerce’s, between suppliers and customers.

David should be able to improve shopping experience through personalization. CBF
(as aDavid by-product) should provide a baseline for such J+HDthrough improved sim-
ilarity for product type comparison. Personnel specialization, needed for categorization,
can be less critical, or even, replaced by David in some cases.

Next steps for David include implicit rating matrix compilation and ruleset
specification through web-mining and contextual parallel dataset aggregation.
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Abstract. In the context of factory digitization, the focus of Industry 4.0 initiative
is to leverage the automation and data exchange in manufacturing processes using
automation, IoT, and advanced technologies. Industry 5.0 has emerged as the next
industrial revolution, to adopt a human-centric approach for digital technologies.
That said, having people, robots, smart machines, and intelligent production sys-
tems working together raises challenges in terms of monitoring and securing the
production environment. In other words, the complexity of smart factories makes
it possible for incidents to occur and interrupt the manufacturing process. They
might also cause leaking sensitive information or putting the worker’s life in dan-
ger as well. Accordingly, designing secure architectures in intelligent factories is
crucial to secure a continuous production lifecycle and safe working conditions.
Nonetheless, due to the decentralized environment of modern factories, creat-
ing multi-domain data correlation is crucial to obtain universal monitoring of the
occurring events, as well as to establish cyber situational awareness and adopt
suitable countermeasures in case of attacks. For these purposes, we developed a
holistic multi-domain security and safety mechanism for Factories of the Future.
Our approach consists of individual but integrated modules, each of which is
responsible for capturing alerts from different domains of the factory. Alerts are
then handled by an intelligent correlator to inspect possible attacks or malfunc-
tions on the investigated shop floor. In this paper, we describe the architecture and
design of the developed approach.

Keywords: Factories of the future ·Multi-domain security and safety ·
Intelligent correlator

1 Introduction

Industry 4.0 describes a digital revolution of different IT-driven aspects in the manufac-
turing industry. It combines a variety of fundamental concepts such as smart factories,
cyber-physical systems, and decentralized self-organization [1]. The Fifth Industrial
Revolution (a.k.a. Industry 5.0) was announced by the European Commission to com-
plement Industry 4.0 paradigm. Primarily, it incorporates efforts toward the transition to
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a sustainable, human-centric, and resilient European industry [2]. While Industry 4.0 is
technology-driven with smart factories as one of its essential initiatives, Industry 5.0 is
considered to be value-driven aiming at achieving societal goals beyond jobs and growth
[3]. That being said, Industry 5.0 attempts to capture the value of new technologies and
place the well-being of the industry workers at the center of the production process [4].

On the other hand, smart factories introduce new digitized facilities that connect
machines, systems, and stakeholders in an efficient and flexible manner. The automation
of production processes, as well as the introduction of intelligent systems into these
processes, pose challenges in terms of monitoring and securing the production environ-
ment. That said, the complexity and uncertainty of modern factories make it possible for
unexpected incidents to occur, making it likely to interrupt the manufacturing process
or to leak important information, as well as to put the worker’s life in danger. To this
end, designing secure architectures in intelligent establishments is crucial to secure a
continuous production lifecycle and safe working conditions.

In many occurrences, sensors are installed in several spots to detect emergency
situations and avoid material and human damage. To some extent, these preliminary
solutions might help in monitoring and controlling individual assets. Nonetheless, due
to the dependency of smart factories on intelligent and decentralized automation mech-
anisms, a proactive monitoring approach needs to deal with heterogeneous, large, and
disparate systems that usually operate in various domains of the manufacturing process.
Furthermore, as an essential actor in the manufacturing process, considering human fac-
tors such as human behavior and human-machine interactions, is crucial but rather not
well covered in building resilience mechanisms [5]. Accordingly, collecting and corre-
lating data streamed from all integrated modules in the factory is the first step toward
building a holistic multi-domain protection mechanism.

In this work, we describe an integrated multi-domain security and safety mecha-
nism for the Factories of the Future. Our approach incorporates several modules and
employs multiple Machine Learning (ML) techniques to correlate alerts from three dis-
tinct analyzers: Energy Analyzer, Human Behavior Analyzer, and Network Analyzer.
The proposed domains were selected to provide an integrated security from three crucial
aspects that exist in almost any industrial environment: energy, human resources, and
networks.

2 State of the Art

Security and safety in smart industrial and residential environments have been widely
investigated. With the aim of designing robust architectures to detect emergency
situations and avoid both material and human damage.

A multi-agent and multi-sensor based security system for intelligent buildings was
developed by Luo, R.C., et al. [6]. The proposed system aims at detecting dangerous
situations using sensors and has four agents; fire, intruder, environment, and power detec-
tion/diagnosis agents. Furthermore, according to da Silva,M.J., et al. [7], the selection of
alerts within an industrial plant is difficult due to the huge amount of involved variables.
To address this issue, the authors propose an industrial context-aware recommendation
system using SemanticWeb andMachine Learning techniques. The solution provides an
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adaptive interface to make non-intrusive recommendations to assist the operator in the
decision-making process. According to Park, S.T., et al. [8], there is insufficient research
for analyzing threats to smart factories and systematic management. The authors of this
work present a Machine Learning and context-aware intrusion detection system in a
smart factory-based environment. The proposed architecture consists of three phases:
a) data capturing and parsing from sensors and other resources, b) model building and
inferring using unsupervised/supervised learning, and c) threat scoring and visualizing
in a real-time graph representation. The verification showed better detection rates for
anomaly signs. Additionally, handling heterogeneous sources and maintaining security
over large data-driven systems have been addressed by Moustafa, N., et al. [9]. This
paper proposes a new threat intelligence scheme that models the dynamic interactions
of Industry 4.0 physical and network components. It consists of two modules: smart
management and threat intelligence. On the other hand, the safety of workers in a fac-
tory shop floor has been investigated by Nwakanma, C.I., et al. [10]. The authors used
sensors to gather normal and abnormal data of human activities at the factory, in which
a real-life situations dataset was also developed.

Moreover, correlating large amounts of data, gathered fromvarious sources, is crucial
to establish cyber situational awareness. It allows to adopt suitable countermeasures in
case of attacks [11]. In their work, Settanni, G., et al. [12] proposed a collaborative
analysis engine for situational awareness and incident response (CAESAIR). The system
aims at supporting security operators in collecting security-relevant data from various
sources, investigating on reported incidents, correlating them, and providing possible
interpretations. Leszczyna,R. andWróbel,M.R. [13] present a framework that integrates
multiple levels of threat intelligence in energy systems and implements a centralized
model of information exchange.As part of the solution, a SituationalAwarenessNetwork
(SAN) was designed where correlation rules that introduce alert prioritization were
also specified. AUSPEX [14] is another framework that uses multi-factor approaches
combining big data analytics and security intelligence to support in prioritizing the
most likely compromised hosts in large organizations. The system integrates internal
and external indicators for early detection and mitigation of Advanced Persistent Threat
(APT) activities. The data processed combines security sensors and external information
related to the employees.

Creatingmulti-domain data correlation has been also introduced in many other fields
to obtain universal awareness of the occurring events. A Multi-Domain Integration and
Correlation Engine (MD-ICE) [15] was introduced to understand the situational context
in military missions. The system ingests data from two domains: textual information
and sensor network information. The resulted data allows for labelling and inference of
inter-domain correlations usingMachine Learning tools. Castro, A., et al. [16] presented
a novel approach to fault network management for multi-domain environments, based
on a shared ontology-based knowledge plane and distributed agent architecture. In this
approach, agents receive and analyze alarms, and then use a rule-based mechanism to
infer the suitable actions and upgrade the knowledge plane. Another work by Wand,
K., et al. [17] investigates a hybrid approach to extract fault information by analyzing
multi-domain sequential patterns in time-series signals for fault diagnosis. The proposed
approach combines a modified Symbolic Aggregate approXimation (SAX) framework
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and Kernel Principal Component Analysis (KPCA) and outperforms the methods of
SAX-entropy using Support Vector Machine for classification.

The work we present in this research adds to what is being done in this regard,
specifically in terms of providing a holistic perspective for the security and safety of the
Factories of the Future. This happens by monitoring, integrating, and correlating data
gathered from multiple domains within the factory, namely the energy consumption
domain, human behavior domain, and network domain.

3 Proposed Multi-domain Architecture

3.1 System Architecture

This solution is divided into five distinctive components, which are: (i) Energy Fore-
casting Analyzer, (ii) Human Behavior Analyzer, (iii) Network Analyzer, (iv) Intelligent
Correlator, and (v) Kafka Server. As shown in Fig. 1, it follows a microservices archi-
tecture that contributes to the scalability, maintainability, availability, resilience, and
security of the decentralized systems.

Fig. 1. Proposed multi-domain system architecture

As shown in the diagram, which follows the C4 model for visualizing software
architecture [18], this solution uses Apache Kafka as the primary means of communica-
tion between systems. Apache Kafka [19] is an open-source distributed event streaming
platform used for high-performance data pipelines, streaming analytics, data integration,
and mission-critical application. In this work’s context, we used Pub/Sub architecture to
allow the analyzers to be publishers and to publish to a Kafka topic, and the Intelligent
Correlator to be a subscriber and consume the data stored.

This architectural approach allows the components to be small and concise, each
with its own responsibility. In this context, each analyzer works as an anomaly detector
for each domain: energy, human interactions, and network traffic. Similarly, to anomaly



Multiple Domain Security Awareness for Factories of the Future 33

detectors, these analyzers also raise alerts, which are published to a common Kafka
topic, making them producers for Kafka Server. The Intelligent Correlator is based on
the Hybrid Intrusion Detection System (IDS) presented by Dias, T., et al. [20]. The
Hybrid IDS is a highly interpretable and explainable rule-based IDS. In this work, the
authors proposed this IDS which stands out for its ML support on the knowledge base,
resorting to transparent ML models to generate new rules to be added to the knowledge
base, making the IDS much more robust. This Intelligent Correlator maintains much
of this work’s capabilities regarding the intrusion detection process. This correlator is a
Kafka consumer, meaning that it consumes the alerts of the topic, acting on a configured
cadency, and correlates themvia the rules registered in the knowledgebase.Each analyzer
module will be further explained in the following subsections.

3.2 Energy Forecasting Analyzer

Obtaining efficient energy predictions is crucial to inspect energy patterns, as it leads
to wiser decisions in many aspects. Analyzing energy consumption can be also utilized
to monitor buildings and detect deficiencies over time. Studies have been conducted
to investigate the impact of energy monitoring in detecting undesirable behaviors [21,
22]. In this regard, we developed the Energy Forecasting Analyzer for buildings and
industries. Particularly, this module monitors the actual power consumption for a set of
observers/sensors in real-time, predicts future energy records for each observer, com-
pares actual and predicted values, and generates forecasting-based alerts. The workflow
of the Energy Forecasting Analyzer consists of twomain phases: Training and Scanning.

Training Phase. For each subscribed observer, a training scheduler would be set and
triggered as configured in the observer’s settings. In every training process, the latest his-
torical energy consumption values for the targeted observer are retrieved, pre-processed,
and aggregated into a specific timestamp (minute, hour, day, etc.). Then, it is used to train
a predefined supervised ML model. Resulting in an up-to-date trained prediction model
for each observer. An input data adapter has been designed to retrieve power data via
multiple channels, including APIs, Databases, and static MS Excel files. Furthermore,
all involved variables such as training interval, training data source, training data size,
aggregation window, and the ML model are configurable for each specific observer.

Scanning Phase. Like the training phase, a separate scanning scheduler with a specific
interval is defined for each observer. During the scanning process, the actual energy con-
sumption for the targeted observer is retrieved via the defined data source. Moreover, the
previously trained model is loaded and used to predict the observer’s expected consump-
tion. Then, the system compares both predicted and actual consumptions and, based on
a specific threshold, the difference is being assessed. In case the actual consumption
exceeds the normal predicted one, an alert would be generated and triggered to a broad-
casting channel (see Fig. 2). An alert triggering mechanism has been developed to allow
broadcasting alerts to multiple channels such as: APIs, Databases, and Apache Kafka
topics. Likewise, involved variables such as scanning interval, comparison threshold,
and distribution channel can be set in the observer’s configuration interface.
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Fig. 2. An example of an alert triggered by the Energy Forecasting Analyzer

3.3 Human Behavior Analyzer

The Human Behavior Analyzer is the system of this multi-domain solution which is
responsible for capturing the emotions of the operator of the shop floor. As shown in
Fig. 3, this component is composed of two separate modules: Emotion Detector and
Camera Application.

Fig. 3. Human behavior analyzer architecture

Emotion Detector. It is the part of the system that receives images/frames input and
classifies the emotion registered regarding the operator caught in that frame. Upon the
arrival of a frame, the system preprocesses it by firstly detecting the person in the frame,
resorting to a pre-trained detector, and secondly using a pre-trained estimator to focus just
on the person’s face. With this estimator, the system obtains the coordinates surrounding
the person’s face. Those are then used to crop the image, for the emotion classification
not to be made based on the environment surrounding the captured person. Lastly, the
classification is computed using an EfficientNet Convolutional Neural Network. This
module considers seven emotions based on the Ekman Model of Basic Emotions [23],
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including: angry, surprised, disgusted, happy, fearful, sad and neutral. Thus, the system
outputs one of those seven emotions, which at last are identified with the computer’s IP
address that outputted such result, preserving the public integrity and confidentiality of
the operator, and is then published to the corresponding Kafka topic.

Camera Application. It is a standalone UI container that can run on one or many
devices. This container is responsible for capturing frames in real-time from the com-
puter’s webcam and sending them to the Emotion Detector, keeping track of the overall
emotions felt by the operator, and suggesting the operator to take a fatigue test when the
overall emotions are negative for a long period of time.

3.4 Network Analyzer

Intrusion Detection Systems have been largely used to identify and deal with different
threats, by analyzing the network traffic and reporting eventual unnatural occurrences.
Suricata [24] is an example of an open-source IDS that supports several protocols and has
several rulesets that can be easily extended. Even using several rules to filter the network
traffic received, the IDSs deal with large amounts of diverse data. Machine Learning is
particularly useful at dealing with large and varied datasets, which are crucial to develop
an accurate intrusion detection system. Thus, the huge challenge that intrusion detection
represents can be supported byML techniques. Therefore, we build a Machine Learning
engine (ML Engine) that works together with Suricata IDS to identify different threats.

The ruleset of the Suricata IDS instance used was extended with rules designed
according to the manufacturing context to match its specific threats and anomalies. This
ruleset is completely flexible and allows the administrator to add new detection rules.
Each rule consists of an action (what happens when the signature matches), the header
(protocol, IP, ports, direction) and options. When a match with a rule occurs, an alert is
raised (according to the action defined) and distributed to a Kafka topic.

ML Engine was developed to help in the detection of new attack patterns and new
vulnerabilities. It receives the network traffic and uses anomaly detection (unsupervised
learning) and misuse-based (supervised learning models) models to detect attacks and
anomalies. Then this information is outputted to help in the detection of security inci-
dents. The core of the ML Engine is the ML creator (see Fig. 4). It is responsible for
continuously creating newmodels to improve the performance of theMLEngine. This is
very important since due to the fast emergence of new attacks, data needs to be constantly
updated. The creation process consists of three main stages: pre-processing, training,
and evaluation.

Pre-processing. Most raw traffic network information is not prepared to be fed intoML
algorithms. As such most algorithms require some processing of the data to function
properly, e.g., removal of 0 variance features, removal of invalid values, etc. Moreover,
some parsers also need to be built to ensure the match with ML algorithms input. Fea-
ture selection and feature engineering are techniques that aim to reduce the number of
variables of the data to remove noise and accelerate the models, and create new features
that have better relationships with the target variables.
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Fig. 4. Network Analyzer – ML Engine

Training. The training process happens after carefully splitting the available data into
train and test sets and putting away the testing set for later use. If the data is enough the
train set is further split into a validation dataset which is used to evaluate every model
trained in the training set until a performance goal is achieved. In a last instance the
model is tested on the test set and if the results are satisfactory the model is deployed.
In the case of data shortage in the training set, the model can be trained using cross-
validation, where the training set is split into k parts or folds and the model is tested
independently in each of the parts while being trained on the aggregation of the other
k-1 parts. The performance is then calculated as the average of the performance of all
folds.

Evaluation. Several experiments were already done using public datasets. Some unsu-
pervised learning techniques, which may hold the key for the detection of Zero-day
attacks have been studied. Additionally, feature selection and ensemble methods were
applied to recent datasets in order to develop valid models to detect intrusions as soon
as they occur. A robust and simplified framework that allows the optimization of any
ML model was also built. All these works were developed with the aim of improving
the intrusion detection capability.

Note that these experiments correspond to a first phase of the continuous improve-
ment of the ML Engine. In this first phase we used the publicly available datasets that
are intended to resemble real data traffic to create the first models to be included in the
ML Engine. We used these datasets since they have several different attacks, typically
used in real networks, that allow the ML algorithms to learn how to detect them. Then,
the ML Engine will be fine-tuned with data from the manufacturing network.

4 Intelligent Correlator

4.1 Correlator Architecture

As previouslymentioned, the Intelligent Correlator is based on theHybrid IDS presented
in [20]. However, considering the shift in the domains, some system components were
disregarded, as shown in Fig. 5.

In this new architecture, derived from the one presented in the original work, we
used only the Drools Backend component since it is the expert system capable of cor-
relating the alerts sent via the analyzers, disregarding the automatic generation of rules
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Fig. 5. Intelligent correlator architecture

capability because of the lack of valuable data. Lastly, the presented work also contains
the Correlator Interface, a newly developed User Interface.

The Drools Backend maintains its previous responsibilities presented in [20] regard-
ing rules and correlations. Although in previous iterations, this component acted upon
arrival of data, in this implementation, a cadence for the consumption of the alerts was
defined, making the system act on this value. After consuming the alerts, the system
calculates the dynamic evidence, used by Drools engine as evidence to perform the cor-
relation between the gathered data from each domain, resorting to the rules registered
in the knowledge base. When the inference results in a warning or a danger state, a
justification is created. This confers the system a high transparency, interpretability, and
explainability.

The Correlator Interface, presented in the next paragraph, also maintains the same
responsibility of providing the means to interact with all Restful APIs of the Intelligent
Correlator, by allowing the operator to perform the Create, Read, Update, and Delete
(CRUD) operations on the rules, visualizing the correlations, listing all the alerts, and
providing means to perform data analysis processes.

4.2 Correlator Interface

As part of the developed methodology, we designed the Correlation Interface to provide
an overall overviewof the system and its components. The interface is an interactiveweb-
based tool that helps operators obtain details about occurring alerts and their correlations,
in addition to controlling and managing the correlation rules. The interface provides the
following features:

Alerts List. Displays a list of alerts being received from the three integrated domains:
Energy Forecasting Analyzer, Human Behavior Analyzer, and Network Analyzer. Alert
details include the alert’s origin, triggering time, and other descriptive attributes.

Realtime Dashboard. Provides an instant monitoring interface that displays stats for
alerts being triggered from each domain (see Fig. 6).
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Fig. 6. The realtime dashboard of the Correlation Interface

Network Dashboards. Show multiple visualizations of statistics and details of the
alerts that are captured and analyzed by the Network Analyzer. It is possible to visual-
ize the type, severity and time occurrences of network events and alerts, as well as the
incident probability according with the ML Engine.

Rules Correlation. Allows the operator to list all the correlations and consult the evi-
dence and rules leading to a warning or danger state correlation. These are presented in
a grid ordered by correlation date and time and composed of a color scheme that allows
the operator to identify better, which are just warnings, and which represent a danger.
Furthermore, the operator can visualize a well-structured justification of that correlation,
enhancing the work’s explainability and interpretability.

Knowledge Base. The knowledge base interface is where the user can communicate
with the Drools backend to perform the CRUD operations on the rules. The rules are
displayed as cards in a grid, in which the user can visualize their information, such as
the left-hand side and the right-hand side, which are the conditions and the actions of
each rule, respectively. Lastly, for more experienced users, the raw Drools format of a
rule is also displayed.

5 Conclusion

The combination of traditional manufacturing processes with advanced technologies
paved the way for the emergence of smart factories. This came side by side with intro-
ducing intelligent systems to automate various aspects of the production process. These
kinds of technological advances haven’t come with no cost, as the complexity of such
intelligent environments opened the doors for attacks and other faults to take place and
causematerial and human damage.Monitoring smart factories is crucial to keep a contin-
uous and safe production environment. This has been one of the key aspects of Industry
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5.0 initiative. The work presented in this paper contributes to what has been done in this
field. Specifically, in terms of providing an integrated approach to universally monitor
and correlate various domains on a shop floor.

In our approach, we combine inspecting energy consumption profiles, monitoring
human behavior interactions, as well as analyzing network traffic, to generate alerts in
real-time and correlate them using a rule-based intelligent system. Up to our knowledge,
our work is the first to consider such three naturally different but extremely critical
aspects to raise awareness and ensure the security and safety in the Factories of the
Future. Further efforts would be to evaluate the effect of this approach in a realistic
environment. Primarily, by simulating multiple deficiencies occurring at the same time
in different domains on a shop floor and trying to capture and correlate the corresponding
alerts.
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Abstract. The industry 4.0 paradigm, with a wide range of sensors, IoT and big
data technologies, has facilitated the assessment of faults in complex mechanical
systems. In this paper, a fault diagnosis strategy is presented for opportunistic
condition-based maintenance decisions of a single failure mode. Focusing on the
challenges of the fault identification task, the proposed method was assessed by
conducting a case-study using real-world data. To detect symptoms of screen
pack degradation in the company’s coextrusion process, the devised strategy was
based on an anomaly approach and a technique for explainable artificial intel-
ligence (XAI). Experimental results for two consecutive production runs of an
extruder show that the proposed method effectively identifies clustered anomalies
as symptoms of a clogged screen pack.

Keywords: Machine learning · Industry 4.0 · Explainable AI · Fault diagnosis ·
Plastic extrusion

1 Introduction

With engineering structures becoming increasingly complex, proactive maintenance
plays an important role in keeping the system working under conditions consistent with
the required levels of safety, performance, and reliability [1]. However, routine inter-
ventions, i.e., replacement of filters or wearing components, require production to be
purposefully stopped [2]. As a result, it is a common practice to perform replacement
of non-failed components when opportunities arise, e.g., other component failures or
change of productionmaterials [3]. By relying on this policy, operators expect to decrease
production stoppages and take advantage of the economies of scale of maintenance due
to a single set-up cost [4].

Despite being apparently effective, blindly applying this concept of opportunistic
maintenance (OM) [5] can turn out to be costly, as some subsystems might still be in
good operating condition. In fact, OM only performs economically better than standard
preventive maintenance when a system has many components, high set-up costs, high
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failure rates and low mean time between interruptions [6]. Aside from that, OM’s draw-
backs are the challenge of finding whether maintenance activities conducted under the
policy are “underdone” or “overdone”, as well as sacrificing the possibility of conducting
work preparation in advance for routine interventions [7].

To address this, integration of monitoring information in the assessment of sys-
tem behavior could provide more reliable condition-based opportunistic maintenance
decisions [8]. The industry 4.0 paradigm, with a wide range of sensors, increased com-
putational resources, IoT and big data technologies [9], facilitates the analysis of the
unavoidable natural phenomenon of degradation. Three analytical modelling approaches
are used: physical-based, knowledge-based and data-driven [10]. Developing a physical
model is not always possible, as it requires full system design specifications and cum-
bersome numerical simulations. In such situations, it might be more convenient to derive
models from historical records of selected covariates, i.e., variables that are correlated
to, but do not define completely or directly the underlying degradation state [11]. To
select the proper maintenance action, it is necessary to track the aberrant behavior of
each individual component as a symptom of the initiation of the degradation process.

Onekey issue in doing this is the lackof availability of suitable observations regarding
both healthy and degraded subsystems. In such cases, an alternative consists in using
temporal unsupervised anomaly detection strategies with proper evaluation [12]. As
many statistical-based and machine learning techniques are available, a comparative
analysis is required to select the most adequate method according to the different facets
and challenges of the specific application [13, 14]. One of the facets that engenders
interesting complications is the presence of temporal dependence in the sensor data, i.e.,
time series data. Characteristics such as autocorrelation, trend, and seasonality, among
others, must be considered when working with this type of data [13]. Another facet is
dealing with multivariate time series of sensor readings [14], which is commonly done
by finding a new set of uncorrelated variables using feature selection methods [15, 16].

Bridging all the knowledge from these fields, the added value of this paper lies in
building a fault diagnosis strategy for the interrupting interventions of a manufacturing
system. As the literature shows [17, 18], a wide variety of models have been developed
for optimizing maintenance, but real case-studies are still not represented very well
in this field [18]. This is surprising, since maintenance is something which should be
done in practice. Consequently, this paper describes the application of the aforemen-
tioned procedure to the domain of blown film extrusion, specifically in the production
of flexible packaging. To address this use-case, a fault diagnosis procedure of the screen
pack contamination phenomenon is proposed. For fault detection, the Isolation Forest
(iForest) was used due to its ability of detecting clustered anomalies and adequacy for
real-time deployment [19]. For fault isolation and identification, the Shapley Additive
Explanations (SHAP) was applied, since it is the only post hoc explanation model that
satisfies local accuracy, missingness and consistency [20]. Additionally, the number of
correlated variables was reduced to overcome the weaknesses of these techniques. The
adopted feature selection method was the Maximum Relevance Minimum Redundancy
(mRmR) algorithm, as it is well suited for real-time deployment [21].

The rest of this document is organized as follows: Sect. 2 presents and justifies
the selection of materials and methods used for fault diagnosis. Section 3 presents the
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implementation of the developed strategy and Sect. 4 describes and discusses the results
obtained. Finally, Sect. 5 provides the concluding remarks and directions for futurework.

2 Materials and Methods

2.1 Industrial Case Study

The objective of this work is to apply a fault diagnosis procedure for a company that
operates with blown film extrusion equipment to produce flexible packaging for the
food and medical industries. The fault diagnosis methodology was developed to identify
specific faults in extrusion machines, which is one of the most common methods of
polymer processing [22]. The purpose of the extruder it to feed plastic granules from
a hopper on to the screw and convey them along the barrel where they progressively
melt due to the conductive heat of external heaters and the mechanical heat of friction of
screw rotation. At the end of the barrel, the mixed polymer melt is filtered with a screen
pack to remove contaminants or gels and, finally, enters the die to produce an extrudate
of the desired shape [23].

The specific fault that this work focuses on is the screen pack degradation phe-
nomenon. As debris deposit within the filter, defects in the extrudate and risk of damag-
ing the metering pump increase. Therefore, the screen pack must be replaced regularly,
which requires shutting down the extruder and disassembling the head. To avoid pur-
posefully stopping production, the company under analysis blindly applies anOMpolicy
for this replacement twice a week. For fault diagnosis, data was obtained from amachine
with seven extruders used to produce multiple layers of polymer, which are then com-
bined using an annular coextrusion die. The remaining downstream components related
to the blown film application aren’t expected to influence the processing conditions. In
fact, the present analysis applies to any extrusion process.

For proper troubleshooting and process analysis, five covariates were selected from
the sensors installed. The screw rotational speed and throughput were included to con-
trol the shear heating effect and to better interpret the pumping capability, respectively.
Also, since variations of shape were constant for each type of material, feeding insta-
bilities should be interpreted by the machine learning model as normal behavior. Three
diagnostic covariates have been included, namely the melt temperature, which reflects
the increased residence time, the head pressure (measured just upstream of the screen
pack) and themotor current. A summary of the available sensor data is shown in Table 1.

Table 1. Sensor data

Environmental covariates Diagnostic covariates

Screw rotational speed (rpm) Head pressure (bar)

Throughput (kg/h) Temperature (°C)

Motor current (A)
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2.2 Anomaly Detection with iForest

Anomaly detection usually involves ranking a set of instances, from the most anomalous
to the most normal, solely based on intrinsic properties of the dataset. Several algorithms
have been proposed in this area, with distance and density being the most used ranking
measure [24]. However, the bias introduced by these measures leads to the problem of
masking some of the structure in data distribution [25]. Consequently, to successfully
detect both scattered and clustered anomalies, it is more adequate to have a mass-based
approach that has no regard for the characteristics of the regions, e.g., shape and size
[26].

As anomalies represent our events of interest – symptoms of the component degra-
dation – it is expected that they will affect the subsequent time interval, leading to the
existence of clustered anomalies. To address this issue, the score of the iForest is used
to identify mass-based anomalies. Additionally, this method has already been shown to
perform well on extruder data [19]. Despite reporting more false positives than alter-
native methods, such as DBSCAN, its stableness under hyperparameter tuning made it
more adequate for a real-time deployment in non-stationary extruder data.

As the name suggests, this algorithm builds many isolation trees that compute indi-
vidual instances’ susceptibility to be isolated [27]. In each isolation tree partitions are
done randomly by selecting both a feature and split value between the minimum and
maximum values until each terminal leaf contains one instance or instances with the
same value. The anomaly score is calculated as:

s(x, n) = 2
−E(h(x))

c(n) (1)

where E(h(x)) is the average number of splits given for each data point and c(n) the aver-
age path length of an unsuccessful search in a binary search tree [27]. If s is very close to
1 then the observation is an anomaly, a score much smaller than 0.5 indicates the obser-
vation is likely normal [28]. The resulting algorithm is a convenient and computationally
efficient solution to detect anomalies without assumptions on the data distribution [29].
However, one weakness of the iForest is the bias towards groups of correlated variables,
due to the way it computes random splits [30]. One way to address this, is by reducing
the number of correlated variables using feature selection techniques [30].

2.3 Explainable Machine Learning with SHAP

The loss of interpretability is a strong limitation of applying the iForest, due to model
complexity and ensemble nature. To assess the reason for identifying specific data
instances as anomalies, one approach is to build simpler post hoc explanation models
[31]. Many techniques are available, but the SHAP [20] is the only one which guarantees
the explanations satisfy three properties: local accuracy, missingness and consistency.
Detailed information on this can be found elsewhere [32]. In this paper, a model-agnostic
approximation, that is Kernel SHAP, was adopted, as it provides more accurate estimates
with fewer evaluations of the original model than other sampling-based estimates [33].
This technique is built around linear LIME [33] and coalitional game theory to locally
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explain the importance of each feature in predicting the data instance’s anomaly score.
The contribution of a feature is given by the linear function:

g
(
z′

) = φ0 +
M∑

j=1

φjz
′
j (2)

where g is the explanation model, M is the maximum coalition size, z′ ∈ {0, 1}M is the
coalition vector to simulate if a feature is present, and φj ∈ R is the feature attribution for
a feature j. To simulate that a feature value is missing from a coalition, marginalization
occurs by sampling values from the variable’s marginal distribution. However, when
features are dependent, this sampling method can compute unrealistic values from the
manufacturing process standpoint [34]. This can be addressed by preprocessing the data
with algorithms that reduce the number of correlated variables.

2.4 Feature Selection with mRmR

Feature selection is an essential method in fault diagnosis applications for multiple
reasons: (1) dealing with correlated variables; (2) accelerating the training and testing
speed; (3) reducing the chance of overfitting; (4) lowering the cost of monitoring and
maintaining the model feature pipeline; (5) facilitating the model interpretation [35].

The available methods can be divided into three classes: filter, embedded and wrap-
per, from the least to most computationally demanding. Filter methods rely only on the
data distribution while embedded methods search the optimal feature set within the clas-
sifier. Wrapper methods use a learning algorithm to measure the relative importance of
a subset of variables. The Maximum Relevance Minimum Redundancy algorithm was
chosen for this work, due to its generalizability, computational efficiency, and adequacy
for real-time deployment. This filter method ranks the importance of a set of features
based on their relevance to the target (computed with the F-statistic), while penaliz-
ing features that are redundant among them (given by the average Pearson correlation
between the candidate and the features selected at previous iterations) [21]. The score
for candidates at each iteration is calculated as follows:

scorei(f ) = F(f , target)
∑

s∈featuresselecteduntili−1|corr(f , s)|/(i − 1)
(3)

3 Implementation

3.1 Feature Engineering and Selection for Single Failure Identification

The aforementioned procedure was applied to all the seven extruders in production runs
between February and April 2022. Identifying symptoms of the screen pack degradation
in the complex extrusion system is a challenging task, due to the high interdependence
of process variables and the existence of multiple failure modes. To not mix these hidden
data contexts with symptoms of a clogged screen pack, two more features were engi-
neered. As environmental covariate, a measure of motor current variation was created
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to account for the melting instabilities. The frequently changing value is an indication
of solid bed breakup causing inadequate melting rate and surging [36]. Its calculation is
given by:

MCVk =
∑k+2

i=k−2 MCi/5

MCk
(4)

whereMCVk is themotor current variation,MCk is themotor current and
∑k+2

i=k−2 MCi/5
is the rolling mean centered to observation k. As diagnostic covariate, a measure of feed
rate was engineered to describe the increased effort of pumping the polymer melt, due
to a clogged screen:

FeedRate = Throughput

Speed × 60
(5)

Regarding feature selection, a modified version of the mRmR algorithm was used
only with the criterion of minimum redundancy, since no data concerning failures exists.
This allowed us to find the n most distinct features. The number of selected variables
was decided by checking at each iteration if the feature identified as least redundant
had a Pearson correlation coefficient below 0.7 with the already selected features to
address the iForest’s bias and SHAP’s unrealistic permutation problem. In fact, setting
this threshold with values between the range 0.6 and 0.9 yielded a stable selection of the
same variables.

3.2 Fault Detection with iForest

Historical data relative to each of the seven extruders was collected from the machine’s
built-in sensors every ten seconds. Prior to building an isolation forest, the data had to
be pre-processed to correct some issues. Namely, missing values were filled with linear
interpolation. This method was chosen over the alternatives, e.g. spline interpolation, in
order to not produce the ‘overshoot’ situation and falsely impute anomalies in the data.
Also, due to the nature of the selected covariates and inexistence of long sequences of
missing values, the assumption of linearitywas found to be adequate. Additionally, it was
necessary to synchronize the time series to deal with discrepancies in the timestamps.
This was performed by rounding down the timestamps to a resolution of ten seconds.

In the iForest application, three parameters were considered: the number of trees
to build t, the subsampling size ψ and the contamination c, which is the percentage
threshold to consider instances as anomalies. An analysis on the effect of parameters t
andψ confirmed the original paper’s suggestion that the instances detected as anomalies
were insensitive to a wide range of values [27]. As a result, the parameters were set as t=
100 and ψ = 256. Regarding the hyperparameter tuning of contamination, models were
trained with different values to visually inspect the formation of clustered anomalies in
several production runs and extruders. A value of c equal to 1% was found to have the
formation of clusters in some production runs and yield a good tradeoff between false
positives and false negatives. Therefore, production run data where the identification of
clusters required a higher value of contamination should not be representative of screen
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pack degradation. Also, considering that production runs had between 10,000 and 50,000
observations, values of c lower than 1% resulted in less than 100 anomalies, which were
found to not be sufficient to distinguish clusters.

In the dynamically changing environment of any manufacturing process, the data
distribution can change over time. In the case study described in this paper, this regime
change can manifest in different forms: (1) reduction of the pumping capability of a
worn screw, due to a higher volume of melt leaking over the flight tip as clearance
increases; (2) variations on the motor current indicative of a change in raw materials;
(3) higher melt pressure, because of an unclean or damaged die. To address these non-
stationary conditions, this work discarded the general assumption that changes happen
unexpectedly by integrating historical data on production and maintenance planning.
Upon the occurrence of known environmental events, e.g., shutting down the machine
to clean the coextrusion die, the current iForest detector is deleted and another one is
built using the data from the following production run.

3.3 Fault Isolation and Identification with SHAP

Formodel interpretationwith the SHAP, a set of conditionswere considered to isolate the
symptoms of screen pack degradation. Thesemust be carefully defined since it is affected
by the business’s needs, e.g., tradeoff between false positives and false negatives, and
the characteristics of the data. The following set was defined together with the end-users
of the system, namely the maintenance managers and operators of the company:

1. if motor current variation increases the anomaly score and the observed value is
lower than the mean, then its SHAP value must be less than the sum of all the SHAP
values that increase the anomaly score divided by the number of selected features n.

2. if feed rate was selected and,
a. it increases the anomaly score, then the observed value must be lower than the

median,
b. it decreases the anomaly score, then the observed value must be higher than the

first quartile.
3. if temperature, melt pressure or motor current were selected and,

c. it increases the anomaly score, then the observed value must be higher than the
median,

d. it decreases the anomaly score, then the observed value must be lower than the
third quartile.

The rationale behind setting these conditions is based on the extrusion process
domain knowledge previously described in Sect. 2.1. Condition 1) allows to isolate
instances with low motor current variation with SHAP interpreting the corresponding
impact in the anomaly score as positive (but less than the average of other features)
or negative. As a result, anomalies related with melting instabilities are expected to be
neglected. Conditions 2) and 3) guarantee the diagnostic covariates have the expected
behavior, ensuring the alignment between how the observed value is positioned in the
data distribution and how SHAP interprets the feature’s impact on detection.
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To define the thresholds, the measures of spread considered were min-max range,
quartiles, and standard deviation. By assessing histograms and Q–Q plots, the data
distributions of each diagnostic feature in different production runs and extruders were
found to be skewed and have outliers. Therefore, the chosen measure of spread was
quartiles since it doesn’t consider the extreme values. This loss in the representativeness
of data is an advantage for the real time deployment of the fault diagnosis procedure,
since it is less affected by the noise introduced by environmental events that can’t be
tracked, such as: (1) feeding instabilities causedbyvariations in the shape of rawmaterial;
(2) sudden contamination of the material; (3) incomplete maintenance and production
planning data failing to update the iForest detector upon a regime change. If a feature
increases or decreases the anomaly score, the observation is set to be in 50% or 75% of
expected values, respectively.

4 Results

To keep it concise, results are presented from two consecutive production runs of one out
of the seven extruders of the machine, tagged as B by the company. The first production
run corresponds to the period between the 11th of April 2022 18:06:00 and 13th of
April 2022 13:00:30 while the second run starts on 14th of April 2022 14:33:40 and
ends on 20th of April 2022 08:10:10. Between these two runs, the machine stopped
for a non-related maintenance intervention, namely the cleaning of the coextrusion die.
These results should enable us to exemplify the proper execution and interpretation
of the proposed fault diagnosis procedure. The experiment was performed on Jupyter
Notebook using Anaconda’s Python data science libraries, in particular the Scikit-learn
and SHAP libraries for the isolation forest and SHAP, respectively.

After the preparation phase, the mRmR algorithm was applied to the multivariate
time series. Figure 1 shows the correlation matrix of the four least redundant features in
the first production run. The fifth important feature to be considered was speed, but it
had a correlation of 0.99 with throughput, which is above the threshold of 0.7 defined
in Sect. 3.1.

Fig. 1. Correlation matrix of selected features in the first run

As can be seen, the variables have small correlations, which should solve the iFor-
est’s bias and SHAP’s unrealistic permutation problem described in Sects. 2.2 and 2.3,
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respectively. Additionally, the physics-based behavior was represented as previously
described in Sect. 2.1: (1) throughput is positively correlated with feed rate, as more
pumping capability should enable higher throughput rates; (2) melt pressure is nega-
tively correlated with feed rate, indicating that an increase in pressure is related to loss
in pumping capability.

The isolation forest was then fit using the four selected variables, returning as a result
0.5 minus the anomaly score described in Sect. 2.2, thus smaller values are attributed to
anomalies. Figure 2 shows the time series plots of two of the selected diagnostic features
from the first production run data: motor current variation and feed rate. The 0.1% of
data instances with higher anomaly scores are marked in red.

Fig. 2. Motor Current Variation (top) and Feed Rate (bottom) data of the anomalies detected in
the first run by the iForest with t = 100, ψ = 256 and c = 0.1%.

From visual inspection of Fig. 2, anomalies seem to be dispersed over time, being
hard to identify any cluster. On the other hand, when observing Fig. 3, which shows
the anomalies obtained in the second run data, it can be seen that the iForest identified
clustered anomalies. This could be indication of a potential degradation state of the screen
pack, but can also be confused for another hidden data context. To properly isolate and
identify the detected anomalies, SHAP was applied as an interpretation tool.

Furthermore, to better interpret the results obtained with SHAP, two plots were
analyzed: a summary bar chart and a dependence scatter plot. The former shows the
mean of the absolute SHAP value for each feature on the final prediction of the anomaly
score. This highlights each individual feature’s impact, as shown in Fig. 4 for the first
run data.

As can be seen, motor current variation was the most important feature for the
abnormal behavior of the first run by a considerable difference. Its absolute impact on
the anomaly scorewas 1.16while the remaining features had an impact between 0.15 and
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Fig. 3. Motor Current Variation (top) and Feed Rate (bottom) data of the anomalies detected in
the second run by the iForest with t = 100, ψ = 256 and c = 0.1%.

Fig. 4. Global variable importance plot in the first run data

0.23. This is indicative of a predominance of the effect of melting instabilities and a lack
of filter contamination. Additionally, Fig. 5 shows two dependence scatter plots, which
reveal the relation between observed values and SHAP values for each feature allowing
to infer any positive and negative relationships of the variables with the anomaly score.

As can be seen, bothmotor current variation and feed rate show a relationship pattern
with the anomaly score. Higher values of motor current variation are related to lower
SHAP values, thus higher anomaly scores. Feed rate has the opposite pattern. Finally,
by applying the conditions described in Sect. 3.3, a set of anomalies were identified as
events of interest. Figure 6 shows these anomalies for the first run data.
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Fig. 5. Individual value plots of motor current variation and feed rate in the first run data

Fig. 6. Anomalies identified in the first run data

Out of the initial 148 detected anomalies, 21 were isolated as potential symptoms
of a clogged screen pack. These were dispersed in time, thereby the screen pack was
concluded to remain in good conditions. The conclusions differ for the second production
run, as shown in Fig. 7.

Fig. 7. Anomalies identified in the second run data

In the second production run, 481 instances were detected anomalies with 158 being
isolated as potential symptoms of a clogged screen pack. By analyzing the graph, a first
cluster was identified between 16:00 and 24:00 on 16th of April 2022, which gives strong
evidence of screen pack degradation.
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5 Conclusions

In this paper, a fault diagnosis procedurewas presented, focusing on the challenging fault
identification task of the screen pack contamination phenomenon. Specifically, the usage
of the iForest and the SHAP allowed to detect, isolate and identify faults in multivariate
non-stationary data. To deal with correlated variables, mRmR was used to select the n
least redundant features.

This framework allowed the development of an easily maintainable system to dis-
tinguish anomalies as symptoms of a clogged screen pack. Instead of blindly applying
the OM policy with the replacement of all extruders twice a week, the condition of each
extruder can be assessedwhenever opportunity arises to decide if amaintenance action is
needed, therefore reducing the number of OM operations. The experimental results have
shown the methodology was successful in overcoming the strong correlation between
features, the process interactions, and the propermodelling of causal relationships. How-
ever, this method still presents limitations. Despite the framework being adequate for
real-time deployment, the definition of any automatic alarm, e.g., a threshold for the
number of anomalies isolated within a time period, would require frequent updates by
the end-users of the system, according to anymajor changes in the processing conditions
of each extruder. Also, due to the absence of labelled data it was not possible to formally
evaluate the learning models. Future efforts will focus on overcoming this limitation,
through the simulation of an extrusion process with both healthy and degraded behavior.
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Abstract. In recent years, the diffusion of the Colombian Coffee Cul-
tural Landscape as the main tourist axis rich in ancestral traditions, is a
country policy that seeks to promote the diffusion of heritage In recent
years, the diffusion of the Colombian Coffee Cultural Landscape as the
main tourist axis rich in ancestral traditions, is a country policy that
seeks to promote the diffusion of heritage tourism and the conservation
and promotion of the coffee heritage. Therefore, taking advantage of the
growing advances in artificial intelligence (AI) applied to the tourism
industry with emphasis on the cultural, artistic, historical and architec-
tural diffusion with the different objects that characterize the culture
of the Colombian Coffee Cultural Landscape. This article presents the
application of CNN techniques focused on the detection and recognition
of objects in the field of Colombian coffee cultural heritage, a line of
research little explored. Although AI is just beginning to interact with
the built environment through mobile devices, technologies in this field
of object detection and classification have been producing and exploring
digital models in different industrial sectors for a long time. The inter-
action between object detection algorithms and state-of-the-art informa-
tion modeling is approached as an opportunity in heritage tourism as a
central axis in a vision of making known the cultural, artistic, architec-
tural and archaeological richness of this area of the country.

Keywords: Artificial intelligence · Heritage tourism · Applications

1 Introduction

Tourism around the coffee culture is in the development stage, which leads to
the promotion of projects that allow the use of different technological alterna-
tives that can expand the cultural knowledge of this area. According to Law
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. González-Briones et al. (Eds.): PAAMS Workshops 2022, CCIS 1678, pp. 59–70, 2022.
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2057 of 2020 - Regulatory Manager - Public Function implies proposing and
promoting policies that promote tourism in harmony with environmental and
social sustainability. Among the different modalities of tourism that currently
exist, there is no technological component based on the Colombian Coffee Cul-
tural Heritage (CCLC) that articulates the necessary policies for the social,
cultural and historical appropriation of the CCLC. The cultural profile of the
coffee grower is characterized by different symbolic objects inherited from the
colonization of Antioquia. The settlers were a group of enterprising Antioquians
who came to this area in search of land that would allow them to achieve eco-
nomic independence. This process left impregnated in the culture, values such
as hard work, love of work, business acumen and strong family ties, charac-
teristics that continue to be present in the inhabitants of this zone, as well
as a series of objects closely related to the development of the coffee activity,
among which are the traditional kitchens, clothing and handicrafts. Likewise, the
archaeological findings and artistic representations that are still preserved as an
ancestral heritage [4,5]. Mobile devices have characteristics that relate the mass
dissemination of places and the use of versatile technologies in vision systems.
Driven by consumer demand, these systems have a series of elements that can
integrate connectivity, computing power and image processing capacity, being
a useful tool in the implementation of intelligent models that can interpret the
culture and ancestral history of the people of Antioquia, promoting the culture
of the CCLC. Machine learning libraries that work in mobile applications [8]
such as pytorch [7] and tensorflow [6] allow adopting lightweight encapsulation
methodology in mobile systems. Enabling the integration of complex artificial
intelligence solutions in portable and easy-to-use devices. Counting with a tool
based on artificial intelligence, capable of describing the history of each object
as a complement to the coffee tourism guide, strengthening the patrimonial pur-
poses demanded by Unesco since 2011 to Colombia where it establishes the
promotion, dynamization and conservation of the CCLC [1,2]. The proposed
system consists of a web application [9–11] equipped with an intelligent module
based on object recognition Single Shot MultiBox Detector (SSD) [3] capable
of interpreting and detecting CCLC objects using convolutional characteristics
with a pre-established route according to the coffee zones. In addition, a logic
has been implemented to generate an anthropological and cultural description
of the object as established by Unesco being necessary to collect the history of
coffee objects with the help of a specialized SCCP anthropologist. Statistical
techniques are used in the presentation of results to ensure that they are inde-
pendent of the partition between training and test data. The results show that
the system is able to generate a textual description of the object with a detection
rate equal to mAP (mean Average Precision) of 0.8.

2 Related Work

Starting from the classic anthropological premise that refers to cultural tourism
as a representation of the promotion of living culture (crafts, festivals, rituals,
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gastronomic practices) which leaves aside some concepts present in ecotourism,
ethnographic tourism, rural tourism and in turn stimulate a new form of tourism
where its main focus of interest is to promote the set of goods, tangible and
intangible, which are identified by a particular society as carriers of cultural
values of the community [12]. They are tangible and intangible assets that have
a high symbolic content, which makes them worthy of special protection not only
related to their conservation but also to the use that can be made of them [13–
16] seeking to analyze and deepen the interconnections and dynamic interaction
between these two phenomena in the field of UNESCO.

The Declaration of Mexico on Cultural Policies (1982), which redefines cul-
tural heritage to include not only works of authorship, but also material and non-
material works that express the creativity of people: language, rituals, beliefs,
places and literature are based on traditions, responding to community expec-
tations regarding the expression of their cultural and social identity, which rec-
ommends safeguarding popular culture and tradition (1989). The International
Conference on the Recommendation on the Safeguarding of Traditional Culture
and Folklore held in Washington (1999), which relegates the term folklore and
projects the notion of “intangible heritage”; and the program “Masterpieces of
Heritage composed of a broad set of aspects that have alternated the classic
forms of Oral and Intangible Tourism of Humanity” (1999) that served as the
basis for configuring the Representative List of the ICH with three successive
proclamations (2001, 2003 and 2005), distinguishing 90 forms of expression and
cultural spaces related to 70 countries [17].

2.1 Cultural Heritage Mobile Applications

Artificial intelligence (AI) is now undergoing accelerated development. The deep
learning (DL) comprises a series of algorithms that stimulate the solution of
challenging problems such as object recognition, scene interpretation, seman-
tic segmentation and others. These models are capable of learning complicated
concepts by building them from simpler ones [22]. DL is now emerging and
gaining industrial interest thanks to computing power and the development of
more compact systems capable of processing complex algorithms in real time.
Among the models, convolutional neural networks (CNNs) [18–21] present spe-
cialized architectures for computer vision. Currently, CNNs are employed for
image recognition in medicine, biology, and many other research fields [23–27].
However, only a few recent studies are employing these technologies for tourism-
related research, more specifically heritage tourism.

The DL community [30–32] has shown interest in the recognition of historical
cultural representations within the heritage as landmarks in the tourist route.
In [33,34] they present research where they seek to highlight applications of
image recognition techniques. As of 2012, CNNs started to outperform [18,28,29]
algorithms used in object detection and classification from images [38]. The intro-
duction of CNN in heritage studies is proposed by [35], whose targets are ancient
inscriptions and a set of 12 monuments in Pisa (Italy), and more recently by [36]
with an application on a set of 12 famous Indian monuments. This research is
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framed in the detection of fixed monuments in an image without exploring the
detection of ancient objects representing culture, the progress of this idea corre-
sponds to the inclusion of the YOLO [37] and SDD [3] object detectors, of which
no reference has been found to date in the implementation in heritage tourism.

3 Cultural Travel Guide (CTG) Platform

The present research developed an application that allows the user to access
data related to a series of objects representative of the culture, art and history
of the CCLC by simply capturing an image that can identify the object and
describe it. The algorithm exploits the SDD300 single-shot object detector to
recognize CCLC objects. The application is based on two main software blocks
(Fig. 1). First, a database is generated with the following characteristics: tradi-
tional CCLC objects extracted with the indications of the stipulated in anthro-
pological writings suggested by the expert, as well as artistic representations of
protected objects within public policies such as the carriel. In order to provide
an input to the generalizable robust intelligent system, different representations
of images of objects captured from conventional Xiaomi with 32 MP and 13 MP
cameras, simulating the images that could be taken by a tourist, following the
basic photographic protocol according to criteria of framing, angles and shoot-
ing planes [39–44] in the acquisition of the 3600 images that make up the CCLC
object database.

For each category according to the normal, counter-chopped and chopped
planes, 150 images are taken per class, following the standard in the PASCAL
VOC2007 and VOC2012 database [47], the label is subsequently assigned once
the taking of historical, social, cultural objects relevant according to the area
in which it is located [45]. The label was previously assigned to the process of
detection of objects by the SSD, the labelling procedure requires noting and
collecting all objects that are relevant to the class, this process is done manually
where the human being makes a deep analysis from the relationship-environment
concept, on the selection of the different types of objects that are considered
relevant within the CCLC. A second component of the software corresponds to
the ML module, which encapsulates the intelligent model to optimize the amount
of space allowing it to operate in any mobile system.

The labelling process produces annotations necessary to feed the supervised
machine learning model. That is, in object detection, an annotation is a process
of locating the object within a rectangle, where the boundary of the rectangle
will contain it generating a specific label for each patch. This is done through
the LabelImg program [46].

Image Pre-processing. Given that the initial training set of the training base
is of few images, it is important to have more semantic information of the objects,
which allows to have densely sampled objects that help to preserve more local
contextual information. It is likely that multiple scales will incorporate more
clues and relationships between components, for which it is essential to generate
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Fig. 1. Schematic of application components: the digital archive, which stores data and
documents, and the artificial intelligence engine, which interacts with the site through
the application.

an augmented database that includes images with changes in rotation, color and
scale. Random transformations will apply the same transformation to all images
in a given batch, but will produce different transformations in the calls.

3.1 SSD Network

The SSD network of is one of the most widely used object detection algorithms.
For the SSD architecture with an input resolution of 300× 300 (SSD300), accord-
ing to speed/accuracy characteristics presented in the results of Huang et al. [50]
and reproducing the experimental methodology described in the paper [3], as well
as base frame tracking [48,49,51,52]. The SSD network is based on a feed-forward
convolutional network that produces a collection of fixed-size frames, bounding
and evaluation denoting the presence of the object class in those frames, fol-
lowed by a non-maximal suppression step to produce the final detections. The
SSD network combines multiple feature maps with different sizes to generate
predictions, which make the scale more invariant to the objects. This can be
seen in Fig. 2.

Scales and aspect ratios of bounding boxes. The SSD model uses different
ratios for its bounding boxes. According to the authors [18], it has a level of
sensitivity in its choice, concerning its scale and aspect ratio. The minimum and
maximum scales are set for the self-image base at smin = 0.2 and smax = 0.9
For any feature map among m feature maps, the scale is chosen as [44].

3.2 Loss

The function used is the MultiBox loss [53,54]. Due to the number of predicted
bounding boxes, non-max suppression of IoU is used as a method to ensure detec-
tion. The joint function used is defined as L(x, c, l, g) = Lconf (x, c)+Lloc(x, l, g)
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Fig. 2. General scheme of the SCCP object detection system.

Where this function consists of two terms, the Lconf (x, c), which is the con-
fidence and regression loss of the bounding box Lloc(x, l, g), c is the class con-
fidence (class score), l is the predicted location offset, and g is the true label
location.

Location Loss. Location loss In location loss, Lloc, is used from huber loss [50].
The predicted frame loss function Lloc is defined as.

Lloc(x, cp, lj , gj) =
1

N+

N+∑

i∈Pos

∑

m∈cx,cy,w,h

xp
ijL1s(lmi − ĝmj ) (1)

where N+ =
∑

ij x
p=1
ij , which is a scalar for the number of positive matches and

li is the location prediction defined as the displacement of the center, height and
width.

Loss of Confidence. Loss of confidence. The loss of confidence is essentially
the loss of cross-entropy. It is important that the model recognizes the objects
that exist in the image and the absence of them. Considering that there are usu-
ally only a handful of objects in an image this creates a large imbalance between
the background class (negative bounding boxes) and objects (positive bound-
ing boxes), which hinders the optimization process. To counter this problem,
negative mining is used. Instead of summing all negative bounding boxes, they
are sorted by class confidence and the top negative M bounding boxes that are
selected. Where the ratio between M and positive bounding boxes is 3:1. The
confidence loss is defined as follows.

Lconf (x, c) = − 1
N+

N+∑

i∈Positivo

xp
ij log(ĉ

p
i ) −

1
N−

N−∑

i∈Negativo

log(ĉ0i ) (2)
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ĉpi =
exp(cpi )∑
P exp(cpi )

(3)

where N− = M .
Finally we would have l = Lconf + Lloc where alpha = 1.

Model Encapsulation. Model encapsulation uses Torch libraries that allow
saving and loading in a more compact system, using three main functions
torch.save that allows saving models, torch.load that allows loading data to
query, save and the function torch.nn.Module.load state dict that loads the dic-
tionary.

4 Experiments and Results

After training the SDD-300 network with the PCCC database, the results are
compiled in terms of mAP (mean Average Precision), the classification results
are shown in Table 1. A database composed of 3600 images was used for this
procedure. These images were selected to represent the distinctive features of
the SCCP objects to be recognized. For the training and validation protocol, the
database was divided into 0.75 for training and 0.25 for validation. This step was
repeated 5 times (K-Fold Cross-Validation), reporting an intermediate value of
mAP (mean Average Precision) that ruled out possible overtraining or bias in
the results.

Table 1. Results of the validation of the SDD-300 on own basis with each object

SSD300

Adorno 1.0 Maquina de moler 0.909

Bar 1.0 Mueble 1.0

Basenilla 1.0 Pilón 1.0

Baúl 1.0 Pesa 1.0

Bota 1.0 Plancha 1.0

Cafetera 1.0 Plato 1.0

Caperuza 0.984 Radio 1.0

Carriel 1.0 Rocola 1.0

Corazón de jesús 1.0 Silla 0.9083

Elemento de cocina 1.0 Silla de montar 1.0

Fumigador 1.0 Teléfono 1.0

Maleta 1.0 Triciclo 1.0

Maquina de coser 1.0 Silla de montar 1.0

Tv 1.0 Vitrola 1.0

Mean average precision (mAP ) 0.990
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In the text tests, images were collected with different critical conditions at
which the system would have to perform in real aircrafts, changing the perspec-
tive of natural illumination. The network was trained from scratch from the
proprietary database.

Use Case. For scene recognition of the PCCC regions, a web application capable
of running on a mobile device is produced. The application was developed using
the Streamlit programming environment, the already encapsulated model is used
as the management decision manager by identifying the object and classifying
it as shown in Fig. 3.

Fig. 3. Schematic of application components: the digital archive, which stores data and
documents, and the artificial intelligence engine, which interacts with the site through
the application

5 Conclusión

This article presented the multidisciplinary work that exploit artificial intel-
ligence technologies for the recognition of objects of the CCLC, in order to
establish a precedent in the country in the use of new technologies in heritage
tourism, and thus promote the ancestral coffee culture inherited by immigrants
from Antioquia, along with its transformational from the exploitation of coffee
as the main source of input. The technology available in mobile devices offers
the opportunity to diversify knowledge through access to information. A tool
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capable of providing the user with the identification and location of the object
in the image, as well as an anthropological description of it, is proposed. The
additional developments of the integration of the proposed AI technologies and
proprietary databases make the system more scalable and robust, i.e. we tried
to cover the spectrum of images simulating the user’s behavior, which allowed a
successful performance at the time of evaluation. The access to anthropological
information in the use of the application is characterized by the implementation
of a ML module which provides the decision of textual reproduction according
to the object. The SCCP application is only one of the possible applications
of the developed technology. With the purpose of continuing to deploy systems
like these where the country’s public policies encourage researchers to generate
new knowledge around issues of interest which relate to heritage with techniques
of promotion, awareness and promotion of culture. Therefore a possible future
work could integrate possible connections between the virtual environment in
natural environments and the PCCC, where ML models could be trained to rec-
ognize types of cultural environments, while related information could integrate
a personalized narrative description.
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Abstract. Fog and edge computing paradigms increase the performance of IoT
systems compared to those based exclusively on conventional cloud computing.
Basically, they propose to move software services that process information to a
nearby place where IoT data is collected instead of at the core of the network. The
computing continuum concept goes a step further and proposes to run such soft-
ware services in a transparent manner at any of the different computing paradigms
and, if the execution context changes (for example due to unforeseen contingen-
cies), to move the services to other devices if they may increase performance. In
this context, advancedmechanisms are required to successfully transfer those soft-
ware services to devices hosted in different computing platforms located anywhere
from the edge to the cloud. This article proposes the Edge Cloud Computing ontol-
ogy (ECO), an ontology for IoT systems composed of devices and data centers
hosted in edge, fog or cloud computing environments. We also expose an example
scenario based on a service architecture on which ECO facilitates management
actions. These actions include detecting the overload status of system elements,
proposals for suitable locations for software deployment or identifying elements
potentially affected by problems in the system, such as connection link failures.

Keywords: Ontology · Computing continuum · Internet of Things (IoT)

1 Introduction

Technological infrastructures for smart areas will usually include networks of heteroge-
neous Internet of Things (IoT) devices (sensors, actuators) that are installed on the field
and provide information and services to applications. Data obtained from IoT devices
are commonly processed efficiently in large computing data centers, which are usually
located in cloud infrastructures that allow resources to be managed flexibly and effi-
ciently ensuring low economic costs and adequate processing capacity at each moment
[1]. To reduce the high communication demand for transmitting the vast amount of data
generated by IoT devices to remote data centers, the concept of Fog Computing was
introduced. Fog Computing [2] provides computing and storage capacity at the edge of
the network so data generated by IoT devices can be processed without having to reach
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centralized data centers. However, the integration of IoT devices and fog computing
with new application domains increases the complexity and maintenance of the global
system, which requires complex self-configuration mechanisms to adapt the system to
new conditions.

Therefore, in a typical deployment, IoT devices are connected to other more pow-
erful nodes with varying computing and connectivity capabilities that act as hubs or
intermediaries on the edge, and cloud computing services that carry out complex and/or
computational demanding processes.

We aim at hard and complex environments where devices are geographically dis-
persed and external factors (e.g., changing weather conditions, scarcity of energy, con-
nectivity problems, or other contingencies) may negatively influence the reliability of
the whole infrastructure. These dynamic changing environments require methods for
flexible adaptation to changes and contingencies that may occur more or less frequently
in this context. We envision the idea of an edge-cloud continuum, where services or
tasks can adapt their behavior or be moved between the edge and the cloud according
to the situation in each moment. For example, an agent installed in a particular device
may be aware of a reduction of bandwidth or available battery and decide to send data
(e.g., monitored field images) to the cloud with lower periodicity or quality. Likewise,
the task such agent is carrying out could be moved temporarily to the cloud or to another
peer (if it complies with the minimum computing capability).

To this end, methods need to be developed for (i) detecting relevant changes in the
edge-cloud context that require actions to ensure the edge-cloud continuum; and (ii)
designing decision strategies for adapting task realization between the cloud and edge
in case of contingencies. For this, the edge-cloud continuum needs to be formalized.

In this work, we focus on the semantic formalization of the edge-cloud continuum
context so as to provide the means for dynamically describing detected contingencies
and facilitate decision making regarding the adaptation of the system according to the
current situation. In this sense, we propose the use of ontologies and argue that they are
appropriate for the IoT domain because they provide a way to represent the information
through a common vocabulary which facilitates its exchange with other systems. In
addition, ontologies, unlike systems based on traditional databases, provide semantic
formal descriptions that can be interpreted by both, people and machines, and new
information can be derived through automatic inference.

In this paper, we present an ontology for modelling context in edge-cloud infrastruc-
tures. We also give ideas about how this ontology can be used for identifying problems
and finding alternative nodes for service execution.

The rest of the paper is organized as follows. Section 2 presents related work on
using ontologies to represent knowledge about IoT and cloud infrastructures. In Sect. 3
we describe the ECO ontology as well as how the SPARQL query language can be used
to detect problems and assist in solving them. A use case is described in Sect. 4. Finally,
we conclude the paper in Sect. 5.

2 Related works

Cloud ontologies have beenwidely used in recent years. [3] presents some applications of
ontologies in cloud environments. In general, it is possible to find works in the literature
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that propose the use of ontologies to provide security solutions [4], resourcemanagement
[5] and service discovery [6]. In the case of the use of ontologies to improve the interop-
erability of cloud-based systems, the most notable work is the mOSAIC cloud ontology
[7], which shows a detailed and simple description of cloud computing resources. This
ontology is aimed at promoting transparency in access to multiple clouds. The mOSAIC
ontology was created more than 10 years ago and has not been updated since then. Thus,
new technological elements that have appeared in recent years were not considered and
are therefore not supported by mOSAIC. Because of this, new works have emerged and
have tried to remove these limitations. For example, Paassage [8] proposes a deploy-
ment mechanism for applications in public and private clouds which is controlled by
a set of rules described in the CAMEL modeling language [9]. ModaClouds [10] pro-
poses a model-based development for multiple clouds which performs semi-automatic
code transformations obtaining compatible implementations on platforms of public and
hybrid cloud providers.

These projects provide mechanisms that allow interconnecting services from dif-
ferent providers, improving existing interfaces or providing decision support systems.
However, these projects do not support a broad heterogeneous environment, limiting
themselves only to resource management, hardware accelerators, or resource abstrac-
tions in the same cloud. In addition, these solutions are not oriented to work with IoT
devices such as sensors, actuators, gateways, etc. Despite this, there are ontologies that
have been specifically developed to model the capabilities, features, and descriptions of
devices. One of the efforts made in this regard is the Semantic Sensor Network ontology
(SOSA/SSN) [11]. SOSA/SSN describes sensor and actuator networks, their capabili-
ties, their characteristics of interest and their observations. Moreover, it serves as a core
or source of inspiration for other ontologies. The ETSI SmartM2M technical commit-
tee developed the Smart Applications REFerence Ontology (SAREF) [12] to describe
devices and their functions. SAREF is aligned with the oneM2M base ontology [13]
which enables syntactic and semantic interoperability between devices and external sys-
tems. SAREF and SSN have extensions that allow them to be applied to other more
specific domains. For example, in the case of SAREF, CASO extension [14] is oriented
to agriculture, EEPSA [12] is oriented to buildings, and the SSN Systemmodule models
capabilities, systems and things.

Despite the mentioned ontologies, we are not aware of ontologies that provide mech-
anisms necessary to deal with information of cloud systems, IoT devices at the edge and
the fog abstraction in between both. For this reason, we present an ontology for this
purpose.

3 Proposed solution

As discussed above, we aim at a computing continuum distributed digital infrastruc-
ture over various elements on which software is deployed. This software collaborates
with assembling complex applications. In addition, applications are composed of one
or more software services that provide functionalities to obtain specific objectives. The
solution proposed in this article is oriented to work on software service architectures
where applications are based on services that interact with others to provide high-level
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functionalities. In an IoT system, services can perform a variety of tasks, such as, for
example processing measurements received from a network of sensors, or data min-
ing processes in which the received data are analyzed maybe using machine learning
techniques.

Fig. 1. Service architecture oriented to IoT applications.

Service-oriented architectures are ideal for continuous computing management
because they allow to easily install/uninstall/transfer software services to other sys-
tems. Fig. 1 presents the reference architecture proposed for this work. The architecture
is divided into 5 layers on which the software is distributed. The Physical Layer con-
tains the hardware on which the software is deployed. The Logical Layer represents the
software layer that facilitates the management of services and applications of interest to
end-users.

The Applications Layer contains the applications of the end-users. The applications
are distributed in the form of software services on devices and data centers. The Control
Layer monitors and manages the operation of the software developed on top of the
service architecture. It can dictate the guidelines that orchestrate the configuration of the
software. This layer interacts with the Service Management Layer, which is responsible
for the deployment of the software in an unattended manner. Table 1 describes the
elements of Fig. 1 in more detail.
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Table 1. Description of the elements that make up the service architecture.

Element Description

Local Agent (LA) Local agents are executing on devices and are in charge of 1) obtaining
the status of the device on which they are installed by monitoring
parameters such as processor load, memory and disk space used at a
given time; 2) sending this information to the CA; 3) allowing to make
configuration adjustments of the device proposed by the CA; and 4)
making decisions about their operations if they lose connection with the
CA

Control Agent (CA) It receives information and notifications from the LAs so it can know the
status of all the devices in the system. With this information, the CA can
detect problems of operation and the elements involved. In addition, the
CA can propose a new distribution of software that solves the detected
problems using the Deployment Service to deploy the new software

Middleware Is the software located between an operating system and the
applications that run on it. It enables data communication and
management in distributed applications. It avoids having to develop the
same software natively for each device

Edge Devices They are the IoT devices distributed throughout the physical world such
as sensors, actuators, etc. These devices are characterized by having low
processing capabilities. Normally, they take the measurements and send
them to other devices with greater computing power

Fog Devices They are the devices hosted on the Fog between the IoT part and the
cloud. They are responsible for the processing of IoT information and
thus avoid sending all IoT information to the cloud, reducing the data
traffic in the network

Cloud Data Center It represents data centers hosted on cloud computing infrastructures.
These data centers perform tasks that require high computing
capabilities such as data mining, data analysis, predictions, simulations,
etc.

Deployment Service Is a software service in charge of managing how software services are
deployed on any device of the architecture. It is responsible for the
deployment of any service on devices or data centers of the system, as
long as they meet the established requirements

Services These are software services that provide specific functionalities.
Depending on the purpose of the service and the functionality it
provides, it can be deployed on IoT devices, in data centers hosted in the
cloud or in Fog devices

Applications They are applications used by end-users. They can be composed of
several software services orchestrated with each other providing
high-level functionalities to users
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3.1 The Edge-Cloud Ontology (ECO)

We propose the use of ontologies to facilitate the management and proper functioning
of the architecture presented in Sect. 3. Using ontologies to manage physical devices,
software, communications, and processing centers improves the control of the available
resources in a system. In addition, it enhances the relationships between the different
elements of the system by providing a semantic sense. The fact that the relationships
between the elements of the system are enhanced opens up new opportunities for their
management beyond those provided by traditional systems, which perform resource
management using relational models. Instead of developing an ontology from the scratch
and following current ontology developmentmethodologies, we have considered reusing
existing ontologies and create only the necessary elements to meet our needs.

There are many ontologies to represent IoT devices and applications through ontolo-
gies as mentioned in Sect. 2. However, to address the problem proposed in this work,
the authors have started from a perspective based on two fundamental concepts: com-
puting nodes and the connections between nodes. Computing nodes integrate concepts
that model elements with computing capabilities such as data centers hosted in cloud
infrastructures, devices that are part of the Fog environment or even IoT devices (sensors,
actuators, etc.) at the edge.

After analyzing different alternatives, we propose the use of the Smart Energy-Aware
Systems (SEAS) ontology [15]. Using SEAS allows to apply a top-down methodology,
so it is possible to identify the high-level functions of the IT system and from there
go into the details. From this point of view, there is a clearer vision of the topography
of the network facilitating the incorporation of parameters on each of the connections
and it facilitates the process of semantic modeling. SEAS consists of a set of modules
that provide terminology to describe physical systems and their interrelationships by
modelling connections between devices. SEAS is aligned with the model perspective
based on node and connection concepts.

Figure 2 shows an overview of the main concepts and relationships of the proposed
Edge-Cloud Ontology (ECO).

The concepts seas:System and seas:Connection of the SEAS ontology are used to
model complex systems compound of nodes with computing capabilities as well as the
connections between them. Computing nodes represent data centers located in the cloud,
devices deployed on the Fog, or even sensor devices deployed over an IoT environment
at the edge. However, due to the complexity of IoT systems and applications, seas
ontology is not sufficient to model other important aspects and factors that need to be
considered. To solve this problem, we propose to enhance the ontologywith the concepts
and properties described below:

• eco:ComputingNode. This concept represents any device with computing capabilities,
i.e. IoT devices, cloud data centers, or devices hosted on the Fog. Computing nodes
are related to seas:System through the property eco:contains. The resource avail-
ability of computing nodes can be specified with the data properties eco:cpuLoad,
eco:ramMemoryInstalled, eco:ramMemoryFree and eco:diskSpaceFree.

• eco:Software represents the software that can be deployed on computing nodes
(eco:ComputingNode), which is specified through the eco:deployedIn property.
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Fig. 2. Main concepts and properties of the ECO ontology. Green concepts are reused from the
SEAS1 ontology, whereas red nodes represent new concepts defined in ECO2.

• eco:Application represents a type of eco:Software that is utilized by end-users. An
application can be composed of several services (eco:Services), which are indicated
through the eco:isComposedOf property.

• eco:Service. Is a type of eco:Software that represents the services deployed in a
system. The operating requirements of the service are specified with the proper-
ties eco:diskSpaceRequirement and eco:ramRequirement. In the case that services
connect to other services on the same or different devices, this information can be
indicated with the properties eco:remoteConnectionTo and eco:localConnectionTo,
respectively.

• eco:Middleware is a type of eco:Software in which software services are deployed.
Example of middleware are Java Virtual Machines or Microsoft.NET.

3.2 Using the ECO Ontology: Problem Detection and Adaptation

The main goals of building the ECO ontology consists in the assistance in detecting con-
tingencies (e.g. applications affected by a broken connection) and adapting the infras-
tructure to ensure continuous computing by selecting the suitable nodes to run software
based on their overload and the requirements of the service to be deployed. In the fol-
lowing, we show several scenarios and how SPARQL can be used to obtain information
from edge-cloud knowledge represented with the ECO ontology.

Identification of Nodes in an Overload State
The identification of overloaded nodes is important for two reasons: i) it prevents poten-
tial service failure due to the nodes overload since it is possible to anticipate and act
before failures occur that can cause the collapse of the node and ii) it may reveal that
the software executed on the overloaded node may have high response times. Figure 3

1 We use the prefix seas: https://w3id.org/seas/.
2 We use the prefix eco: https://www.ia.urjc.es/ontologies/eco/.

https://w3id.org/seas/
https://www.ia.urjc.es/ontologies/eco/
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shows an example of a SPARQL query that can be used to identify nodes in an overload
state, which for this example are considered if their CPU load is higher than 90% or that
have less than 100 MB of memory or a disk storage space less than 700 MB.

SELECT ?computingNode
WHERE {

?computingNode eco:cpuLoad ?loadCPU .
?computingNode eco:ramMemoryFree ?ramFree .
?computingNode eco:diskSpaceFree ?diskFree .
FILTER (?loadCPU > 90 || ?ramFree <100 || ?diskFree < 700)

}

Fig. 3. Query for overloaded nodes identification.

Search for Suitable Computing Nodes for Software Deployment
Continuous computing requires the installation and uninstallation of software automati-
cally at any time. Thus, it is essential to know the functioning topography and available
infrastructure resources at any given time. This is especially important when decisions
need to be made about where to deploy a specific software in order to have sufficient
computing resources and ensure acceptable response times.

The following query (Fig. 4) obtains the list of computing nodes that meet the
requirements of service S4 to be deployed. In particular, those candidate nodes must be
connected to a local network managed by router “routerNetwork01”, i.e. the node is
contained in a system connected through that router. Furthermore, there is a computing
node (?computingNode) with enough available RAM and disk space, as well as less than
30% of CPU load.

SELECT ?computingNode
WHERE { 

?connectionPoint eco:id "routerNetwork01"   .
?connectionPoint seas:connectsSystemThrough ?connection .
?connection seas:connectsSystem ?system . 
?system eco:contains ?computingNode . 
?computingNode eco:ramMemoryFree ?ramMemoryFree .
?service rdf:type eco:Service .
?service eco:id "S4" .
?service eco:ramRequirement ?ramRequirement .
FILTER (?ramMemoryFree > ?ramRequirement) .
?computingNode eco:diskSpaceFree  ?diskSpaceFree .
?service eco:diskSpaceRequirement   ?diskSpaceRequirement .
FILTER (?diskSpaceFree > ?diskSpaceRequirement) .
?computingNode eco:cpuLoad ?cpuLoad .
FILTER (?cpuLoad < 30 ) .

}

Fig. 4. Query for obtaining computing nodes for deploying a specific service.

Detection of Affected Software due to Connection link Drop
Every system is susceptible to errors, breakdowns or attacks that may affect any of
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the elements that make it up. Connections and network elements are critical in these
systems because they allow the communication of some equipment with others. This
holds especially in distributed applications where software applications are composed of
smaller parts (services) that are not always deployed on the same machine but are rather
distributed. In the event of a loss of connection, some software components may not be
able to communicate with other software services, thus interrupting their operation.

The query in Fig. 5 obtains the list of applications that may potentially be affected in
their operation by a broken connection C2. These applications are composed of services
that are (i) deployed in a middleware running on a computing node whose connection
is broken (i.e. contained in a system whose connection is C2) and needs to interact
with at least one remote service; or (ii) connected to any remote service deployed in
an inaccessible node. The pattern eco:remoteConnectionTo+ in the query represents the
transitive closure of the remote connection property, i.e. an application may be affected
by any connection to a remote service in one or more jumps.

SELECT  ?application
WHERE { 

?application eco:isComposedOf ?serviceApp .
{

?serviceApp eco:deployedIn ?middleware  .
?serviceApp eco:remoteConnectionTo ?anyRemoteService .

}
UNION
{

?serviceApp eco:remoteConnectionTo+  ?remoteService  .
?remoteService eco:deployedIn ?middleware  .

}
?middleware eco:deployedIn ?computingNode .
?system eco:contains ?computingNode .
?connection seas:connectsSystem ?system .
?connection eco:id "C2"  .

} 

Fig. 5. Query identifying applications affected by remote unconnected services.

4 Use case

To evaluate the solutions proposed in this article, a test environment that simulates an
Agro-IoT scenario has been designed (see an outline in Fig. 6).

The environment is composed of a network of sensors that monitor a space dedicated
to a crop. The sensor network measures temperature and humidity, using devices (Sen-
sorT1, SensorT2, SensorH1) with little processing capacities. These devices also check
for measurement errors through a simple algorithm and send the data to an information
aggregator node, which is a device hosted in the Fog (NodeFog1) and obtains the infor-
mation from all the sensors distributed at the field and calculates the average values.
The average values are sent to the data center hosted in the cloud (NodeCloud) where
data mining and analysis algorithms are applied to generate reports that users can use to
evaluate the state of the crop.
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Fig. 6. Example of scenario.

The test environment consists of 3 Arduino devices (sensors), each of them using
a different technology (ZigBee, Wi-Fi, LoRaWan) to communicate with a node (Node-
Fog1) which is connected to the Wi-Fi network provided by a Wi-Fi router (CP1). This
router also provides an Internet connection to the devices as well as a local Ethernet
network in which two Raspberry Pi-based devices (NodeFog1 and NodeFog2) are con-
nected which provides software services to the devices of the Wi-Fi network. These
devices provide typical functionalities of Fog computing.

In the proposed scenario, one of the devices (NodeFog2) has the backup role. This
means thatwhen a problem is detectedwith themain device (NodeFog1), the backupnode
will take over. Local agents (LA) and control agent (CA) are responsible for detecting
possible problems and applying possible corrections through monitoring mechanisms
and automatic deployment management. LAs check the processor load, free RAM and
disk space of computing nodes on which they are running. If these values are close to a
certain threshold, then they are reported to the CA to assess the situation from a global
perspective and apply a joint strategy in accordance with other available resources. LAs
collect information about the state of the node and send this information periodically to
the CA. The CA records the information in a data model according to the specification
of the ontology presented in the previous section.

Figure 7 shows part of the scenario modelled using the ECO ontology.
For this example, NodeFog1 is identified as an overloaded node (query presented in

Fig. 3).
Another relevant case in the scenario is the deployment of an additional software

service. In this case, it is necessary to obtain the list of appropriate nodes. This can
be done with the query shown in Fig. 4 for service S4, obtaining as a result the node
NodeFog2, since it complies with the minimum requirements of S4.

Finally, we also show the case of fault detection in some connection link. When
the loss of a connection has been detected, it is possible to know which services and
applications have been affected by making use of query Fig. 6. Assuming, for example,
that connection C2 is broken, then Application1 is identified since it is composed of
service S4 (besides S1, S2, S3 and S5), which is deployed in MiddelwareFog1, which
in turn is deployed in NodeFog1, which is contained in a system (System2) that uses
connection C2.
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Fig. 7. The figure shows instances of the ECO ontology applied to the use case.

5 Conclusions

In this work, an ontology has been proposed to manage the computing continuum in the
fieldof IoT.Theproposedontologyprovides concepts andproperties to represent the state
of each of the devices thatmake up an IoT system.The design of the ontology ismotivated
by the need to create an information model that not only records information from each
of its components, but also allows to automatically reason with the information asserted
and infer information that is relevant to the operation of the applications running on such
systems. The Edge Cloud Ontology (ECO) reuses the SEAS ontology and enhances it
with classes and properties to model the elements that have been identified in this work.

In the future, we plan to work on improving the use of semantic technologies for
monitoring and detection of changes in the edge-cloud context that may require a recon-
figuration of the infrastructure or services running on it. In particular, we will explore
the use of event stream processing techniques that use semantic representations such
as C-SPARQL [16]. Also, we plan to extend the ontology to account for more infor-
mation requirements and to explore how automatic inferences can be used to infer new
knowledge.
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Abstract. Mobile crowdsourcing refers to systems where task comple-
tion necessarily involves physical movement of crowd workers. Crowd-
sourced parcel delivery, also called crowdshipping, is a particularly rele-
vant example to this respect. Evidence exists that in such systems tasks
are frequently abandoned, indicating that crowd workers accept tasks
that they misjudge and later prefer to discontinue. In this paper we
evaluate as to how far on-the-fly task transfers between crowdworkers
can alleviate this problem in a cooperative setting. Its contribution to
this respect is twofold. Firstly, it analyses different data stream learn-
ing approaches for service quality prediction in mobile crowdshipping.
Secondly, it embeds this prediction model into a collaborative agent-
based crowdshipping approach where task transfer decisions are taken in
a peer-to-peer fashion with limited overhead.

Keywords: Crowdshipping · Agent-based simulation · Data stream
learning

1 Introduction

Crowdsourcing has turned out to be a versatile problem-solving paradigm with
many useful applications. It usually refers to some entity (the so-called crowd-
sourcer) outsourcing tasks to a huge group of largely independent users (called
crowdworkers) through an open call, instead of having them performed in a tra-
ditional manner by employees or contractors. In some cases crowdworkers come
together with the explicit aim of jointly performing the tasks defined by the
crowdsourcer, while in others crowdworkers solve a problem as a side-effect of
something else they are doing [2].

Mobile crowdsourcing systems – which are also called location-based, spatial,
or urban crowdsourcing systems – often belong to the latter class. They refer
to crowdsourcing systems with spatial tasks, where task completion necessarily

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. González-Briones et al. (Eds.): PAAMS Workshops 2022, CCIS 1678, pp. 83–94, 2022.
https://doi.org/10.1007/978-3-031-18697-4_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18697-4_7&domain=pdf
http://orcid.org/0000-0001-5842-4218
http://orcid.org/0000-0003-3567-1173
http://orcid.org/0000-0003-2483-9508
https://doi.org/10.1007/978-3-031-18697-4_7


84 R. Bruns et al.

involves physical movement of crowd workers. Crowdsourced parcel delivery (aka
crowdshipping [11]) is a particularly relevant example to this respect. It is often
applied to solve the last mile problem, i.e. to service the delivery leg from the
logistics company’s parcel hub to the recipients’ homes. The aim is doing so in a
fast, cost-efficient, and environmentally friendly manner, by making use of spare
capacities in private vehicles and piggyback on trips that are made by private
citizens anyway. Interested individuals become crowdworkers introducing minor
detours to original routes, so as to pick up parcels and to deliver them to their
destinations [7].

A major goal of the crowdsourcer (usually a logistics company) with regard
to the last mile problem is to establish bilateral agreements with crowdworkers
regarding some transportation tasks such that an acceptable quality of service is
ensured. Among others, this implies that parcels are delivered as soon as possible,
and certainly by some deadline. However, conventional mobile crowdsourcing
provides evidence that tasks are frequently abandoned, indicating that crowd
workers accept tasks that they misjudge and later prefer to discontinue due to
change in opinion or circumstances [8]. Furthermore, during task execution, the
crowd worker can face unexpected situations, which can cause delays and task
failures. For instance, traffic jams can introduce huge delays to travel plans of
crowdworkers moving by car. Weather conditions may put delivery deadlines at
risk, especially if the means of transportation is a bicycle. Fatigue can be a reason
for a crowdworkers walking or cycling to deliver parcels later than expected [3].

Some recent work on crowdshipping has looked into systems that consider
the handover of parcels among crowdworkers [7,11]. In this paper we argue that
supporting peer-to-peer task transfers among crowdworkers is a promising app-
roach to prevent task failures in mobile crowdsourcing, and that a key element
to this respect is the accuracy of the service quality prediction model that is
used to trigger task transfer decisions. Its first contribution is the application
and analysis of different data stream learning approaches for service quality
prediction. Our second contribution is to embed this prediction model into a
collaborative agent-based crowdshipping approach where task transfer decisions
are taken locally and with limited overhead.

The paper is organised as follows. Section 2 outlines our collaborative
agent-based mobile crowdsourcing model including peer-to-peer task transfers.
Section 3 describes the simulation model upon which the approach is evaluated.
Section 4 describes in detail the use of different data stream learning models for
failure prediction. Section 5 presents experimental results regarding the appli-
cation of these predictors in the context of collaborative mobile crowdsourcing
with peer-to-peer task transfers. After discussing some related work in Sect. 6,
we conclude the paper pointing to future lines of work in Sect. 7.

2 Agent-Based Collaborative Crowdshipping with Parcel
Transfers

In recent years, mechanisms have been explored that support task transfers
among crowdworkers as a means to prevent task failures. This implies (i) detect-
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ing that some task t is at risk of failure and (ii) enabling the transfer of t
to another crowdworker. Such task transfers are particularly demanding in the
crowdshipping domain, as either crowdworkers need to physically meet at some
place at a certain time, or the parcel needs to be stored in a secure place and
picked up later by the newly responsible crowdshipper. In traditional fleet man-
agement systems such task transfers can be arranged in a top-down manner by
the logistics company, but the decentralised nature of the crowdshipping app-
roach calls for methods that rely on peer-to-peer interaction [5].

In other work, we have developed a method for peer-to-peer task transfers
among strategic crowdshippers. Each crowdshipper (aka courier) is represented
by an autonomous (individually rational) software agent that, once a potential
future task failure is predicted, launches second-price auctions to forge task
transfer agreements. Once a this is done, the couriers actually meet at a certain
location and execute the parcel handover [3].

In this paper, we also take an agent-based approach towards the problem.
However, the option of performing a transfer of task t from its bearer i to another
agent j is explored only when the couriers i and j “encounter”, i.e. when their
locations are close to each other. In this case, the expected quality of service
provided by i performing t is compared to j’s service quality executing t and,
if the latter exceeds the former, t is transferred from i to j. Compared to the
model from [3], the approach put forward in this paper avoids a major source of
complexity: task transfers can be effectively implemented on-the-fly because, as
mentioned above, both agents are already near to one another. Of course, such
a stance necessarily implies less emphasis on strategic issues.

Algorithm 1 summarises this approach. It can easily be seen that it depends
on two key elements:

– the concept of vicinity needs to be specified, so as to be able to identify the
set CSt

c of candidate couriers. Notice that the more restrictive the notion of
vicinity, more seldomly couriers encounter, and fewer task transfer opportu-
nities exist.

– a function for predicting the service quality of an agent with respect to a
delivery task is needed. The service quality function Fqual(c, p) specifies how
good a crowdworker c is able to achieve the delivery of a parcel p, i.e. a high
value means better quality.

The following section outlines a cell-based environment model that helps
defining the notion of vicinity for the purpose of this paper. Section 4.1 gives an
example of a suitable service quality function.

3 Agent-Based Crowdshipping Simulation Model

In order to evaluate the feasibility of our collaborative crowdshipping approach
we developed an agent-based simulation environment, which is based on a simple
model of the environment, in particular how crowdworkers behave and how the
traffic situations change.
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Algorithm 1. Collaborative parcel transfer algorithm
1: procedure ParcelTransfer
2: Define service quality function Fqual(c, p);
3: for each time step t do
4: for each courier c with parcel p do
5: Determine the candidate set CSt

c, � all couriers ci in vicinity to c
6: candbest = {c∗ ∈ CSt

c|Fqual(c
∗, p) = min

∀ci∈CSt
c

(Fqual(ci, p))}
7: if Fqual(c, p) > Fqual(candbest, p) then � candidate is better suited
8: Transfer parcel p from c to candbest

9: end if
10: end for
11: end for
12: end procedure

3.1 Environmental Model

Crowdshipping usually operates in highly populated urban areas. In an urban
area, the speed at which a crowdworker moves is strongly determined by the
current traffic situation.

In order to realize a simple traffic model, we divide our operating area into a
grid structure. The area consists of 500 * 500 cells, each 300 m long. We assume
that each grid cell can be in one of the following traffic states: normal traffic,
slow traffic and traffic jam. For crowdworkers moving on the road, the state of
the cells affects their velocity. For instance, in a cell with state traffic jam the
agents using the road do not move at all (travel with 0 km/h). In a cell with state
normal traffic, all agents in this cell travel with their individual preferred speeds.
Figure 1 depicts a typical map with grid cells representing a traffic situation.1

Fig. 1. Grid structure with different traffic states

Of course, the traffic situation in an urban area changes very dynamically
and, as a consequence, also the velocity of road users varies over time. We use a
1 For the sake of simplicity, it is assumed that the states of neighboring cells are

independent. Of course, this assumption does not hold in reality.
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time-discrete Markov chain to model the changing traffic state in a rather simple
way. In the simulation the cell states are updated with a frequency of 1 min.

3.2 Crowdworker Agents

The crowd consists of individual worker agents who are registered in the sys-
tem and interested in delivering parcels. The model distinguishes three types
of crowdworker agents with different properties: walk, bike and motorbike. The
crowd consists of about 1/3 agents of each type. Each agent is defined by an
arrival time, start location, end location, and a route with several predefined
stopover points. This means, the agents move on different paths of different
lengths.

The walk agents and the bike agents do not move on roads, therefore, their
speed does not depend on the traffic situation. These two agent types move with
a constant speed: walk with 2 m/s and bike with 5 m/s.

The motorbikes travel on the road, and their speed consequently depends on
the traffic situation of the grid cell where they are currently located. For the
different cell states, a motorbike travels with the following speed:

1. normal traffic: Gaussian mean 9 m/s, with standard deviation 4
2. slow traffic: Gaussian mean 3 m/s, with standard deviation 1.5
3. traffic jam: 0 m/s.

3.3 Parcels and Initial Assignment

Each parcel is specified by randomly drawn pick-up locations, delivery destina-
tions and route lengths (between 1,500 and 5,00 m). The delivery time is calcu-
lated by 1 min per 200 m of route length.

The initial assignment of new parcels proceed as follows: New parcels are
immediately assigned to the worker agent that is nearest to the pick-up location.
Each agent is only allowed to carry one parcel at a time. The delivery destination
of the parcel is inserted into the courier agent’s pre-defined travel route (by a
basic traveling salesman algorithm). The courier agent picks up the parcel at the
pick-up location and delivers it to the final destination.

3.4 Agent-Based Crowdshipping Simulator

The model introduced above has been implemented by an agent-based crowd-
shipping simulator (an extended version of the simulator presented in [4]).

To make the simulation as realistic as possible, we employ real-world GPS
data to simulate the physical movements of the agent. We choose open data of
a bicycle sharing system because of its conceptual similarity to a crowdshipping
system. In both domains, there are users who register in the system, physically
move around the urban area, and log out of the system.
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Specifically, we employ the GPS data from the Bike Sharing System of Madrid
(BiciMAD)2. The data set includes the rides logged by users and the GPS events
recorded during each ride: start timestamp, start location, end location, and
GPS traces. Based on BiciMAD data we simulate parcel delivery in the urban
city center of Madrid. The appearance of a worker agent, its start location and
destination and its route are derived from the BiciMAD data set.

The simulation runs were conducted with 7986 crowdworker agents and 600
parcels to be delivered. The parcels have randomly selected origin and desti-
nation locations within the operating area. Figure 2 shows a screenshot of a
simulation run.

Fig. 2. Agent-based simulator at work

4 Predicting Delivery Success

A key issue of our collaborative crowdshipping approach is the situation-
awareness of the crowdworkers: they have to estimate the success of their delivery
tasks, i.e. whether they can deliver their package to its destination before the
deadline.

4.1 General Prediction Model

The prediction of delivery success can be considered as a binary classification
problem. For a crowd agent responsible for a certain parcel, it must be decided
whether the parcel can be delivered on time, or in other words, whether the
assignment belongs to the class DELAYED or not. More formally, the hypothesis
function h() shown in Eq. 1 must be learned.

ŷ = h( #»x ) (1)
2 https://opendata.emtmadrid.es/Datos-estaticos/Datos-generales-(1).

https://opendata.emtmadrid.es/Datos-estaticos/Datos-generales-(1)
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with the target ŷ ∈ {DELAYED, NOT DELAYED}, and the feature vector
#»x = (x1, x2, ..., xn), which contains all available data that is used to predict the
task delivery outcome.

However, in our crowdshipping scenario, it is not sufficient to only know
whether an assignment between courier c and parcel p belongs to class
DELAYED; we also need to quantify how certain this prediction is, i.e. the exact
value of the delay probability probdelay(c, p). Fortunately, most machine learning
algorithms are able to provide probability estimates3 of their predictions.4

Note that the service quality function used in the parcel transfer algorithm
from Sect. 2 can be defined as: Fqual(c, p) = 1 − probdelay(c, p). A parcel should
be transferred to a worker of higher quality, i.e. with a lower delay probability.

The crowdworker can use three types of data to make a realistic prediction
about whether or not a packet belongs to the DELAYED class:

(i) worker capabilities: each worker has knowledge about her own speed
achieved so far, which is given by the current, mean, maximum and mini-
mum speed.

(ii) parcel delivery state: the current delivery state of a parcel is defined by
the remaining distance to the destination and the remaining time until the
delivery deadline.

(iii) environmental situation: the traffic situation relevant for parcel delivery can
be characterized by the current states of the cells located on the remaining
delivery route. We assume that each agent can obtain information about
the number of cells on its route in the normal, slow, and traffic jam states
via a central service.

For evaluating the quality of a Machine Learning approach, we calculate
well-known evaluation metrics for classification problems: precision, recall and
F1-score [12].

4.2 Learning from Data Streams

In the crowdshipping scenario, the prediction of the delivery success must be
learned on a stream of continuously arriving data: whenever two crowdworkers,
one of whom has a parcel, encounter, each of them must estimate the probability
with which she could deliver the package on time.

Classification is the task of predicting the correct label (here: DELAYED or
NOT DELAYED) for an unlabeled feature vector #»xi (as introduced in 1). During
training, the classification algorithm observes a data stream D

D = {( #»xi, yi)|i = 0, 1, 2, 3, ...,m} (2)

3 For instance, in a decision tree, if a data item has been traversed to a particular leaf
node, then the predicted delay probability is the percentage of delayed items out of
all items that have been propagated to that leaf node.

4 e.g. in scikit-learn provided by the functions decision function() or predict proba().
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where the i-th training data item ( #»xi, yi) is the feature vector #»xi with the corre-
sponding true target label yi. The machine learning algorithm uses this training
data to learn a prediction model. This model can be used to predict, for a newly
arriving feature vector #»xnew, the still unknown and most probable label ŷnew.

When learning on data streams [6], data cannot be clearly separated between
training, evaluation, and testing data (as is the case with batch learning).
Instead, when predicting whether a parcel will arrive delayed, the correct result
is not available until a later time. For each data item, data stream learning goes
through a processing cycle ’predict −> fit model −> evaluate’ with the following
steps:

1. get an unlabeled data item #»xi,
2. for #»x i: make a prediction ŷi = h( #»x i) using the current model h(),
3. determine the true label yi for #»x i (here: when at a later time it is known

whether a parcel is delayed)
4. use the new correct pair ( #»x i, yi) to train the current model h(),
5. take the pair (ŷi, yi) to update statistics for evaluation of the model quality.

Following these steps, we apply an interleaved or prequential evaluation app-
roach: Each item is first used to test the model by making a prediction for this
previously unseen item. Then, the model is updated (trained) with this item as
soon as its label is available.

There are several stream learning algorithms that adapt well-known batch-
learning classification algorithms to data streams. Among others we applied K-
Nearest Neighbors (KNN), Random Forest and Hoeffding Trees [1,6,9].

4.3 Experiments

Using the data streams generated by the simulator described in Sect. 3.4. we
conducted various experiments for predicting the delivery success. Our machine
learning experiments are performed with River5 that integrates the data stream
learning libraries scikit-multiflow6 and créme7. Table 1 shows our results using
the data stream versions of KNN, Random Forest and Hoeffding.

Table 1. Experiment results for predicting the delivery success

Prediction model Precision Recall F1-score

Random Forest (n = 20) 0.957 0.974 0.966

KNN (K = 10) 0.912 0.904 0.908

Hoeffding 0.879 0.881 0.880

5 https://riverml.xyz/.
6 https://scikit-multiflow.github.io.
7 https://pypi.org/project/creme/.

https://riverml.xyz/
https://scikit-multiflow.github.io
https://pypi.org/project/creme/
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All applied data stream learning methods behave almost the same and pro-
vide very good prediction results. In particular, ensemble learning with Random
Forest based on n = 20 trees yields precision and recall values of better than 95%.
Furthermore, appropriate prediction models are learned fast. Figure 3 shows the
convergence of the data stream learning process considering the F1-score for the
three machine learning methods. After the arrival of about 2000 data items, the
F1-score for all methods has reached a value about 90%. After that, the F1-score
is almost constant, only for Random Forest it is slightly increasing.

Fig. 3. F1-score convergence for RandomForest (RF), Hoeffing (HT) and KNN

When deriving a prediction model, we are interested not only in its accuracy
but also in understanding how the predictions are inferred. A feature importance
value can be viewed as a percentage expressing how much a particular feature
contributes to the prediction. Table 2 shows how the importance of the features
introduced in Subsect. 4.1 is distributed among the different types. To provide a
better overview, we have summarized the values of the individual features. The
most important features relate to the delivery state of the parcel with an overall
importance of about (54%). In particular, the remaining delivery time is by far
the most important feature (36%). The features associated with the workers’
capabilities, specifically how fast they are, have an overall importance of 19%.
The environmental features sum up to about 27% and describe the remaining
path with the corresponding traffic states.

Table 2. Aggregated feature importance

Feature Importance

Worker capability (current, max, min, mean speed) 0.19

Delivery state (remaining time, remaining distance) 0.54

Environmental situation (cell states and distances on
remaining path)

0.27
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5 Optimizing Delivery Success by Collaborative Parcel
Transfers

Whenever a courier agent with an assigned parcel moves, it looks for a more
suitable agent in the vicinity. According to Algorithm 1 nearby located crowd-
worker agents are potential candidates for a parcel transfer. In our simulation,
all agents who are currently in the same cell as the courier agent are considered
as candidates. The prediction model learned in previous Sect. 4 is now used to
estimate the delivery success probability of each candidate. A parcel transfer
takes place if at least one of the candidate agents has a smaller delay probability
as the courier agent. The parcel is transferred to that candidate with smallest
delay probability. For simplicity, it is assumed that candidates do not yet have
an assigned parcel and transfers do not take any time (duration = 0).

Using the agent-based simulation environment introduced in Sect. 3 and the
prediction models of Sect. 4, we conducted extensive experimental evaluations
of our proposed collaborative crowdshipping approach.

As the baseline of experiments, we implemented a conventional crowdship-
ping approach where every agent has to deliver its assigned parcel without any
possibility of exchange. Taken the simulation parameters introduced in Sect. 3,
in this approach without any parcel transfers 39% of the parcels cannot be deliv-
ered in time, i.e. 234 of 600 parcels are delayed. The mean completion time over
all parcels is 16.28 min.

Table 3. Experimental results of collaborative parcel transfers

Prediction model Delay Completion

time

Transfers Reassigned

tasks

In

time/delayed

Random Forest (n = 20) 20% 12.55min 249 210 162/48

KNN (K = 10) 22% 12.67min 256 216 169/47

Hoeffding 21% 11.97min 227 196 159/37

Convent. crowdshipping 39% 16.28min – – –

Table 3 shows the simulation results of our collaborative crowdshipping app-
roach with the different prediction models presented in Sect. 4. It can be seen
that the percentage of delayed parcels can almost be reduced by half (from 39%
to approx. 21%). And the mean completion time drops by 25% from around
16 min to 12 min. The fourth column lists the total number of transfer activities
and the fifth column the number of reassigned parcels. It can been seen that
some parcels has been exchanged more than once. For instance, 249 transfers
from a current courier to a candidate agent took place and 210 parcels were
affected. The last column lists the number of parcels in time or delayed after
being transferred, respectively. For instance, taken the 210 reassigned parcels,
162 could have been delivered in time after the transfer whereas 48 parcels were
still delayed.

The three prediction models applied provide approximately the same results
in terms of delay probabilities and completion times. This was to be expected,
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because the results of the prediction models in Sect. 4 also hardly distinguished
from each other.

Overall, the results prove that collaborative crowdshipping has the potential
to significantly improve to service quality of last mile delivery processes.

6 Related Work

The focus of crowdshipping research is mainly on three aspects (see [10] for
an extensive literature review): (a) supply, e.g., the motivational and reward
strategies of crowd participants, (b) demand, e.g., characteristics of demand and
customer trust, (c) operations and management, e.g., the initial allocation of
parcels to crowd workers.

Only recently, first approaches have been proposed to improve the delivery
outcome by exchanging parcels between workers. Sadilek et al. [11] and Giret et
al. [7] propose a collaborative delivery of parcels. The delivery path from pick-up
to delivery destination is constructed as a chain of collaborative and synchro-
nized deliverers in which the parcel is handed off from deliverer to deliverer that
implement different sub-sections of the desired total delivery path.

In [5], we suggest an approach in which the transfer of parcels is seen as an
opportunity to react on unforeseen difficulties or problems. Whenever a delay
of a courier is predicted (by data stream learning), the system tries to transfer
the parcel from the current deliverer to a more promising one nearby. Parcel
transfers serve as a means of troubleshooting.

However, to the best of our knowledge, our approach is the first in which col-
laborative crowdshipping considers parcel transfers repeatedly and in an oppor-
tunistic manner, based on situation-aware prediction of the delivery success by
data stream learning.

7 Conclusion and Future Lines of Research

In this paper, we presented a novel approach to mobile crowdsourcing. In our
collaborative agent-based crowdshipping approach, individual crowdworkers act
in cooperation and support each other in completing delivery tasks. A key ele-
ment is service quality prediction by means of data stream learning, which is
used to trigger the transfer of a parcel between worker agents.

In future work, we will focus on some aspects of the practical applicability of
our approach. One important aspect to be addressed to this respect are the incen-
tives of strategic crowd participants. In such a context, a crowdsourcing platform
implementing our present approach can be seen as a “take-it-or-leave-it” offer to
potential crowdshippers: they would join the platform when they expect to be
better off following its rules than with outside options. However, this may not
always be the case. Therefore, we will look into different ways of splitting rewards
(penalties) for (un)successful delivery tasks between the involved crowdshippers,
such that the transfers required by our mechanism are also individually rational
for all stakeholders. This includes investigating the manipulability of informa-
tion in general, and of the prediction models in particular. Also, our assumption



94 R. Bruns et al.

that parcel transfers take no time is a simplification of reality (crowdshippers
need to stop, handover the parcel, etc.). We will explore how different notions
of transfer costs will affect the task transfer chains.
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Ministerium für Wissenschaft und Kultur (MWK) in the programme PROFILinterna-
tional, by the Spanish Ministerio de Ciencia e Innovación, co-funded by EU FEDER
Funds, through project grant RTI2018-095390-B-C31/32/33 (InEDGEMobility), and
by the Regional Government of Madrid through the AGROBOTS project.

References

1. Aggarwal, C.C.: Data Mining: The Textbook. Springer, Heidelberg (2015). https://
doi.org/10.1007/978-3-319-14142-8
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Abstract. Agent societies generally aim at collective provision of ser-
vices (capabilities or resources) in a more efficient way than their agents
could individually. In particular, some agents may be more efficient than
the others in providing certain tasks. Thus, a task-agent assignment deci-
sion determines the overall performance of the society. The conventional
linear sum assignment problem handles the assignment of tasks to a soci-
ety of agents in a one-on-one manner. Such assignments typically only
consider efficiency in terms of the overall cost or benefit for the system.
However, an assignment strategy may be unfair if it does not explicitly
consider fairness. Therefore, the conventional mathematical models for
the task assignment problem should be rethought to explicitly consider
fairness in the allocation of the tasks to the agents. In this paper, we
study the utilitarian, egalitarian, and Nash social welfare in task assign-
ment and propose two new assignment models that balance efficiency and
fairness. Since fairness is a relatively abstract term that can be difficult
to quantify, we propose three new fairness measures based on equity and
equality and use them to compare the newly proposed models. Through
functional examples, we show that a reasonable trade off between effi-
ciency and fairness in task assignment can be found through the use of
the proposed models.

Keywords: Task assignment · Multi-agent systems · Fairness ·
Efficiency · Resource allocation · Multi-agent coordination

1 Introduction

In this work, we focus on societies formed by self-concerned individually rational
agents that share a common goal but have their own individual, possibly con-
flicting interests. They may share their capabilities and/or resources to carry out
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given tasks in a more efficient way and thus create synergies. Therefore, agents
are expected to obtain higher performance by collective action. Examples of such
societies are agriculture cooperatives, taxi, ride sharing, and hot meal delivery
platforms.

In particular, we study linear sum task assignment problem where a set of
tasks needs to be assigned to a set of agents in a one-on-one manner. We assume a
centralised decision making process (or algorithm) that is in charge of deciding
which agent is assigned to each task. An optimal solution, from a utilitarian
point of view, would be the assignment that produces the lowest overall cost (or
the highest benefit). However, this globally most efficient solution for the whole
system may create large differences among the individual assigned costs of the
participating agents (we refer to this as an “unfair” assignment). The perception
of an unfair task assignment solution may motivate unsatisfied agents to leave
the society, putting the survivability of the society at risk. Thus, assignment
decisions in such societies should be made not only based on minimising overall
assignment cost but should also consider social welfare and fairness.

The classical linear sum assignment problem is a largely studied, generally
computationally easy problem, for which exact solutions can be produced rela-
tively rapidly for even very large instances. However, to the best of our knowl-
edge, related work on balancing fairness and efficiency in task assignment is
scarce. Therefore, in this work, we explore the means of balancing the over-
all cost and fairness in task assignment in agent societies. These two aspects
are generally opposed, i.e., solution approaches focusing on cost minimisation
are likely to produce unfair assignments for some agents, while fair assignments
may be far from the minimum cost solution. In this paper, we study trade-off
between these two requirements and focus on finding task assignment solutions
that are as fair as possible while not overly penalising the overall system’s cost.
This implies finding efficient and fair assignments considering the distribution
of individual costs among agents.

The main contributions of this paper are twofold. First, we propose three
new fairness measures for a multi-agent system composed of self-concerned indi-
vidually rational agents: Egalitarian Fairness Measure (EFM), Relative All-to-
all Fairness (RAF), and Overall Relative Opportunity Cost Fairness (OROCF)
measure. Then, we present two new one-on-one task assignment models that
maximise social welfare of the system while balancing efficiency and fairness:
envy-free utilitarian model that uses the utilitarian social welfare function while
constraining the differences of the costs between agents and the Nash model
that optimises the Nash product of assigned tasks’ benefits or costs of individual
agents composing the system. We choose Nash social welfare due to its structure
(being product of costs) that explicitly balances efficiency and fairness.

The rest of the paper is organised as follows. In Sect. 2, we give an overview
of the state of the art. In Sect. 3, we give motivation for this work and define
the general problem of one-on-one task assignment. We propose new equality
and equity fairness measures in Sect. 4. The two new mathematical models for
efficient and fair task assignment are presented in Sect. 5. Section 6 presents
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simple functional tests and discusses how the presented models differ based on
the proposed fairness measures. In Sect. 7, we conclude the paper by giving an
overview of the results and discuss the potential of the new proposed models and
fairness measures to make a fairer task assignment. We also give lines of future
work to improve the current models and fairness measures.

2 State of the Art

The assignment of resources, capabilities or tasks in a multi-agent society
may vary when defining fairness and efficiency depending on mutual inter-
dependencies among agents and their relation with the society’s objectives (e.g.,
[4,7,21]).

Collaborative decision making considers a goal that is shared and owned
among all agents in a society, while cooperative decision making considers work-
ing toward a shared goal even though its ownership is not shared [25]. Thus,
cooperative decision making results are generally differentially beneficial to dif-
ferent agents [22], while collaboration is generally about equally sharing efforts,
costs and benefits. Collaborative multi-agent task allocation problem is studied
in, e.g., [16,19]. This problem has many different real world applications where
fairness can be a challenge. For example, in Spatial Crowdsourcing [32], there
is a need to minimise the payoff difference among workers while maximising
the average worker payoff. Similarly, in Rideshare Platforms, it was shown in
[24] that, during high-demand hours, lacking any consideration of fairness and
seeking only an optimal number of trips could lead to increased societal biases
in the choice of the clients. This problem is relevant for many other applica-
tions including manufacturing and scheduling, network routing and the fair and
efficient exploitation of Earth Observation Satellites (e.g., [7]).

There exist in the literature many kinds of fairness measures for different con-
texts, e.g., machine learning (e.g., [10]), neural networks (e.g., [26]) and algorithm
development (e.g., [13]). Of our interest are the fairness measures for the alloca-
tion of indivisible goods (e.g., [8]), and in more specific, the fairness measures for
one-on-one assignment of tasks in collaborative or cooperative multi-agent sys-
tems. The most known fairness measures for allocation of indivisible goods are
the maxmin of the utility of the agents in the system which maximises the utility
of the agent that contributes the least to the global utility of the system; there is
also proportionality which states that each agent should receive at least one nth

of the utility this agent would have received if it were alone. Max-min fairness is
generalised in the case of resource allocation for systems with different resource
types in [12] while max-min fairness, proportional fairness and balanced fairness
are compared in the setting of a communication network of processor-sharing
queues in [3].

The concept of fairness is studied as well in other contexts, like the multi-
winner voting problem, machine learning and in recommender systems (e.g.,
[31]), but also more generally in decision making (e.g., [28]). The importance of
the individual perception of fairness within a system in order to keep individ-
ual satisfaction high is emphasised in [29]. The potential contradiction between
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individual fairness and group fairness is studied in [2] in the Machine Learning
context. Some works study more generally the concepts of distributive justice,
equality and equity (e.g., [9]).

Related to the balance of efficiency and fairness are different social welfare
concepts. Their modelling and importance in enhancing the quality of task allo-
cation are studied in [7]. In this work, we study egalitarianism and utilitarianism
in this regard. Egalitarianism is a trend of thought in political philosophy that
favours equality among the individuals composing the society no matter what
their circumstances are (e.g., [11]). Utilitarianism, on the other hand, is a the-
ory of morality that advocates actions that maximise happiness or well-being
for all individuals while opposing to the actions that cause their unhappiness or
harm. When directed toward making social and economic decisions, a utilitarian
philosophy aims at the improvement of the society as a whole (e.g., [23]).

The Nash social welfare combines efficiency and fairness considerations. This
function, or variants of it, are studied in literature considering, e.g., fairness
in the ambulance location problem [14], and in allocating indivisible goods [6].
The multiagent resource allocation problem considering Nash social welfare (the
product of the utilities of the individual agents) is studied in [27].

In resource allocation, there can be agents desiring tasks (resources) more
than others, or there can even be agents desiring tasks given to other agents,
creating envy in the system (e.g., [7]). Envy-freeness criterion implies that an
allocation should leave no agent envious of the other (e.g., [5]). However, it is
not always enough to achieve envy-freeness for a fair solution (e.g., [1,15,20]).

3 Motivation and Problem Definition

Most of the State of the art literature on task assignment generally focuses on
the efficiency of the assignment and does not consider fairness in the process,
thus optimising only the system’s overall general assignment cost or profit (e.g.,
time, distance, monetary value, etc.). This strategy is equivalent to optimising
utilitarian social welfare function, a concept from welfare economy that sums the
utility of each individual in order to obtain society’s overall welfare (see, e.g.,
[7,30]). All agents are treated the same, regardless of their initial level of utility
or cost distribution among the tasks. This strategy is admissible in case of a
single decision maker, but might be unacceptable when multiple self-concerned
and individually rational agents must decide on the assignment of tasks.

Let us introduce a simple example showing how unfair a task assignment opti-
mising utilitarian social welfare function can be. Let us consider 3 self-concerned,
individually rational agents (a1, a2, a3) that need to be assigned to a set of 3
tasks (k1, k2, k3) in a one-on-one manner and vice versa. The cost matrix con-
taining the assignment costs for these agents and tasks is shown in Table 1a.

By applying the conventional (linear sum) task assignment model (i.e., the
Utilitarian model) that optimises the overall cost of the system without consid-
ering fairness in the assignment (see, e.g., [17,19]), we might get the assignments
(called solution s1) marked in bold in Table 1b. The overall minimum assignment
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Table 1. Example of a cost matrix and different one-on-one task assignment solutions
with minimum overall cost (in bold)

(a) Cost Matrix

k1 k2 k3

a1 50 60 70

a2 30 40 50

a3 10 50 30

(b) Solution s1

k1 k2 k3

a1 50 60 70

a2 30 40 50

a3 10 50 30

(c) Solution s2

k1 k2 k3

a1 50 60 70

a2 30 40 50

a3 10 50 30

(d) Solution s3

k1 k2 k3

a1 50 60 70

a2 30 40 50

a3 10 50 30

cost found by this model is 120. However, if we focus on its cost distribution on
individual agents, we see large discrepancies. Indeed, the cost of agent a1 is
60, while the cost of a2 is only 30. Thus, a1 is charged twice more than a2.
In Table 1d (i.e., solution s3), this difference is even larger resulting in 7 times
larger cost of the worst-off in respect to the best-off agent. Generally, an upper
bound on the difference in the assignment cost is the maximum value in a given
cost matrix. In centralised systems, where agents are owned and controlled by a
single decision maker, this would not cause any problem. However, in the case
of decentralised systems composed of self-concerned and individually rational
agents, such an unfair solution might result in the worst-off agents leaving the
system due to the lack of fairness in the solution.

Table 1c shows a fairer solution (called s2) where the costs of the agents
are as close as possible, thus minimising the envy of agents. This is an ideal
situation in regard to fairness in this case where all agents are assigned tasks of
similar costs. Notice that, in this case, we didn’t have to sacrifice efficiency to
achieve this situation. In case of repetitive task allocations, the assignments can
be altered to further facilitate balance in the accumulated assignment costs.

Problem Definition. Given are a set of agents a ∈ A and a set of tasks k ∈ K
that form a weighted complete bipartite graph G = (A

⋃
K,E) with edge set

E = A × K and with given edge weights cak on each edge (a, k) ∈ E, where cak
is the cost of assigning task k ∈ K to agent a ∈ A, ∀a ∈ A, k ∈ K. W.l.o.g, we
assume that the cardinality of the sets is equal, i.e., |A| = |K|. In the case of
unequal cardinality, we add a sufficient number of dummy vertices and assume
that cak = 0 where a ∈ A or k ∈ K are dummy vertices. The objective is to
assign agents a ∈ A to tasks k ∈ K in a one-on-one manner and, therefore,
find a perfect matching among vertices in A and vertices in K considering both
assignment efficiency and fairness. An edge (a, k) is matched if its (two) extreme
vertices a ∈ A and k ∈ K are mutually matched, and a matching is perfect if
every vertex of A is matched (assigned) exactly to one vertex of K, and vice
versa. The following is the mathematical formulation of these constraints.

∑

k∈K

xak = 1,∀a ∈ A (1)
∑

a∈A

xak = 1,∀k ∈ K (2)
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xak ∈ {0, 1},∀a ∈ A,∀k ∈ K (3)

where xak is a binary decision variable equal to 1 if agent a ∈ A is assigned
to task k ∈ K, and zero otherwise. Constraints (1) and (2) assure that there
is one-on-one assignment for each agent a ∈ A and task k ∈ K, respectively.
Constraints (3) fix the ranges of the decision variables.

4 Proposed Fairness Measures

In this section, we introduce different fairness measures for quantifying the bal-
ance between fairness and efficiency in task assignment from the egalitarian and
equity point of view. All the fairness measures are fractions ranging between 0
and 1. We avoided the division by 0 in some extreme cases by adding a very
small number ε (e.g., ε = 1e−10) to both the numerator and the denominator of
these fractions.

Egalitarian Fairness Measure. (EFM) focuses on the assignment cost faced
by the worst-off agent (i.e., the agent with the highest assignment cost in a
given feasible solution). Given the assignments xsol

ak , with a ∈ A and k ∈ K, of a
feasible solution sol, EFM is computed as follows:

EFM(sol) =
cmax − cwo

sol + ε

cmax − cwo
min + ε

(4)

where cmax = maxa∈A,k∈K{cak} is the maximum value in the cost matrix,
cwo
sol = maxa∈A{∑

k∈K cakx
sol
ak } is the cost paid by the worst-off agent in the

given solution, and cwo
min is the minimum cost that the worst-off agent could pay.

In particular, cwo
min is the optimal solution of the given mathematical problem:

cwo
min = min λ (5)

s.t. (1)–(3) and
∑

k∈K

cakxak ≤ λ,∀a ∈ A (6)

λ ∈ � (7)

where Constraints (6) impose that the cost (λ) paid by the worst-off agent must
be not less than the cost paid by any agent, and Constraints (7) fix the range of
the additional variable λ. When the worst-off assigned cost cwo

sol is equal to cmax,
EFM(sol) will equal zero (ignoring ε). On the other hand, when cwo

sol is equal to
cwo
min, EFM(sol) will equal one; moreover, this also occurs when there exists an

agent a ∈ A such that cak = cmax,∀k ∈ K.
For the cost matrix given in Table 1a, where cmax = 70 and cwo

min = 50,
we calculate the EFM(sol) for each solution reported in Tables 1b–1d. All the
solutions reported in Table 1, have minimum overall assignment cost equal to
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120, while the values of cwo
sol are cwo

s1 = 60, cwo
s2 = 50, cwo

s3 = 70 for the solutions
reported in Table 1b, Table 1c, and Table 1d, respectively. EFM(sol) value for
these solutions are: EFM(s1) = 70−60

70−50 = 0.5, EFM(s2) = 70−50
70−50 = 1, and

EFM(s3) = 70−70
70−50 = 0.

According to EFM measure, solution s2 is the fairest one. Note that the
increase in EFM value in solution s2 corresponds to a distribution of the costs
that leaves the worst-off agent better off than in s1, and that solution s3 leaves
the worst-off agent with the worst possible cost. Note that, generally, there may
be multiple such distributions.

Relative All-to-All Fairness. (RAF) evaluates fairness at a group level by
taking into account each agent’s perspective in comparison with the others. The
measure is based on the sum between the squared differences of the assignment
costs of each agent and the costs of the others, as seen in Eq. (8).

wsol =
∑

a∈A

∑

a′∈A|a′>a

(
∑

k∈K
cakx

sol
ak − ca′kx

sol
a′k)

2, (8)

Then, relative all-to-all fairness is computed as follows:

RAF (sol) =
wmax − wsol + ε

wmax − wmin + ε
, (9)

where wmax and wmin represent the maximum and the minimum value of Eq. (8)
given Constraints (1)–(3).

For the cost matrix given in Table 1a, the two components of RAF that are
independent of the assignment solution are wmax = 5400 and wmin = 0, related
to solutions smax, with xsmax

13 = xsmax
22 = xsmax

31 = 1, and smin, with xsmin
11 =

xsmin
23 = xsmin

32 = 1, respectively. The values wsol for the solutions reported
in Table 1b, Table 1c and 1d are ws1 = 1800, ws2 = 600, and ws3 = 5400,
respectively. Related RAF values are: RAF (s1) = 5400−1800

5400−0 = 0.67, RAF (s2) =
5400−600
5400−0 = 0.89, and RAF (s3) = 5400−5400

5400−0 = 0.
Also according to the RAF measure, solution s2 is the fairest one and the

order of the three solutions is the same as for EFM. This is not surprising as
both measures evaluate equality in a solution. However, s2 is not the absolute
fairest solution which, with respect to this indicator, is x11 = x23 = x32 = 1
where all the agents pay the same cost; in this case the RAF value is equal to
1. This is also not surprising as this particular measure considers not only the
worst-off agent, but all of them, therefore making it less likely that one of the
solutions with minimum cost also has the highest fairness value.

Overall Relative Opportunity Cost Fairness. (OROCF) focuses on achiev-
ing equity among the agents by taking into account the missed opportunities in
terms of the assignment cost for each agent. The opportunity cost (e.g., [18])
is the concept in microeconomics of lost benefit that would have been derived
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by an agent from an option not chosen. As the reference value, we consider a
task of the minimum cost and normalise the difference in the cost value between
the assigned task and the best-off task (the task with minimum cost) over the
amplitude of costs for each agent, as seen in Eq. (10).

ysol =
∑

a∈A

∑
k∈K cakx

sol
ak − mink∈K {cak} + ε

maxk∈K {cak} − mink∈K {cak} + ε
(10)

OROCF (sol) =
ymax − ysol + ε

ymax − ymin + ε
, (11)

where ymax, ymin represents the maximum and the minimum value of Eq. (10)
given Constraints (1)–(3).

The values ysol for the solutions reported in Tables 1b, 1c and 1d are ys1 = 1,
ys2 = 1, and ys3 = 1.5, respectively. For the cost matrix given in Table 1a, the
two components of OROCF that are independent of the assignment solution
are ymax = 2 for xsmax

13 = xsmax
21 = xsmax

32 = 1 and ymin = 1 for xsmin
11 =

xsmin
22 = xsmin

33 = 1. Related OROCF values are: OROCF (s1) = 2−1
2−1 = 1,

OROCF (s2) = 2−1
2−1 = 1, and OROCF (s3) = 2−1.5

2−1 = 0.5.
Note that OROCF value is the highest both for s1 and s2, meaning that these

solutions offer the lowest highest opportunity cost for the sum of all agents. The
reader can verify that the solution x11 = x23 = x32 = 1 would be the worst
choice for agents a2 and a3 and would give a value of OROCF equal to 0.

5 Proposed Models Considering Fairness and Efficiency

In this section, we propose new models that mitigate the equity issues posed by
the classical linear sum assignment model (e.g., [4]) and achieve a solution that
is as fair as possible while sacrificing as little as possible of the overall system’s
efficiency.

Nash Model. The proposed Nash Model is inspired by the Nash social welfare
function, a well studied social welfare function in which the goal is to maximize
the product of the utility functions of the agents composing the system. The
proposed model is given next:

min
∏

a∈A

∑

k∈K

cakxak (12)

s.t. (1)–(3). Since Eq. (12) is a nonlinear objective function, solving the above
problem is computationally expensive. Thus, we propose next its linearised
equivalent, which is possible due to the one-on-one assignment constraints (1)–
(3).

max
∑

a∈A

∑

k∈K

log(M − cak)xak (13)

s.t. (1)–(3), where M > maxk∈K,a∈A {cak}.
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Envy-Free Utilitarian Model. This model focuses both on efficiency and
fairness. We introduce the fairness variable fu to ensure that all the costs for
each agent are inside a certain interval that shrinks as fu becomes smaller. The
model is defined as follows:

min αfu + (1 − α)
∑

k∈K

∑
a∈A cakxak

|A| (14)

s.t. (1)–(3), and

∑

k∈K

cakxak −
∑

k∈K

∑
a∈A cakxak

|A| ≤ fu,∀a ∈ A (15)

fu ∈ � (16)

Constraints (15) guarantee that, for each agent, the difference between the
cost of its assigned task and the average of the costs of the assigned tasks for all
the agents is less than the value fu. Constraint (16) fixes the range of variable
fu. Parameter α ranges between 0 and 1 and is used to weigh the fairness and
the average cost paid by an agent in (14).

6 Functional Tests

To demonstrate the difference between the Nash model and the Envy-free Util-
itarian model, we randomly generated three cost matrices (Table 2) with costs
ranging from 1 to 1000. The models were solved for each matrix using IBM ILOG
CPLEX Optimization Studio 20.0.1.

Table 2. Example cost matrices.

(a) Functional test 1

k1 k2 k3

a1 382 816 366

a2 846 544 175

a3 578 824 526

(b) Functional test 2

k1 k2 k3

a1 450 895 358

a2 856 233 449

a3 890 672 976

(c) Functional test 3

k1 k2 k3

a1 683 170 699

a2 943 364 894

a3 557 741 127

To compare the efficiency of the solutions obtained using the models pre-
sented in Sect. 5, we calculate the following normalised efficiency indicator
(Eff):

Eff(sol) =
zmax − zsol + ε

zmax − zmin + ε
(17)

where zsol =
∑

k∈K

∑
a∈A cakx

sol
ak with xsol

ak being the solution returned by the
considered model. The values zmax and zmin are, respectively, the maximum and
the minimum values of

∑
k∈K

∑
a∈A cakxak given Constraints (1)–(3).
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Table 3. Results and comparison

Functional test 1

Model Eff EFM RAF OROCF

Nash 0.91 1 1 1

Envy-free (α = 0) 1 0.07 0 0.68

Envy-free (α ≥ 0.5) 0.91 1 1 1

Functional test 2

Model Eff EFM RAF OROCF

Nash 0.93 1 0.91 1

Envy-free (α = 0) 1 0.28 0.17 0.92

Envy-free (α = 0.5) 0.93 1 0.91 1

Envy-free (α ≥ 0.9) 0 0 1 0

Functional test 3

Model Eff EFM RAF OROCF

Nash 0.93 1 0.73 1

Envy-free (α = 0) 1 0 0 0.99

Envy-free (α = 0.5) 0.93 1 0.73 1

Envy-free (α = 0.7) 0.59 0.94 0.93 0.64

Envy-free (α ≥ 0.9) 0.05 0.19 1 0.06

Table 3 shows the results of our experiments with all indicators and their
values depending on the model used.

The case when α = 0 corresponds to the case when we are optimising the
global cost only (utilitarian social welfare function). We get very low values of
fairness for this case according to our prior assumptions. It is interesting to
notice similarities when we set α value to 0.5. Indeed, in that case, the Envy-free
Utilitarian model and the Nash model have the same behaviour and give us the
same solutions. These solutions for α = 0.5 are ideal for the fairness indicators
EFM and OROCF in our three tests, while RAF also increases significantly.
Moreover, the efficiency (Eff) is greater than 0.9. Equality and equity can be
improved without significant decrease in efficiency. We notice in tests 2 and 3
that, generally, the higher the value of α, the lower the overall system’s efficiency.
This shows that striving for too much equality can be highly detrimental to the
system’s efficiency and even equity. The results for the cost matrix in Table 1a
also support this claim in case α = 1. Here, allocation x11 = x23 = x32 = 1 is an
egalitarian allocation that decreases efficiency and equity simultaneously since
agents a2 and a3 are allocated to their worst-off tasks and the overall allocation
cost is 150 instead of the minimum cost of 120.
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7 Conclusions

In this paper, we focused on balancing efficiency and fairness in one-on-one multi-
agent task assignment. This problem is of high importance in agent societies com-
posed of individually rational and self-concerned agents where an agent decides
to participate only if it brings an individual benefit that is at least as good as
when not participating. In this regard, we studied the utilitarian, egalitarian and
Nash social welfare, the concepts from economics and philosophy that may be
applied in such multi-agent societies to tackle this challenge. Since quantitative
fairness measures for task assignment are scarce or missing, we proposed three
new fairness measures: egalitarian fairness measure, all-to-all relative fairness
measure, and overall relative opportunity cost fairness measure. We proposed
the Nash model for task assignment that minimises the product of the costs of
each agent, considering one-on-one assignment constraints, and the Envy-Free
Utilitarian model which is a model combining the ideas of envy-freeness, equality
and the utilitarian social welfare measure. We concluded with 3 functional tests
showing that by using our proposed two models, we can achieve a better fairness
with little sacrifice in the overall efficiency, and that our Envy-free Utilitarian
model can be adjusted depending on the need for fairness.

The fairness measures presented should be computed only for non-dummy
vertices to ensure that these measures can still reach either the value of 0 or 1
in practice. In the future, we will further study fairness measures, particularly
one encompassing both equality and equity to better support decision-making
in collaborative and cooperative open societies where agents can enter and leave
as they wish. Moreover, we will focus on three-index assignment problem where
each agent needs a tool to perform a task. The assignment here is also performed
in a one-on-one manner. Similarly, crafting a multi-objective model which con-
siders equality, equity and fairness for such a problem is a challenge worth facing
henceforth.
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Abstract. Over the last few years, there have been many technologi-
cal approaches whose application domain is rural areas to provide more
advanced services to environments of this kind. In the agricultural envi-
ronment, several proposals mainly try to develop crop management sys-
tems based on the spatial and temporal variability of different factors
within a crop field, which is currently known as precision agriculture.
One of the most critical tasks in this area is to detect plant diseases.
Identifying diseases requires a lot of time and skilled labour. Thus, this
paper proposes developing an intelligent device to detect plant diseases
using deep learning techniques. Different experiments have been carried
out to evaluate the feasibility of the proposed device. The results have
shown a high performance with very short execution times.

Keywords: EDGE AI · Deep learning · Precision agriculture

1 Introduction

One of the current problems in Europe and particularly in Spain is the gradual
depopulation of rural areas, an effect known in our country as Empty Spain
- España Vaciada. This phenomenon has repercussions on the abandonment
of agriculture and farms, the development of these areas, and the global and
sustainable development of the whole country. The well-being of all the citizens
of a country lies in the diversity of its territories. Therefore, it is necessary
and urgent to engage with rural communities to achieve their economic, social,
political and environmental objectives.

To solve this problem, techniques based on Artificial Intelligence (AI) have
emerged as a valuable tool to improve this situation by providing mechanisms
to facilitate specific tasks in rural areas.

One of the areas in which research has focused is the development of solutions
in the agricultural environment. Over the last few years, different approaches
have tried to provide AI techniques for sustainable development in the farming
sector, especially machine learning techniques. A deeper analysis and further
reviews can be consulted in [1,2] and [3].
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Early plant disease detection is one of the main problems in agriculture, hav-
ing consequences on the economy. Early detection of a possible disease can allow
early treatment and prevent loss of production. Plant disease detection is tradi-
tionally made by manual and ocular inspection completed by an expert/farmer.
The manual approach can be a tedious and slow task and generally depends
on the knowledge of a restricted group of people. In addition, plants can be
affected by multiple diseases, which increments the task difficulty for a person.
Moreover, since there are multiple varieties of plants, the number of possible
detections increases considerably.

Automatic plant disease detection plays a crucial role in addressing the lack
of time and the number of experts to overcome the problems caused by plant
diseases. In general, agricultural analysis and plant disease have been addressed
using satellite and hyper-spectral imaging. On the one hand, satellite images
present advantages as we obtain a broad view of the land and the general per-
formance of the crops. On the other hand, hyperspectral images permit us to
see beyond the visible spectrum, allowing the use of specific tools such as the
NDVI-index that help measure the level of green on a particular image assisting
in locating crop issues. The main disadvantage of this type of image lies in the
cost of the material needed to obtain them (specific cameras and satellites) and
the processing cost of working with such large pictures. In addition, as we are
focusing on an edge context, these types of images are discarded.

Automatic identification of plant disease presents a series of challenges [4]
that go from problems in the capture process (e.g. noise, fog over the cam-
era, etc.) to unwanted information present in the images (e.g. background, soil,
other plants, etc.). Beyond image capture material-specific problems, an impor-
tant issue is the possible presence of multiple diseases in a plant. Automatic
plant disease detection is a classification task that can be tackled through two
main approaches. First, classic Machine Learning (ML) based approaches, where
a collection of features is extracted and selected from images and then classified
with techniques such as Support Vector Machines (SVM) [5], K-Means algo-
rithm [6] or Random Forest [7], among others. Second, and nowadays, one of the
most popular approaches is the use of Deep Learning (DL) [8] and particularly
Convolutional Neural Networks (CNN) [9,10] to train a model to identify the
dataset classes.

As seen in the literature, the results obtained by CNN approaches are far
from those of ML. Moreover, the training phase does not need considerable
preprocessing or feature selection, mainly done inside the network. Additionally,
our objective is to build a robust model capable of working on an edge platform.

Consequently, this paper presents an EDGE device that incorporates the nec-
essary hardware and software components for the automatic detection of plant
diseases from an image of the plant leaf. The device can be easily incorporated
into an agricultural robot, a drone, or a tractor to facilitate automatic image
acquisition in a crop field.
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The rest of the paper is structured as follows. Section 2 presents the descrip-
tion of the proposed device, Sect. 3 describes the experiments carried out, and
finally, some conclusions are presented in Sect. 4.

2 System Description

This Section describes the system’s operation for plant disease classification using
an EDGE device, detailing the different software and hardware tools used. The
proposed approach is shown in Fig. 1.

Fig. 1. Description of the system.

The main components are the machine vision and data processing module,
the decision-making module incorporating the classification models, the WiFi
communication system to send the classified data to the cloud, and a visuali-
sation system through an LCD. The following sections describe the hardware
components and the classification models developed in more detail. At a general
level, the EDGE system uses the camera to capture the images and uses classifi-
cation models to determine whether the plant has any of the 38 diseases present
in the training database.
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2.1 Hardware Description

This Section describes the hardware used for plant disease recognition using a
Raspberry Pi Zero W (Fig. 2). The Raspberry Pi Zero W development system
has a 1 GHz BCM2835 single-core processor with 512 MB of RAM. Within this
hardware, trained models can be run. To capture the images, the Raspberry
has a camera, which captures the images with a size of 224 × 224. The models
will then use these images to obtain the name of the plant’s disease. One of the
advantages of this hardware is its small size, making it easy to transport in the
field where it is to be used. At the same time, it can be coupled to robots or
drones, thus extending the range of action when classifying.

Fig. 2. The system proposed based on Raspberry Pi Zero

2.2 Software Description

This Section will describe the software used for the classification of plant diseases.
Our system uses deep learning techniques to classify plant diseases using EDGE
devices. A MobileNet v2 network architecture was used to train the model.

The MobileNet v2 [11] architecture is based on an inverted residual struc-
ture where the input and output of the residual block are thin bottleneck lay-
ers, unlike traditional residual models that use expanded representations at the
input. MobileNet v2 uses lightweight convolutions in-depth to filter features in
the intermediate expansion layer. In addition, non-linearities in the narrow lay-
ers have been removed to maintain representational power. Research presented
by Kristiani et al. [12] showed from the experiments that Mobilenet outperforms
Inception in terms of speed, accuracy and file size. The speed in Inception V3 is
9 frames per second, while that value in Mobilenet is 24 frames per second.
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Table 1 shows the structure of the model obtained after compilation. The
compiled structure is common to the different configurations (Table 2) used in
this work. At the end of the training process, this model will be stored as a
*.tflite file to be embedded in the Raspberry Pi Zero. This model can be easily
replaced if the model undergoes a modification that improves classification or if
a new class (disease) has been added.

Table 1. Summary of the model.

Layer (type) Output shape Param #

keras layer (KerasLayer) (None, 1280) 2257984

flatten (Flatten) (None, 1280) 0

dense (Dense) (None, 512) 655872

dropout (Dropout) (None, 512) 0

dense 1 (Dense) (None, 38) 19494

3 Experimental Setup

In this Section, we analyse the performance of the different configurations used.
First, in Sect. 3.1, we present the data set used for our experiments and the
measures used to quantify the results obtained. Second, in Sect. 3.2, we present
the quantitative results of our experiments.

The network used for the experiments was a Mobilenet V2. To train this
network, several hyperparameters were defined; some were fixed in all the exper-
iments, while others were varied to determine with which of them the best results
were obtained. It was decided to use a maximum of 7 epochs, as a higher number
of epochs would lead to overfitting. The learning rate for all models is the same;
data augmentation and fine training were turned on or off, depending on the
experiment. The hyperparameter settings can be seen in the Table 2.

Table 2. Hyperparameters used to configure the neural net used in the experiments.

# Net type N-Epochs Learning rate Transfer learning Data augmentation Data set

S1 Mobilenet V2 7 0.001 ✗ ✗ Raw Image

S2 Mobilenet V2 7 0.001 ✓ ✗ Raw Image

S3 Mobilenet V2 7 0.001 ✗ ✓ Raw Image

S4 Mobilenet V2 7 0.001 ✓ ✓ Raw Image
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Fig. 3. Example of images included in the PlantVillage dataset [13] from different
plants diseases.

3.1 Dataset and Quantification of the Results

The data set used to train and validate our model was PlantVillage [13] which
consists of approximately 87.000 RGB images of healthy and diseased crop leaves
that are classified into 38 different classes. The images are taken from individual
leaves of each plant and disease over a homogeneous background. This dataset
was divided into three subsets with an 80/20 ratio, 80% for training, 10% for
testing and the remaining 10% for validation. We used raw images (Fig. 3) to
train and validate the models without image pre-processing.

To interpret the results obtained in the confusion matrix, we use the following
Precision/Recall measures:

Prec =
TP

TP + FP
, Rec =

TP

TP + FN
, Fβ = (1 + β2)

Prec · Rec

β2 · Prec + Rec
.

We select the values of β = 0.5 and β = 1 as the most commonly used in the
literature.

3.2 Experimental Results

This Section presents the results obtained with the different configurations from
Table 2. We show its quantitative results in Table 3. Moreover, we tested our
models in a real environment in the exposed proposal with a Raspberry Pi Zero.

Figure 4 shows how each of the different configurations used behaves similarly
during the different epochs. In terms of validation, S2 and S4 have more erratic
behaviour and begin with low accuracy, then increment suddenly and go up and
down until training ends. In contrast, the learning curve of S1 and S3 is more
constant and stabilises at the end of the epochs. The behaviour of each of the
configurations is further reflected in the quantitative results obtained in the test
phase.

As we can see in Table 3 the best results (validated on the training machine)
are obtained with configuration S1, without applying neither transfer learning
nor data augmentation. The second-best result is obtained with S2, which uses
only data augmentation. This behaviour indicates that, for the particular task of
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Fig. 4. Training and validation accuracy and loss obtained with the different configu-
rations from Table 2

identification of plant diseases with MobileNet v2 using transfer learning, it does
not produce any improvement, on the contrary, it makes all the measures decay.
This behaviour occurs because the weights used for transfer learning come from
the Imagenet dataset, which has a large number of classes. We can see how it
affects the results in S3 where no transfer learning is used, and the result is quite
similar to S1, so neither transfer learning nor data augmentation is beneficial.

The training and validation of the models were conducted on a machine
with an Intel i5-9500 processor at 4.4 GHz and 16 GB of RAM running Ubuntu
20.04.4 LTS. The actual validation of the model was carried out on a Broadcomm
BCM2835 ARM11 1 GHz, dideoCore IV GPU and RAM memory 512 MB.

Table 3. Resulting test performance of the model trained with the parameters in
Table 2

# Precision Recall F0.5 F1

S1 .881 .904 .882 .886

S2 .829 .852 .813 .807

S3 .881 .897 .881 .883

S4 .852 .862 .836 .831

Figures 5 and 6 below show the Δ(t) of the validation process between the
computer and the Raspberry Pi for each experiment.
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As expected, the validation times on the computer are more stable due to
its processor and memory characteristics. However, the validation times on the
Raspberry are less regular. It can be seen that experiment S1 has the highest
peak time, with a maximum run time of about 90 ms. This may be because
this experiment has no data augmentation or fine-tuning, as this experiment
was trained from scratch. This means that this model does not use pre-trained
weights compared to the other models. Another possible explanation is that its
weight in bytes is higher than that of the others, so memory storage and resource
consumption are higher. Nevertheless, these values make the models suitable for
our application.

Fig. 5. Delta (t) obtained in the validation within PC.

Fig. 6. Delta (t) obtained in the validation within the Raspberry Pi.

4 Conclusions and Future Work

This work presents a low-cost smart device for the identification of plant dis-
eases. A Raspberry Pi Zero with its respective camera has been used for its
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development. The device integrates a deep learning model responsible for clas-
sifying and presenting information through an LCD screen. At the same time,
the device is easy to install on a drone, a robot, or any agricultural equipment.

The device presents a more effective way to visualise disease spots in plants. It
will save costs by avoiding the unnecessary application of fungicides, pesticides,
and herbicides.

The results obtained show how the proposed device demonstrates that with
current EDGE technology, it is possible to carry out plant disease classification
and detection systems. These do not require an Internet connection to perform
the classification, which is reflected in the costs associated with the transmission
and analysis of the images. At the same time, it allows the farmer to perform a
preanalysis of possible diseases that may be present in his/her plants.

In future work, it is proposed to be able to identify the severity of plant
diseases as they change over time. Therefore, according to the disease evolution
cycle, the models should be adapted to detect and classify diseases and the degree
of affectation. In addition, it would also be interesting to determine the impact
of mixed infections in plants.

Acknowledgements. This work was partially supported by the Spanish Govern-
ment with grant numer PID2021-123673OB-C31, Universitat Politecnica de Valencia
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Abstract. Pollution in cities has emerged as one of the main concerns of
the citizens who live there. Cities, increasingly overcrowded, are suffering
the effects of Climate Change. However, they can also play a key role
in mitigating these consequences thanks to the new Smart Cities, based
on IoT technologies, Big Data tools and Artificial Intelligence techniques
such as Machine Learning. This article presents a successful case study
carried out in the world heritage city of Salamanca in which a platform
has been used for the management, analysis and visualisation of the data
produced and on which unsupervised machine learning techniques have
been applied through clustering (K-means) and supervised through K-
Nearest Neighbors (K-NN). The results have proved vital in directing
and explaining present and future environmental actions in the city of
Salamanca.

Keywords: Vegetation index · Smart Cities · Climate change ·
Clustering · K-Nearest Neighbours

1 Introduction

Citizens in today’s cities suffer from a strong concern about Climate Change. A
survey carried out in [16] shows that more than 90% of those questioned during
the study were concerned about the climate situation. In fact, mental affectations
related to this fact are beginning to appear among the youngest people [20],
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which is inexorably advancing and whose effects are increasingly noticeable [15],
especially in cities due to their overcrowding, but which must also be established
for the same reason as the centre of Climate Change mitigation, by means of
sustainable development strategies.

The participation of cities in this mitigation process is vital [22], as local
strategies specific to each urban area [5] are those that citizens really perceive in
their day-to-day lives and which can reduce their levels of climate anxiety and
mitigate the effects of climate in urban centres [38]. These actions involve the
use of new technologies to manage the data produced in cities today thanks to
the new Smart Cities concepts [11].

The technologies that Smart Cities make use of range from the use of IoT
devices in different areas such as livestock feed [24], Industry 4.0 [29] or even
seeking citizen involvement in matters such as recycling [3]. Also, around Smart
Cities, Big Data [19] and Artificial Intelligence [6] technologies are increasingly
used.

For the management of all the data produced in the data by IoT devices,
which is expected to reach 80 zettabytes in 2025 [27]. This is why it is necessary
to use some framework or intermediate platform that provides mechanisms for
the ingestion, analysis and visualisation of the data [11]. In addition to this it is
desirable and increasingly important to have mechanisms that allow us to apply
Artificial Intelligence techniques on the data [36].

The use of new technologies is one of the bases of the European Union’s
LIFE projects, always bearing in mind the objectives of preserving nature and
biodiversity. With these aims, that of mitigating the effects of Climate Change
and improving the quality of life of citizens through environmental actions, the
LIFE Vı́a de la Plata [25] project was born. This project is aligned with the
specific objectives of Adaptation to Climate Change [5] of the European LIFE
projects [30].

The remainder of the article is divided into Sect. 2, which contains a series of
papers related to the one presented in this paper. Section 3 then sets out some
of the functionality contained within the platform that manages the data for the
case study. In Sect. 4, the data and the platform are used to draw a series of
conclusions set out in Sect. 5, together with lines of future work.

2 Related Works

Climate change and its long-term effects on citizens [26] and on the climate
are increasingly noticeable [4] and Smart Cities aim to be one of the solutions
to these effects [35] by generating more sustainable lifestyles through precise
knowledge of the consequences of each of our actions thanks to the power of
data.

The technologies applied for this sustainable future will be the key to the
success of this strategy [13]. In these Smart Cities [8] of the future, which are
becoming more and more a reality, it will be necessary to count on permanent
technological allies to combat the consequences of Climate Change [2]. Some of
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the most widely used technologies for this purpose are the Internet of Things
(IoT) [28], the blockchain [14], platforms for managing the data produced by the
IoT and the Blockchain [10] and Artificial Intelligence [23].

Through the data collected and with all these technologies, the aim is to
achieve an intelligent urban management [36] that helps to control from the
efficiency of the buildings [12] to the control of all the complex processes, sectors
and activities that happen every day in a city [37]. Ultimately, this sustainability
model is intended to improve the lives of citizens by improving the quality of
the spaces they live in [1].

As alternative options to mitigate the problem of Climate Change, there are
already some solutions that work through Artificial Intelligence and Machine
Learning such as the studie of [6] that use clustering to make Climate Change
predictions. To feed into these, geospatial data is often used to create [33] group-
ings within cities thanks to clustering algorithms. In addition, other works are
using Green Infrastructure and urban actions to improve the quality of life [18].
The case presented brings together these two strategies in search of the best
results.

Previous work, such as [34], has already used clustering methods (K-means)
and the NDVI index to characterise cities into zones based on vegetation. How-
ever, the novelty of this study lies in the application of this technique in a world
heritage city and the subsequent use of the classification (K-NN) to check the
optimal choice of the points where the environmental measurement stations will
be installed.

3 Requirements to Meet the Needs of Smart Cities

The management of the data produced by Smart Cities is the first step to be
able to work with them with an efficient strategy since the heterogeneity of the
data makes it necessary to bring them together in some way in order to work
with them as a whole. For this reason it is necessary to use a platform for data
management [7]. In this section, the functionalities implemented by the platform
used in the case of Sect. 4 will be presented.

The platform used composes a working ecosystem based on layers [9] to allow
users to work in a modular way that can be extended to all possible models of
smart cities [17] to facilitate the transition model towards them.

The first layer consists of a source system (see Fig. 1) whose functions are
to handle the data received from the devices. This source concept is the base
component where the data is stored. The origin of the source data can have
very different origins such as databases (relational and non-relational), direct
sources (local files), derived sources (from sources already created) and other
cloud-based services. The platform also has different levels of security, ingesting
data securely thanks to elements such as certificates, passwords or encryption of
the data itself on arrival at the platform.

In the second layer resides the data management, where processes such as
type conversion take place, knowing during the ingestion process the types of
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Fig. 1. Data ingestion process options [9].

Fig. 2. Data management process options [9].

data that are being added during the loading. Derived sources are also another
element that provides versatility to the data management process, it consists of
using existing sources to perform filtering or merging with other sources. Other
interesting points are the generation of features, the updating of configurations
or the description and metadata of the source (see Fig. 2).

The differential point of this platform lies in its analysis section (see Fig. 3).
Through this layer, data can be used to feed different supervised and unsu-
pervised learning algorithms to create models to solve clustering, classification,
regression, classification and some other types of problems.

The fourth layer of the platform includes the functionality to create graphs
and explanatory panels for the user. This functionality helps to understand the
information obtained from the sources in a graphical way thanks to the versatility
of modifying titles, colors, filters within each graph, among all the types offered
by bar charts, line charts, maps and many others that can be seen in Fig. 4.
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Fig. 3. Data analysis process options [9].

Fig. 4. Data visualization process options [9].

Fig. 5. Data exportation process options [9].
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The last layer is the one that integrates the export and sharing of data,
since the visualizations can be grouped in panels that are shared as dashboards
or simply as images resulting from what is being visualized. There is also the
functionality to share all the information through public links and even through
downloadable files in standardized formats Fig. 5.

4 K-Means and K-NN for Vegetation Classification

In this section we will explain the application of the unsupervised algorithm,
clustering with K-means and the subsequent use of K-Nearest Neighbour (K-
NN) classification to obtain useful information for the actions of the LIFE Vı́a
de la Plata project.

4.1 Clustering Process

In this work we have started with a series of data from Copernicus [31] con-
taining normalized difference vegetation index (NDVI) [32] data on the city of
Salamanca. Attached to these data are the positions of the air quality stations of
the Government of Castile and León. As previously described, an unsupervised
algorithm has been used to make the predictions, which works by dividing a
data set into groups (clusters) with similar internal properties, K-means. The
number of clusters k is defined in advance according to mathematical criteria of
closeness using the elbow method, so that each observation is assigned to the
cluster whose distance is smaller. The assignment procedure is repeated until
the centroids of each group stop moving or are under a threshold distance. The
equation in charge of this is Eq. 1.

min
S

E (µi) = min
S

k∑

i=1

∑

xj∈Si

‖xj − µi‖2 (1) (1)

The objects are represented by real number vectors with b dimensions
like (x1,x2, . . . ,xn). The operation of the mathematical construction K-means
distributes into x groups. The objective of this consists in minimizing the
sum of the distances with respect to the objects, within each of the groups
S = {S1, S2, . . . , Sk}, with respect to the centroid. As far as the definition of S
is concerned, it is explained as the data set whose elements are the objects xj

(vectors). For the resolution we have k groups, whose centroids are updated by
means of the condition fulfilled by the function E (µi) which, in its quadratic
form is Eq. 2.
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The clusters obtained from the NDVI index are those shown in Fig. 6 which
has allowed to characterize the city in several vegetation groups, allowing to
give a first approximation of where the actions on the Green Infrastructure can
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Fig. 6. Clustering based on NDVI data.

be carried out. After this process, a supervised learning algorithm K-Nearest
Neighbors (K-NN) will applied in the Sect. 4.2.

To check that the chosen k is optimal, the elbow method has been used
as shown in Fig. 7, which consists of finding the best number of clusters by
comparing the sum of the mean squared error (SSE). The point chosen must be
the one with the angle of the bend, in this case four, which is why K = 4 has
been chosen.

Fig. 7. Elbow method for testing the performance of the number of clusters.
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This algorithm works correctly for continuous variables, in this case we are
using geographical data and the NDVI vegetation index to find the groups
that divide the city of Salamanca into similar zones. The implementation of
the K-means algorithm also allows to parameterise the weight of the variables
involved and thus obtain different groupings based on this configuration of rela-
tive weights. Figure 6 shows the areas grouped according to the different weights
of the geographical variables (latitude and longitude) and the NDVI variable.
The graph on the left shows the geographical points, the cluster to which each of
them belongs and the location of the stations (marked with an X). The graph on
the right shows some of these points on the map of Salamanca and the location
of the stations (in grey).

4.2 Classification Process

After obtaining this characterisation by groups with the vegetation of the city of
Salamanca, we wanted to carry out a supervised learning process by classification
to associate the air quality stations to each zone discovered by the clustering
algorithm. For this process, the K-Nearest Neighbour (K-NN) algorithm has
been used, where K means the number of “neighbouring points” that we have
in the vicinity of the previously discovered clusters, in this case 4.

Fig. 8. Classification with K-Nearest Neighbors.

In order to perform the classification, K has been chosen in order to associate
each environment monitoring station to a cluster. For this purpose, the result
shown in Fig. 8 has been obtained, where the map on the left shows the stations
and their corresponding associated cluster and the map on the right also shows
the 5 nearest neighbours considered by the algorithm.
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5 Conclusions and Future Work Lines

The results of this research confirm that a form of data management is necessary
when working with massive sources that undergo frequent updating processes
and come from different origins with different forms of integration. This Section
includes the conclusions drawn from the use of the platform described in Sect. 4
and the lines of future work.

– The data collected from IoT sensors and open data sources do not guarantee
results if they are not intervened through a versatile data manager as is the
platform used in the case study of the city of Salamanca.

– The result of the analysis processes has managed to characterize the city
of Salamanca through its vegetation levels, this provides a baseline to know
where local actions may become more necessary.

– The results of supervised and unsupervised learning application processes
have been successfully graphed. These visualisations provide value to citizens
in understanding the actions of their governments, to data scientists in seeing
the results, and to local authorities themselves in informing their decisions.

The mass of data that is produced within the new Smart Cities conception is
something that is in the process of learning to be managed by local authorities
using data scientists as allies [21]. Future work streams are as follows:

– Collection of new data from other sources to complement the analyses per-
formed and presented in this study, taking advantage of the data ingestion
versatility of the platform.

– Application of new machine learning techniques, both supervised and unsu-
pervised, to check how the data behave with new models that can improve
the learning process performed so far.
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Abstract. Demand-responsive mobility is currently considered an envi-
ronmentally conscious transportation option that can improve user expe-
rience and cut operating costs. Many works propose and analyse demand-
responsive transportation systems for urban areas with a high displace-
ment demand. However, the number of works that propose these sys-
tems for rural settlements, where scattered populations and low demand
are present, is reduced. This work discusses the challenges and open
issues found in rural demand-responsive transportation extracted from
the review of various recent publications. The commented solutions are
approached through artificial intelligence and computer science tech-
niques. Finally, conclusions on the topic are presented, including rec-
ommendations for better quality future research.

Keywords: Demand-responsive · Rural mobility · Artificial
intelligence

1 Introduction

Demand-responsive transportation (DRT) initially appeared in the UK around
the 1960s, conceived as a rural mobility mode [23] with a flexible route and dial-
a-ride scheme. Historically, it has been used to assist physically impaired people
with on-demand transportation services. These early projects were reliant on
government financing, and if that funding was withdrawn, they eventually van-
ished. In fact, financing has always been a crucial issue in DRT, as usually, the
flexibility in a transportation mode incurs higher operational costs [8,10]. Nowa-
days, in a world dominated by dial-a-ride private transportation [11] (taxi, Uber,
Cabify) supported by smartphones and applications, public transport providers
have recovered an interest in DRT systems. The reason is twofold: On the one
hand, the technological advancements in computation and electronics make it
possible to solve complex problems such as online vehicle scheduling, routing
and detouring in brief computational times. Moreover, the popularisation of
smartphones has made on-demand mobility more accessible than ever for the
newer generations. Finally, the advances in autonomous mobility made demand-
responsive transportation more promising. On the other hand, the flexibility and
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responsiveness of DRT are intuitively good attributes for an environmentally
conscious, more sustainable transportation mode that may be able to reduce
empty-vehicle displacement, thus reducing energy consumption and greenhouse-
gas emissions.

The number of DRT research papers published in the last few years has been
rising, although most of the studied and proposed systems are developed for
high-density urban areas. In contrast, the application of DRT solutions to rural
settlements or areas is less explored. Rural areas count with scattered residents,
a low level of transportation demand and, on average, an older population with
respect to urban areas. Its usual transportation methods vary depending on the
concrete application case but generally feature a single line with a mid-to-high
capacity vehicle and a low frequency. The lack of quality public transportation
is reflected in the usage of individual motorised transport, which is the most
popular form of transportation in some rural areas [25].

Besides what the literature reflects, rural mobility demand seems a good
match for a demand-responsive system which, if implemented correctly, could
save costs to the operator and be more sustainable for the environment thanks
to its on-demand activation. In addition, passenger experience could be improved
by lower waiting and riding times. To design such a system it is necessary to
gather data from the application area, model the system and develop algorithmic
solutions to its different planning and scheduling tasks. Moreover, such a system
should be simulated to observe its dynamics and fine-tune its parameters to
optimise the fleet’s operation.

The present work aims to review the state of the art research in rural demand-
responsive transportation. To do so, we first describe how demand-responsive
mobility works, presenting diverse configuration options for concrete DRT ser-
vices and techniques to model and solve their challenges (Sect. 2). Following,
classification for the reviewed works is presented and discussed (Sect. 3). Then,
we comment on the observed research gaps and discuss approaches for them
(Sect. 4). Finally, the work is concluded, emphasising good practices for the
future development of rural-DRT research (Sect. 5).

2 Demand-Responsive Transportation Description

A demand-responsive transportation (DRT) system is composed of a series of
subsystems, each in charge of solving one of the many challenges that a trans-
portation system involves. These subsystems are highly configurable and can
be adapted to the concrete mobility needs of a concrete area. Because of that,
the variety among DRT services is wide. Nevertheless, all of them deal with a
concrete set of issues presented below:

– Demand prediction and estimation is the main attribute of DRT systems, as
it is used to optimise its operation. All systems need a demand prediction
based on historical data or techniques to control future and current demand.
Many solutions require the passengers to explicitly state their desire to use
the service by issuing a request.
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– Planning of services and scheduling of requests. Whether it is performed in
advance or in real-time after receiving transportation requests, a DRT opera-
tor must plan the operation of its fleet according to its resources. Depending
on the type of system, such planning may include routing and stop assign-
ment. In addition, in a request-based system, passengers must be assigned to
a vehicle (or a concrete line) that will serve them. This assignment implies the
rescheduling of the vehicle planning to include new customers while worsening
as little worse as possible other passengers’ experiences.

– Optimising fleet resources; the goal is to select the appropriated vehicles with
a concrete capacity such that the operation of the DRT system yields an
acceptable quality of service while being economically viable and sustainable.

– Validation through the definition of appropriated metrics to evaluate and
compare different configurations.

Solutions to the above issues are dependent on the concrete type of DRT
system that will be implemented in addition to the modelling and optimisation
techniques used for that. Following, we describe the different characteristics that
a DRT system can have (Sect. 2.1) and the techniques that have been observed
in the literature for their implementation (Sect. 2.2). Finally, we enumerate the
optimisation perspectives of the reviewed material (Sect. 2.3).

2.1 System Types

DRT systems have a series of standard elements present in all of them. Different
authors apply different labels to those elements. For the current work, we have
followed the terminology described in this survey [29].

In a DRT system, a service is the departure of a vehicle to serve the trans-
portation requests it has assigned. One service is generally tied to a concrete
area or line the transport will follow. In contrast, a route is the concrete path
the vehicle follows connecting all the pickups and drop-offs. A route does not
necessarily include all existing stops in a line or area. Customers are picked up
and dropped off in a predefined set of stops within the serviced area or line.
Alternatively, a door-to-door service can be offered, in which any user-specified
location within a particular area may act as a stop. This type of mobility is
thought to be shared ; i. e: multiple customers are served by the same vehicle.
Typical vehicle choices for demand-responsive services include a taxi-like car
with a capacity of 4 passengers, mini-vans with 9 to 12 seats, and mini-buses or
buses with 20 to 30 seats, respectively.

Many use cases exist for demand-responsive transportation. Specifically, for
rural-DRT, we find the following: transportation within rural settlements, trans-
portation between rural settlements and transportation between rural and urban
settlements. In practice, these cases can be reduced to two systems: many-to-
many, with a set of multiple origins and destination locations, and many-to-
one, where origin and destination locations share a unique pick up or drop off
point. The last type is usually the so-called feeder line, where flexible trans-
portation service is used to move passengers to another, less accessible service



132 P. Martí et al.

(for instance, communications from rural settlements to an airport). Figure 1
shows a schematic representation of the commented used cases.

Fig. 1. Observed uses cases for rural demand-responsive transportation systems. Boxes
indicate rural/urban settlements. Black dots represent stops. Dashed lines represent
demand-responsive lines. Pictures (a) and (b) are cases of many-to-many transporta-
tion, while (c) represents a many-to-one model.

If the customer is required to send a request to access transport, then the
service is provided on-demand. The time between sending a request and the
customer’s pick up is the lead time, and it is used to adapt the fleet operation or
planning to include such a request. In a stop-based operation, the customer will
be assigned a stop from which they will be picked up. On-demand systems can
operate in real-time, accepting last minute bookings, or with a hybrid approach,
accepting bookings in advance too. DRT systems which are not on-demand are
also possible. These systems consider current demand or demand predictions for
the service planning but do not require requests to run.

The period of time for which the DRT service is planned and optimised is
referred to as planning horizon. The duration of planning horizons is usually
a whole day. In addition, the operator may plan for a few hours to adapt to
high/low demand periods. According to the influence of the demand data on
the service planning, the system will be fully-flexible if routes are planned from
scratch according to current demand or semi-flexible if a predetermined plan
exists but vehicles are allowed to modify it influenced by demand.

2.2 Modelling and Optimisation Techniques

Once the concrete type of DRT system has been chosen, it must be modelled
and tested to check its performance and adjust its attributes. We will discuss
below the different steps this involves, citing relevant research and the methods
their authors employ. Please be aware that not every paper cited in this section
explores rural-DRT.

Most rural-DRT works are set in a concrete rural settlement or area. In
general, the main transportation network (roads, highways) of the area is mir-
rored thanks to services like OpenStreetMap (www.openstreetmap.org) or Open-
SourcingRoutingMachine (OSRM, www.project-osrm.org) [9]. Ideally, the actual

www.openstreetmap.org
www.project-osrm.org
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organisation of the area, its types of districts, population or socio-economic real-
ity, among others, should also be considered. Authors in [16] describe a seven-
step analysis method for the optimisation of any transportation system, based
on reproducing the features of the currently implemented transport service (that
would potentially be replaced) Alternatively, some works employ grid-like mod-
ellings of the area where the system will run [6]. More insight on area modelling
is given in Sect. 4.4.

Demand modelling is also crucial. Passenger demand has two main aspects:
(1) frequency and intensity and (2) shape (location of origin-destination pairs).
Demand attributes can be extracted from datasets of different transportation
modes and extrapolated, as in [13], where taxi data is used. Moreover, real data
of pilot DRT services [7,27] can be reproduced when available. However, the most
observed technique is the use of synthetic demand data that can be generated
statistically [6], based on socio-demographic information [30], via surveys [9,16,
25] or generated in a (semi-)random [28] way according to the properties of
the reproduced area (population, age, occupation, vehicle ownership). Demand
data sourcing is an open issue within DRT research and discussed in detail in
Sect. 4.3. Finally, if traffic intensity data is available, it is useful to include it in
the model, although not as relevant for rural areas with respect to city-centred
studies, since the former tend to have lower intensity.

The operation of the DRT system requires automated planning and schedul-
ing of vehicle services. At the same time, these tasks need information on the
time and travelled kilometres that a concrete detour would imply, which makes
routing algorithms also necessary. In addition, since it is common to find online
systems that accept real-time requests, the computation time for detours and
new request insertions must be kept low. The use of multi-modal planning [9] is
common to solve the scheduling of vehicle services. Moreover, some simulation
platforms, such as MATSim [2] include their own implementations of the algo-
rithms mentioned above. These implementations usually employ (meta)heuristic
techniques [30] that optimise vehicle-passenger assignments (insertion heuristics
[5], for instance) or vehicle routing in a short computational time. Besides that,
other less exploited techniques such as automated negotiation could be used
to decide assignments from a decentralised perspective [3]. The topic of decen-
tralised operation is amplified in Sect. 4.5

Finally, to observe the system’s dynamics and its operation and adjust its
attributes, it is necessary to simulate it. This can be performed through math-
ematically modelling [16] provided detailed data is available. However, a more
popular way of achieving this is through multi-agent simulation (MAS). Among
the observed choices we find NetLogo [26], used in [14], the already mentioned
MATSim and even custom simulators [9,22].

2.3 Optimisation Goals

The main goal of people transportation services is to supply the displacement
needs of its users. Ideally, the operation of the service shall be performed opti-
mising three factors: (1) the economic viability of the service; (2) the customer’s
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experience (or quality of service); and (3) the sustainability of the service. These
three factors are translated into scopes when it comes to transportation research,
and thus we can find works that asses one (only operator perspective [19]), or
many of them from a multi-objective perspective (passenger and operator per-
spectives [18]), The optimisation of customer experience implies the reduction
of passenger travel times, whereas the economic viability is ensured by reduc-
ing operational costs. Finally, optimising sustainability requires reducing vehicle
travelled kilometres (VTK).

The greatest challenge of demand-responsive transportation systems is find-
ing the equilibrium among the factors above to offer a competitively-priced,
economically viable and flexible mobility alternative to private cars and tradi-
tional public transportation. For the case of rural-DRT, economic viability is
especially difficult, taking into account the relatively low demand.

3 Previous Work Classification

Table 1. Classification of rural demand-responsive transportation papers. Asterisks (*)
indicate analysis papers which do not propose a system configuration. Ref. = Reference,
net. = network, MAS = Multi-agent simulation, Math. = Mathematical modelling.

Ref. Service type Use case On-demand Flexibility
Stop-based Door-to-door Many-to-many Many-to-one Fully-flexible Semi-flexible

[30] X X X X X
[16] X X X X X
[25] X X X X
[9] X X X X
[6] X X X X

Ref. Area model Demand model Planning/Scheduling Operation
Real net. Grid net. Survey/statistics Pilot data Heuristic No heuristic MAS Math.

[30] X X X X
[16] X X X X
[25] X X X X
[9] X X X X
[6] X X X X

[7]* X
[1]* X

Table 1 shows a classification of the rural-DRT system research items cited in
Sect. 2. The upper half is centred around the type of DRT service, while the lower
half indicates modelling, optimisation and visualisation techniques. As it can be
seen, there is an apparent lack of variability among proposals. All of them model
on-demand service, which is to be expected in rural areas, as the trips between
settlements are, on average, longer than in an urban area, and therefore it is
not economically viable to deploy a vehicle if there is no demand. In addition,
since most of the research analyses current public transport options, the already
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established stops are preserved, giving rise to stop-based proposals. There is
clear popularity among the use of survey data to model demand among those
works that perform experimentation over their proposals. Also, whenever MAS
is employed, its integrated heuristic algorithms are employed too. Those works
which make no use of such techniques generally perform numerical analysis with
average values for waiting times and trip kilometres. Finally, since most of the
studies are done over real rural areas, road networks are the most common way
to model the scenario.

4 Open Issues

This section assesses the issues that rural-DRT research presents as observed
after analysing existing works. Some are central in most DRT research, while
others have not been addressed. Each issue includes a brief description and
discuss potential techniques that could be applied in future works.

4.1 Issuance of Bookings

On-demand DRT services require their users to issue bookings (or travel
requests) for them to be serviced. This action may pose a barrier to the use
of the service, although it could be argued that it is solved entirely with today’s
smartphone technology. Mobile and web applications are an excellent gateway
for communicating users and operators. They can be used for bookings and give
general information about waiting times, assigned stops and vehicles, and any
other relevant data to the user. All this contrasts with the demographic reality
of rural areas, where the ageing population may have difficulty with the technol-
ogy discussed above. Because of this, there will always be a need for a telephone
hotline for travel bookings and information provision, which, in turn, implies
higher service maintenance costs. An AI-based solution to this issue could be
intelligent assistants [17]. With a little learning effort, a person of any age can
learn to use voice commands to operate an assistant that, integrated into the
application of the demand-responsive transport system, can be used to consult
information or confirm reservations.

4.2 Adoption Rate of DRT

A significant number of papers that explore rural-DRT propose to replace part
(or the whole) of the current transportation system with them. Among them,
those with demand data available assume the new system would absorb all of
such demand without considering its adoption rate. Many DRT pilot projects
show poor adoption percentages among the population of the areas where it was
implemented. Considering how dependent on demand DRT systems are to be
economically viable, this may be a cause for their failure.

An interesting technique to promote the adoption of a new transportation
service could be persuasion strategies, specifically those based in natural language
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argumentation [12]. Such a technique aims to influence user behaviour through
interaction with the computer. In this case, the computer could be an intelligent
agent embedded in the DRT system application.

Other ways to promote the service and even encourage better use (from the
operator’s point of view) are the so-called pricing strategies. Dynamic variations
in the price of services have been explored to regulate electricity demand [31] and,
more recently, on-street parking [21]. Through these policies, the operator can
influence the booking times of users, offering more competitive prices to those
users whose location is nearby the planned route of an already departed vehicle,
for instance. Similarly, the price could increase in periods where deploying a
new vehicle would be too costly or when the operator predicts the system to
be overflown with demand. Nevertheless, the introduction of these strategies is
delicate, as the public acceptance can be generally low [24].

4.3 Data Sourcing

The lack of input data is a common problem of demand-responsive research. In
the context of rural-DRT, this issue is aggravated by the lack of rural-specific
or low-demand datasets. There are a small number of DRT pilot projects, and
among them, an even smaller number share the collected data. Still, the data
that can be found about pilot projects is very dependent on the specific area
and the socio-demographic context where the pilot took place.

Two main trends have been observed in dealing with data shortage. On the
one hand, some authors recur to using datasets for other modes of transportation
(such as taxi or public bus systems) to ground their use cases and experimen-
tation. However, results from real implementations of DRT services show how
the user usage decays when substituting a transportation mode with another [7].
In addition, according to the type of the studied system, it may require other
datasets for tasks such as stop allocation (in stop-based models). On the other
hand, several works claim to use real-life data. The specific meaning of “real-
life” has different implications. For the analysed rural-centred works it implied
the following: (1) Synthetic demand data generated (1.1) statistically, based on
socio-demographic information [6] or (1.2) via survey [1,9,16,25,30]; and (2)
demand data from actual field tests [7].

Synthetic survey-based data appears to be the more popular option. This
is partly explained because the reviewed works are more centred in the field of
transportation research than computer science. Nevertheless, computing meth-
ods and, in particular, artificial intelligence can aid in this issue. Artificial mobil-
ity data generation techniques seem like a potential solution. This generation
would consider the attributes of the concrete area where the experimentation
will take place, increasing the quality and reliability of future research. Ideally,
the generators should be configurable to create fictitious yet realistic scenar-
ios for various problems and diverse circumstances, including concrete trans-
port demand patterns, traffic arrangements, settlement layouts, and population,
among others.
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4.4 Stop Location and Mobility Hubs

As commented throughout the work, it is usual that rural-DRT systems are
proposed as a substitution for the public transportation mode currently serving
the area. The authors consider the same set of stops (in stop-based proposals)
that the traditional mobility option had when doing this. We believe it is worth
exploring the deactivation or relocation of existing stations and the creation of
new ones.

A wide variety of heuristic techniques can be applied to the optimal allocation
of resources. In addition, evolutionary computation can be directly employed.
The evaluation function needs to define the improvement of a particular arrange-
ment over another. For our concrete problem, the first step would be to evaluate
the current stop location. For this, we propose the use of multi-agent simulation.
The authors of the present work have experience in this topic, having proposed
an electric station allocation method supported by genetic algorithms whose
solutions are evaluated through multi-agent simulation [15].

A concrete case within stop allocation is the creation of a mobility hub (see
Fig. 2). A hub is a shared destination point for all transportation lines in a specific
area. The hub has the function of accumulating passengers to make a journey to
a more distant destination or in a more direct way (e.g. without stops). Similarly
to the case of stops, the proposal of a mobility hub has to be accompanied by a
careful study of how its location influences the transportation system to decide
the optimal one.

Fig. 2. Schematic representation of a mobility hub within a demand-responsive trans-
portation system. Dashed connections represent medium-capacity demand-responsive
lines; meanwhile, continuous connections represent high-capacity fixed lines. A circle
represents the hub. Small boxes represent rural settlements; meanwhile, the big box
indicates an urban area. Black dots are stops.

4.5 Decentralised Fleet Operation

The DRT operator should consider the willingness of vehicle drivers to work on
dynamic services. In general, DRT services are thought of as centralised systems
in which new requests are assigned to a vehicle so that the travel time and vehicle
kilometres are minimised while preserving the time windows of the customer
booking. A centralised entity performs the assignment without consideration for
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the driver’s desires or preferences (understanding a driver as an intelligent agent
or human). This system poses no problem if vehicles are autonomous and work
without human drivers. However, the technology for autonomous vehicles is still
premature, making it unfeasible to implement for current systems. For human-
driven vehicles, a sudden change in the route, a detour or servicing a remote
customer may require an extra effort from the driver. Decentralised systems often
give the option to vehicle drivers to accept or reject some requests according
to their interests, as long as more than one vehicle can serve such a request.
The acceptance or rejection comes with bonuses or penalties for the driver,
respectively, which gives the driver the chance to make an informed decision [4].

Automated negotiation techniques can also be applied, most directly with
autonomous vehicles, although it is also suitable for human drivers. With these,
drivers can negotiate among themselves to which vehicle should new requests be
assigned. In general, consensus can be reached in a relatively low time. Finally,
game theory can also be applied when more than one driver is interested in
serving a concrete request [20]. Game-theoretic processes can be computationally
costly, and should be carefully researched and refined before their applications.

5 Conclusions

The present work has described in-depth demand-responsive transportation sys-
tems, enumerating the different types, the strategies followed for modelling and
optimisation, and their objectives. Then, open and less researched issues have
been discussed, focusing on those relevant to rural-DRT. We hope the insights
given to each issue and the comments throughout the paper help guide future
research in the field.

The field of demand-responsive transportation is young as a whole. The lack
of standards has caused authors to arrange their own systems, each with its par-
ticular name, resulting in a significant number of proposals. Nevertheless, when
analysed closely, most systems are very similar, differing merely in a few details.
In addition, the number of works that provide insight into the attributes of their
model is low. Although exploring algorithms and techniques is expected in a field
with many open issues such as DRT, authors need to centre their discussions
on the particular contributions these algorithms and system modellings bring to
passengers, operators, and drivers. Given a system, it is crucial to fine-tune its
configurable parts (stops, assignments, vehicle capacity, among others) to the
concrete, real-life application case.

Following the current research, we want to arrange a series of works that
assess the commented issues by modelling, implementing, and testing AI solu-
tions for them. Ideally, this path will lead to a unified proposal containing various
optimisation methods for the different parts of a DRT system.
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Workshop on Character Computing (C2)

The fourth consecutive Workshop on Character Computing addressed the emerging
field and the opportunities and challenges it poses. Character computing is any com-
puting that incorporates the human character within its context (for more details see
https://www.springer.com/gp/book/9783030159535 and https://en.wikipedia.org/wiki/
Character_computing). The character includes stable traits (e.g., personality) and
variable affective, cognitive, and motivational states as well as history, morals, beliefs,
skills, an appearance, and socio-cultural embeddings, to name a few. As the next step
towards further putting humans at the center of technology, novel interdisciplinary
approaches such as character computing are developing. The extension and fusion
between the different computing approaches, e.g., affective and personality computing,
within character computing is based on well-controlled empirical and theoretical
knowledge from psychology. This is done by including the whole human character as a
central part of any artificial interaction.

Character computing has three main modules that can be investigated and leveraged
separately or together: 1) character sensing and profiling, 2) character-aware adaptive
systems, and 3) artificial characters.

The aim of the workshop is to inspire research into the foundations and applications
of character computing by investigating novel approaches by both computer scientists
and psychologists. C2 addresses applications, opportunities, and challenges of sensing,
predicting, adapting to, affecting, or simulating human behavior and character.

This workshop seeks to promote character computing as a design material for the
creation of novel user experiences and applications by leveraging the evolving char-
acter of the user.

The main goals of this workshop are to

• Provide a forum for computer science, technology, and psychology professionals to
come together and network for possible future collaboration.

• Share experience obtained and lessons learned from past projects to understand the
current state of the art of research conducted related to character computing.

• Identify challenges and opportunities that researchers face to set up a current R&D
agenda and community in this field.

C2 brings together researchers and industry practitioners from both computational
and psychology communities to share knowledge and resources, discuss new ideas, and
build foundations of possible future collaborations. The primary aim is to further the
research into character computing by discussing potential ideas, challenges, and
sharing expertise among the participants. This year, the workshop was held in a hybrid
format like the main PAAMS conference, allowing registrants to participate virtually or
in-person in L’Aquila (Italy).

https://www.springer.com/gp/book/9783030159535
https://en.wikipedia.org/wiki/Character_computing
https://en.wikipedia.org/wiki/Character_computing
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Abstract. Teachers play a critical role in the education process. The
importance of this role is not diminished when transitioning into Edu-
cation inside Virtual Reality. With the rise of popularity in VR and
remote education, the optimization of virtual teachers becomes needed.
In this paper, we present a tool that provides facial animations to vir-
tual teachers. The tool is designed to be user friendly, generic, and work
across different models and facial expressions in order to serve a wide
range of use cases. The tool was tested for usability and feedback was
collected regarding its functionality. Our results indicate that our tool is
user friendly and needed and has potential for further development and
adoption.

Keywords: Virtual Reality · Education · Pedagogical agents

1 Introduction

Virtual Reality (VR) technology is considered one of the highly disruptive tech-
nologies that can provide new capabilities to our daily life. VR offers a simulated
environment allowing the users to experience a world that does not really exist.

On the other hand, in the field of education, the same traditional approaches
have been applied for decades. The students go to schools or universities, where
they usually have to sit in classrooms all day to listen to their tutors explain-
ing their lessons. This might have some negative side effects and can become
monotonous and boring. This approach also has the disadvantage of not being
available to everyone; some students can not afford going to schools and uni-
versities and some other students live in cities where there are no schools or
universities available. This was specially evident in light of the recent Covid-19
pandemic where school physical attendance was not possible.

However, the major leap in technology and innovation that is being experi-
enced nowadays brings many new and innovative opportunities to the education
field. VR is one of the technology trends that promises a great improvement and
evolution to education as it introduces a whole new concept in the education
system.
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. González-Briones et al. (Eds.): PAAMS Workshops 2022, CCIS 1678, pp. 145–156, 2022.
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At the center of the VR integration in education is the characteristics and
behavior of the virtual teacher avatar. Many aspects should be considered when
designing the virtual teacher; the looks, the movements, the speech to lips syn-
chronization, as well as the facial expressions all play a vital role in the education
process in VR. All these aspects can affect the student, both directly and indi-
rectly, and cause certain consequences to the learning outcome. That is why, in
this paper, our aim is to create a tool that can help users in creating better
virtual teachers, keeping these aspects in mind.

2 Background and Related Work

2.1 Facial Expressions

A facial expression is one or more motions of the small muscles of the face. It is
a type of non verbal communication, where emotions can be expressed without
uttering any single world. Facial expressions are common between human beings,
most of the mammals and some different species of animals [6].

There are 7 universal facial expressions, each is related to a main human’s
emotion. These main emotions are Happiness, Sadness, Fear, Disgust, Anger,
Contempt and Surprise. In the late 20th century, Dr. Paul Ekman and his team
conducted a study and concluded that the emotional facial expressions are innate
and not related to a specific culture or race [9]. However, there exists what is
known as a compound facial expression of emotions. They are the result of
combining different basic expressions, for example a person shows an expression
when he is happily surprised in a different way than when he is angrily surprised.
When observing all the combined options of the basic expressions, we find that
human beings can perform twenty one different facial expressions. Moreover, all
of them are distinguishable from the other [8].

2.2 Facial Expressions in Education

Teachers’ facial expressions are extremely crucial when it comes to the relation-
ship between the teacher and the students and the academical performance of
the students. It is proven that non verbal communication in a classroom plays a
vital role in the classroom’s management, which is the techniques that a teacher
follows to ensure that the students remain attentive to what he is saying and
to improve academically. The teacher’s facial expressions during explanation
increases the students’ engagement and motivation as well as improves the stu-
dents’ academical level [12]. Furthermore, it is the perfect way of managing the
emotions of all the students in the classroom, no matter how many they are, in
a controlled and fast way. They can also force the bored students to be enthu-
siastic about what the teacher is saying by frequently drawing their attention
to the teacher and his explanation. Another important aspect is that the facial
expressions of the students are found to be of prime importance in the classroom
as they help the teacher to get a better insight about the students’ apprehension
to the explanation and their satisfaction level.
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2.3 VR in Education

VR is very useful in the education field as it has a lot of benefits. First of all, VR
includes elements of social presence, cognitive presence and teaching presence so
it offers a rich educational experience. Moreover, it has the advantage of visu-
alization of difficult models and the experiential learning of abstract concepts.
In addition to that, it provides a space to explore different things and test their
solutions without proposing any risk. It was demonstrated that it enhances the
learning due to immersion, as the more the students are involved, the less dis-
tracted they will be and the more they will achieve [2]. It was also shown that
it eliminates the boundaries because students will be exposed to a lot of people
and worlds that are normally inaccessible [13].

It also has significant effects on enhancing the students’ competencies such
as communication, challenging practice and major foundation. It was found that
these competencies are better enhanced in VR classrooms than in traditional
classrooms [16]. It also removes the language barriers as subtitles can be added
as an option in the software.

Many studies have been conducted to explore the benefits of VR in the
educational field. The aim of some studies was to determine the outcomes of
using VR in the educational field generally; whether for schools or universities
[17,19,22]. While other studies focused on the effect of using VR while teaching
certain topics such as Engineering or Chemistry [2,10,14,18,21]. Others aimed to
explore the upshot of VR learning environments on students with special needs
such as students with Autism Spectrum Disorder (ASD) [4,15,20]. Moreover,
some studies’ aim was to see the effects that a virtual teacher has and how does
the presence of a virtual teacher affect the students [1,11,23].

2.4 Virtual Teacher

Teachers have an important role in teaching the students. The teacher has a
great impact on the students’ academical performance and their test scores, as
the qualities of a teacher are as important as the methods that a teacher uses to
convey information to the students. The relationship between the teacher and
the student is found to be very effective, as this relationship has a direct effect
on the students’ emotional well-being and the students’ social and academical
skills [26].

The revolutionizing of education has been proven to play a critical role in
strengthening the relationship between the students and the teachers. For exam-
ple, using internet in the classroom has led to more group work and more com-
munication between the teacher and the student which affected the relationship
between the teacher and the students positively. Additionally, it helps to dimin-
ish the conflicts between the teacher and the students [24].

A study by Doswell [7] provided a Pedagogical Embodied Conversational
Agent (PECA) which is a virtual instructor system that provides a multi-modal
interface for human computer interaction. It combines input processors, a mul-
tilingual dialogue generator, facial recognition systems, gesture recognition sys-
tems and voice recognition systems among other components to ensure that the



148 M. Alaa and S. Abdennadher

virtual teacher will have human-like characteristics and will be able to interact
with the students in real-time. It was shown that the presence of a virtual teacher
allows the students to better interact in the VR environment and facilitates the
tailored instruction. Likewise, it creates an efficacious and pleasurable environ-
ment for education which makes the students more interested and motivated.

In [5] a study was conducted aiming to observe the positive outcomes of
Asynchronous Learning Networks where the internet is used to support class
activities and the perks of having a virtual professor in the virtual classroom
and how it imposes a big change in the virtual education. The focus was on the
effect this technology has on the teachers themselves and not just the students.
The changes in cognitive roles, affective roles and managerial roles have been
captured. The study was conducted across different research projects that took
almost twenty years to be conducted. It was found that a virtual university had
an effect on the instructors’ cognitive role. The cognitive role contains numerous
aspects of intellectual functions such as thinking, information storage, problem
solving and reasoning. It was proven that it changed to one of deeper cognitive
complexity. However, they noticed that to make a bigger change in the affective
role, which influences the classroom’s spirit and the relationships between the
students and the teacher, they still need to find ways to express emotions in
the virtual world. Nevertheless, it was clear that the relationship between the
professors and students became more intimate.

Another study [25] was conducted to investigate the effect of the facial expres-
sions of the virtual teachers on the virtual students and the relation between
these expressions and the student’s interactions to these expressions. The rela-
tion between these expressions and the students’ performance was also observed.
The study focused on differentiating between the expressions that really had an
effect on the students and the expressions that the students neglected. In this
study, two experiments were conducted. In the first, it was observed that the
lecturer’s facial expressions made the students concentrate more and to be more
responsive. They were also more interested and motivated during the lecture. It
was reported that the main facial expression that had quite an impact on the
students was the Smiling. The students most probably would smile back to the
lecturer when he smiles. It also showed that students’ interest and motivation
increased when the virtual lecturer used facial expressions and gestures and that
they even scored higher grades. They felt that they were engaged in the virtual
environment more when the lecturer was capable of doing facial expressions and
otherwise they would lose focus and they felt bored. They said that only virtual
lecturers with facial expressions and gestures should be used.

In the second experiment, it was reported that by increasing the facial expres-
sions used by the virtual teacher, the student’s interest and motivation gets
higher. Moreover, the students have also obtained higher scores when the teacher
did some form of facial expression compared to when they did not.
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3 Approach

The aim of this project is to create a tool that can provide the users with the
ability to augment virtual teachers with lip syncing, facial expressions, as well
as body movements. Special attention was given to the design in order to make
sure that the tool will be scalable and not limited to a specific provision. The
simplicity of the project was also taken into consideration as to ensure that users
can quickly work with this tool without facing any difficulties.

The tool was designed for the Unity3D platform. Unity is a very popular game
engine that is used for content creation across different industries. It supports
cross platform development as well as integration with VR. It also provides a
huge community of developers and support personnel. This makes Unity a very
suitable choice for our tool. Additionally, in order to achieve our goals, the tool
was designed according to the following criteria.

3.1 Characters

It was very important to make this project very generic, scalable and modular as
much as possible by allowing the users to have any character they want without
restraining them to choose between only some characters. This was fulfilled by
granting the users the possibility to import any character into Unity with the
condition that the character must have the same avatar animation rig as the one
used in the project.

The avatar animation rig that is used in the project is the same as the default
rig used by the Character Creator software. Character Creator is a software used
to design characters for games, cartoons, AR and VR. It allows the users to
customize any 3D character they want. The characters can either be a male or
female. They can have different heights, different body shapes as well as different
body poses. Furthermore, it’s possible to customize the skin textures to get any
skin tone that is wanted, the makeup of the character, the style of the hair and its
color. Moreover, the character can be dressed in many different clothing items by
either choosing clothes from the available assets or by creating new clothes. With
all these options available for customization, the user faces no boundaries while
creating the characters. Additionally, four different characters were provided by
default in the project and the user can choose any character from them.

3.2 Audio

The user can add any audio clip they want to the audio clip field. This allows
the user to choose any topic for the virtual teacher to explain, without being
restricted to some specific topics. Also, there are no limitations regarding the
duration of the audio clip. The lip sync animation is done automatically and is
automatically saved to an animation clip inside the project. The user can choose
to save the lip sync animation in the default animations directory or any other
directory they want.
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3.3 Facial Expressions

Another feature that was added to ensure that the project will be generic, scal-
able and modular was to allow the users to import the facial animation of any
facial expression. However, the imported animation’s avatar animation rig must
have the same avatar rig used in the project. Additionally, 13 different facial
expressions were already added to the project for the user to choose from. The
inclusion of facial expressions in the animation is optional; users can choose to
play the audio without any facial expression, just the lip sync animation.

The different facial expressions are shown in Fig. 1. If the user wants to add a
facial expression, they simply add it before pressing the play button. Otherwise,
no facial expression will be added to the character.

Fig. 1. Drop down list of all the different facial expressions built into the tool.

3.4 Body Animations

The feature of having different body animations was also added. A folder named
“Sample animations” is added with different body animations to allow the user
to choose from them the animation that they want. These animations are shown
in Fig. 2. Additionally, the user has the option of importing any body animation
that they want inside the project. The user also has the possibility to play
the audio without adding any body animation to the character. The user has
to choose the body animation before they press the play button, otherwise no
body animation will be added to the character.

3.5 Recording

If the user adds a new audio clip, they must choose to record its lip sync anima-
tion at least once. However, if it is already recorded, then they have the option
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Fig. 2. Drop down list of all the different body animation built into the tool

to choose whether to record it again or just play the already recorded animation
file.

The user can see whether it is now recording or just playing a saved ani-
mation clip from the game view. If it is recording then the message “Preparing
animation” will be found beside the character. In addition to that, the user will
not be hearing the audio clip’s sound while seeing that the character’s lips are
moving as an indication that recording is in progress.

When the message disappears that means that it finished recording and that
the just recorded animation will be played directly and the audio’s sound will
be heard. If the user chose from the start not to record the lip sync, then the
saved animation will be directly played and the user will not see any message in
advance.

3.6 User Interface

A user interface was also created by creating a Unity Custom Inspector, as shown
in Fig. 3. The aim of creating the user interface was to ensure that this project
will be user friendly and that the workflow will be facilitated. The user just
adds the character they want by choosing the character prefab, the audio clip
that would serve as the speech of the teacher, the facial expression of the teacher
during that speech from the drop-down menu, the body animation of the teacher
while speaking, and then whether they want to record the lip sync animation or
just play the saved one.

It’s worth noting that the facial expressions and body animations are not
recorded in the lip sync animation. This was done in order to ensure that the
user can use the same lip sync animation as many times as they want with any
of the expressions and body animations without being restricted to the specific
facial expression or an animation used at the time of recording. So by doing that,
they always have the chance of trying different expressions and body animations
with the same lip sync animation that was recorded before.
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Fig. 3. Custom inspector built into Unity Engine

4 Experiment

4.1 Participants

There were 12 participants. They were all teaching assistants, who were working
at the German University in Cairo. The participants were chosen in such a way
to ensure that they all have at least basic knowledge of how to use Unity in order
to be able to use our tool and give the feedback about the usability of it.

4.2 Procedure and Setup

Testing was done by exporting the tool as a package from Unity and sending it
to the participants to test it themselves. A Read Me file was sent to help the
participants in using the tool and to explain how to use the system features.
Two videos were also recorded as a sample of the output of the project and sent
also to the participants.

4.3 Test and Questionnaires

To collect subjective information and feedback from the participants, they were
asked to answer a questionnaire. The first part of the questionnaire was to test
the System Usability and it was done using the System Usability Scale (SUS)
[3]. The SUS is a standardized method to measure the usability of the system. It
consists of 10 different questions with five response options; from strongly agree
to strongly disagree.

The second part of the questionnaire was to know the participants’ opinion
of the output of the project and whether the presence of facial expressions and
body animations is really a plus to the system or not. The participants were
asked the following questions:

1. Please rate your level of satisfaction with the overall quality of the system.
2. Do you think that the character’s lip sync matches the audio?
3. Does the presence of facial expressions and body animation help you to con-

centrate more with what the character was saying?
4. In your opinion, what are the features that should be added/modified to the

system?
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5 Results and Discussion

5.1 SUS Questionnaire

In order to calculate the score the sum of the even numbered questions is calcu-
lated and then this value is subtracted from 25. The sum of the odd numbered
questions is also created and then 5 is subtracted from this value. These 2 values
are then added to each other and the result is multiplied by 2.5. To get the SUS
Test result, the average of all the scores has to be calculated. When the average
of the participants’ scores was calculated, our tool scored an average of 81.1.
This result is in the 90–95 percentile range and is interpreted as excellent [13].

5.2 Participants Feedback

The first question in this part was to know whether the participants were satisfied
with the overall quality of the system. This question had five response options
ranged from Very Satisfied to Very Unsatisfied. The results of this question where
that 8.3% of the participants chose Neutral, 50% chose Satisfied and 41.7% chose
Very Satisfied.

The second question was to know whether the participants think that the lip
sync animation generated matches the audio and is in sync or not. It was a ques-
tion with three response options; Yes, No, Sometimes. 8.3% of the participants
chose No, 25% chose Yes and 66.7% chose Sometimes.

The third question was to know their impression on the presence of the facial
expressions and body animations. The aim of the question was to know whether
they would prefer to see a character with facial and body animations or they
would prefer if the character spoke only without any other animations. This
question had two response options; Yes and No. Choosing a Yes meant that they
prefer the presence of the facial and body animations. The results show that
33.3% of the participants chose No while 66.7% chose Yes.

In the final question, the participants were asked about the features that
they would like to add or modify in the system. It was suggested that the facial
expressions and body animations should be customized instead of choosing from
a drop down menu. The idea of allowing the users to change the audio and to
update the animation during run time was also recommended. Furthermore, it
was suggested to make the facial expressions more visible and to add more facial
expressions to the system. It was also suggested that the character needs to have
more eye contact with the users. Moreover, some of the participants said that
the synchronisation of the lip sync animation needs to be further improved. In
addition to that, it was recommended that the timing of the body animations
should be specified to help the user while choosing the animation with the audio
and to work on improving the body animation. Another comment was to put the
audio, facial emotion and body animation in a scriptable object and to assign it
in the controller component so that it would be easier to create combinations of
animations.
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6 Conclusion and Future Work

A scalable, modular and flexible tool has been implemented and its design is
presented in this paper. This tool allows the users to automatically add audio clip
lip syncing to virtual teachers in any Unity project. Different 3D characters were
created to perform the role of the virtual teacher within the tool. Additionally,
the user can also opt to use their own characters as the virtual teachers.

Various facial expressions and gestures have been built into the tool and they
can all be applied to any of the characters within the project. Moreover, different
body animations were also provided by default within the tool. The user is free
to choose any of the created characters, add any audio clip to the tool, choose
the facial expression that matches the audio as well as the body animation that
will be applied to the character.

The system was tested by showing sample videos of the system’s output to
the participants and giving them the tool to try it themselves. The aim of the
testing was to measure the usability of the tool by using the SUS Test and to
measure the overall satisfaction of the users with the quality of the output. The
results obtained from the testing indicate that 66.7% of the participants have
found that adding the facial expressions and body animations helped them to
concentrate better with what the character was saying. In addition to that, the
score of the SUS Test was 81.1 which is equivalent to excellent. That means that
the tool can be used by the user in an effective and an efficient way.

As part of extending our tool, we plan to add different facial expressions
and different body animations to the same audio as to match exactly what the
teacher is saying at a specific moment. This will make the matching of the facial
expressions and the body animations to the character’s speech more accurate.

Furthermore, adding eye contact to the characters can be added. Allowing
the users to change the audio, facial emotions and body animations during run
time can also be added to the system. This will give the users the possibility of
trying different combinations together quickly without having to start from the
beginning each time.

Various background scenes can also be provided by the tool and the user
can have the option to choose one of these scenes. A background scene can
help in making the whole experience more realistic as the students can be more
immersed and help provide the feeling of being inside a classroom.
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Abstract. Rumors about the COVID-19 vaccines are spreading rapidly
on social media platforms, questioning their intentions and efficiency.
Currently, chatbots are used to combat the risk of misinformation ampli-
fication during the pandemic. They provide users with information from
trusted and reliable sources. However, most of the current COVID-19
chatbots are non-personalized and do not focus on the vaccination pro-
cess, rather they focus on answering general questions and performing
symptom checking. In this paper, an empathetic chatbot named “Vax-
era” was developed to provide users with accurate and up-to-date infor-
mation about COVID-19 and its vaccines specifically. Vaxera provides
users with information regarding COVID-19 frequently asked questions,
advice and precautions, available vaccines, rumors and myths, and travel
regulations. Additionally, it clears the circulating misconceptions about
the vaccines and motivates the users on social media platforms to get
vaccinated in a friendly manner. It tries to build a bond with the users
through empathy and humor, so users will not feel forced. The results
showed positive feedback from the participants who found the chatbot
friendly and informative, as it corrected multiple rumors they believed.
Moreover, a significant increase in the participants’ intentions to get vac-
cinated was observed after interacting with the chatbot.

Keywords: Conversational agents · Chatbots · Healthcare ·
COVID-19 · Coronavirus · Character computing

1 Introduction

Nowadays, COVID-19 has become one of the most searched topics globally [16].
People are searching for information regarding the virus and its vaccines on the
web. However, some people refuse to take the vaccines due to the spread of
rumors and false information on social media platforms. The results of a study
showed that the percentage of people planning to vaccinate decreased, while
the percentage of people refusing to vaccinate increased [26]. It was found that
the decline in vaccination was due to the exposure to misinformation regarding
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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the vaccines, and concerns over the vaccines’ safety [26]. The rapid spread of
false information could harm people, especially during a pandemic. Therefore,
chatbots were used to combat the risk of misinformation amplification during
the COVID-19 pandemic by providing accurate medical information, promoting
health behaviors, and decreasing the psychological damage caused by fear and
isolation [21].

Chatbots are software applications that simulate conversations with humans
in an intelligent way [23]. They use modern technologies such as natural language
processing and machine learning to understand the users’ input and respond
accordingly [18]. Moreover, they are used in multiple domains such as educa-
tion and healthcare where they answer inquiries without letting the users navi-
gate through numerous pages to find the required information. Users can easily
retrieve information about any product, helping them in their decision-making
process [13]. Additionally, chatbots are used to support or replace the human
factor, especially in responding to repetitive questions due to their constant avail-
ability. For several years, healthcare institutions have been developing a variety
of chatbots to provide medical information or screen patients and redirect them
to in-person appointments or phone call support [16].

Currently, most healthcare chatbots provide an artificial conversation and
lack human empathy [4]. They do not take into consideration the users’ pref-
erences and needs [12]. Therefore, it was proposed to build personalized and
adaptive chatbots to satisfy their needs and prevent any biases towards particu-
lar user groups [12]. The quality of interaction is influenced by multiple factors
such as affect and personality [15], as advocated by Affective [24] and Personal-
ity Computing [27]. However, they are not the only factors that affect the user’s
behavior. All variable state (affect, cognition, well-being, etc.) and stable trait
(personality, sociocultural embeddings, beliefs, etc.) markers of an individual, as
well as the situation should be considered. A person’s character is constituted
by these factors [7,15], and any type of computation that includes the human
character within its context falls under the inter-disciplinary field of Character
Computing [3].

A framework was proposed in [8] for building character-based chatbots.
It provides a flexible way for creating and customizing chatbot characters for
any domain. Moreover, it was used to build personalized chatbots for different
domains such as academic courses management [9], university admission [11],
and COVID-19 [9,10]. Current personalized COVID-19 chatbots do not offer
a vaccination feature, as they only support displaying the number of cases per
country, answering frequently asked questions, providing advice and precautions,
and performing symptoms checking [9,10,16]. Therefore, we propose building a
character-based chatbot that provides users with accurate information regard-
ing the COVID-19 vaccines. The chatbot will answer questions regarding the
vaccines in an empathetic manner to clear the misconceptions circulating them.
The main goal is to motivate the users to get vaccinated and boosted on a reg-
ular basis. Additionally, we investigate how our chatbot overcomes some of the
limitations and weaknesses of healthcare and COVID-19 chatbots [4,16].
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The structure of this paper is as follows: Sect. 2 presents the related work.
Section 3 describes the chatbot design, features, and implementation. Moreover,
Sect. 4 discusses our evaluation, results, and discussion. Finally, Sect. 5 concludes
the paper and presents future work.

2 Related Work

A study was conducted to evaluate the use of chatbots during the COVID-19
pandemic [21]. It was mentioned that the main challenge posed by the pan-
demic is the fast spread of false information. People are drifted away from the
correct precautions to be performed during the pandemic, so to avoid boosting
false information, we need to retrieve the information from trusted and reliable
sources [2]. Chatbots can provide users with information from verified healthcare
sources in short sentences, which is easier to follow compared to long paragraphs
displayed by search engines. This is important as rumors and disinformation
spread online faster than correct information [28]. Moreover, since chatbots are
constantly available, they can respond to users at any time with up-to-date infor-
mation sourced from verified websites, unlike human agents who can not handle
simultaneous queries nor be updated with the latest information immediately
[21]. Therefore, COVID-19 chatbots answering questions from verified sources
are needed to combat the risk of misinformation amplification.

The authors in [16] evaluated 24 COVID-19 chatbots against 12 heuristics.
Some of the heuristics were about visibility, dealing with input errors, flexibility,
and whether the chatbot accomplished its goal or not. Some chatbots failed to
respond when the users typed the queries manually instead of using the quick
replies provided by the chatbot, which frustrated them [16]. Moreover, almost
all chatbots did not give the user the control or freedom to change the flow
of the conversation. Additionally, 50% of the evaluated chatbots had either a
persistent menu or help options. Therefore, our proposed chatbot will support
external user input by typing the desired question, a persistent menu to give the
users a quick overview of the main features provided by the chatbot, and quick
replies to guide the users when the chatbot asks them a question.

A COVID-19 chatbot was introduced in [1] to answer questions regarding
the different vaccines. The study aimed to determine whether interacting with a
COVID-19 vaccination chatbot will affect their decision in taking the vaccine or
not. One of the chatbot’s drawbacks was not allowing the users to type questions,
rather they had to select from a pool of 51 questions. Moreover, the chatbot
responses contained the resources it got the information from. The results showed
that the participants who had a positive impact on the vaccines significantly
increased by 37%, while those who had negative impact decreased by 20% [1].
As a result, our chatbot will provide extra reading material for the users from
verified sources, and it will motivate the users to get vaccinated and boosted.

The weaknesses of healthcare chatbots were identified by the authors in [4]
including the artificial conversation, lack of human empathy, and the failure
to understand complex conversations. Multiple efforts were made to overcome



160 W. El Hefny et al.

them by building personalized chatbots. A character-based COVID-19 chatbot
was designed to display the number of cases per country, provide advice and
precautions, answer frequently asked questions, and perform symptoms check-
ing [9,10]. The chatbot had two characters “Formal and Informal” which have
opposing characteristics and traits. According to the selected chatbot character,
the information provided by the chatbot was personalized. However, the chatbot
did not answer questions regarding the vaccines. Therefore, we included vaccines
questions and answers in our chatbot.

3 Chatbot Design

We designed a personalized COVID-19 chatbot named “Vaxera” to answer ques-
tions related to the vaccines and vaccination process per country. Vaxera was
equipped with a sufficient pool of data to be able to provide people with the
required information. Upon using the chatbot for the first time, the user will be
prompted to choose their country as regulations and processes differ from one
country to another. Afterward, the user will be able to retrieve the requested
vaccination information based on the selected country.

3.1 Features and Functionalities

Vaxera’s large knowledge base enables it to answer most of the users’ inquiries.
The COVID-19 information provided by the system includes available vaccines
and their details, frequently asked questions, advice and precautions, common
rumors and myths, vaccine registration process, and travel regulations. Moreover,
our chatbot aims to correct the rumors by providing facts from reliable sources
such as the World Health Organization (WHO), Centers for Disease Control and
Prevention (CDC), and official government websites.

Vaxera can personalize the responses depending on the user’s country. It
is useful for users who travel from one country to another, so they can know
the regulations of their destination country. Additionally, it keeps track of the
conversation context which overcomes the failure to maintain the conversation
context weakness stated in the literature. For example, if the user asked “What
is the Pfizer-BioNTech vaccine type?”, they do not need to mention its name
again if they want to ask follow-up questions. They can type “How many doses
does it require?” without mentioning the vaccine’s name. Furthermore, it will try
to motivate the users to take the vaccine by redirecting them to the vaccination
registration website, and it will ask them whether they registered or not. If they
did not register, the chatbot will state the drawbacks of getting infected without
being vaccinated as an attempt to influence their decision. It will also ask them
about the reasons behind their decision, and it will try to provide clarifications
regarding their concerns as shown in Fig. 1. Finally, the chatbot supports small
talk to provide a human-like feeling to the users by answering social queries such
as “Hello”, “Goodbye”, and “Thank you”.
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Fig. 1. A sample dialogue between a user and Vaxera.

3.2 Social Cues

Researchers have demonstrated that people unwittingly apply social expecta-
tions while dealing with technology that employs natural language [22]. These
expectations contribute significantly to determining the users’ contentment and
chatbot adoption [14]. As a result, it is critical to develop chatbots with human-
like conversational skills. It can be accomplished by including social cues into the
chatbot design [5]. Moreover, chatbot humanness is determined by verbal and
visual social cues. We designed an empathetic chatbot character that uses verbal
and visual social cues to provide a human-like feeling to the users. Verbal social
cues are conversational standards represented by chatbots. The small talk func-
tionality is an example as it enables the chatbot to respond to social and personal
messages, resulting in human-like conversations that meet the emotional require-
ments of users. It replies to user inputs like “You’re great” and “I’m upset”. Users
regularly leave these comments, and replying to them encourages the users to
communicate more with the chatbot and grow their interest in the technology
[6]. Consequently, small talk functionality was added to Vaxera to answer social
messages that are not related to the vaccination process, thus eliminating the
artificial conversation and lack of human empathy weaknesses. The small talk
responses were extracted from the “EmpatheticDialogues” dataset to answer
the users’ social messages in an empathetic manner [25]. It was proven in [19]
that extracting sentences from personality-tagged datasets delivers the intended
chatbot personality to the users. Meanwhile, visual social cues are graphical char-
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acteristics that indicate human behavior. Examples of these features are names,
avatars, and emojis. Accordingly, our chatbot was given a name and uses emojis
and images (static and animated) in its responses as shown in Fig. 2.

Fig. 2. Vaxera responding using emojis and animated images.

Moreover, it is critical to recognize that while social cues might increase the
user’s satisfaction level, they can also elicit negative feedback. Users are much
more satisfied when a chatbot’s social cues are appropriate and relevant to the
chatbot’s intended use. Additionally, quick replies were implemented which are
suggestions that appear to the users as replies instead of typing. They assist
the users when they feel lost or do not know what to say when the chatbot
sends a message. A persistent menu was added to provide shortcuts to the most
frequently used chatbot features. We decided to create one character as a start
to perform early/initial testing before implementing additional characters, as we
follow an agile model for the system development life cycle. This will help us
determine the chatbot limitations and weaknesses before adding new characters
and features.

3.3 Chatbot Implementation

Vaxera was built using the framework proposed in [8] for building character-
based chatbots. Our chatbot consists of four main components which are the
messaging application, chatbot engine, web server, and database. The messag-
ing application acts as the conversational user interface where it takes inputs
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from the users and displays outputs to them. Moreover, the chatbot engine
analyzes the users’ input. It consists of entity extraction and intent matching.
Entities are keywords extracted from user messages such as numbers, dates, and
cities. Meanwhile, the intention of a user for one conversational turn is called
intent. If the user wants to greet the chatbot, they can say “Hello”, “Hi”, or
“Good evening”, which will be matched to the greetings intent that contains
training phrases similar to these messages. The chatbot engine extracts the enti-
ties present in a user message and matches it to an intent, so the chatbot will
know the context of the message. The extracted entities are then passed to the
web server to retrieve a personalized response from the database based on the
matched intent.

Fig. 3. An overview of the chatbot architecture.

An overview of the technologies used to implement the chatbot is shown in
Fig. 3. Facebook Messenger was chosen as the messaging application because it
was one of the early platforms to adopt chatbot technology. Moreover, it pro-
vides developers with a variety of application programming interfaces (APIs) and
libraries to ease the process of chatbot deployment. Also, since we are combating
the spread of false information on social media, Facebook is one of the leading
social media platforms with a huge user base. Therefore, our chatbot can correct
the misconceptions related to the vaccines which are spreading on Facebook by
non-expert users and fake pages. After receiving a message from the user, Face-
book Messenger will send the message to the chatbot engine. We used Dialogflow
Essentials by Google to build the chatbot engine. It is a non-programming chat-
bot development tool that provides a graphical user interface for developers to
create entities and intents without any programming skills. It provides flexibil-
ity and easy scaling to add new features instantly. We identified the possible
user questions to create intents and determined the required entities that will
be extracted from the user messages. Afterward, the identified questions and
all of their possible formats were mapped into intents. Additionally, follow-up
intents were used to maintain the conversation context by predicting the user’s
upcoming questions. Flow charts were used to predict the possible direction of a
conversation. Dialogflow Essentials will extract the entities in a user query and
send their values along with the matched intent to the web server to retrieve the
personalized response. Our back-end code is deployed on RunKit which provides
a sandboxed JavaScript environment for hosting our code. Moreover, it processes
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the received entities and matched intent from the chatbot engine, and retrieves
a customized response from the database accordingly. The user information and
personalized responses are stored in Airtable which is a relational cloud-based
database.

4 Experimental Design

An initial study was conducted to allow users to evaluate the different aspects
of Vaxera before implementing additional characters and other features such as
motivating the users to get boosted. It is beneficial as they will provide feedback
regarding their experience to identify points of strengths and weaknesses. After-
ward, we will use the identified points to continue the development process of
Vaxera. Moreover, we investigated whether the chatbot can affect or emphasize
the users’ decision about getting vaccinated, correct rumors and myths, reduce
their fear from taking the vaccine, and provide them with information about
COVID-19 in general.

4.1 Experiment Procedure

We invited 40 university students (57.5% males and 42.5% females) aged from 18
to 24 years (M = 21.43, SD = 1.36). We had 3 participants (7.5%) who got vac-
cinated, while 37 participants (92.5%) did not take the vaccine at the time of the
experiment. The participants were asked to fill the pre-use questionnaire regard-
ing their opinion on the vaccination, and then they were told to interact with
the chatbot and ask questions regarding COVID-19 and its vaccines. After inter-
acting with the chatbot, they were asked to fill out the post-use questionnaire.
The post-use questionnaire evaluated the overall chatbot usability using the Sys-
tem Usability Scale (SUS) and the Chatbot Usability Questionnaire (CUQ), and
their attitude towards the vaccination after using the chatbot.

The pre-use questionnaire contained two questions on a scale from 1 to 10
regarding their intention on getting vaccinated, and whether they are afraid to
get vaccinated or not. Moreover, they were asked if they will get vaccinated
if they knew that the vaccines are 100% safe or not. On the other hand, the
post-use questionnaire contained the SUS survey which is a widely used 10-
item scale that tests a system’s usability and learnability [20]. It consists of 10
questions with five response options from strongly agree to strongly disagree.
Moreover, the SUS score is calculated out of 100. Additionally, the post-use
questionnaire contained the CUQ survey as the SUS is not enough to evaluate all
aspects of a chatbot interface [17]. It evaluates seven different aspects, which are
personality, onboarding, navigation, understanding, responses, error handling,
and intelligence of a chatbot. It consists of 16 questions with five response options
from strongly agree to strongly disagree, and the score is calculated out of 100.
Finally, the two pre-use questionnaire questions were asked again, as well as,
questions on a scale from 1 to 10 regarding the trustworthiness and information
delivery of the chatbot, and whether it affected their vaccination decision or not.
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4.2 Results and Discussion

The results of the pre-use and post-use questionnaires are shown in Table 1.
Originally, the participants had neutral feelings about the vaccination. However,
after using the chatbot, the participants were encouraged to get vaccinated, and
most of them were no longer afraid. Accordingly, using Vaxera decreased the
participants’ fears about taking the vaccine. Moreover, the chatbot performed
well in the SUS (M = 93.3, SD = 5.7) as shown in Fig. 4 and the CUQ (M =
93.8, SD = 6.51) as shown in Fig. 5. According to the literature, the acceptance
value is 71.1, and a score of 80.3 or higher puts the system in the “A” category.
After analyzing the scores of the individual SUS and CUQ questions, it was
found that the participants praised the chatbot’s ease of use. At the beginning
of the conversation, Vaxera presented itself adequately, and briefly mentioned its
purpose in a friendly and welcoming manner. Additionally, the participants did
not find the interaction complex, and they did not believe they needed technical
assistance or orientation on using it. The participants believed that other users
will adjust to using it quickly. Moreover, the chatbot understood most of their
questions, but not all, and the participants did not feel that the chatbot responses
were robotic or monotonic due to the responses personalization and the use of
emojis and GIFs. The trustworthiness and information delivery of the chatbot
results were high, meaning that the participants trusted the chatbot responses
(M = 9.68, SD = 0.69) and its rumors correction feature (M = 9.63, SD =
0.66), and found the answers sufficient to their questions (M = 9.93, SD = 0.27).
Finally, the participants were convinced that the chatbot affected their decision
in getting vaccinated (M = 8.68, SD = 1.27). Although this study provided
positive results, some participants rejected the idea of getting vaccinated. In the
pre-use survey, we asked the participants if they knew that the vaccines are 100%
safe, will they take it?. Some participants stated that they will not take it even if
it is 100% safe. Accordingly, our chatbot was not able to change all participants’
minds, but it increased the users’ intentions on getting vaccinated significantly.

Table 1. The pre-use and post-use questionnaires results.

Question Pre-use Post-use

Mean SD Mean SD

I want to take the COVID-19 vaccine 6.2 3.21 8.78 1.4

I am afraid of getting vaccinated 5.6 3.98 2.53 1.81

I trusted the information provided by the chatbot – 9.68 0.69

The chatbot was informative about COVID-19 and its vaccines – 9.93 0.27

The chatbot cleared the rumors I heard regarding the vaccines – 9.63 0.66

The chatbot affected my decision in getting vaccinated – 8.68 1.27

System Usability Scale (SUS)/100 – 93.3 5.7

Chatbot Usability Questionnaire (CUQ)/100 – 93.8 6.51

Yes No

If you know that the vaccine is 100% safe, will you take it? 94.6% 3.4%
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Fig. 4. The SUS scores boxplot. Fig. 5. The CUQ scores boxplot.

5 Conclusion and Future Work

Current COVID-19 chatbots answer frequently asked questions and perform
symptom checking. However, there are only a few non-personalized COVID-
19 chatbots that focus on the vaccination process. Therefore, we proposed a
character-based chatbot named “Vaxera” to answer inquiries related to COVID-
19 generally and the vaccine specifically in an empathetic manner. We added
social cues to provide a human-like interaction with the users to motivate them
to take the vaccine. Moreover, we invited 40 participants to evaluate the chat-
bot. A pre-use and post-use questionnaires were given to the participants. We
used the SUS and CUQ surveys to evaluate the overall usability of the chatbot.
Vaxera performed well in the SUS (M = 93.3, SD = 5.7) and the CUQ (M =
93.8, SD = 6.51). The participants were satisfied with the chatbot responses
and found it informative, and perceived it as a useful tool. In the beginning, the
participants had neutral feelings about getting vaccinated. However, the chatbot
had an impact on their decision and they were motivated to take the vaccine
after Vaxera corrected the rumors they knew about the vaccines. However, some
limitations were faced during the study. The participants did not test all of the
chatbot features as they had specific questions in mind. A graphical user inter-
face provides a finite amount of options that are visible to the users, compared
to a conversational user interface with an infinite amount of combinations that
can be tested. Moreover, we had a small and non-diverse sample size as most of
them are university students from the same major and age group.

We implemented an empathetic chatbot character as a start to evaluate our
chatbot purpose and goals. However, future work should focus on adding more
characters and allowing the users to modify the inner traits of each character.
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It is feasible since Vaxera is built using the proposed framework in [8] which
allows for full chatbot character customization. Users can create or select the
chatbot character they want to interact with. Moreover, we can allow the chatbot
character to adapt to the users based on their current affective state or mood.
It will be useful to deliver the information in a way that suits the user without
forcing them towards a particular direction using a specific tone. Additionally,
multiple languages can be added to reach more people on social media platforms
who do not understand English. Finally, speech support can be added instead of
the basic text interface. The challenge will be in customizing the chatbot’s tone
of voice, as it should not be monotonic.
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Abstract. Virtual agents are becoming promising opportunities for augmenting
human-human interaction in the analog world in a diversity of domains such as
health care or education. This experimental study explores the impact of virtual
self- and virtual other presence on e-learning performance in a virtual classroom
setting. In addition, the relevance of virtual teachers is explored. The classroom
setting is designed to simulate to study either alone with one’s self-representative
avatar or together with virtual classmates. Participants could take part in an online
course thought by a virtual teacher. First results show that the mere representation
of the virtual Self or of virtual Others by static avatars without any functionality of
the avatars to serve as interactive agents has no differential impact on the learner’s
immediate learning performance, even when the avatars representing the Self are
self-chosen by the participants. However, the online course taught by a humanoid
avatar as virtual teacher was positively related with the learning performance. This
suggests that embodying teachers as virtual educators in online learning could help
improve the learner’s cognitive performance with or without virtual presence of
one’s Self or peers.

Keywords: Agent-based human interaction · Sense of self · Social presence ·
Virtual self · Psychology · Education · Embodiment · Experimental
manipulation · Character computing

1 Introduction

Virtual agents have conquered the internet and are supporting human service and human-
human interaction in the analog world, be it at public service places or in more private
or academic contexts such as counseling, health care or education including teach-
ing at schools or at universities. Theoretically, there is no single definition of virtual
agents or of the characteristics determining them. Psychologically, however, it makes
sense to describe and categorize virtual agents along some key dimensions such as
the abstractness and (computational) functionality of the agent. These two dimensions
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might influence the user’s experience, behavior, and the user’s interaction with the agent
significantly [1]. Abstractness of the agent can vary along the degree of humanness [2],
whereas (computational) functionality describes the degree of interaction, i.e., the degree
or extent to which for the user, the interaction with the agent mimics real human-human
interaction or just follows e.g., scripted rules to provide automated service or guidance
(for an overview [1]). Both dimensions (abstractness and functionality) might not be
independent from each other. Moreover, each of these two dimensions (abstractness and
functionality) might comprise further subcategories and taxonomies such as humanness
as proposed by [3]. This may include the distinction between agent and avatars [4] that
describes the degree of computational functionality (an avatar being a mere representa-
tion of a virtual human vs. an agent having flexibility and control of the interaction with
the user as a computer program), for an overview [5].

1.1 Aim of the Present Study

The present study focuses particularly on the first of the two dimensions (abstractness).
Specifically, the study explores themere impact of the virtual self- and virtual social pres-
ence realized by avatars with low functionality on the learner’s e-learning performance
in a virtual classroom setting. In addition, the virtual presence of humanoid teachers
is explored. The virtual classroom was designed to study either alone with one’s self-
representative avatar or together with virtual others, or with both, virtual self- and virtual
others or without the presence of any visual avatar (control condition). All participants
took part in an e-learning course whose content was explained by a humanoid avatar as
teacher. This study design allows to investigate the following major research questions.
First, will the mere visual presence of avatars considered to represent the Self or Others
positively improve the learner’s performance compared to compared to the experimental
conditions including no avatar presence? Second, will the effects differ depending on
whether the avatar representing the Self is preselected and predefined by the experimen-
tal design or self-chosen by the participants? In virtual reality, people often do not chose
a visual character that resembles their actual Self, but instead choose a character that
resembles the ideal Self (for an overview [1]). Allowing the participants to study in the
online course with avatars of own choice or with avatars preselected by the experimen-
tal design aims to shed further light on this question and especially its impact on the
learner’s performance. Third, will the mere visual presence of avatars representing other
classmates significantly affect the individual learner’s learning performance? Previous
studies suggest, that this seems to hold true especially when the avatars show certain
emotional traits relevant for the learning context such as taking over the role of a caring
co-learner or the role-model (mastery model for novice learners), see [1]). Therefore, the
present study additionally exploreswhether themere presence of avatars representing the
peer learners will facilitate the participants’ learning performance even without assign-
ing specific peer-roles to the avatars, and without any interaction between own and other
avatars taking place. Exploring this question in the absence of any virtual interaction
between self-avatar and other-avatar characters will add to a better understanding of the
role the user’s perception of virtual others plays in virtual scenarios without confounding
the user’s perception by factors evoked by the social interaction with the avatar (i.e., low
vs. high (computational) functionality). To this end, akin to the own avatar condition, the
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visual presence of other avatars is varied in terms of the degree of abstractness (presence
of visual avatar vs. presence of verbal labels for others avatars only vs. no presence of
other avatars, see Fig. 1). Fourth, the online course was thought by a virtual teacher to
explore the relevance of the teacher’s role in online education. By choosing this study
design (for an overview see Fig. 1), potential interactions between virtual self-presence
and virtual other-presence (including peers and teacher) on learning performance and
learner’s experience can be explored.

2 Methods

2.1 Participants, Procedure, Study Design and Methods

The study was conducted as an online survey study by the Department of Applied Emo-
tion and Motivation Psychology, Ulm University. Participants were recruited via local
email lists, SurveyCircle (SurveyCircle, 2022), and Prolific (https://www.prolific.co/;
[7]). SurveyCircle and Prolific are international platforms for participants interested in
taking part in online scientific studies. Participants could take part in the study at the age
of 18 years and older. Given that the study was provided in English language, further
inclusion criteria of study participation were high proficiency of the English language
or being a native speaker of English. The participants should not have any history of a
disorder affecting the participant’s understanding of the course material provided within
the study. In addition, participants should hold a student status. The participants were
debriefed about the purpose of the study and gave written informed consent. They were
told that this study is aimed at improving online teaching of neuroimaging methods for
students during the COVID-19 pandemic and that, to this end, they will take part in a
neuroimaging course in which a short introduction on neuroimaging methods will be
provided in a webinar format with a virtual teacher presenting the content. Depending
on the experimental group to which the participants were randomly assigned, they were
told to be a student of an online course studying the coursematerial in a virtual classroom
session in self-presence orwith presence of virtual others or alone. The participants in the
groups with self-presence through avatars received further instructions how they could
choose an avatar (groups: self-chosen avatar) or were instructed that a preselected avatar
is representing themselves in the class (groups: preselected self-avatar). They were told
that their avatar is visible to the other students during the class. In addition, the groups
assigned to the experimental conditions in which virtual peers were visually present
were told that they would study the course material in virtual presence of other peers
who will be represented by avatars and whose avatars and nicknames will be displayed
on screen together with their own avatar in the virtual classroom. The participants who
were assigned to the control conditions (no self-avatars or no peer avatars) were given
no information about self- or other-presence during the course. Taken together, there
were six possible experimental conditions to which the participants could be assigned
(see Table 1):

https://www.prolific.co/
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Table 1. Experimental conditions to which the participants could be randomly assigned

Experimental Condition A
Group 1 in the figures

preselected self-avatar with nickname and visual representation of
other peers in the class with nicknames

Experimental Condition B
Group 2 in the figures

self-chosen visual avatar with nickname and visual representation
of other peers in the class with nicknames

Experimental Condition C
(control condition 1)
Group 3 in the figures

no visual self-avatar with nickname but symbolic representation
of other peers in class by nickname

Experimental Condition D
Group 4 in the figures

preselected self-avatar with nickname but no visual representation
of other peers in the class

Experimental Condition E
Group 5 in the figures

self-chosen visual avatar with nickname but no visual
representation of other peers in the class

Experimental Condition F
(control condition 2)
Group 6 in the figures

no visual self-avatar with nickname and no visual representation
of other peers in the class

As shown in Table 1, all participants could choose a nickname as a virtual identity
(besides the participants of Group 6 /experimental condition F in Table 1). Moreover, as
shown in Table 1, in the experimental condition C, virtual others were represented by
nicknames only to control for the potential impact of symbolic representation of others.
Participation in the study was voluntary and anonymous. Participants could withdraw
from the study without giving reasons for quitting. The online study was provided to
the participants via Lime Survey software [8], an open, an open source survey tool with
the possibility to save data on local servers (https://www.limesurvey.org). After giv-
ing written informed consent, the participants were asked sociodemographic questions
including age, gender, country of residence, their English proficiency that could affect
study participation as checks of inclusion criteria. Next, the participants were asked
to give a brief description of their previous teaching experiences and preferences. The
questions focused on teaching and learning as suggested in the questionnaire used in [9]
asking about teaching preferences of preferring to study and learn alone or with peers,
in presence or online. Next, the participants could choose a nickname to take part in
the random assignment to one of the experimental groups. Random assignment to the
groups was realized by using the randomizer function implemented in the LimeSurvey
software package. Hereafter, participants who were randomly assigned to the experi-
mental group B and E (see Table 1 or Fig. 1) could choose their avatar from a variety of
avatar options that were presented as static images and created via the virtual characters
provided by the Python package for multicultural avatar generation Multiavatar [10].
The virtual avatars representing classmates in the experimental conditions A and B (see
Table 1 or Fig. 1) were also taken from the same source. TheMulticultural Avatar Maker
is a freely available open source toolbox that contains virtual characters whose display
(torso from front view) can vary according to several visual human identity features
including genetic and social features such as sex or gender, culture, age, facial expres-
sions including discrete emotions, hair or eye color and clothing style. For the purpose

https://www.limesurvey.org
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of the present study, only those virtual characters were chosen as avatars for self- and
other-presence whose visual features could not be compromised by computer settings
such as brightness, contrast or other physical properties such as color (red and green
due to vision blindness). An overview of the virtual characters from the list of avatars
chosen in the present study to represent virtual classmates or the participant’s self-avatar
is provided in Fig. 1. As illustrated in Fig. 1, the visual presentation of classmates was
arranged in a way to simulate a real classroom setting (characters sitting at a desk in
tandems of two with the number of classmates chosen according to the average size of
seminar classes which is approximately 20 students).

Fig. 1. Illustration of the study design and of the virtual avatars representing either the Self or the
virtual classmates taken from the software Multiavatar [10].

After group assignment and answering the questions described above, all participants
took part in an online course about neuroimaging methods. The course was digitally
createdbyusingFigmaandSynthesia.io in-browser software [11] aswell asWondershare
Filmora [12] and Clideo [13] for editing video and text animations. The content of the
course was an introduction to neuroimaging methods. It was conceptualized according
to an in house teaching protocol of the author and digitally designed by the Department
of Applied Emotion and Motivation Psychology, Ulm University (see for an illustration
Fig. 2a/b). The webinar course lasted 9 min, it was embedded within the survey and
could be streamed by the participants. As illustrated in Fig. 2, the content of the webinar
was offered by a humanoid avatar chosen to represent the online teacher. The humanoid
avatar was chosen from Synthesia software [11] that offers several virtual characters
(AI generated humanoids). The virtual characters are engineered and designed to read
out text provided by a software user. The voice of the humanoid avatars can be chosen
according to the purpose of the generated content. For this study, the natural American
English voice was chosen as a familiar prosody of speech. After watching the webinar,
the participants were asked to take part in a quiz testing their learning performance.
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The quiz was a mix of open questions asking for particular course content. The quiz
included attention questions (asking about appearance features of the virtual teacher)
as manipulation check to control the degree to which the participants paid attention
to the digital teacher being visible on the slides. After having completed the quiz, the
participants were asked to answer questions about their experience with the course
setting. The participants of the experimental groups A, B, D and E were presented
questions taken from the embodiment avatar questionnaire [14] including the subscales
‘body ownership’ and ‘external appearance’ that assess the degree to which participants
feel a sense of Self for the avatars representing their own person. Participants were
asked for providing their answers on a 5-point Likert scale ranging from strongly agree
(5), agree (4), neither agree or disagree (3), disagree (2), and strongly disagree (1),
respectively. Finally, all participants were asked to provide feedback on how much they
thought they had benefitted from the online course (ranking from 1–5). In addition, they
could provide free text to describe the experience they made with the virtual classroom
context.

Fig. 2. Illustration of the webinar “Introduction to Neuroimaging Techniques” The course was
provided by a human avatar as a teacher shown on each slide (see below and text for details).

3 Data Analysis and Results

3.1 Data Analysis

Data analysis of the survey items included descriptive analysis as well as statistical
non-parametric and parametric testing of group differences. Specifically, learning per-
formance, the degree of embodiment and self-presence through avatar presence and
online course experience were chosen as variables. Data analysis was performed with
XLSTAT software (https://www.xlstat.com/de/). Differences between the experimental
conditions are reported at a significance level of p < .05 uncorrected .

3.2 Results

In total, N = 70 participants, mean age = 24.44 (SD = 7.36) took part in the study.
Analysis of country of residence revealed a broad distribution of the participants across
European countries including countries outside Europe (United States or South Amer-
ica). N = 35 participants reported to be male, N = 31 reported to be women, N = 1

https://www.xlstat.com/de/
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preferred diverse, andN=3preferred not tomention the gender.All participants reported
to speak English with good proficiency. According to outlier analysis, N= 5 participants
did not provide answers to all of the survey items, resulting in a final sample of N =
65 participants. Of these, N = 23 participants N = 23 participants (35.38%) reported
to have a bachelor’s degree, N = 5 participants reported to have a master’s degree. The
majority of the participants (N= 34, 52.31%) reported to have a high school diploma. N
= 3 participants reported “other” as a category (e.g., degree higher than amaster degree).
63.08% of the participants (N = 41) reported to have little knowledge of neuroimaging
methods (learners), N = 6 participants (9.23%) reported to have advanced knowledge.
N = 20 (30.77%) reported to be a little familiar with the topic.

Learner’s Performance

Table 2. Test Items (multiple choice questions) including the questions asking for paying attention
to the virtual teacher while watching the webinar and test items (quiz) asking for the learner’s
learning performance, statistical analysis, see text.

Test Items (Multiple Choice Questions)

The following is a control question to verify you watched the course video. What was the
teacher’s hairstyle?

The following is a control question to verify you watched the course video. Did the teacher
wear glasses?

Which of the following are target groups for neuroimaging studies?

Which of the following is the least invasive method?

Which research fields can neuroimaging studies contribute to? Multiple choices can be
correct

Which research fields can neuroimaging studies contribute to? Multiple choices can be
correct

Which research fields can neuroimaging studies contribute to? Multiple choices can be
correct

Pick the only true statement about EEG

Individual comparisons between the six experimental groups by means of non-
parametric tests and post-hoc comparisons between groups showed no consistent signif-
icant patterns that would suggest a clear advantage of one of the six experimental groups
in quiz performance, H(5) = 6.33, p = .275, nor in paying more or less attention to the
virtual teacher, H(5) = 4.194, p = .522 (Fig. 3). The groups with the pre-selected or
self-chosen visual avatars and the visual presence of the avatars of the virtual classmates
(group 1 and group 2 in Fig. 3) and the groups with the pre-selected or self-chosen visual
avatars but no visual presence of the avatars of the virtual classmates (group 4 and group
5 in Fig. 3) did, on average (sum of all items), not outperform the groups of participants
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who attended the class without visual self-representation or without visual representa-
tion of other peer learners. The control group that conducted the webinar (online course)
without virtual presence of Self and Others obtained on average and descriptively the
best learning performance, see group 6 in Fig. 3b.

Fig. 3. a/b. Answers (means and standard deviations) of the items of the manipulation check
(paying attention to the virtual teacher, 3a) as a function of experimental group assignment.
Figure 3b displays the mean quiz performance as a function of the experimental groups. Group 1:
predefined self-avatar plus visual avatars of classmates;Group 2: self-chosen self-avatar plus visual
avatars of classmates; Group 3: no self-avatar but nicknames of classmates; Group 4: predefined
self-avatar no visual avatars of classmates; Group 5: self-chosen self-avatar and no visual avatars
of classmates, Group 6: no avatars. n.s.: not significant.

Relevance of the Virtual Teacher
As shown in Fig. 3a/b the experimental groups did not differ significantly in the degree
of attention to the teacher during the online course (see Fig. 3a). However, the quiz
items (learning performance) and the items of the manipulation check (attention to the
virtual teacher) were related. The sum scores of the attention items and the sum scores of
the total quiz performance were positively correlated (Spearman Rho = 0.344, p <.05;
Kendalls Tau-c = 0.158, p < .05). This suggests that paying attention to the virtual
teacher and learning performance are related. The correlation holds true irrespective
of group assignment, i.e., whether the Self or Others are being virtually present in the
class or not. Given that the teacher was a highly realistic humanoid avatar shown on any
slide, this suggests that substituting the real teacher by a realistic visual avatar in online
learning is more important than substituting the learner or the peers by visual avatars to
simulate virtual presence.

Self-reported Learning Preferences
The results about learning performance and teacher relevance should not be discussed
independently from the self-reported learning preferences of the participants. Themajor-
ity of the participants reported to generally prefer learning in presence over learning
online. Moreover, 50% of the participants did not feel to have previously benefitted
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Table 3. Correlation analysis between paying attention to the humanoid teacher avatar and the
participants’ learning performance (for details, see text).

Items (Sum Scores) Attention Learning Performance

Attention 1 0.344*

Learning Performance 0.344* 1
* p < .05

better from online teaching than from classes being attended in presence. The present
online course however received a mean ranking of 4 points (SD = 0.92) on a Likert
scale ranging from 1 (not good) to 5 (very good). This is supporting the hypothesis that
teacher-guided online courses were perceived as effective. And this, although the teacher
was a realistic humanoid avatar and the majority of the participants seemed not to be
convinced about online courses for their study from their experience in the past.

Table 4. Identification with the self-avatar as assessed by questions taken from standardized
avatar embodiment questionnaires [14] (for details see Methods).

Questions Experimental Groups

Self-chosen avatar M(SD) Preselected avatar M(SD) P

1. I would say the avatar is
a mirror of myself

3.1 (1.1) 2.2 (1.1) 0.01*

2. I recreated someone else
through my avatar

2.1 (0.9)

3. The virtual avatar
resembled my own real
physical appearance

3 (1.2) 2 (1) 0.002*

4. I had fun choosing my
avatar

3.9 (0.9)

5. I would use such avatar
again, in other online
teaching environments

3.5 (1) 2.8 (1.1) 0.007*

6. The avatar was a great
means of self-expression

3.3 (1.1) 2.4 (1) < 0.001*

7. The avatar had realistic
features

3 (1) 2.6 (1) 0.074

8. Do you think you had
enough avatar options to
choose from? You may
leave a comment in the text
box on the right, to further
detail on your answer

1.5 (0.8)
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Self-presence and Immersiveness, and Gender
Comparison between the experimental groups with a self-chosen vs. preselected avatar
showed significant results between the groups. The groups significantly differed in their
answers on the items asking for the degree of embodiment or self-identification with
the avatar (see Table 4). In addition, the group that could choose the avatar on its own
was more motivated to use the avatar again, and evaluated the possibility to represent
the Self by an avatar as funny and as a good means of self-expression (see Table 4).
In addition, most of the participants with self-chosen avatars preferred to choose an
avatar that matched to the own character including physical appearance. Given that the
experimental groups with self-avatars did not differ in learning performance, it seems
that self-determined choice of one’s character seems not to have a significant impact on
the learning efficiency as such, but might affect other factors such as the motivation to
learn online in a more self-determined and pleasurable way. Finally, comparisons across
gender did not show any significant gender effects in any of these variables (all p> .05).

4 Discussion, Conclusion and Future Outlook

The COVID-19 pandemic has significantly increased the need for teaching and learning
concepts that support university students worldwide in their effort to learn in a self-
determined and self-regulated context, off campus, asynchronously and detached from
face-to-face or any kind of analog interaction with peers in presence. Recent surveys
have shown that this change in teaching from face-to-face to full digital learning formats
was perceived as a big burden for many students and associated with a drop in well-
being and academic performance [6]. According to the literature, several suggestions
have been made how to design the content of online teaching in a way beneficial to the
students and the teachers [15]. In parallel, the influence of virtual agents on human users’
experience and behavior has been investigated in several virtual reality studies: the results
of these studies are underscoring the relevance and impact of virtual self-presence and
other-presence in the gaming context [16]. The present study explored whether virtual
learning contexts also benefit fromvirtual presence. Specifically, it was exploredwhether
substituting the Self of the learner or peers by virtual avatar characters can improve
learning performance and feelings of presence in anonline teaching context, evenwithout
interaction between the learners. Regarding self-presence, previous studies suggest that
customized characters can increase self-presence and the learner’s engagement [21].
Also, the influence of peers has been studied and it is theoretically assumed to have a
huge impact on the cognition, motivation and the mood of the learner, in particular when
there is agentic interaction or communication between the virtual agents, for an overview,
[1]. Still little is known about the benefits of themere presence of virtual peers and virtual
self-representation in an online teaching format. Also, little is known about the relevance
of virtual teachers. In summary, the results of the present study, although preliminary, do
not support that the mere representation of the Self or of virtual Others has a significant
impact on the learner’s learning performance in an online course taught by a human-like
teacher avatar. As outlined in detail in the Results, one tentative explanation of this is
the previous experience of the participants regarding online teaching. In addition, the
lack of interaction with the avatar might reduce the effects of embodiment that often
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has been suggested to have beneficial effects on the extent to which users immerse
into a plot or accept the virtual character as a representation of the Self and of their
identity. Embodiment has been defined as the sense of ownership that occurs when
integrating the avatar as a tool within one’s self or body image [17]. In the present
study, embodied interaction was missing and only static avatars without a body but
torso (face and shoulders) were used. Nevertheless, the group of participants who could
choose their avatar on their own reported self-presence (see Table 4). Moreover, most
of the participants decided to choose realistic avatars that closely resembled the own
identity and physical appearance. This suggests that in contrast to other context such as
in gaming in which users often prefer to choose avatars that might more closely fit to the
ideal self [1], in a teaching context, a realistic representation of the virtual Self as one’s
own Self seems to be more important than representing oneself in an “ideal” format
regarding character traits and physical appearance. This assumption should be followed
up in future studies investigating larger study samples that additionally analyze whether
specific avatar features such as facial expressionmaybe related to differences in the user’s
preferences (see for a discussion e.g., [18]. Importantly, future studies should determine
further the benefit of using human-like avatars as teachers in the teaching context. In the
present study this seemed to have had an impact on the learning performance of all of
the participants. In addition, the participants evaluated the online course as good (4 of
5 stars). Future studies could include additional measures to assess changes in mood,
learning motivation and changes in the capacity of self-regulated learning such as the
learner’s self-efficacy to further exploit the conditions in which learners benefit from
avatars as virtual agents in the learning context. In summary, this pilot study furthered
the understanding of the role virtual characters can play in online contexts other than
gaming. In addition, it adds to the discussion of how to theoretically frame the analysis
of human behavior in digital contexts. Models such as the Character Computing Model
introduced in [19] and [20] that aim to compute and predict the user’s behavior by taking
psychological approaches, human factors and situational factors into consideration could
serve as theoretical heuristic approach in future studies.
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Abstract. The spread of rumors has often been linked to major social
and political impacts with consequences that oftentimes may prove to be
severe. While there are multiple factors that could make a rumor more
believable, this paper focuses on investigating the effects of personality
traits on believing or disbelieving rumors. Participants were given a sur-
vey which included rumors relating to a single topic, COVID-19, to avoid
topic-bias. Participants were also given a personality test which assessed
the participants’ traits based on the Big 5 Model and categorized them as
high or low. The effect of valence (pleasure) and arousal (excitement) on
believing or disbelieving rumors was also explored, along with how this
effect differs from one trait to another. The results showed that people
with high agreeableness tend to believe rumors more than people with
low agreeableness and that there was a correlation between valence and
believing rumors for people with high neuroticism and people with low
agreeableness. No correlation was found between arousal and believing
rumors for any of the personality traits.

Keywords: Rumors · Big 5 · Personality traits · Character
Computing · Self-assessment manikin · COVID-19

1 Introduction

A rumor is defined as a statement that is an unproven narration or explanation of
an event that concerns the public [3], which means that it is not verified as either
true or false. Despite this, rumors have been proven to have a rather significant
effect on people as well as enough power to influence them and their actions just
as much as true and verified information can [1]. Inspiring feelings of hope, fear
and hate, rumors can also weaken people’s trust in their governments, shape
public opinion, as well as cause political tensions [2]. Consequently, it is evident
that rumors play a very important role in people’s lives and that is why social
psychologists and other scientists are motivated to understand what rumors are,
how they spread, who believes them, how they can be identified and what their
effects are.

Most studies [3–6] are concerned with two aspects when studying rumors;
rumor detection and rumor analysis. Rumor analysis is studied in multiple fields,
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including economics, psychology and social science, where rumors are classified
based on different criteria, characteristics and dimensions. The criteria are: how
rumors differ, where they originate, what topics they address, the emotions they
evoke, how they spread and how users interact with them [3]. Other classifi-
cations consider whether the rumor is deemed newsworthy or not. Rumors are
classified as newsworthy if they concern the public and are of interest to social
media users, whereas non-newsworthy rumors only concern a small community
or group of people and are more personal [4]. Rumors are also classified based
on the emotions they evoke, varying from positive to negative and the need
to take action [4]. The emotions evoked are evaluated based on 3 dimensions
that measure human reactions to different stimuli: valence (pleasure), arousal
(excitement) and dominance (sense of control) [29].

Since the majority of the studies focused on the different facets of the rumor
itself, this study was carried out in an attempt to examine a factor not often
focused on: the personality traits of people who accept or reject rumors. This
is Phase II of a previously conducted study which analyzed the effect of buzz
users on rumors’ lifetime [7] and generated author profiles on Arabic-speaking
social media users in Egypt. The study found that buzz users were capable of
sparking a rumor as well as significantly affect its lifetime due to their believable
and trustful features, leading more people to believe them.

Identifying personality traits can help predict behavioral patterns a person
tends to display [14], since personality captures a person’s stable individual char-
acteristics, and this allows us to understand which types of people would be more
likely to accept or reject rumors. This can be done using trait models, which can
represent an individual’s personality in terms of numerical values. One of these
trait models is the five-factor model of personality (FFM). Often referred to
as the “Big- Five”, FFM is currently the “dominant paradigm in personality
research, and one of the most influential models in all of psychology” [15] and
consists of five traits: extraversion, agreeableness, conscientiousness, neuroticism
and openness. Ergo, the aim of this study is to examine three major problem
statements:

– Do personality traits have an effect on believing rumors in general?
– Does valence have an effect on believing rumors for each personality trait?
– Does arousal have an effect on believing rumors for each personality trait?

By addressing these problem statements, we are attempting to understand
if personality and emotions play a role in affecting people actually believing the
rumors that circulate online, which are aspects of Character Computing and can
contribute to our understanding of how humans process rumors.

In order to understand the effects of personality traits, valence and arousal on
believing rumors, this study explored and evaluated personality traits of several
participants, as well as the emotions evoked by the participants upon reading a
set of rumors.

The entire study is documented in this paper and the remaining sections of
this paper are organized as Related Work, Implementation and Methods, Results
and Analysis, Discussion and Conclusion.
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2 Related Work

2.1 Believing a Rumor

While examining the factors that lead people to believe and spread rumors,
researchers have looked into the characteristics and contents of a rumor and
have found that the length, sentiment and presence of pictures in a rumor affect
people’s intention to believe and spread the rumor [5]. One study by Schwarz et
al. [6] found that the metacognitive experience of people - which is how easy it
is to recall and understand new information based on how it is presented - leads
them to believe or disbelieve a rumor; meaning that when statements are made
easier to read by writing them in color, people will be more likely to accept these
statements as true. Another study [5] found that people tend to support a rumor
that is spread on Twitter before it has even been verified rather than deny it.

People also tend to believe rumors based on the trustability of the person who
tweeted the rumor, where trust in Twitter’s retweet network includes two factors:
trustworthiness and trustingness. Trustworthiness is when user A finds user B
trustworthy and chooses to trust user B and believe and retweet a rumor that
user B has shared. Trustingness is when user A trusts the rest of the people in the
network which leads user A to believe the rumors that people share easily. People
with high trustworthiness tend to be more careful with what they share and their
reputation, leading them to be less likely to spread and believe unverified or false
information compared to people with low trustworthiness. The trustworthiness
of a user can be measured using several factors including the number of retweets
of a user’s tweet; the higher the number of retweets, the more trustworthy the
user is [8]. Trustability can also be extended to the language used to express
the rumor, where linguistic relativity, i.e. the way a particular language spoken
influences thoughts [9], can be a source of bias for social media users when
reading rumors in certain languages.

To further understand people’s inclination to believe rumors, researchers
started looking into people’s characteristics such as demographics, cognition,
and behaviors and how they contribute to them believing rumors [10]. Chua and
Banerjee [11] showed that people’s personal involvement with the content of the
rumor would make them more likely to believe it. Psychological factors such as
uncertainty, belief, lack of control, and anxiety, were also proven to have an effect
on the tendency to believe rumors. Grinberg et al. [12] found that more conser-
vative and older people are more likely to believe and spread rumors. Young
users are more immune to misinformation and the stress caused by rumors since
they spend more time on social media, while older users are more prone to the
anxiety caused by rumors, which makes them more likely to believe and share
rumors [10]. Therefore, after surveying 171 university students on 16 motiva-
tions regarding believing and spreading rumors, Chen and Sin [13] found the
top motivations to spread rumors were to acquire other people’s’ opinions on
the information being spread, to convey their own opinion on the information,
and to interact with other people. They also found that while gender showed
no significant effect in the spread of rumors, personality did; consequently, they
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found that extroverts shared more rumors in order to socialize more. Accordingly,
studying the personalities of people who spread rumors is of high importance to
understand the characteristics of people and how they affect the belief of rumors.

2.2 Social Media, Misinformation and Personality

Due to the flexibility and incredible ease of sharing up-to-date news on social
media, as well as it being highly unregulated, it is incredibly easy for rumors to
spread amongst social media users [17] and multiple studies [18–23] have shown
that Facebook, YouTube and Twitter all play major roles in the spread and
circulation of rumors and misinformation on multiple topics including medical
ones.

According to Heinstrom [24], out of the five personality traits, extraversion
and neuroticism personalities are more associated with online activities, where
social media users with high extraversion or high neuroticism are more engaged
with online activities. In a study by Amnieh and Kaedi [25], it was found that
those with high extraversion eagerly await new messages and are more likely to
forward them on Twitter, which leads us to expect those with high extraver-
sion to be more likely to believe and spread rumors. Conscientious people were
found to be more likely to use social media for academic or work purposes, and
hence, when gathering information, they tend to make more effort in verifying
facts and searching for resources [24]. As a result, it is expected that consci-
entious people be less inclined to believe rumors without further investigating
them. Meanwhile, neurotic people tend to spend more time online, but usually
do not use information- related features [26], and due to their fear of producing
a negative outcome when communicating, they avoid exchanging a lot of infor-
mation on social media and are less likely to share rumors [27], but that does
not necessarily mean that neurotic people are less likely to believe rumors.

Open people were found to be more likely to use news and information fea-
tures as well as personal information features on Facebook [28]. They are also
more open to new and unexpected ideas and are more likely to question author-
ity; therefore, it is expected that open people tend to believe rumors for their
“unconventional ideas” [24].

Moreover, Hamburger and Ben- Artzi [26] suggest that gender may change
the effect of personality on social media usage. For example, women’s internet
use of social services was negatively related to extraversion and positively related
to neuroticism, while for men, it is positively related to both.

3 Implementation and Methods

3.1 Collecting Rumors

Being one of the most sought after and controversial topics for the past 2 years,
COVID-19 has had - and continues to have - a profound effect on people’s lives.
Thus, people follow it closely on news outlets and on social media platforms,
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Table 1. Rumors collected from websites

Rumor
number

Rumor details Language
rumor was
shown in

Were
further
details
provided
for the
rumor?

Type of
emotion
evoked by
the rumor

R1 The UK Medicines and Healthcare
Products Regulatory Agency
(MHRA) will use artificial
intelligence to monitor the safety
of COVID-19 vaccines because the
agency knows that vaccines are
extremely dangerous

English Yes Positive

R2 Chinese doctors confirmed that
African people are “genetically
resistant” to new coronavirus

English No Positive

R3 COVID tests and PCRs contain
the carcinogenic chemical
compound Ethylene Oxide and the
packaging belonging to the tests
provided by the UK Medicines and
Healthcare Products Regulatory
Agency (MHRA) are marked as
using Ethylene Oxide

Arabic Yes Negative

R4 The COVID-19 vaccines will cause
“pathogenic priming” or “disease
enhancement”, meaning that
vaccinated individuals will be more
likely to develop severe cases of
COVID-19 if they are infected
with the COVID-19 virus

English Yes Negative

R5 A person who has already
previously caught COVID-19 does
not need to be vaccinated against
it

Arabic No Positive

eagerly waiting for any and all updates, some of which may simply be rumors.
Accordingly, five rumors related to COVID-19 - shown in Table 1 - that were
already circulating on the internet were collected from four different websites;
nashra.com, arabic.cnn.com, snopes.com, and britannica.com.

The general topic of the rumors collected was kept constant to avoid having
the topic become a factor in determining whether people will believe the rumor
or not, and the rumors were collected based on specific criteria that could trigger
some personality traits, thus possibly causing people exhibiting these traits to
believe the rumor more. The criteria were:
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– How much detail was given in the rumor (how specific was the rumor).
– If the person found the rumor positive or negative (emotion evoked on the

person by the rumor).
– Whether or not the rumor would have been more believable if more details

were added.
– Whether the rumor was in Arabic or English.

3.2 Study Survey Conducted

The survey was filled by participants residing in Egypt (where Arabic is the
main language used). All participants spoke both English and Arabic, and con-
sequently, both languages were used to convey different types of phrasing in an
attempt to prevent bias based on linguistic relativity. As shown in the sample
screenshots in Figs. 1 and 2, the survey consisted of demographic questions on
the age, gender, and education level of the participants, the Big Five Inventory
BFI-10 personality test [16] to assess the personality traits of the participants,
and four questions on each of the five the rumors collected. The survey also
included using the Self-Assessment Manikin (SAM) [29] in order to evaluate the
emotional response and reaction of a person after a certain stimulus [30], which
in this case was reading the rumor. A summary of the questions asked on each
rumor is shown in Table 2, along with the measurement or scale used. The null
hypotheses of the experiment are:

1. None of the five personality traits have any effect on believing rumors in
general.

2. Valence does not have an effect on believing rumors for each personality trait.
3. Arousal does not have an effect on believing rumors for each personality trait.

Table 2. The questions asked about the rumors in the questionnaire and the measure-
ments used for the response for each question

Question Measurement
of response

Please rate how strongly you believe or disbelieve the rumor Likert scale

How did the rumor make you feel? SAM

How intense was this feeling? SAM

Do you believe the rumor would have been more believable if it
had more details?

Yes/No

Since highly conscientious people pay more attention to detail than lowly
conscientious people, it is expected that highly conscientious people will believe
rumors more if the rumors include more detail; however, people with low con-
scientiousness will not be affected by the extra detail.
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Fig. 1. Survey screenshots of the general questions and some of the BFI-10 questions

Fig. 2. Survey screenshots of the rest of the BFI-10 questions and the questions asked
on one of the rumors

It is also expected that a positive rumor - or a rumor that evokes positive
emotions - may lead people who are high in neuroticism to believe the rumor
more, while people who are low in neuroticism are not affected by the positive or
negative emotions evoked by the rumor. The reasoning behind this is that those
who are high in neuroticism may experience a lot of stress, feel anxious and get
upset really quickly, while those low in neuroticism are more emotionally stable
and can deal well with stress. Furthermore, because people high in agreeableness
have more empathy for others, it is expected that this may lead them to refuse
to accept negative rumors - or rumors evoking negative emotions - more than
those low in agreeableness.

4 Results and Analysis

There were 69 participants in the study, more of which were female (n = 36,
52.1%) than male (n = 33,47.8%), all aged 16 and above. The largest age group
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was 16–24 (n = 53,76.8%), the second age group was 25–40 (n = 13, 18.8%), and
the last age group was 40 years and above (n = 3, 4.3%).

As shown in Table 3, the most prevalent personality trait among all the par-
ticipants was low agreeableness (n= 41, 59.4%) and the least prevalent was high
agreeableness (n= 28, 40.5%).

Table 3. Percentage of prevalence of the different personality traits

Personality trait n value Percentage

High openness 39 56.5%

Low openness 30 43.4%

High conscientiousness 39 56.5%

Low conscientiousness 30 43.4%

High extraversion 34 49.2%

Low extraversion 35 50.7%

High agreeableness 28 40.5%

Low agreeableness 41 59.4%

High neuroticism 34 49.2%

Low neuroticism 35 50.7%

4.1 Personality Trait vs. Believing Rumors

As the data sample collected was categorical, non-linear and small in size, Chi-
square analysis was used. As shown in Table 4, only two traits showed a rela-
tionship with believing some of the rumors: openness showed a correlation with
believing R3 (P = .009), while agreeableness showed a correlation with R2
(P = .019) and R3 (P = .016).

Table 4. Correlation between personality traits and believing each of the rumors

Personality Trait R1 p-value R2 p-value R3 p-value R4 p-value R5 p-value

Openness 0.52935 0.54617 0.00887 0.229857 0.67395

Conscientiousness 0.91047 0.89950 0.49952686 0.3252282 0.252512453

Extraversion 0.4017834 0.5486375 0.7657644 0.42952997 0.8556222

Agreeableness 0.1191626 0.018854 0.01565293 0.1324283 0.4810904

Neuroticism 0.759667 0.1476201 0.55592045 0.7217332 0.8271240
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4.2 Valence per Personality Trait Versus Accepting or Rejecting
Rumors

As shown in Table 5, all personality traits, except for low openness and high
conscientiousness, were affected by valence when choosing to accept or reject at
least one of the given rumors. However, there were traits that showed a higher
contribution to the influence of valence on accepting or rejecting rumors and the
two traits that showed the most contribution were low agreeableness (P = .05
for R2 and P < .001 for R3, R4, R5) and high neuroticism (P = .05 for R1,
P = .006 for R2, P = .003 for R3 and P < .001 for R4).

Table 5. Correlation between the valence of each personality trait and the possibility
of accepting each rumor

Personality Trait R1 p-value R2 p-value R3 p-value R4 p-value R5 p-value

High openness valence 0.1331651 0.000017037 0.171593 0.0962218 0.001121672

Low openness valence 0.0517629824 0.307635 0.5944507 0.35916584 0.413165513

High conscientiousness valence 0.52155245 0.119177652 0.117761106 0.62624263 0.272043603

Low conscientiousness valence 0.230635052 0.01206255894 0.547834171 0.284658810 0.0231353339

High extraversion valence 0.07132987 0.0003366619 0.67799819376 0.45599853002 0.18153383001

Low extraversion valence 0.14962214 0.091825102 0.330169598 0.024595058 0.00744932

High agreeableness valence 0.038449660 0.00207923231 0.1606250326 0.50888909258 0.6651729006

Low agreeableness valence 0.4911898 0.0556049563 0.000735770977 0.00028821553 0.0001292718

High neuroticism valence 0.0512704 0.006350 0.002894440 0.00000283652 0.06529042

Low neuroticism valence 0.12100129 0.000774485 0.16212025 0.57744021 0.0939897

4.3 Arousal per Personality Trait Versus Accepting or Rejecting
Rumors

The results in Table 6 showed that arousal in general did not affect the partici-
pants’ decision in rejecting or accepting the rumors. The traits that showed some
relation between arousal and accepting and rejecting just one of the rumors were
low openness (P = .03 for R3), high extraversion (P = .01 for R4), low extraver-
sion (P = .002 for R4), high agreeableness (P = .004 for R4), low agreeableness
(P = .001 for R3), and low neuroticism (P = .002 for R4).

Table 6. Correlation between arousal of each personality trait and the possibility of
accepting each rumor

Personality Trait R1 p-value R2 p-value R3 p-value R4 p-value R5 p-value

High openness arousal 0.246276879 0.565881055 0.46933748 0.087082806 0.1431241204

Low openness arousal 0.127228911 0.24701788 0.01982169 0.123556055 0.487592128

High conscientiousness arousal 0.349923249 0.3499374 0.14761635 0.56912347 0.64115717

Low conscientiousness arousal 0.823926938 0.491547057 0.142330876 0.20571553 0.16639188

High extraversion arousal 0.78239310810 0.9304412413 0.5350930017 0.012362447 0.7718887

Low extraversion arousal 0.42865151 0.2246352385 0.09755469 0.002110787 0.22180383

High agreeableness arousal 0.828949169 0.52472195 0.19314369 0.0427318310 0.451340170

Low agreeableness arousal 0.481146830 0.35475609 0.01305601 0.06855075 0.31706365

High neuroticism arousal 0.3152544 0.44227017 0.32759874 0.15231373 0.055832

Low neuroticism arousal 0.529083 0.393220317 0.50007492 0.022406515 0.749199563
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5 Discussion

The null hypothesis for all of the rumors for conscientiousness, extraversion, and
neuroticism were accepted as there was no correlation between these personality
traits and believing each of the rumors. For openness, the null hypothesis was
only rejected for R3; consequently, it was not rejected for all the other rumors;
therefore, it was accepted that openness has no effect on believing rumors.

For agreeableness, the null hypothesis was rejected for two rumors: R2 and
R3; however, this was also not enough for the null hypothesis for agreeableness
to be rejected for all the other rumors as well. As a result, the results con-
cluded that there is no great effect of personality traits on rumors and the null
hypothesis was accepted. On the other hand, people with high extraversion were
expected to believe rumors more since they spend more time on social media, are
more exposed to rumors and tend to share rumors more; however, the results
showed no correlation. This could be due to the increase of social media use
during COVID-19 quarantine and as a result, introverted people may have been
spending just as much time on social media as extroverted people did.

Highly conscientious people were expected to reject the rumors since all the
rumors had no citations and conscientious people tend to check the source and
make sure the information is correct before accepting it. However, the results
showed no correlation between conscientiousness and believing rumors. It was
also expected that highly agreeable people believe rumors more because they
tend to be more trusting than lowly agreeable people. The results support this
hypothesis; open people were expected to believe rumors that contained uncon-
ventional ideas. R3 may contain a different idea that is not often heard of, which
may be the reason it showed a correlation between believing it and high agree-
ableness.

In regards to valence, agreeableness and neuroticism showed the most corre-
lation; hence, the null hypothesis was rejected, which shows that highly neurotic
people tend to believe rumors more if they are negative since they have a ten-
dency to be drawn to negative feelings, which was expected, and this means
they may rely on emotions more than lowly neurotic people. Meanwhile, arousal
showed a correlation for only some traits when believing at most 1 rumor, the
null hypothesis was accepted for all of the personality traits Table 7.

Table 7. Summary of the acceptance and rejection of the three null hypotheses

Personality trait Null hypothesis 1 Null hypothesis 2 Null hypothesis 3

Agreeableness Accepted Rejected Accepted

Openness Accepted Accepted Accepted

Conscientiousness Accepted Accepted Accepted

Extraversion Accepted Accepted Accepted

Neuroticism Accepted Rejected Accepted
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6 Conclusion and Future Work

The only trait that showed any significant effect on believing or disbelieving
rumors was agreeableness, showing that highly agreeable people are more likely
to believe rumors than lowly agreeable people. The rest of the traits may have
shown some relation to believing rumors; however, they were not significant
enough to reject the null hypothesis for each of the remaining traits. Further-
more, valence has been found to affect accepting or rejecting rumors for highly
neurotic and lowly agreeable people, whereas arousal does not show any signif-
icant correlation with accepting or rejecting rumors for any of the personality
traits.

Since the scope of this experiment only included rumors that were related
to COVID-19, it would be interesting to explore other rumor topics such as but
not limited to political rumors and celebrity gossip. This would produce a larger
data set to study the personality traits of Internet users and shed more light
on the personality traits most likely to accept rumors on social media as true
without further investigation. Moreover, future experiments can also investigate
the effect of age, gender and social standing on believing rumors, which can then
lead us to further understand the character traits of social media users and what
causes them to believe rumors online.
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Abstract. Conventional security surveillance systems detect suspicious
behaviours by the active participation of human operators constantly watching
monitors showing video streams of activities captured from different cameras.
The datasets are manually retrieved and analyzed after the occurrence of the inci-
dents. This often leads to misinterpretation and late detection in a real-life envi-
ronment. Recent studies have investigated the current surveillance systems for the
challenges of the detection of suspicious incidents. The research question here is:
How can suspicious breaking into run be detected being a common red flag leading
to most crimes? This research develops a computer vision framework based on
feature engineering, convolutional neural network (CNN), and median filtering to
address the lacuna faced by the surveillance systems. Experiments were conducted
on real-life image frames captured from multiple camera datasets. The proposed
model outperforms the conventional approaches in terms of the detection of suspi-
cious behavioural patterns with an average F1-score of 0.9661, a false positive rate
of 0.0734, and an accuracy of 94.81%. The deployment of this proposed model
in a crowded environment can help to augment the work of security personnel in
raising awareness regarding possible crime at hot spots.

Keywords: Computer vision · Convolutional neural networks · Deep learning ·
Security · Surveillance

1 Introduction

Surveillance cameras are the predominant security mechanisms used in many organiza-
tions to monitor and protect people’s lives and properties against crime [1]. The conven-
tional surveillance camera often requires the active participation of human operators.
Such vigilant personnel constantly watch the monitors showing all the video streams
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captured from various cameras. The technological capability of the system is therefore
determined by the human operators who monitor the system [2].

The deployment of surveillance cameras in many public places involves the pas-
sive recording of all activities that take place at every moment, resulting in huge video
datasets [2]. In the detection of any suspicious behaviours, these archived video datasets
are manually retrieved and analyzed by the security operators after the occurrence of
the incident. Consequently, analyzing a huge dataset of video sequences manually can
overwhelm the security operators who needed the information to make an accurate deci-
sion [3]. Furthermore, most conventional surveillance cameras exhibit static localization
properties. The exposed image frames captured are susceptible to environmental noises
such as illuminations, occlusions, shadows, low camera resolution, etc., resulting in
low-quality image scene resolution of incidents occurring in the environment [3].

Crime is one of the major issues confronted by many nations on the continent,
leading to death and loss of valuable properties [4]. Recent studies have investigated the
significant effects of crime on the economy of many nations in the world [4]. Figure 1
shows the estimated statistics of the death rates by crime index in someAfrican countries
between 2012 and 2021 [5].

Fig. 1. Death rates by crime in some African countries 2012–2021 adapted from [5]

Figure 1 shows the statistics of the estimated death rate by crime incidents in some
African countries from 2012 to 2021. These crime incidences include riots, protests, and
gun-related offenses, inter alia. From Fig. 1, one can see the negative effect of crime
incidents in terms of death per 100,000 people in each nation in African countries [5].
This prevalence of a high crime rate in many African countries has led to great financial
loss, together with the loss of investors in the economy. To address this issue of crime, it
is imperative to develop a preventive security system that can detect suspicious patterns
before they manifest in crime.

Conventional surveillance security systems have proven deficient in certain aspects
of detecting suspicious behaviour that could lead to crime. Intelligent components have
been absent, therefore full reliance on human assessment [3]. Thus, there is a need
to develop an intelligent surveillance security system that can give security personnel
advance notice of the locations where crime is likely to occur. Deep learning technol-
ogy with the convolutional neural network (CNN) has shown promising results in video
surveillance suspicious detection due to its strong capability of feature extraction from

https://doi.org/10.1007/978-3-031-18697-4_1
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high dimensional image data with complex structures and ability to handle imbalance
datawhichmight result in a bias towards themajority group (i.e., true cases) during detec-
tion [3]. This study, therefore, develops a computer vision framework based on feature
engineering, median filtering, and a deep learning convolutional neural networks model
that can intelligently detect suspicious behavioural patterns, creating earlywarning about
a crime. In doing so, the main research question is raised below.

1.1 Research Question and Contributions

Based on the above background, this research poses the question: How can a crowded
environment be monitored to detect suspicious breaking into a run from a set of camera
frames possibly affected by environmental noise? The computer vision model, which
addresses the research question first utilizes a deep learning model to obtain suspicious
behavioural patterns in image frames before security personnel makes a conclusive
decision. The contributions of this paper are as follows:

• Development of a computer vision framework that encompasses multi-cameras, fea-
ture engineering, median filtering, and image processing components to address the
issue of environmental noise in the image, feature extraction, and deep learning
convolutional neural network to train relevant features from the image frames.

• Feature engineering for statistical extraction of numerical features from image frames
compared with direct pixels extraction from the image frames.

• Early knowledge generation can give security personnel advance notice of suspicious
behaviors and the locations where crime is likely to occur even when image frames are
affected by environmental noise such as occlusions, shadows, smoke, illuminations,
etc.

• Benchmarking the performance evaluations of the proposed model with other related
detection models and publicly available University Minnesota (UMN) datasets rather
than scientific/simulated datasets.

The deployment of this approach with application to a crowded environment is an
emerging area. The remainder of this paper is arranged in the following order: Sect. 2
provides a review of the existing related techniques and the theoretical background of the
proposed model. Section 3 presents a detailed explanation of the computer vision model
on median filtering and CNN; Sect. 4 discusses various experiments and evaluations of
the model. The concluding remarks are shared in Sect. 5.

2 Backgrounds

2.1 Related Techniques

Different research has been conducted on the prediction of crime to assist security
personnel in forecasting the criminal behavioural patterns in a crowded environment.
The summary of existing crime prediction methods in terms of the problem addressed,
the method used, the result obtained, and their limitations are presented in Table 1.
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Table 1. Summary of related works on crime prediction methods

Citations Problem addressed Method used Result obtained Limitations

[6] Crime prediction
due to randomness
and possibility of
re-occurrence
anywhere at
anytime

The use of
classification
techniques such as
Naïve Bayes,
Random Forest,
and Gradient
Boosting decision
tree were used on
the San Francisco
crime dataset

The system gives
accuracy as
follows:
Gradient Boost
Decision Tree
produces 98.5%
Naïve Bayes
produces 65.82%
Random Forest
gives 63.43%

The was only
conducted on
violent and
non-violent crime
activities, which
does not justify
how the
performance of the
approach will be
when used with
other criminal
activities

[7] Crime location
classification and
predictions

Deep learning
architecture
(Convolutional
Neural Network
and Long
Short-Term
Memory) is used

Experimental
conducted using 5
different publicly
available datasets
with 10
state-of-the-art
methods
demonstrate that
deep
learning-based
methods
consistently
outperform the
existing best
methods

The approach is
computationally
intensive

[8] Effective
understanding of
criminal
behavioural
patterns

Four learning
techniques; the
K-NN, SVM,
Random Forest,
and XGBoost were
used

Experimental
results show that
the proposed
approach achieves
up to 89% of
precision for crime
tendency, and 70%
of precision for
crime occurrences

The approach did
not consider the
extraction of
features.
Furthermore, using
all proposed
algorithms might
require close ire
assistance of
domain experts

(continued)
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Table 1. (continued)

Citations Problem addressed Method used Result obtained Limitations

[9] Uncovering hidden
patterns and
correlation data
analysis on large
data to prevent
crime

The multinomial
logistic regression
method was used
for prediction
purposes

Experimental
results show that
the model was able
to successfully
predict crime
based on
weekdays,
districts, and hours
of the incidents

It gives high
false-positive errors

Although conventional techniques for the detection of suspicious behavioural pat-
terns have been investigated in the literature. However, no enough work has considered
noise disturbances, and the shortfall of revealing suspicious behavioural patterns that
could lead to crime, as an early warning in crowded scenes for the security person-
nel. This research develops a convolutional neural network inclined on a deep learning
model to address the misinterpretation and late detection behavioral patterns in surveil-
lance security systems. The theoretical background used in this research is explained in
Sect. 2.2.

2.2 Selected Theoretical Techniques

Median Filtering.
Median filtering is a nonlinear filter-processing technology that removes noise value in
an image by replacing the median value of the neighbours (mask) [12]. This is as in
Eq. (1), where (x, y), g(x, y) is the original image and the output image, W is the two-
dimensional mask which can be linear, square, circular, etc. One of the advantages of
median filtering is that it is an efficient filter to remove unwanted noise from an image.

g(x, y) = med{f (x − i, y − j), i, j ∈ W (1)

Convolutional Neural Network.
ACNN is a type of artificial neural network that uses a convolutional layer to filter inputs
for obtaining useful information for the network [13]. The layers of CNN are further
discussed in detail in the subsequent sections.

Convolutional Layer.
This layer uses convolutional filters called kernels, with a defined size, which cover
the entire input data to perform a convolution operation. The filter slides over the input
matrix with a stride, and this process teaches how to detect patterns from the previous
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layers as in Eq. (2), where (fk)i,j is the convolved image, Xi,j represents the input image,
Wk is the weight, and bk is the bias.

(fk)i,j = (Wk ∗ X )i,j + bk (2)

Rectified Linear Unit.
ReLU (rectified linear unit) applies a non-saturating activation function to remove nega-
tive values from an activation map by setting them to zero as in Eqs. (3)–(4). The ReLU
increases the non-linear properties of the decision function and the overall network
without affecting the receptive field of the convolutional layer.

f (x) = max(0, x) (3)

d

dx
ReLU (x) =

{
1 if x = 0
0 otherwise

(4)

Pooling Layer.
The purpose of the pooling layer in CNN is to summarize the nearby neighborhood
pixels, replacing them in the output at a location with summarized features as in Eq. (5),
where x[i] is the 2D input image,w[k] is the filter of length k, r is the stridewithwhich the
image input is sampled, and y[i] is the output of the convolution image. The subsequent
section gives a detailed explanation of the methodology used for the implementation of
the proposed model for the detection of break into run suspicious.

y[i] =
k∑

k=1

x[i + r.k]w[k] (5)

3 Development of Deep Learning Computer Vision Framework

The system architecture is designed to detect the likely suspicious behaviour patterns as
break into run in a crowded environment is divided into three stages, including the data
acquisition stage, image pre-processing stage, and detection stage, see Fig. 2.

3.1 Stage 1: Data Acquisition

The image frames used in this research were acquired from the multiple surveillance
cameras mounted at various hotspot locations in the campus environment. The frames
were directed to image pre-processing for further processing.
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Fig. 2. Detection of suspicious patterns in image frames

3.2 Stage 2: Image Pre-processing

Image pre-processing has become a regular operation in image processing for compu-
tational efficiency. This is illustrated in the upper layer see Fig. 2.

Image Resizing and Noise Removal.
In this research, the original image captured from the camera is 576×576. To reduce the
computational complexity of the image data, this image is resized by 256× 256 using a
bilinear interpolation algorithm [12]. This is then passed to median filtering for further
processing as shown on the middle layer of Fig. 2.

Background Subtraction.
The background subtraction is performed on the filtered image by separating the current
image background I(x, y, t) at the time (t) from the previous image frame I(x, y, t − 1)
at a time (t–1) using the frame differencing technique [12], as in Eq. (6), where I(x, y, t)
is the current image background at the time (t), and I(x, y, t − 1) is the previous image
frame at a time (t–1). This operation keeps the foreground image which is then passed
to the next stage for further processing.

Foreground = |I(x, y, t) − I(x, y, t − 1)| (6)

Feature Engineering Stage
The foreground image is fed into the feature engineering stage where the features in the
image are statistically extracted using the image mean, entropy, skewness, and kurtosis.
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[i] Mean (μ): This is the average of all pixels in the image matrix, and it is computed
to reflect the grey distribution of the image [12]. This is as shown in Eq. (7), where M
and N are the size of an image (i, j) and p(i, j) is the image pixel grey value at a point
(i, j).

μ = 1

MN

N∑
i=1

M∑
j=1

p(i, j) (7)

[ii] Entropy (E): This measures the degree of image pixel randomness and is used
to characterize the texture of the image [12]. This is depicted in Eq. (8), where pi is the
probability of i within the range of [0,255]. Entropy is an important index to measure the
richness of information in an image; it reflects how much information the image carries.

E = −
255∑
i=0

pilog2pi (8)

[iii] Skewness (Ssk): This is a statistical feature that characterizes the degree of
asymmetry of pixel distribution in the specified window around its mean value [12].
This is computed using Eq. (9), where, p(i, j) is the image pixel value at a point (i, j), μ
and σ are the mean and standard deviation.

Ssk = 1

MN

M∑
i=1

N∑
j=1

[
p(i, j) − μ)/σ ]3 (9)

[iv] Kurtosis (k): This measures the peak or flatness of a distribution related to a
normal distribution in the image [12], and this is computed as in Eq. (10), where p(i, j)
is the image pixel value at a point and (i, j), μ is the mean value of the pixel.

k = 1

MN

M∑
i=1

N∑
j=1

[
p(i, j) − μ

]4 − 3 (10)

3.3 Stage 3: Detection

The output of the extracted image is used as the input of the CNN model for training
and detection purposes. The CNN takes the original image of size 256× 256 with 1× 1
kernel size and 1 filter produced 256× 256× 1 output. The output is passed as input to
the convolution layer 1, where a convolution operation is performed on the image with
the 3×3 kernel size and filters of 24 to obtain 128×128×24 as the output. The pooling
layer 1 takes the output of the convolutional layer 1 as input and uses a 2× 2 kernel size
with a filter of 32 to obtain 64 × 64 × 32 as a feature map. The output of convolutional
layer 2 is fed as input to the pooling layer 2 as shown in Table 2.

The ReLU activation function is applied to increase the non-linear properties of
the decision function in the neural network, as in (4). Thereafter the Softmax function
is implemented to classify the behavioural patterns in the image as either normal or
suspicious.
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Table 2. Parameters for the CNN architecture for detection of suspicious behavioural patterns

Layers Kernel size Filters Input Output

Original image 1 × 1 1 256 × 256 × 1 256 × 256 × 1

Convolutional layer 1 3 × 3 24 256 × 256 × 1 128 × 128 × 24

Pooling layer 1 2 × 2 32 128 × 128 × 24 64 × 64 × 32

Convolutional layer 2 3 × 3 48 64 × 64 × 32 32 × 32 × 48

Pooling layer 2 4 × 4 32 32 × 32 × 48 16 × 16 × 32

3.4 Evaluation Metrics

To evaluate the performance of the proposed model, the confusion matrix and hold-out
cross-validation technique are adopted, the detailed metrics can be found in [13].

4 Experimental Evaluation and Results

4.1 Data Description and Experimental Settings

The experimental set-up utilizes three analogous high definitions (AHD) surveillance
cameras with a 576 × 576 resolution at 30 frames per sec to obtain real-life image
frames at various crowded hotspot locations in the campus environment with different
scenarios as explained in Sect. 3.1. The publicly available suspicious dataset used for
the experiments was obtained from the University of Minnesota (UMN) [14] repository.
The implementation software used in this research is MATLAB R2017. The suspi-
cious behaviour was deliberately mixed with normal behavioural patterns image frames,
making 12700 images, and trained with the proposed model for detection purposes as
previously explained in Sect. 3.3.

4.2 Experiment 1: Detection of Suspicious Suddenly Breaking into a Run
on Real-Life Datasets

This section shows the visualized performance of the proposed model on suspicious
suddenly breaking into a run using real-life image frames see Fig. 3

Figure 3(a)–(c) is the original noisy frame; Fig. 3(d)–(f) presents the output of noise
removal on the image using median filtering. Figure 3(g)–(i) has extracted foreground
region result using background subtractions; while finally, Figs. 3(j)–(l) presents the
image detection region with the red part showing the suspicious suddenly breaking into
a run compared with the labelled ground truth. To further ascertain the performance of
the proposed model, the proposed approach is compared with other detection models
(such as optical flow, andGoogleLeNet CNNs) to detect suspicious behavioural patterns.
This is done by conducting a quantitative experiment using a cross-validation technique
of 90% for training and 10% for testing. The confusion matrix for suspicious suddenly
breaking into a run see Fig. 4(a)–(d).
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Fig. 3. Visual inspection of suspicious suddenly breaking into a run from cameras

Fig. 4. Confusion matrix for suspicious suddenly breaking into a run using Optical flow,
GoogleLeNet CNNs, CNN with Pixel-based extraction, and the proposed model

Figure 4(a)–(d) depict the confusion matrix for detection of suspicious suddenly
breaking into a run using three different models with the proposed model. Furthermore,
the summary of model performance used compared with the proposed model in terms
of recall, precision, F1-score, and accuracy is shown in Table 3.

Table 3. Summary of performance metrics on conventional techniques

Models Recall Precision FPR F1-score Accuracy (%)

Optical flow 0.9368 0.7593 0.4202 0.83887 78.89

GoogleLeNet CNNs 0.9442 0.7318 0.5676 0.8245 75.04

CNN with pixel 0.8748 0.7436 0.4481 0.8039 74.49

Proposed model 0.9543 0.9781 0.0734 0.9661 94.81

Table 3 produces optical Flow with a recall of 0.9368; for GoogleLeNet CNNs it is
0.9442, and the proposed model is 0.9543. The precision of optical Flow, GoogleLeNet
CNNs, and the proposed model are found to be 0.7593, 0.7318, and 0.9781, respec-
tively. The accuracy of optical Flow is 0.7889, the GoogleLeNet CNNs is 0.7504, and
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the proposed model is 94.81%. It is worth noting that the high detection accuracy in
the proposed technique on the real-life dataset compared with other detection models
was due to the feature engineering and quality noise removal characteristics of median
filtering and CNN, which are used during the detection process.

4.3 Experiment 2: Benchmarking Popular Publicly Available UMN Video
Dataset for Detection of Suddenly Breaking into a Run

The intention here is to determine whether the proposed model can detect suspicious
suddenly breaking into a run. For the visual result of the proposed model, see Fig. 5

Fig. 5. Visual inspection of a sudden breaking into a run

Figure 5(a)–(c) consists of the original noisy suspicious behavioural frame; Fig. 5(d)–
(f) presents the output of noise removal median filtering which removes the environmen-
tal noise on the image frames. Figure 5(g)–(i) presents the extracted foreground output
obtained using background subtraction. Figure 5(j)–(l) presents the result of detection
regions. The red highlight indicates the suspicious suddenly breaking into a run detected
in the image frame. To further ascertain the performance of the proposed model, the
proposed approach is compared with other detection models by using a similar cross-
validation technique as in experiment 1. The confusion matrix for suspicious suddenly
breaking into a run see Fig. 6(a)–(d).

Figures 6(a)–(d) depict the confusion matrix for detection of suspicious suddenly
breaking into a run using four different models. The summary of model performance
used compared with the proposed model in terms of recall, precision, F1-score, and
accuracy is shown in Table 4.

Considering all the metrics used for comparison in Table 4, one can observe that the
proposed model consistently outperforms other models. These results show that using
feature engineering with CNN can improve overall suspicious detection in a crowded
environment. For example, one can observe an increase in accuracy by 0.2–0.31% across
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Fig. 6. Confusion matrix using Optical flow, GoogleLeNet CNNs, CNN with Pixel-based
extraction, and the proposed model on the UMN dataset

Table 4. Summary of performance metrics on conventional techniques

Models Recall Precision FPR F1-score Accuracy (%)

Optical flow 0.8865 0.6786 0.4306 0.8389 72.99

GoogleLeNet CNNs 0.7835 0.5802 0.5158 0.8245 62.68

CNN with pixel 0.8811 0.6604 0.4464 0.8069 74.88

Proposed model 0.9502 0.9632 0.1140 0.9661 93.47

different detection models. This result attests to the proposed model of feature engineer-
ing and quality noise removal being suited to use for the detection of suspicious activities
in crowded scenes.

5 Conclusion

Early detection of suspicious behavioural pattern systems is an effective tool that can
be used to curb potential security threats. Nonetheless, detecting suspicious patterns
in a crowded environment has proven to be a difficult problem due to the shortfall of
revealing adequate suspicious behavioural patterns most especially in a noisy image
frame. The classical techniques and most current practices on campuses rely heavily on
surveillance cameras monitored by humans, often leading to misinterpretation of events.
This research develops a computer vision framework based on feature engineering and
a convolutional neural network model based on deep learning, to address the delays of
revealing suspicious behavioural patterns to security operatives. Experimental evalua-
tions of the proposed model were conducted on both real-life and publicly available
datasets; benchmarked with other related detection methods (see Tables 3–4), indicating
that the proposedmodelwas able to accurately detect suspicious behavioural patterns and
outperform other popular detection models. Future work can find possible interactions
between the crime types/trends at various locations.
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Abstract. Violence has always been part of humanity, however, there
are different types of violence, with physical violence being the most
recurrent in our daily lives. This type of violence increasingly affects
many people’s lives, so it is essential to try to combat violence. In recent
years, human action recognition has been extensively studied, but mainly
in video, an important computer vision area. Audio appears as a factor
capable of circumventing these problems. Audio sensors can be omni-
directional, requiring less processing power and hardware and software
performance when compared to the video. The audio can represent emo-
tions. It is not affected by lighting or temperature problems, nor does
it need to be at a favourable angle to capture the intended information.
That said, audio is seen as the best way to recognize violence, applied
with Machine Learning/Deep Learning/Transfer Learning techniques. In
this paper we test a Convolutional Neural Network (CNN), a ResNet50,
VGG16 and VGG19, in order to classify audios. Later we see that CNN
obtains the best results, with a 92.44% accuracy in the test set. ResNet50
was the worst model used, obtaining an 86.34% accuracy. For the VGG
models, both show a good potential but did not get better results than
CNN.

Keywords: Audio violence detection · Deep learning · Transfer
learning · Audio action recognition

1 Introduction

In 2020, 66408 cases were reported to the Portuguese Association for Victim
Support (APAV- Associação Portuguesa de Apoio à Vı́tima), of which 31% cor-
respond to ‘crimes and other forms of violence’ (it is a category in the study). Of
these 31%, 94% represent acts of violence against people [1]. The detection and
recognition of violence have been areas of research interest, mainly in surveil-
lance. The main objective of detecting and recognizing violence is to carry it
out automatically and in real time, in order to be able to provide assistance to
victims in a timely manner [2].
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Violence has always been part of humanity, and it can be expressed in dif-
ferent ways. The fact that there are different ways of practicing violence, means
that it has to be reduced in society. One of the types that is more present in
society is domestic violence. Domestic violence is then recognized as a serious
public health problem, which can not only cause physical harm to the victim, as
well as mental harm to the victim [3,4].

When talking about violence detection, it is mainly associated with detecting
violence through the video. However, capturing video requires great capacity
and performance of hardware and software. Another method that can be used
to violence detection is with the use of audio, as it can be identified and/or
classified through machine learning (ML) [5]. Audio can be easily captured by
microphones. These sensors are very powerful and can capture human behavior
and emotions. Thus, a good representation of audio is critical to complement
and prove the video classification [6,7].

Audio plays a critical role in understanding the environment around us, con-
taining information that visual data cannot represent. Hence, its analysis is
important, since, when analyzing the content of audio, it is possible to interpret
the medium in which it was captured or its present situation. After analysing
the importance of audio for understanding and environment, it is interesting
that this can be used to build systems capable of automatically detecting and
recognizing violence [3,8].

In this way, we find that automatic audio classification is a growing research
area, with results that allow its application in real cases. The study and classifi-
cation of audio can be very important for the resolution of several issues, namely
in the detection of violence, where one can recognize whether the environment,
in which a particular person is inserted, is in any way prone to violence or not.
For that, we propose the use of deep learning (DL)/transfer learning (TL) to
classify the audios in terms of violence or not.

The paper is organized as follows: next section presents the Literature Review
with explanations of recognition og Human Actions, audio vs video, audio repre-
sentation, and dataset. Section 3 described the dataset where it was explained the
preprocessing, while Sect. 4, Experiments, describe the models of deep learning
used and training details of the experiments. Section 5, present the results and
the discussion. Finally, Sect. 6 concludes this work with some future directions.

2 Literature Review

This literature review begins with the explanations of recognition of Human
Actions and the difference between action predictions and action recognition.
Then some difference between audio and video is described. Following it analyses
the audio representation as well as the different methods. Finally, it presents
some existing public datasets.
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Fig. 1. Classification of human actions, where a) represents an action recognition, and
b) represents a prediction of an action. All rights belong to DarrenLevyOfficial [19]

2.1 Recognition of Human Actions

In the last decade, the analysis of human movement and recognition of actions
have been extensively studied by researchers [2,3,3,6,9].

All human actions are done with some purpose. For example, to complete a
physical exercise, the person interacts and responds with the environment using
legs, arms, hands, etc. One of the biggest goals of artificial intelligence is to build
a machine capable of understanding actions and human interactions.

As technological advances increase, it is becoming possible to develop
machines capable of understanding human actions. There are two cores topic,
which are: action prediction, trying to predict the human action using data that
do not correspond to the totality of the action; and action recognition, which
tries to recognize/classify the action using data regarding the total execution of
the action [9].

Action prediction focuses on the future state. Often, machines cannot wait
for the execution of total action before acting, so it’s important that they are able
to predic whether we will be facing a risky action [9], using the data collected so
far, that could put people’se lives at risk. For example, trying to predict that a
robbery will occur, in order to prevent or contain it as soon as possible, as can
be seen in Fig. 1b, the passenger, dressed in black, extends his hand around the
driver, and not having the complete action, you can only try to predict what
will happen next, in this case it was an assault on the driver.

Action recognition attemps to identify human action based on data that rep-
resent the action in its entirety. One of the biggest problems with recognizing
human actions is the detection of violence. As the Fig. 1a illustrates, the pre-
viously mentioned scene of the robbery is already complete, so we can try to
recognize what the action is, which in this case this recognition would say that
it was a robbery.

2.2 Audio vs Video

The signal produced by the sound of an audio contains information that visual
data cannot represent [3].

Audio sensors (microphones) have very interesting particularities, to which
video sensors (cameras) cannot compete. When detecting violence through audio,
the need for bandwidth, storage, and computational resources are much lower
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then when compared to video [14]. This is due to the fact that audio is one-
dimensional (time), unlike video which is three-dimensional (width × height ×
time), and this allows for a greater number of audio sensors (since its cheaper
per unit) and also having a more complex signal processing due to requiring less
computing resources. Cameras have a limited angular field of view, while the
microphones are omnidirectional, this allowing a spherical field of view. Audio
sensors do not have problems with lighting and temperatures, so the audio to
be processed is not affected. A video, by itself alone, cannot represent informa-
tion such as screams, explosions, words of abuse, or emotions [6]. Audio event
acquisition is better because the audio wave length is longer and many surfaces
allow reflections of acoustic waves, so obstacle in the way can be bypassed [14].

However, audio also has its problems, and sometimes these are difficult to
avoid. Some of these problems are: there may be an overlap of several audios,
for example a song that is in the background, which can affect the classification
of the audio, when there is multipath propagation that results in an echo, and
if the microphone is far from the audio we want to capture, it makes it harder
to understand what kind of environment this one was captured [6].

The main problem, regarding any type of data capture, is due to privacy.
The capture of images or audio raises very important ethical issues, which can
lead to some debates about whether it is correct or not, but, as there is no other
form of surveillance, this was put aside for the continuation of the study and it
will be used audio.

2.3 Audio Representation

The audio can be represented, so that it can be interpreted by the human being.
The main idea is in taking the audio signal and converting it into a visual image.
These images, generated from the audio, can then be used to extract features
from them, either by hand, or fed directly to a DL/TL classifier, as there are
classifiers that can learn and extract features [15].

There are some methods that can be used to create this images (spectro-
grams), that represent the audio, and some are: Short-Time Fourier Transform,
Chromagram, Mel-Spectrogram [14]. As we will only be using mel-spectrograms,
this will be the only to be explained.

A Mel-spectrogram is a spectrogram whose y-axis has been applied a mel
scale. For this to be obtained, some steps have to be fulfilled. These are [16]:

1. Divide the audio into fixed-size windows, with a smaller hop size between
windows than division size.

2. For each window, apply Fast Fourier Transform to move from the time
domain to the frequency domain.

3. Take the frequency spectrum, originated in the previous step, and apply mel
scale.

4. For each window, decompose the magnitude of the signal and its components,
corresponding to the frequencies from the mel scale.
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Fig. 2. Representation of a mel-spectrogram.

The Mel-spectrogram, over time (x-axis), shows successive frequencies (y-
axis), as well as the different amplitudes (colors, measured in dB) for each
instant, as can be seen in the Fig. 2.

2.4 Public Datasets

To find a dataset with audios involving violence or not, is really hard. But there
are some datasets that are worth mentioned.

The Real Life Violence Situations dataset (RLVS) has 2000 videos. 1000
videos are classified as violence videos and the other 1000 are classified as non-
violence videos. These videos were extracted from YouTube. The violent videos
are extracted from many environments like prisons, streets, schools, etc., and the
non violent videos represent different human actions like sports, eating, walking,
etc. This dataset includes a wide variety of race, gender and age. Some of the
videos, that the dataset contains, have no sound, and resolution can go from
480p to 720p (indoor or outdoor environments) [11].

NTU CCTV-Fights dataset has 1000 videos, some without sound, taken from
YouTube. The actions in this dataset, goes from pushing, to kicking, fighting,
pulling, among others. The dataset is divided into CCTV, which are videos
captured by surveillance cameras, and NON-CCTV, which are videos capture
by dash-cams, cell phone cameras, drones and helicopters. The CCTV group
consists of 280 files, which include different types of fights, ranging from 5 s to
12 min, 8.54 h in total. The NON-CCTV group has 720 videos, ranging from 3 s
to 7 min, giving a total of 9.13 h of videos [12].

XD-Violence dataset, contains 4754 videos, not all of them contain audio,
these videos are divided into two categories, violence with 2405 videos and 2349
without violence, giving a total of 217 h in videos. Videos marked with violence
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can be further distinguished between six different types of violence, which are:
abuse, car accident, explosion, fight, riot and shooting. Each video of violence
can also contain between 1 and 3 labels inclusive, and the order of the labels
corresponds to the importance they have for the different events during the
video. The videos in this dataset are clips from movies, cartoons, video games,
news, sports, music, fitness, live scenes (captured by surveillance cameras, people
recording with cell phone, etc.), etc. [13].

3 Dataset

The dataset is required in order to evaluate the models implemented, but
no dataset was found that contained the specific restrictions. So, a group of
researchers created their own dataset, making all the recording of all the scences
of violence, and non violence, inside a car with people who are not actors and
during the pandemic. The dataset consist in videos, all of them have sound, and
they represent 20 different scenarios. From that 20 different scenarios, 12 of them
have violence included and the other 8 only contain non violence. Violence sce-
narios are: push and punch, three fight scenarios (one is only push, and the other
two are real fighting), discussion and one person strangles another, discussion
and slap, two scenarios involving sexual harassment, three scenarios involving
robbery (using knife or gun), and lastly, one person forcing to see the phone
of another. Non violence scenarios are: people hug each other, two scenarios
involving taking photos, one person fix the hair and the other sleeps, one person
sneezes and the other reads a book, one person yawns and the other listens to
music, one person answers a call and the other coughs and uses a notebook, and
lastly, one person writes something and the other uses alcohol gel. Each scenario
was recorded with 16 different pairs of actors. Some scenes contain the use of
objects as well.

3.1 Preprocessing the Dataset

The dataset had 795 violence videos and 494 non-violence videos. The next step
was to go through each of these files and convert them to mp3 files, once that
it is only necessary the audio of them. For this, a python script was created
that traverses the folders and, with the use of a python library called moviepy1

converts mp4 and MOV files to mp3. Due to the existence of very large non-
violent audio files, it was decided that, for all those that had more than 40 s,
they would be divided in half, using a python library called pydub2 thus creating
a new entry in the dataset. As for the audios of violence, these were generally
longer than non-violence, and had the problem that, for the most part, the first
10 to 25 s did not contain violence. So, the solution was to analyze audio by
audio and see when violence started, and using the pydub library it was possible

1 Biblioteca moviepy https://github.com/Zulko/moviepy.
2 Biblioteca pydub https://github.com/jiaaro/pydub.

https://github.com/Zulko/moviepy
https://github.com/jiaaro/pydub
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to split the audio into two audios, in which the first corresponds to non-violence
and the second to violence. There were also some audios that did not contain
any content, this could be because they accidentally recorded it or because they
didn’t know it was recording, and these were all removed, thus giving a total
of 1175 non-violence and 755 violence audios. After all this process, the non-
violence audios were analyzed again to see which ones could be removed in order
to balance the dataset. The result was a dataset with 860 non-violence audios
and 755 violence audios. The next step was to go to the RLVS dataset and see
the violence audios that could be inserted to balance the dataset. We got 105
violent videos from the RLVS dataset, and these were converted to audio and
added to the final dataset, giving us a total of 860 non-violence audios and 860
violence audios. The last thing to do was to loop through all the audios and
create a mel spectrogram of each audio, using the python library called librosa3

to be fed into the deep learning models. Finally, the dataset was then divided
into 80% for training and 20% for testing. The training folder contains 1376 mel
spectrograms, of which, 688 correspond to non violence mel spectrograms and
688 violence mel spectrograms. In the test folder there are a total of 344 mel
spectrograms, and of these, 172 are non violence and 172 are violence.

4 Experiment

In this section we are going to present the experiments that we did. Starting with
the presentation of the models that were tested, in Subsect. 4.1. Later in this
section, we present all the training details regarding our networks implemented,
and refering the conditions where the models were trained, in the Subsect. 4.2.

4.1 Deep Learning Models

In this subsection we present the four models that have been used, the reason
is that they are some of the most used in the literature [14]. The models that
we have applied are: Convolutional Neural Network (CNN), ResNet50, VGG16
e VGG19.

Convolutional Neural Network is a deep learning model that is focused on
image classification. This neural network, with sufficient training, can learn fea-
tures that are present in the images, and is able to capture spatial and temporal
dependencies, in an image, by applying relevant filters. The architecture, of a
CNN, was inspired by the connection of neurons in the human brain [17].

Residual Network (ResNet) was developed to resolve the vanishing gradient
problem by skipping layers with identity functions. ResNet can have multiple
network depths and the depth is followed by their name, for example the one we
use is ResNet50 which means that it has depth 50 [10].

3 Biblioteca librosa https://librosa.org/doc/latest/index.html.

https://librosa.org/doc/latest/index.html
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VGG, meaning Visual Geometry Group, is a deep CNN architecture with
multiple layers. The deep refers to the number of layers they have. This is a
transfer learning model, used for the classification of images, and it was trained
using the ImageNet dataset [18]. We used two implementations of VGG, which
are VGG16 and VGG19, the first has 16 convolutional layers and the last one
has 19 convolutional layers, and these convolutional layers are used to extract
features from the images [18].

To prepare for the algorithms, the train part of the dataset was divided,
randomly, into train and validation. So 20% of the train folder will be for vali-
dation, which means that we have 1102 for the training part and 274 images for
the validation part. Each class has the same quantity of images.

4.2 Training Details

All the networks were fed with only the images, using the dataset presented in
the Sect. 3.1. The images are mel spectrograms of the audio in itself, and we
never fed the networks with audio.

During the experiments, the CNN network was trained for 600 epochs, and
ResNet50, VGG16 and VGG19 were trained for 35 epochs. As for CNN, the
learning rate used was 0.01 and for ResNet50, VGG16 and VGG19, the learning
rated applied was 0.001. All the models were trained on desktop with a NVIDIA
GeForce GTX 1070 Ti GPU, 16 Gb of RAM, and has an AMD Ryzen 5 2600
processor.

Each model has the same callbacks. EarlyStopping callback that is checking
validation loss and has a patience of 10, ModelCheckpoint to save the weights
and is checking validation loss aswell, and last ReduceLROnPlateau to reduce
learning rate when a metric has stopped improving, checking validation loss with
a patience of 20 and a factor of 0.1.

Table 1 shows all the training parameters applied.

Table 1. Training details for every trained model.

Model Optimizer Learning rate Epochs

CNN Adam 0.01 600

ResNet50 Adamax 0.001 35

VGG16 Adamax 0.001 35

VGG19 Adamax 0.001 35

5 Results and Discussion

Before talking about results, we need to say that this study is limited to the 20
different scenarios used (recorded inside a car) and we didn’t try this approach
with another type of scenarios like violence in the street.
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In Fig. 3, for each model we present two graphs, the first one is for the accu-
racy curve, and the second one is to analyze the loss curve. In all the graphs, the
orange line represents the train set, and blue line is the validation set. Analyzing
the loss curve, can give us an idea of how the model is learning, and if the model
is underfitting or overfitting.

As shown in Fig. 3, the accuracy, for the train set and validation set, are
close to each other in all models, except in the ResNet50 model. In ResNet50,
validation set takes a much higher accuracy than the training set. As for the loss,
it follows the same principle, where ResNet50 is the only model that have a much
higher difference in training loss and validation loss. EarlyStopping callback,
CNN only trained for 36 epochs.

The Fig. 3 also shows that validation accuracy, in the CNN, almost did not
improve during every epoch, and it also had a similar behaviour compared to
VGG16. With that said, the validation loss, in CNN, did not decrease during
every epoch.

Table 2 shows the best accuracy obtained for every model, in the train set,
validation set and test set. The model that obtained best accuracy in the train
set was VGG16, in validation set the best model was VGG9 and for the test set
was the CNN.

This results show that CNN had the best results so far, and ResNet50 may
be to much complex for the problem to solve. As for the VGG, both VGG16 and
VGG19 show good potential.

Table 2. Best accuracy results in every model.

Model Train Validation Test

CNN 92.83 94.16 92.44

ResNet50 87.02 91.97 86.34

VGG16 95.01 93.43 90.41

VGG19 93.74 94.89 90.41
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Fig. 3. Accuracy curve, on the left, and loss curve, on the right. Orange line is train set
and blue line is validation set. a) and b) represent the use of CNN, c) and d) the use
of ResNet, e) and f) model VGG16, and, g) and h) the VGG19. (Color figure online)
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6 Conclusion

We have created a dataset with twenty different scenarios, twelve of them have
violence included, and the other eight don’t. Each scenario was recorded with
sixteen different pairs of actors. Some scenes contain the use of objects as well.

Following previous work in the literature, we have used the Mel-spectrogram
method for represented the audio signal. Next, we have made an extensible
experience using four different deep learning models to classify violence based
on the audio signal. These models were CNN, ResNet50, VGG16, and VGG19.

The results show that CNN had the best results so far, and ResNet50 may
be to much complex for the problem to solve. As for the VGG, both VGG16 and
VGG19 show promising prospects.

In future work is necessary to apply this models to public dataset and com-
pare the audio violence recognition results.

Acknowledgments. This work is supported by: FCT Fundação para a Ciência e
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Abstract. Despite technological and clinical improvements, heart dis-
ease remains one of the leading causes of death worldwide. A significant
shift in the paradigm would be for medical teams to be able to accurately
identify, at an early stage, whether a patient is at risk of developing or
having heart disease, using data from their health records paired with
Data Mining tools. As a result, the goal of this research is to determine
whether a patient has a cardiac condition by using Data Mining methods
and patient information to aid in the construction of a Clinical Decision
Support System. With this purpose, we use the CRISP-DM technique to
try to forecast the occurrence of cardiac disorders. The greatest results
were obtained utilizing the Random Forest technique and the Percent-
age Split sampling method with a 66% training rate. Other approaches,
such as Näıve Bayes, J48, and Sequential Minimal Optimization, also
produced excellent results.

Keywords: Heart disease · Classification · Data mining · Machine
learning · Decision support systems

1 Introduction

A “heart disease” is a catch-all term for a wide range of conditions that affect
the structure and function of the heart. It is important to remember that all
heart diseases are Cardiovascular Diseases, but not all CVDs are heart diseases.
Coronary heart disease is the most common type of heart disease, killing 360.900
people in 2019. Heart disease is the leading cause of death in the United States
for men, women, and people of most racial and ethnic groups [1,2].

Every year, approximately 659.000 people in the United States die from heart
disease, accounting for one out of every four deaths. In the United States, some-
one dies from cardiovascular disease every 36 s, and someone has a heart attack
every 40 s. In terms of costs, heart disease cost the United States approximately
$363 billion per year between 2016 and 2017 [2].

Focusing now on CVDs, which involve not only the heart but also the blood
vessels, these were responsible for an estimated 17.9 million deaths in 2019,
accounting for 32% of all global deaths, and remain the leading cause of death
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globally. Eighty-five percent of these deaths were caused by heart attacks and
strokes (cerebrovascular diseases). Tobacco use, unhealthy diet and obesity, phys-
ical inactivity, harmful use of alcohol, diabetes, high blood pressure, and others
are all risk factors for CVDs that should be considered when performing patients’
exams [3,4].

Because heart diseases claim so many lives each year and cost so much money
to countries, it is critical to keep track of people’s health in order to make an
accurate diagnosis or choose the best treatment available.

This is where Machine Learning (ML) and Data Mining (DM), two features
that have revolutionized the Decision Support Systems paradigm in Healthcare,
come into play. There are Knowledge-Based Clinical Decision Support Systems
(CDSS), which are typically divided into three components: the knowledge base,
the inference or reasoning engine, and Non-knowledge-Based CDSS, which use
ML to allow the computer to learn from previous experiences or recognize pat-
terns in clinical data [5].

The primary goal of this paper is to determine the presence or absence of a
heart disease in patients using data collected from their clinical records and any
hidden knowledge they may have. To be successful, the current work required
some prior research on this theme as well as existing work on it, as well as
familiarity with the CRISP-DM methodology.

2 State of the Art

Since heart diseases have such a big impact in today’s society, many are the
studies around this theme and around DM techniques allied to Clinical Decision
Support Systems. Therefore, in this section, a few studies will be mentioned in
order to give the reader a better understanding of what already as been done
and studied and the background which inspired this paper.

Pattekari et al. developed a prototype Heart Disease Prediction System using
Näıve Bayesian Classification technique and defended that this was the most
effective model to predict patients with heart disease. The data source was linked
to questionnaires that contemplated many attributes that will be taken into
consideration in this paper, such as age, sex, blood pressure, blood sugar, and
others. In fact, these medical profiles could predict the likelihood of patients
getting a heart disease because they enabled significant relationships between
medical factors related to heart disease to be established [6].

Esfahani et al. used a new DM technique for cardiovascular disease detection
which consisted in a fusion strategy of the three best classifiers in terms of the
result achieved on the F-Measure value. Therefore, Neural Network, Rough Set
and Näıve Bayes were combined by a weighted majority vote and achieved an
F-Measure of 86.8%, a better result than when comparing with the F-Measure
values of each classifier independently (Neural Network alone achieved an F-
Measure of 86.1%, Rough Set achieved 85.7% and Näıve Bayes with 84.6%) [7].

Abdullah and Rajalaxmi developed a DM model using Random Forest Clas-
sifier in order to improve not only the prediction accuracy, but also, in order to
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investigate some events related to (Coronary) Heart Disease. The results showed
that this classification was successful in terms of predicting the events and the
risk factors related to it and even had better results when compared to Decision
Trees, used in other similar studies [8].

Almustafa performed a comparative analysis of different classifiers for the
classification of a heart disease dataset for positive and negative diagnosed par-
ticipants and the results ended up being very promising in terms of accuracy
for the K-NN (K=1), Decision Tree J48 and JRip classifiers when compared to
others, mentioned earlier, such as Näıve Bayes and SVM [9].

Martins et al. also mentioned in their study that not all metrics had the same
importance and that realizing if a patient was correctly diagnosed with CVD
(precision) and the amount of diseased patients who were correctly predicted
(sensitivity) were more relevant than knowing the amount, of all the patients,
who were correctly labeled (accuracy) and the amount of healthy people who
were predicted as being healthy (specificity). A threshold was also defined as the
combination of the four metrics mentioned, in order to filter the most suitable
models [10].

3 Data Mining Approach

The main aim of this study was to develop a solution that would be able to
predict the presence of a heart disease in patients through knowledge hidden in
their medical records. Indeed this is extremely important due to the problematic
in question and because of the impact it has in people’s lives and in Healthcare
systems globally. In order to conduct this study, WEKA software was used.

In order to achieve such results, the starting point of this work was the
CRISP-DM methodology. This methodology counts with a flexible sequence of
six phases, such as Business Understanding, Data Understanding, Data Prepa-
ration, Modeling, Evaluation and Deployment. All this phases allowed the con-
struction of a DM model to be later used and to deal with the real world prob-
lems, in this case, related to the prediction of heart diseases. An overview rep-
resentation of the steps in this work is presented in Fig. 1.

3.1 Heart Disease Dataset

The dataset used to develop this work was the result of the combination of
5 different datasets over the common features already available independently
[11]. The total number of observations was 1190, however, since there were 272
duplicated observations, the final dataset only counted with 918 observations.
Table 1 presents a brief description of the dataset’s attributes and the Table 2
counts with an analysis of the same attributes. There were no missing values.
Adding to this, the distribution of the class if of 44,7% with no presence of heart
desiease, i.e. normal individuals, and 55,3% with presence of heart disease, i.e.
not normal. This indicates that the dataset is well balanced.
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Fig. 1. Overview of the steps in this study.

Table 1. Attribute Description of Heart Disease Dataset

No. Attribute Type Description

1 Age Numeric Age of patient [years]

2 Sex Nominal Sex of patient [M: male; F: female]

3 ChestPainType Nominal [TA: Typical Angina; ATA: Atypical
Angina; NAP: Non-Anginal Pain; ASY:
Asymptomatic]

4 RestingBP Numeric Resting blood pressure [mm Hg]

5 Cholesterol Numeric Serum cholesterol [mm/dl]

6 FastingBS Nominal Fasting blood sugar [1: if FastingBS
>120 mg/dl; 0: otherwise]

7 RestingECG Nominal Results [Normal; ST: ST-T wave
abnormality, LHV: probable/definite left
ventricular hypertrophy]

8 MaxHR Numeric Maximum heart rate achieved [Numeric
value between 60 and 202]

9 ExerciseAngina Nominal Exercise-induced angina [Y: Yes; N: No]

10 Oldpeak Numeric ST [Numeric value measured in depression]

11 ST Slope Nominal The slope of the peak exercise ST segment
[Up: upsloping; Flat; Down: downsloping]

12 HeartDisease Nominal Output class [1: heart disease; 0: normal]
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Table 2. Attribute Analysis of Heart Disease Dataset

No. Unique Distinct Max/Most Min/Least Average Deviation Distribution

1 3 50 77 28 53.511 9.433 –

2 0 2 – – – – M (79%); F (21%)

3 0 4 ASY TA – – ASY (54%); NAP (22.1%);

ATA (18.8%); TA (5%)

4 14 67 200 0 132.397 18.514 –

5 66 222 603 0 198.8 109.384 –

6 0 2 – – – – 0 (76.7%); 1 (23.3%)

7 0 3 Normal ST – – Normal (60.1%); LVH (20.5%);

ST (19.4%)

8 19 119 202 60 136.809 25.460 –

9 0 2 – – – – N (59.6%); P (40.4%)

10 15 53 −2.6 6.2 0.887 1.067 –

11 0 3 Flat Down – – Flat (50.1%); Up (43%); Down

(6.9%)

12 0 2 – – – – 1 (55.3%); 0 (44.7%)

3.2 Data Preparation

In this step, there was a need to prepare and clean the data by eliminating dupli-
cated data, removing outliers, dealing with missing values and other inconsisten-
cies. As mentioned previously in the Data Understanding stage, this dataset had
no missing values and the duplicated data had already been removed. Adding
to that, no inconsistencies were found, therefore, the main focus was detect-
ing outliers using WEKA’s InterquartileRange filter and then eliminating these
instances.

3.3 Modeling

With the data already prepared, it was possible, in this stage, to define the
Data Mining Model (DMM). DMM can be described through a few aspects such
as the type of approach (A), the set of scenarios considered (S), the chosen
DM techniques (DMT), the sampling methods used (SM), the data approaches
followed (DA) and finally the target variable (T). The number of generated
simulations can be calculated using Eq. 1 [12].

DMMn = Af × Si ×DMTy × SMc ×DAb × Tt (1)

For this work it was defined that:

– A = {Classification}
– T = {HeartDisease}
– S = {S1, S2}
– DMT = {Näıve Bayes (NB), Sequential Minimal Optimization (SMO), Ran-

domForest (RF), JRip, J48, IBk, MultilayerPerceptron (MP)}
– SM = {Cross-validation 10 Folds, Percentage Split 66%}
– DA = {Without Oversampling and Undersampling}
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Where:

– S1 = {all attributes}
– S2 = {Age, Sex, ChestPainType, Cholesterol, MaxHR, ExerciseAngina, Old-

peak, St Slope, HeartDisease}
Therefore, and having Eq. 1 in mind, 28 simulations were generated (1 [A] ×

1 [T] × 2 [S] × 7 [DMT] × 2 [SM] × 1 [DA]).
In order to generate S2, WEKA’s supervised filter AttributeSelection (Cfs-

SubsetEval) was used. This filter is responsible for selecting only the most rel-
evant attributes and, therefore, reducing the number of attributes that have to
be analyzed.

The DMT chosen were NB, SMO, RF, JRip, J48, IBk and MP. This way
it would be possible to evaluate which of the DTMs mentioned in the different
papers previously worked best for this situation.

The SM used were cross validation with 10 folds and percentage split with
66%. Percentage Split is helpful for getting a fast impression of a model’s per-
formance. According to the literature, a common split value for train and test
sets is 66% to 34%. All other configurations were used as WEKA’s default.

In terms of DA and since the class was balanced, there was no need to follow
approaches such as Oversampling or Undersampling.

3.4 Evaluation

Performance metrics play a very important role at this stage, since they are
responsible for the validation of the result’s reliability obtained with the different
algorithms. The performance metrics considered in this study were:

– Accuracy: Correctly true positive (TP) classified instances. [10] In a more
practical way it is translated to the amount of patients who were correctly
labeled out of the total patients in study. This value can be obtained through
Eq. 2.

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

– Precision: It measures the classifier’s exactness. [10] It is the amount of
patients who really had heart disease out of all the labeled as having it.
Precision can be obtained with the help of Eq. 3.

Precision =
TP

TP + FP
(3)

– Sensitivity: It measures the classifier’s completeness. [10] It is the amount of
patients who were correctly predicted as having heart disease out of all the
patients who had heart disease. This value can be calculated by using Eq. 4.

Sensitivity =
TP

TP + FN
(4)
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– Specificity: Correctly true negative (TN) classified instances. The amount of
healthy patients who were predicted as so, out of all healthy patients. This
value can be obtained by using Eq. 5.

Specificity =
TN

TN + FP
(5)

Similar to what was mentioned in the related works section of this piece, even
though all these four performance metrics have a great impact and importance
for the result’s credibility, for this study and because of its Healthcare related
theme, precision and sensitivity, are the key most relevant ones. Indeed, it is
much more crucial to detect correctly a patient that has a heart disease when
compared to a healthy patient who was wrongly labeled as a carrier of a heart
disease, simply because the wrong diagnosis in one might be fatal and in the
other, at least most of the time, isn’t.

The best values for accuracy, sensitivity, specificity and precision, according
to each technique used, are presented in terms of percentage in Table 3.

Despite these individual best values, it was of interest to find the best overall
results and, therefore, a threshold was defined. The best results to be considered
would be those that had all the performance metrics above the average, that
contemplated the 28 simulations, of each performance metric. In a more practical
way, the only situations to achieve the title of overall best results would be those
that had an accuracy >85,7%, a sensitivity >87,7%, a specificity >83,1% and
lastly a precision >85,6%. However, because JRip and IBk did not achieve very
good results when compared to others, the average for each metric decreased
and 11 out of the 28 situations had its metrics above the conditions previously
mentioned.

In order to reduce this number and do a better filtering, out of these 11
best situations, an average was calculated for the 4 performance metrics of each
situation. The top 5 best results of these averages determined the top 5 overall
best results which are represented in Table 4.

Since it was mentioned before that the key most relevant performance metrics
were precision and sensitivity, another variation of this filtering was done. While
calculating the average, the weight of these parameters was duplicated, in other
words, they were considered twice, in order to represent its’ importance. Despite
this new filtering, the top 5 best results did not change, only the positions in this
ranking did, with No.2 switching positions with No. 3 and No.4 switching with
No.5, as it is possible to observe when comparing the results between Table 4
and Table 5.
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Table 3. Best values for each performance metric according to each technique

DM Technique Scenario Sampling method Accuracy Sensitivity Specificity Precision

Näıve Bayes S2 Percentage split 88,1 – 87,3 –

S1 – 90,4 – 88,7

Random Forest S1 Percentage split 90,4 93,8 85,8 90,4

S2 – – –

SMO S1 Percentage split 89,1 90,4 87,3 89,1

JRip S2 Percentage split 85,5 91,0 – 85,6

Cross validation – – 80,4 –

J48 S1 Percentage split 90,0 93,2 85,8 90,1

IBk S1 Percentage split 85,5 85,9 85,1 85,6

MultilayerPerceptron S2 Percentage split 87,5 89,8 84,3 87,4

Table 4. Top 5 overall and above threshold results unconsidering the importance of
each metric

No. DM technique Scenario Sampling method Metrics’

average

Accuracy Sensitivity Specificity Precision

1 Random Forest S1 Percentage split 0,913 0,904 0,938 0,858 0,904

2 J48 S1 Percentage split 0,902 0,887 0,904 0,866 0,887

3 Näıve Baye S1 Percentage split 0,897 0,900 0,932 0,858 0,901

4 SMO S1 Percentage split 0,892 0.881 0.887 0.873 0,881

5 Näıve Baye S2 Percentage split 0,890 0,891 0,904 0,873 0,891

Table 5. Top 5 overall and above threshold results considering the importance of each
metric

No. DM technique Scenario Sampling method Metrics’ average

1 Random Forest S1 Percentage split 0,911

2 Näıve Bayes S1 Percentage split 0,897

3 J48 S1 Percentage split 0,896

4 Näıve Bayes S2 Percentage split 0,893

5 SMO S1 Percentage split 0,890

4 Discussion and Contributions

In this study, we evaluated the possibility of determining the presence of cardiac
disease by employing data mining. For this purpose, the CRISP-DM method-
ology was followed, and WEKA software was used. Two scenarios were evalu-
ated, one where all attributes were taken into account (S1) and the other where
attribute selection was performed using WEKA software (S2).

The CfsSubsetEval evaluator assessed feature selection in S2 provided nine
attributes. The method calculates each attribute’s correlation with the degree
of redundancy between the attributes, choosing the ones with the best cor-
relation. Based on the results obtained, scenario (S1), which includes all
attributes, gave the best results, unlike scenario (S2), where RestingBP, Fast-
ingBS, and RestingECG were excluded. Despite their low correlation, the
excluded attributes provided necessary information that would have improved
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the prediction accuracy of the algorithm. Based on this result, it would be recom-
mended to repeat the task using other methods of attribute selection by WEKA,
and compare their respective impacts on the accuracy prediction.

The data set was evaluated by 10-fold cross-validation and standard split-
percentage with 66% training and 34% for testing. Split-percentage showed the
best results compared to cross-validation. By Cross-validation, the dataset was
divided into ten equally sized segments. Then ten iterations took the place of
training, followed by testing, ensuring that a different segment of data was used
for testing in each iteration. Not all models were able to be evaluated by cross-
validation, and it is recommended in future work to evaluate the rest of the
methods with it. Using cross-validation, we could better understand and evaluate
the prediction accuracy and variance of the dataset in the models.

The evaluation results obtained by split percentage were positive, especially
in the S1 scenario. Random-Forest was the technique that showed better results
than the rest of the presented methods. It achieved the best overall results with
an accuracy of 90,4%, a sensitivity of 93,8%, a specificity of 85,6%, and a pre-
cision of 90,4%. NB, J48, and SMO algorithms also achieved excellent results.
The advantage of these techniques is that they are not as slow in training as the
random forest technique. In the case of larger datasets could be more beneficial
[13]. The two techniques that consistently and independently from the situation
showed the worst results when compared to others were JRip and IBk. Indeed,
JRip implements propositional rules; these are rules that follow an IF - Then
structure, and the lower results of the metrics might be an outcome of a not-
so-strong rule [14]. On the other hand, the poor results related to IBk might be
a consequence of either a lack of representation or even a not meaningful and
efficient distance measure.

5 Conclusions and Future Work

To increase the effectiveness of a heart disease diagnosis and, consequently, to
improve the patient’s quality life and also to reduce costs in the Healthcare
systems through the implementation of a Clinical Decision Support System,
different data mining techniques, sampling methods and scenarios were tested.

In this study, RF technique, through a 66% Percentage Split and using S1
achieved the best results and, therefore, should be used in the future. However,
NB, J48 and SMO also achieved great results and must be on the table for future
works and implementations. In terms of sampling methods, Percentage Split and
Cross Validation were studied, and the best results were mainly and curiously
associated with Percentage Split.

Future work can be done with a dataset closer to what would be found in
reality, in other words, with a larger dataset and also with more instances, in
order to assess the previous conclusions in terms of the best techniques and sam-
pling methods. Assessing other ways to differentiate the weights of importance of
the 4 performance metrics considered in this study can also be a field for study.
The same goes for other performance metrics that weren’t studied in this paper.
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Decision support systems are applied in different fields to support individuals and
groups, as well as to influence human behavior and decision-making. Decision support
systems are expected to facilitate decision-making while enhancing the quality of that
decision, as well as recommender systems which are expected to facilitate the choice
process to maximize the user satisfaction. In decision support and recommendation for
groups, it is important to consider the heterogeneity and conflicting preferences of its
participants. In addition, decision support and recommendation systems must have
strategies for configuring preferences and acquiring user profiles in a nonintrusive
(implicit) and time-consuming manner.

On the other hand, the acceptance and effectiveness of the hints and recommen-
dations provided by the system depends on several factors. First, they must be
appropriate for the objectives and profile of the user, but also, they must be under-
standable and supported by evidence (the user must understand why the recommen-
dation is provided and why it is good for him/her). Thus, it is necessary to provide
these systems with a mechanism that supports suggestions by means of artificial
intelligence. In this way, computational argumentation is a technique that builds upon
the natural way humans provide reasons (i.e., arguments) for which a recommendation
is suggested and should be accepted. Therefore, a system that uses these technologies
must be persuasive to obtain the desired results by influencing human behavior.

In this workshop, we aim to explore the links between decision-support, recom-
mendation, and persuasion to discuss strategies to facilitate the decision/choice process
by individuals and groups. This workshop also aims to be a discussion forum on the
latest trends and ongoing challenges in the application of artificial intelligence tech-
nologies in this area.
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Abstract. In the current context,when the tourist offers aremany andwith various
facilities, hotels and travel agencies must bring something new in their offer to
attract customers and propose them opportunities to spend their free time. In this
paper we propose a model for planning the visit of tourist objectives, which can
be used to optimize the expenses of the organizers and to satisfy as much as
possible the wishes of the clients. The model is based on the centralization of
tourists’ options at the time of hotel accommodation and then, depending on this
information and budget, it will be decidedwhich tourist attractions can be included
in the tour circuits. Weighted graphs and algorithms for generating spanning trees
in ascending order of costs were used to model these activities. This approach can
also be used for city-break or circuit tourism – to visit the main tourist attractions
in a country. For the implementation of the model, web or mobile technologies
can be used to obtain a useful and friendly computer product.

Keywords: Tourist attractions · Graph · Spanning tree · Cost of tree

1 Introduction

We live in a time where people travel a lot and are eager to visit sights. In the category
of tourist objectives there are not only museums, cathedrals, mosques, temples but also
botanical gardens, zoos, parks, stadiums and many other objectives in various fields
of activity. All these objectives can be used by tour operators, hotel managers, travel
agencies to make tourist tours.

Strategies and categories for creating tourist circuits in various geographical areas
are presented in detail in [2, 4] and [11]. In order to achieve the best possible advertising
of the tourist objectives and to ensure pleasant activities for the tourists, the circuits
must be well analyzed before the organization, in this sense important studies have
appeared, such as those in [8, 9] and [12]. The economic impact of the tourist circuits
can be particularly high because it involves transportation, trade, entertainment, public
institutions activities as it is also specified in [11].

In this paperwewill present away to plan tourist circuits usingmodeling byweighted
non-oriented graphs. The tourist objectives are nodes, and their edges are the connections
between the objectives, depending on the road access in most cases. The weights of the
edges are dependent on the time, the distance traveled and the difficulty of the route
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between the tourist objectives. Having this weighted graph we can generate all spanning
trees in ascending order of costs using specific algorithms such as those in [1, 13] and
[14]. From the generated spanning trees we select only those that fulfill the property
that they have the degree of each node at most NrD. This is equivalent to the fact that
the tourist circuit associated with the spanning tree does not contain the passing past the
same tourist objective more than NrD times. In the example in Sect. 4, NrD = 3 was
used.

In Sect. 2 we will describe the planning model, and in Sect. 3 we present the results
used to generate tourist routes. In Sect. 4 we describe an example of using the model
on some concrete situations, and in Sect. 5 we present the main aspects regarding the
implementation of the model presented in Sect. 2.

2 Planning Model

In order to plan the tourist circuits, some information is needed. This information can
be grouped into two categories:

• The tourist objectives chosen by tourists for visiting
• Costs related to visiting tourist attractions, visiting schedule, transportation costs

Fig. 1. Model for planning some tourist visits

Figure 1 shows the main components of the circuit planning model. On the left side
appear the tourists, who at the moment of arrival (for example at the accommodation)
through a mobile application or web applications noted by us with OpApp choose the
tourist objectives they want to visit. The OpApp application enters the information taken
from tourists in the DB database. After completing the tourist information process, the
data from the DB database are taken over by a generator, in Fig. 1 marked with ToRoGen
and used to build a weighted graph and generate routes with tourist objectives that
constitute the tourist circuits, they are saved in the files noted by us in the planning
model with Tourist Routes.

For the tourist circuits, the organizer can impose restrictions related to its total cost,
which can be in a range of values [Min,Max] and the number of tourist objectivesmarked
withNo. Thus, theToRoGengenerator uses from theDBdatabase the information related
to tourist objectives, distances between them, tourists’ preferences, to build a weighted
graph and the numerical valuesMin,Max,NrO necessary to generate spanning treeswith
NrO nodes and the cost in the range [Min, Max], which allow planning the objectives
of a tourist circuit.
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3 OpApp- Applicaton for Choosing Tourist Attractions

3.1 OpApp – Specifications

The application for entering data in the DB database related to tourists’ preferences
regarding the tourist objectives they want to visit can be created in several ways using
web programming or mobile programming. In all cases the application must contain
groups of tourist objectives, for example:

• Group 1: historical objectives
• Group 2: sports objectives
• Group 3: geographical objectives
• Group 4: special building objectives
• …

Each group will contain a list of touristic objectives specific to the group, from
this group the tourist chooses the tourist objectives that he wants to visit. The tourist’s
preferences are stored in the DB database together with the data necessary to identify
the tourist (for example, the room number or the email address).

In Fig. 2 are presented the components of OpApp application.

Fig. 2. Diagram of the use of the OpApp application

The groups of tourist objectives are developed one after the other in order to achieve
a selection of tourist objectives in a simple, intuitive and attractive way.

3.2 OpApp – Algorithm

Next we will present the algorithm fromwhich we start to create the OpApp application.
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ALGORITHM 1: OpApp Algorithm 
Step 1.The login data for the application are read in two strings: email and RoomNo 
Step 2.Search the database for the data from step 1 and if they are found continue with 
step 3, otherwise step 1 is repeated twice more, if you continue with incorrect data 
twice, then the application will close 
Step 3.for k =1 to Number_of_Groups do 
 Print the list of tourist objectives from group k 
 Make a selection of tourist objectives from group k 
 for i = 1, Number_Selected_obiectiv do 
  saving the ID associated to the selected tourist  
  objective in an list Sel 
 endfor 
            endfor 
Step 4.Centralized display of selected tourist attractions using Sel 
Step 5.Introduction in BD of the selected tourist objectives using the Sel list 

Remarks

• Number_of_Groups is the number of groups of tourist objectives
• Number_Selected_objectiv is the number of tourist objectives selected by the tourist
• Sel is the list with the IDs of the tourist objectives selected by the tourist

4 ToRoGen – Application for Generating Tourist Circuits

4.1 ToRoGen – Specifications

The ToRoGen application takes the necessary data from the DB database to build a
weighted graph consisting of NrO tourist attractions, which are the most requested by
tourists. To more easily implement the path generation algorithmwe will use, for storing
the weighted graph, the weight matrix. The notions in graph theory that we will use are
presented in [3, 5, 6] and [7]. Considering that the circuit can be organized only if it
contains exactly NrO tourist objectives, its total cost is between the Min and Max limits
and does not exceed more than NrD times besides the same tourist objective, we obtain
the components which are presented in Fig. 3 and detailed in Algorithm 2. NrO and NrD
are chosen by the organizers of the excursions depending on the budget and the available
time.

Using the information from the DB database related to the travel costs between the
tourist objectives (coded by 1, 2,…, NrO) is obtained the matrix of costs marked with c
= (cij) i = 1,…, NrO; j = 1,…, NrO. Each node i, i = 1, 2,…, NrO in the graph is associated
with the i-th tourist objective, and cij represents the cost of travel from i to j. Particular
cases: cii = 0, and if it is not possible to go from i to j it will be considered a very high
value for cij.

Recently, a wide variety of algorithms have been created for the generation of span-
ning trees in the ascending order of costs, as are those presented in the papers [1, 13]
and [14]. The cost of a spanning tree is the sum of the costs of its edges. Using one of
these algorithms with the cost matrix c, for each spanning tree we check if it has the cost
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Fig. 3. Diagram of components of the OpApp application

in the range [Min, Max] and the degree of each node is at most NrD, if so we use it to
store tourist circuit. In Fig. 4 we present an example of such a graph, with NrO= 6, the
edges costs being written using the color red.

Fig. 4. Example of graph with costs of the OpApp application (Color figure online)

If we consider Min= 700, Max= 1300 si NrD= 3, then a spanning tree that verifies
all of the conditions: cost in [700, 1300] and the degree of each node is at most 3 is drawn
in Fig. 5.
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Fig. 5. Spanning tree that is not a solution generated by the OpApp application

The cost of the spanning tree in Fig. 5 is 500+ 200+ 10+ 300+ 200= 1210, and
the node 6 has the highest degree, but is equal to 3.

Fig. 6. Spanning tree of the OpApp application

The cost of the spanning tree in Fig. 6 is 200 + 100 + 10 + 100 + 300 = 710. The
spanning tree in Fig. 6, even though has the cost in [700, 1300], has a node with the
degree 5 (node 6) and is not admissible.

4.2 ToRoGen – Algorithm

Using the notations from Sect. 4.1 we can write the following algorithm, based on
generating spanning trees (noted with SpTrGen algorithm) in the order of the costs.
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ALGORITHM 2: ToRoGen Algorithm 
Step 1. Read Min, Max, Nr, NrO 
Step 2. Read data from DB and build matrix c   
Step 3.Using the algorithm SpTrGen we generate trees: T1, T2, …, Tk
Step 4. for i=1 to k do 
 - we calculate the maximum degree of a node from the  

spanning tree Ti in the variable MaxD 
 - if Min ≤ cost(Ti) and cost(Ti) ≤ Max and MaxD ≤ 

NrD then 
We build and save a tourist circuit  

associated to Ti spanning tree 
endif 

             endfor 

The algorithms for generating spanning trees presented in [1, 13] and [14] have a
polynomial execution time and therefore for a maximum of 1000 tourist objectives the
execution time does not exceed one second.

4.3 SpTrGen – Algorithm

In [12], P. M. Amal s, i K.S. Ajish Kumar presents an algorithm for generating spanning
trees. This algorithm adapted to our problem is presented below.

Input.
Unoriented graph, given by n – the number of nodes, m the number of edges and m
triplets of the form (i, j, cost) representing the nodes of the edges and their cost.

Output.
Spanning trees in ascending order of costs (edges and their cost).

Data structures:
c – edge cost matrix.
apm – the class for determining an spanning trees with Prim’s algorithm.
tree – the class to create objects that hold partial trees through the vector vectors along
with their cost.
edge – class to create objects that store edges along with their cost.
all_spanning_trees – the class that generates all spanning trees.
List_of_trees – data structure that stores the trees from which the one with minimum
cost will be selected.
ST – data structure that will store spanning trees in ascending order of costs.
MST – the tree partially determined at each step of the List_of_trees.
MuSet – the set of graph edges that are not found in MST.
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ALGORITHM 3:  SpTrGen Algorithm 
Step 1. Reading input data and building the cost matrix c 
Step 2. Determining in MST a minimal cost spanning tree with Prim's algorithm and 
initializing List_of_trees, respectively ST with MST. 
Step 3. step = 1 
Step 4. As long as there are items in List_of_trees run 
- Remove MST from List_of_trees
- For each edge [i, j] that is not in MST we proceed as follows: 

-we add to the MST the edge [i, j] and thus a C cycle is formed. 
-if step = 1 we remove from C in turn a maximum cost edge with cost less 

than or equal to c [i] [j] and we get new spanning trees that we add to List_of_trees
- if step > 1 we remove from C in turn a maximum cost edge with a lower 

cost than c [i] [j] and we get new spanning  trees that we add to List_of_trees
- We determine in MST1 a tree with the lowest cost in List_of_trees 
step = step + 1
- MST = MST1 and add MST1 to ST

Step 5. Display the spanning trees in order of costs using the ST data structure 

5 Conclusions

Themodel presented in this paper can be used to create web ormobile applications and is
based on special results from graph theory.We are working on the implementation of this
model using mobile programming in Android Studio using interfaces similar to those in
[10]. We chose this option so that the tourist has at his disposal a simple mechanism for
selecting the tourist objectives and the data storage will be done in SqLite.

Another implementationoption is the one that useswebprogramming, in this case can
be use PHP scripts andMySql databases and so the organizer has the advantage, because
it can more easily enter the data regarding the tourist objectives. A future direction of
our research involves the improving generation spanning tree algorithm by prioritizing
the degree constraints.
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Abstract. To address the current burdens in the healthcare of patients with vas-
cular diseases, the Portuguese consortium of the Inno4Health project is currently
developing a remotemonitoring platform that aims to support the self-management
of patients with vascular diseases. With the continuous remote monitoring of
patients, it is intended that the platform supports both patients and health pro-
fessionals. Patients will be supported through the presentation of personalized
recommendations of activities to perform and health professionals will be sup-
ported in the clinical decision making through the presentation of meaningful
insights. As the platform is composed by several components, including monitor-
ing sensors, data processing modules and user applications, theressss is a need for
the standardization of the data used. This work presents the implementation of
a Fast Healthcare Interoperability Resources (FHIR) specification in the remote
monitoring platform to ensure the standardization of the data that will be collected
and exchanged between the several components of the platform. With this work,
it will be possible to easily and securely exchange data, as well as integrating new
monitoring sensors and user applications in the platform.

Keywords: mHealth · FHIR · Vascular diseases · Remote monitoring

1 Introduction

The healthcare of patients with vascular diseases is burdensome for both patients and
national healthcare systems. These diseases, such as Intermittent Claudication, Venous
Ulcers, and Diabetic Foot Ulcers, severely affect the patients’ mobility [1, 2] and require
frequent monitoring [3, 4]. The monitoring of patients is usually performed in clinical
contexts, leaving the patient unattendedwhile at home. This leads to a burden on patients,
who frequently have to go to the hospital to be monitored and treated, and may not be
able to afford the costs of the healthcare services [2]. National healthcare systems are
also burdened by the healthcare of vascular diseases due to the high number of patients
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and the frequency of their treatments [5, 6]. To address these burdens, it has been sought
the research and development of intelligent solutions that aim to support both patients
and health professionals.

The international project Inno4Health1 aims to stimulate the innovation in the con-
tinuous monitoring of the health condition and fitness of both patients and athletes. To do
so, Inno4Health will develop non-invasive wearable monitoring sensors to continuously
monitor patients and athletes, and a set of intelligent algorithms that will use the collected
data to assess the health and fitness conditions of patients and athletes. Dashboards and
mobile applications will also be developed to deliver the generated insights and rel-
evant information to patients, athletes, physicians, and coaches. To accomplish this,
Inno4Health is composed by academic and industrial partners from several countries,
including Portugal. The Portuguese consortium will work within the healthcare domain
of the Inno4Health project, specifically, the Portuguese partners will be focused on the
healthcare of vascular diseases. The aim of the Portuguese use case is to develop a remote
monitoring platform that allows the continuous monitoring and the smart coaching of
patients with Intermittent Claudication, Venous Ulcers, and Diabetic Foot Ulcers. To
accomplish this, non-invasive wearable sensors are being developed to allow the remote
monitoring of patients and intelligent algorithms are being implemented to analyze the
collected data and provide insights to both patients, through the display of personalized
recommendations regarding activities to perform to improve their health condition, and
health professionals, through the presentation of monitoring reports, information regard-
ing the patient’s condition, among others. The remote monitoring platform is composed
by several components, such as data processing modules and smart coaching services, a
mobile app for the patient, a web application for the health professionals, as well as the
non-invasive wearable monitoring sensors. As this platform aims to monitor three types
of vascular diseases, therewill be several data formats that need to be exchanged between
the components and processed by the data processingmodules. Therefore, it is necessary
the implementation of a data exchange standard in order to facilitate the communication
of data between sensors, user applications, and data processing components.

Thiswork explores the implementation of the data exchange standardFastHealthcare
Interoperability Resources (FHIR) in the remote monitoring platform being developed
by the Portuguese consortium of the Inno4Health project. The work we present in this
paper has been extended from [7] in which the architecture of the remote monitoring
platform was defined. With the application of the FHIR standard in this platform it is
intended to facilitate the data exchange between the monitoring sensors and applications
with the rest of the platform’s components, as well as to allow the easy integration of
new applications or sensors into the platform.

The remainder of the paper is structured as follows. Section 2 presents the architec-
ture of the remote monitoring platform. Section 3 presents the implementation of the
FHIR specification in the remote monitoring platform, including the description of the
technologies used to deploy a FHIR server, a presentation of the domain model followed
in the remote monitoring platform and a presentation of the mapping of clinical con-
cepts regarding Intermittent Claudication in the FHIR data exchange standard. In Sect. 4
conclusions are taken and future work to be performed is identified.

1 Website of the Project: https://inno4health.eu.

https://inno4health.eu
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2 Remote Monitoring Platform Architecture

Figure 1 presents the architecture of the remote monitoring platform being developed in
the Portuguese use case of the Inno4Health project. The platform is composed by five
main components:Monitoring Sensors,MobileApplication,WebApplication,WebAPI,
and the Data Storage.

Fig. 1. Architecture of the remote monitoring platform

Monitoring Sensors will be used to continuously monitor the patient’s health con-
dition throughout the day. Two types of sensors will be used, an insole sensor and a
patch. The mobile application will present to the patient information regarding activi-
ties that the patient should perform, monitoring reports, the status of the patient, among
others. The web application will present information that will assist health professionals
in the clinical decision making, such as monitoring reports. The main component of the
platform is the Web API, composed by the Services and Security Layer, the Coaching
Framework, and the User Monitoring and Data Processing component. The Services
and Security Layer will expose a set of services of the platform to internal and exter-
nal applications. These services include the acquisition of clinical data, presentation of
insights generated by the data processing modules, among others. The User Monitoring
andData Processingwill analyze the patient data collected by themonitoring sensors and
will generate insights regarding the health condition. The Coaching Framework aims to
perform the smart coaching of patients and will provide services such as the generation
of personalized recommendations regarding behaviors to adopt, and the execution of
coaching plans that the patient should follow to improve their health condition. Finally,
the Data Storage will contain all data used by the platform.
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3 FHIR

Even though information technologies are present in the healthcare sector and have led to
the emergence of concepts such as electronic health records, there are still barriers in the
data exchange between systems [8]. The interoperability in healthcare systems is often
non-existent due to the complexity of mapping concepts required for the data exchange
[9], leading to a need of data standards that facilitate the exchange of patient-related
data between heterogeneous systems and devices. To address this, clinical data exchange
standards such as Operational Data Model (ODM) [10] and FHIR [11] have emerged.
FHIR is widely adopted by healthcare systems [12, 13], and presents advantages such
as being easy to implement, is flexible and easily adapts to the specifications of the
organizations [14]. This standard allows the interoperability of healthcare systems while
ensuring the security of the data. FHIR allows the mapping of healthcare concepts
into “Resources”, such as the Patient, Practitioner, Observation, among others. The
communication between systems is done through simple HTTP requests, and the data
to be sent is represented in JSON or XML [14]. It should be noted that this standard
presents as a disadvantage the lack of centralization, as there is a need to access several
resources to have the complete information, making FHIR difficult to manage.

In the following sections related works will be explored, and the implementation of
the FHIR data exchange standard in the platform, including the domain model adopted
and an example of the concepts mapped regarding the monitoring of patients with
Intermittent Claudication, will be presented.

3.1 Related Works

As aforementioned, FHIR is widely adopted in healthcare systems with the aim of
guaranteeing their interoperability. Works such as [15–19] have been published in the
literature and present the FHIR specification implemented in the healthcare systems.

In [15] a FHIR based API was developed to integrate the presented systemwith other
applications. The authors in [16] present the implementation of the FHIR standard,
including the mapping of the concepts used in the system to FHIR resources. This
standard was adopted with the aim of enabling the exchange of medical records with
other systems nationally. In [17] FHIR was implemented in a mobile application to
enable the integration with other healthcare systems and to facilitate the interaction
between patients and doctors. The authors of the work [18] propose an implementation
of FHIR for maintaining maternal health records and to enable the exchange of the data.
The authors note that this implementation can facilitate the analysis and evidence-based
decision making. In [19] it is presented the implementation of FHIR in a microservice
architecture to address common problems in healthcare systems such as scalability, and
complexity. Three FHIR resources were identified by the authors, Patient, Appointment,
and Participant, to represent and exchange data for scheduling appointments.

With the analysis of related works it was verified that FHIR is applied in healthcare
systems with the main aim of guaranteeing the interoperability of the system, as well
as addressing problems such as scalability and complexity [19]. Even though there are
several works that present the implementation of the FHIR specification, it was possible
to verify that most of the works do not present the implementation in detail, lacking the
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presentation of the domain model used in the system and the mapping of the clinical
concepts used in the FHIR specification. Furthermore, there is a lack of mapping of
concepts related to vascular diseases into FHIR resources.

3.2 Implementation

To guarantee the interoperability of all components of the remote monitoring platform
and allow the easy integration of new sensors or applications we adopted the FHIR
standard for the data exchange. To achieve this, we used HAPI FHIR2, an open-source
implementation of the FHIR specification developed in the Java programming language.
It provides a flexible way to implement the FHIR standard in healthcare systems and
it can be used to build client applications to fetch or store resources from a server, to
build a server application to allow external applications the access of data, or it can be
used to build a fully functional FHIR server with a Java Persistence API (JPA) [20]. We
used HAPI FHIR to deploy a FHIR server with a JPA persistence module on the remote
monitoring platform. To store the data in our server we installed a SQL Server database.
This database was chosen due to being one of the most secure databases [21] and its
ability to store large volumes of data. By using this server and database it is possible
to store and access all the data used by the platform. Additionally, the format used to
retrieve and store data will be used by all components of the platform, guaranteeing its
interoperability.

Figure 2 presents the FHIR sever. In this page it is possible to check the available
resources as well as the server’s status.

Fig. 2. FHIR server deployed in the remote monitoring platform

By selecting one of the available resources, it is possible to view information, retrieve
the update history of a certain instance, delete information, create a new instance, and
update an existing instance, as can be seen by Fig. 3. It is also possible to submit a JSON
regarding a specific instance of a resource to validate its format.

2 Website: https://hapifhir.io.

https://hapifhir.io
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Fig. 3. CRUD operations of the patient resource in the FHIR server

3.3 Domain Model

As FHIR provides the mapping of clinical concepts to over 100 resources, we identified
a set of resources that would be used in the context of the Portuguese use case of
the Inno4Health project. This set of resources was validated by the clinical team of
the project. Figure 4 illustrates the domain model of the platform, including the FHIR
resources employed, their relationships and the selected attributes.

Fig. 4. Domain model of the remote monitoring platform

By analyzing the model in Fig. 4, the remote monitoring platform has resources that
represent the entities of the system, the monitoring sensors, the procedures that will be
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performed on the patient to monitor their health condition, the clinical data collected by
the sensors, and resources that represent concepts from the smart coaching services.

The remote monitoring platform has two entities: Patient and Practitioner. The
Patient represents the patients that will be monitored, and the Practitioner represents
the professionalswhowill treat the patients,whether the physicians, nurses, or caregivers.
The Patient will have an identifier, an attribute that indicates whether the patient is active
or not in the platform, the name, and contacts. The Practitioner will have an identifier,
name, contact and qualification. The qualification indicates their role.

The Procedure represents medical procedures performed in the patient. These pro-
cedures will be carried out while using monitoring sensors to monitor the patient’s
condition. This resource will have an identifier, a code that indicates the type of proce-
dure performed, the id of the patient, the period of time when it was performed, and the
id of the device used. The Device resource represents the monitoring sensors, and it has
an identifier, the serial number of the sensor, the type of the sensor (insole or a patch) and
the identifier of the assigned patient. Regarding the monitored values that will be stored
in the Data Storage of the platform, two resources were identified: Observation and
Condition. The Observation resource represents the measurement of clinical variables
of patients. One example of an Observation could be the measurement of steps walked
by the patient. An Observation has an identifier, the status, the code (which identifies
the variable that was measured), a reference to a procedure in which the measurement
was made, a reference to the patient measured, the time where it was created, and the
value registered. The Condition resource represents a diagnosis or a clinical event that
has risen to concern, usually as a result of a medical procedure performed on the patient.
Similar to the Observation resource, the Condition will have an identifier, the status, a
code representing the type of condition (such as pain in one member of the body), the
date when it was registered, the period of time that it lasted, the body site where it was
reported, and the doctor’s note regarding that condition.

Concerning concepts from the smart coaching services that will be implemented
in the platform, we identified three resources: Care Plan, Goal, and Communication.
The Care Plan resource represents a plan defined by the Practitioner to deliver care
to the patient. This resource will be used to represent coaching plans in the platform,
as they aim to improve the patient’s health condition through the presentation of tasks
to be performed during the day. A Care Plan has an identifier, the status (if it is in
progress, completed, or failed), the category of the plan (examples of categories include
the improvement of medication adherence, improvement of physical activity, among
others), the assigned patient, the time period when it will be executed, and a reference
to the health professional that defined the plan. A Care Plan will have several goals,
i.e., tasks to be performed to complete the plan. These goals are represented by the
Goal resource and will have identifier, the achievement status (completed, failed or in
progress), the description of the goal, the target value, and the category of the goal. An
example of a Goal is “walk 3000 steps during the day”. Finally, the Communication
resource will also be used in this platform. The Communication represents a clinical
information to be shared with the patient. In the context of this work theCommunication
resource represents the personalized recommendations that will be presented to the
patient. A Communication will have an identifier, the time when it was sent, a reference



Implementation of a FHIR Specification for the Interoperability 253

to the patient, the text that will be presented and a reference to the event that triggered
the communication (such as a medical procedure, care plan executed, an exacerbation
identified by the monitoring sensors, among others).

The use of these resources will allow the representation of all concepts used in the
remote monitoring platform.

3.4 Code System

As mentioned in the previous section, FHIR resources such as the Observation, Condi-
tion, and Device, use an attribute “code” to identify the type of data that was measured,
or the type of device used. Since different healthcare systems use different terminologies
and codes to identify the clinical data stored and analyzed, FHIR provides a resource that
allows the definition of codes that will be used in the system. The CodeSystem resource
is used by FHIR to declare the existence of a code system and its key properties. Code
systems allow the definition of which codes exist in the healthcare system and how they
are understood in the clinical context [22].

The remote monitoring platform will have a code system that will identify the vari-
ables monitored regarding the Intermittent Claudication, Venous Ulcers and Diabetic
Foot Ulcers sub-use cases. Additionally, the code system will also identify the types
of monitoring sensors that are used in the patients. Figure 5 illustrates the code system
defined to identify the two types of monitoring sensors used in the remote monitoring
platform.

Fig. 5. JSON of a CodeSystem resource that identifies the types of monitoring sensors

It should be noted that it is possible to update the CodeSystem resource to identify
new variables to be monitored or new monitoring sensors that were added to the remote
monitoring platform.
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3.5 Mapping of Intermittent Claudication Concepts

To better explain the use of the FHIR data exchange standard to represent the clinical
concepts in the context of the remote monitoring platform of the Inno4Health project, in
this section we illustrate the mapping of concepts regarding the monitoring of patients
with Intermittent Claudication.

Figure 6 presents the concepts that are used in the monitoring of patients with Inter-
mittent Claudication. The concepts were identified by the clinical team of the Portuguese
use case of the Inno4Health project.

Fig. 6. Concepts regarding the monitoring of patients with Intermittent Claudication

As can be seen in Fig. 6, we have four main concepts: Patient,WalkingTest, Sample,
and PainPoint. The Patient concept represents the patient being monitored, including
their identification, name, and email. TheWalkingTest represents a test that is performed
on the patient, where they have to walk until they are physically unable to continue.With
this test, it is possible to identify the distance and evaluate the performance of the patient
in comparison to previous tests in order to assess their progress. Concepts associated
to this test are Sample and PainPoint. A Sample indicates the temperature, pressure,
and position of the patient in a certain timestamp. The PainPoint indicates whether the
patient felt pain and its location.

In Fig. 7 it is presented a diagram with the mapping of the concepts presented above
in the FHIR data exchange standard. It should be noted that the mapping was validated
by the clinical team of the Portuguese use case of the Inno4Health project.

The Patient resource will represent the patient. The WalkingTest concept will be
represented by the Procedure resource, as a walking test is a medical procedure to
monitor the patient. Regarding the variables that will be monitored by the realization of
thewalking test, the Sample conceptwill be represented by theObservation resource, and
the PainPoint will be represented by the Condition resource, as this resource specifies
a condition that the patient reported as a result of a medical procedure. The Device
resource will represent the monitoring sensor used in the monitoring of the walking test.
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Fig. 7. Mapping of concepts regarding intermittent claudication in FHIR standard

4 Conclusions and Future Work

To address the current burdens of the healthcare of patients with vascular diseases, a
remote monitoring platform that aims the self-management of patients is under devel-
opment. As this platform intends to monitor three types of vascular diseases and is
composed by several components for the data collection and processing, there is a need
for the implementation of a data exchange standard in the platform.

In this work it is presented the implementation of a FHIR specification in the remote
monitoring platform,with the aimof guaranteeing its interoperability. Thiswork presents
in detail the implementation, comprising the technologies used, the domain model
adopted accompanied by the description of the clinical concepts related to vascular
diseases as well as the smart coaching concepts used, and an example of the mapping
of concepts into FHIR resources in the context of the monitoring of patients with Inter-
mittent Claudication. By using this data exchange standard in the platform, it will be
possible to exchange clinical data easily and securely between the monitoring sensors
and the remaining components of the platform. Additionally, it will be possible to easily
integrate new monitoring sensors and external applications.

As future work we intend to include the definition of codes regarding all clinical
variables that will be monitored in the code system present in the FHIR server of the
remote monitoring platform.
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Abstract. Chatbots are increasingly used in many health care appli-
cations and are a useful tool to interact with patients without the need
of human intervention. However, if not carefully built and employed,
patients could face adverse effects from the interaction with these sys-
tems, especially when they are in a vulnerable state of mind. This arti-
cle explores some of the legal issues regarding the use of conversational
agents aimed at offering psychological support.

Keywords: Privacy · AI · Telemedicine · GDPR · Continuous learning

1 Introduction. Conversational Agents in the Mental
Health Care Context

In recent years, the use of conversational agents in the health care field has
increased [12,32]. For example, chatbots are used to book appointments, to pro-
vide help with panic attack management, to teach meditation exercises, to keep
track of mood variations, to provide emotional support, and to manage stress [2].

Mental health care is a field in which conversational agents may have a signif-
icant role [8,11], as they are suited to provide emotional support to lonely people
[6] who may feel more comfortable to talk with a chatbot app than seeking help
to peers, caregivers, counselors or doctors [13]. If we look at the Android Play
Store, we can find several apps that advertise their potential useful role in pro-
viding support to people with mental health problems, such as Wysa, Youper
Therapy, InnerHour. Looking at the online opinions [22], these apps seems very
popular, and reviews confirm their usefulness [5,26,31] and cost-effectiveness [3],
although some have highlighted that their scripted dialogues may be harmful in
certain circumstances [7,30]1.
1 Dr. Iulia Turc has argued that more attention should be paid to their responses in

case of users’ suicidal ideation, see https://towardsdatascience.com/unconstrained-
chatbots-condone-self-harm-e962509be2fa.
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We selected some of the most popular chatbot apps in the Playstore2 that
were explicitly advertised as mental health help apps and that had a non-guided
chat option, as free conversation poses the most privacy concerns because users
can share as many personal data as they wish. Some of these apps were recently
reviewed by Arfan et al. [1].

Table 1 shows data about downloads and reviews3 of five chatbots described
as tools for improving mental health.

Table 1. Apps downloads, reviews, and overall rating in Google Play Store.

Chatbot name Downloads Reviews Overall rating

Replika 10 million 391.270 3.8

Wysa 1 million 118.723 4.7

Youper 1 million 49.153 4,1

InnerHour 1 million 23.448 4,6

Anima 500.000 14.572 4,1

Multiple laws and regulations apply to the domain of conversational agents
in the mental health care field. Because health data are processed by the sys-
tems, GDPR applies, together with other relevant data protection laws (e.g.,
Convention 108+, national law), and some internal medical laws may be appli-
cable too (e.g., regarding informed consent). When the system is employed to
provide mental health aid, even if no registered professional is directly involved,
the Medical Device Regulation will apply. Moreover, when the system is based

2 Replika has the least positive reviews if compared to the other apps selected for this
article, due to recent changes in the model and in the free services. Users stress the
fact that it does not seem intelligent and the dialogue feels scripted. In addition,
users report that their preferences on triggers were ignored. Wysa has the majority
of its reviews with a positive feedback from users: some highlight how comfortable
it is to have someone to talk about their problem“anonymously”, claiming that it
is better than seeking comfort from friends and family members; some claim that it
has been useful to manage panic attacks and anxiety; some other say that it helps
to get asleep. Negative reviews mostly focus on the fact that the conversation feels
scripted, or that it is only available in English. Youper Therapy has some negative
reviews due to technical issues, lack of different languages, and repetitive scripts.
Positive ratings highlight the possibility of performing mindfulness exercises and
the fact that it helps understanding users’ feelings. InnerHour has many positive
reviews as well, with only limited critical opinions from its users, who report their
quick mood improvement. Anima has many positive reviews, although it also has
some mixed and negative reviews. Users complaint mostly about the price and the
lack of different languages. Positive reviews report that it feels as if thay were talking
to a real person.

3 Reviews are now localized and the rating may vary in different countries. Results
shown are updated at the 04th of May 2022.
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on Artificial Intelligence, it falls within the scope of the AI Act proposal, which
classifies all medical devices as “high risk” systems. If the system is connected
to a network, it is also subject to the new Data Act proposal. In addition, when
the chatbot is able to sign contracts, it must comply with contractual law as
well.

This article proposes to analyze the theme of the application of voice assis-
tants to the domain of digital psychology, highlighting the critical legal issues
regarding personal data protection. The second section will describe data pro-
tection principles that are relevant for the topic. In particular, the discussion
will be divided into three sub-sections: one dedicated to security measures, one
to automated decision making and the last one to informed consent issues. The
third section, then, will describe the relevance of the Medical Device Regulation
for conversational agents in psychology. The fourth section will be dedicated to
the novelties introduced by the Data Act proposal. The fifth section will describe
the relevance of the Data Act proposal the last one will discuss some contractual
aspects.

2 Data Protection Principles Governing the Use
of Conversational Agents

2.1 Data Protection by Design: Special Categories of Data

When using a chatbot app to improve their mental health, users share their
health data, such as their mood variations, burnout, information about mental
disability, neurodiversity, or disorders. Under the current GDPR framework in
the EU, this information is considered a special category of personal data (article
9). The data collected by the chatbot are not anonymous, since each user is
assigned with an unique identifier4.

This pieces of sensitive information are stored on the cloud provided by the
app producers’ processors or on their proprietary servers. Due to the severe
consequences occurring in case of a data breach of mental health data, a stricter
legal discipline applies.

Other types of personal data are also collected, such as usage data, which
may fall under the scope of the Data Act proposal (see Sect. 5).

As a measure to comply to the Privacy by Design principle, all the relevant
information should be given to data subjects before they start chatting with
the chatbot. However, this is not always the case: privacy policies are hidden
inside links that generally users don’t read [10], and only Anima responded with
transparency when directly asked about the use of personal data, while Replika
tried to dodge the question and gave vague answers.

4 See Wysa’s Privacy Policy: https://legal.wysa.io/privacy-policy. Data is only de-
identified, therefore it is still considered as “pseudonymized” under the legal frame-
work of GDPR.

https://legal.wysa.io/privacy-policy
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2.2 Security Measures

Special categories of data must be protected with greater care than other types
of data, and this means that stricter technical and organizational measures must
be enacted, as provided by article 32 of GDPR5. Because of the large amount of
health data shared with the chatbot app, security measures are a major concern
[18,24].

According to the accountability principle, it is the Data Controller who is
responsible and liable for the compliance to relevant data protection laws and
regulations.

The first challenge that the Controller has to face is the storage of data, in
particular the transfer abroad, since most cloud providers are located outside the
EU, especially in the US. After the Schrems judgments invalidating all privacy
agreement between the US and the EU, it is not considered secure to transfer
data in that country. In fact, due to the Cloud Act, there is always a possibility
that US agencies have access to European data. In addition, it might be difficult
for data subjects to seek compensation and to exercise their rights in the US
if data is leaked or wrongfully used by an organization in US territory; for this
reason, at least standard contractual clauses should be used by the company
providing the chatbot service and its data processors.

Therefore, before transferring data outside the EU, a careful transfer assess-
ment should be carried out, and users must be informed both of the transfer
itself and of the risks associated with the transfer.

Connected to the necessity of storing users’ data is the risk of data breaches,
which would be particularly harmful due to the sensitive information about
mental issues and other private information that users often disclose to the
chatbot6.

Controllers need to perform an accurate assessment of risks and of the trans-
fer outside the EU, taking into consideration the likelihood and impact of unau-
thorized or accidental destruction, loss, change, access, or disclosure of data,
even if for a short period of time.

Technical measures are complemented by organizational measures, including
employees training. Although it may be claimed that the content of the chat is

5 First paragraph: “Taking into account the state of the art, the costs of implemen-
tation and the nature, scope, context and purposes of processing as well as the risk
of varying likelihood and severity for the rights and freedoms of natural persons,
the controller and the processor shall implement appropriate technical and organi-
sational measures to ensure a level of security appropriate to the risk”, and second
paragraph: “In assessing the appropriate level of security account shall be taken in
particular of the risks that are presented by processing, in particular from acciden-
tal or unlawful destruction, loss, alteration, unauthorised disclosure of, or access to
personal data transmitted, stored or otherwise processed”.

6 In fact, many reviews point out that they feel more comfortable in disclosing their
problems to a chatbot than to family and friends, meaning that certain information
are kept secret even from the closest persons in their lives.
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not disclosed to a human employee7, humans do have access to servers where data
are stored. In addition, data may be used for research purposes8 or to improve
the service. Therefore, there is still the risk that employees make an error or get
victim of phishing and social engineering, making an effective data protection
training mandatory. Recently, the Cluj Court of Appeal9 confirmed a fine issued
by the Romanian Data Protection Authority, stating that is not enough to estab-
lish internal procedures on data protection and compliance training activities,
companies must also be able to prove that their employees attended the courses
and understood the information provided.

2.3 ADM, Profiling, and Transparency

The transparency principle, an overarching obligation in GDPR,is translated into
a series of rights provided to the data subjects when Profiling and Automated
Decision Making are involved.

In GDPR, Profiling is the collection of aspects of an individual’s personality,
behavior, interests, habits, and other elements, collected in order to analyze their
behavior, make predictions, or take decisions about them through an automated
process (GDPR, Recital 71 and Article 22). AI systems employed to deliver
psychological support in apps collect a series of personal elements from the user in
order to build a profile (e.g., to provide personalized conversation and services),
therefore they fall within the definition of Profiling. Automated decisions can be
made without profiling and profiling can take place without automated decisions.

Automated decision making (ADM), on the other hand, is the process of
taking a decision without human intervention, that produces legal effects or
that has a significant impact on a person.

According to many authors [16,17,21,34], the interpretation that consid-
ers sufficient any human intervention in the decision-making process must be
rejected: in fact, it would make it possible to circumvent the provisions of Arti-
cle 22 GDPR by including a merely formal human intervention in the process,
while the actual decision would remain that of the machine10.

In the context of the chatbot apps, it may occur when the app decide to
warn emergency services or contacts when concerned about the safety of the
user, when it makes the user enter into contracts (e.g., with human therapists),

7 See Wysa’s Privacy Police: “No human has access to or gets to monitor or respond
during your chat with the AI Coach”, ibid.

8 See Wysa’s Privacy Policy under the “How do we handle your data when used for
research purposes?” section, ibid.

9 Civil Decision no. 9 of 13.04.2022, see the statement of the Romanian Data Protec-
tion Authority here: https://www.dataprotection.ro/?page=Comunicat Presa 14 04
2022&lang=ro.

10 This is confirmed by the Guidelines issued by Article 29 Working Party: “The con-
troller cannot avoid the Article 22 provisions by fabricating human involvement. For
example, if someone routinely applies automatically generated profiles to individuals
without any actual influence on the result, this would still be a decision based solely
on automated processing”.

https://www.dataprotection.ro/?page=Comunicat_Presa_14_04_2022&lang=ro
https://www.dataprotection.ro/?page=Comunicat_Presa_14_04_2022&lang=ro
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or when it decides what services are available to that specific user according to
their profile and psychological peculiarities. In fact, as noted by the Guidelines on
ADM, targeted advertising can have a significant effect if it uses the knowledge
of the vulnerabilities of the data subjects targeted [4].

In these cases, users have the right to object, to contest the decision, and to
share their point of view. As explained in paragraph 4 of Article 22, there is a
general prohibition of employing ADM systems to health data, unless there is
the explicit informed consent of the data subject, or the processing is necessary
for reasons of “substantial public interest” or for entering into a contractual
agreement, or for the performance of a contract, and at the same time there are
suitable measures in place as a guarantee.

In addition to those provisions, data subjects also have the “right of expla-
nation”, which means that they have the right to have information about the
rationale behind or the criteria relied on in reaching the decision, and about the
significance and envisaged consequences of the processing of their data, as also
provided by Article 10 of the Council of Europe’s Convention 108+.

2.4 Informed Consent

According to the privacy framework in Europe, users’ explicit consent is nec-
essary to process their mental health data. Controllers, that is the companies
producing the chatbots, need to be able to demonstrate that users gave a free
consent, but also that they agree to each purpose individually11.

In the case of the chatbot apps, a separate opt-in box must be provided, for
example, for the consent regarding the processing of health data that are not
necessary to enter into a contract, for the use of the conversation to train the AI
model, and for the re-use of the chat messages for research purposes, including
publications.

3 The Medical Device Regulation (MDR)

Devices employed to perform telemedicine services are subject to the MDR and
must therefore undergo the procedure provided by law. In addition, even if the
chatbot app does not provide mental health support by human psychologists,

11 As noted by the EDBP guidelines, “Pursuant to Article 5(1)(b) GDPR, obtaining
valid consent is always preceded by the determination of a specific, explicit and
legitimate purpose for the intended processing activity. The need for specific consent
in combination with the notion of purpose limitation in Article 5(1)(b) functions as
a safeguard against the gradual widening or blurring of purposes for which data is
processed, after a data subject has agreed to the initial collection of the data. This
phenomenon, also known as function creep, is a risk for data subjects, as it may result
in unanticipated use of personal data by the controller or by third parties and in loss
of data subject control”, and “controllers should provide specific information with
each separate consent request about the data that are processed for each purpose, in
order to make data subjects aware of the impact of the different choices they have”.
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they may still fall within the scope of the regulation depending on the state
intended use and the way they are advertised [20].

The intended use of the app is a key factor in assessing whether the MDR is
applicable and companies providing those apps must carefully review the defi-
nition of medical devices provided for in the relevant legislation. Whereas well-
being apps that support users with meditation, sleep, mood tracking, and stress
relief, are generally not considered medical devices [14], apps that address men-
tal illnesses, claim to improve mental conditions, or provide consultations with
certified mental health professionals, fall within the scope of the regulation and
need to comply with the relevant obligations, including those related to safety
and security.

4 The AI Act Proposal (AIA)

The AI Act proposal classify medical devices as high risk systems12. When a
chatbot fall within the scope of the MDR, it also needs to comply with the
requirements of the new regulation, that will be enacted in the next few years,
such as having a risk management system in place, drawing appropriate data
governance practices, keeping technical documentation and records, enacting
transparency measures and provide information to users, providing for human
oversight measures, ensuring accuracy, robustness and cybersecurity, having a
quality management system in place, undergoing a conformity assessment and
providing a way to automatically generate logs.

5 The Data Act Proposal

Conversational agents are explicitly mentioned13 in the new proposal published
by the European Commission on the 23rd of February 2022, although the def-
inition only apply to “software that can process demands, tasks or questions
including based on audio, written input, gestures or motions, and based on those
demands, tasks or questions provides access their own and third party services
or control their own and third party devices”14.

The new regulation will grant users with the right to access to the data
generated by the chatbot (personal and non-personal) and the right to portabil-
ity of that data to third parties. Companies will therefore need to provide for
appropriate means to comply with the new requirements set out at the EU level.
12 The explanatory memorandum of the AIA notes that “The regulation follows a risk-

based approach, differentiating between uses of AI that create (i) an unacceptable
risk, (ii) a high risk, and (iii) low or minimal risk”. Available at https://eur-lex.
europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN.

13 See Article 7: “Where this Regulation refers to products or related services, such
reference shall also be understood to include virtual assistants, insofar as they are
used to access or control a product or related service”.

14 Recital 22 contains an explanation about the scope of the Regulation regarding
virtual assistants and it also gives a hint about the relevance of chatbot apps.

https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN
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6 Contractual Liability

Chatbots available in the Play Store are qualified as a service (free or paid)
offered to the general public of that specific country. Therefore, their term and
conditions qualify as “adhesion contract”, serving many parties (users) with
homogeneous transactions. Although they generally do not vary according to
the nationality of the user, contractual law and in particular consumer law may
be very different depending on the jurisdiction where the download was made,
even when the contract (unilaterally) specifies the choice of law15.

In addition, contracts concluded by the chatbot automatically or upon
request (e.g., renewal of subscription plans, purchasing of additional services,
booking individual therapy with trained psychologists) should also comply with
the applicable laws and regulations, as their validity and legal qualification [28]
may depend on national case law and different jus poenitendi time-frame may
apply.

7 The Protection of Vulnerable Patients: Legal Issues

Although their mental state does not necessarily impair the ability to make
decisions, users with mental conditions are considered particularly vulnerable.
Consequently, particular care should be used when selling them services or influ-
encing their behavior. Legal and ethical principles should be applied at the high-
est standards. However, although there is research about implementing ethical
rules in chatbots [9,15,19,23,25,27,29,33], a gap in science has been identified
in the literature regarding legal requirements [24].

From a legal point of view, companies targeting vulnerable users may face
liability if the chatbot causes negative effects on users’ mental health or if their
vulnerabilities are unfairly exploited to induce addiction and the purchase of
paid services.

8 Conclusion

Due to the multiple legal and ethical issues arising with the increase of the
popularity of chatbots aimed to offer psychological support, more research is
needed to assess the potential adverse effects on users and consequent liability
that may arise if the system is not carefully designed in compliance with existing
laws and ethical guidelines.
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sanità digitale alla luce del nuovo regolamento generale in materia di protezione
dei dati. BioLaw J.-Rivista di BioDiritto 2, 425–446 (2020)

17. Hänold, S.: Profiling and automated decision-making: legal implications and short-
comings. In: Corrales, M., Fenwick, M., Forgó, N. (eds.) Robotics, AI and the
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Abstract. Diabetes is a chronic disease characterized by high blood glucose lev-
els. This condition has a strong impact on the heart, eyes, and even kidneys, leading
to several long-term health problems. It is estimated that about 422 million people
live with this condition and over 1.5 million deaths per year are related to diabetes.
Although there is no cure for diabetes, it can still be prevented or in the worst case
managed, by implementing a healthy lifestyle, where exercising is a priority. One
of themost basic ways to exercise is bywalking. Although simple, it can be helpful
to reduce blood sugar levels. The first step toward the right lifestyle for the dia-
betic patient is to maintain an active routine and improve it every day. Therefore,
it is important to create an environment where the person can be motivated to be
healthier and at the same time be supported to do so. Additionally, it is needed
to consider that every person is different and therefore the support provided for
each diabetic patient must be personalized according to his/her capabilities and
necessities. In this paper, using a dataset of user activity, more specifically the
daily walking data of different users, the focus was to define a machine learning
model, capable of identifying distinct groups of users, to find their favorite rou-
tines related to physical activity data. To reach the proposed goal, a classification
model with 95,6% prediction accuracy was produced. The resulting hybrid model,
using temporal predictors, such as period of day and weekday, could identify 13
clusters that describe 13 different profiles of users according to 31 generated rules.

Keywords: Classification model · Decision tree · Diabetes · Hierarchical
clustering · Machine learning · Physical activity

1 Introduction

Considering the rise of the population with diabetes, mostly due to the elevated lev-
els of a sedentary lifestyle, which is becoming increasingly evident today, it becomes
fundamental to encourage the population to adopt healthier lifestyles that comprise the
practice of physical exercise. In this context, it is essential to establish techniques that
canmotivate users to achieve physical-related goals, that when done correctly can be one
of the most effective ways to prevent diabetes. Otherwise, and in cases where the patient

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. González-Briones et al. (Eds.): PAAMS Workshops 2022, CCIS 1678, pp. 268–278, 2022.
https://doi.org/10.1007/978-3-031-18697-4_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18697-4_22&domain=pdf
http://orcid.org/0000-0002-8794-6354
http://orcid.org/0000-0003-1683-4950
http://orcid.org/0000-0002-1502-780X
http://orcid.org/0000-0003-1430-5465
http://orcid.org/0000-0002-2829-1829
http://orcid.org/0000-0003-4417-8401
https://doi.org/10.1007/978-3-031-18697-4_22


A Hybrid Model to Classify Physical Activity Profiles 269

has already been diagnosed with diabetes, the practice of physical exercise can prevent
associated complications, and control blood sugar levels [1]. Current literature tells us
that physical exercise stimulates the production of insulin and facilitates its transport
to the cells. When exercising, there is a tendency to increase the use of glucose by the
muscles, and, as such, blood glucose will tend to decrease.1

Given the high rate of the sedentary lifestyle of a large part of the world population,
it was sought that this paper focus on a form of exercise that can be performed easily
by most people, which is the walking exercise [2]. This type of exercise can help those
who are trying to make physical activity part of their daily lives, and at the same time
not forget those who already practice physical exercise daily.

Additionally, with the growth of mobile and sensor technologies, there are now
limitlessways to collect user data from their daily activities and also from the surrounding
environment [3–9] and also to allow more personalized interactions with the user [10,
11].

The work here presented is part of the FoodFriend project, which consists of a
healthcare solution, which has the main goal to help people with type 2 diabetes to
develop improved healthy habits, eat better and practice more exercise. In general, the
purpose is to coach andmotivate users to reach their goals, using gamification techniques,
and provide a personalized interaction between the user and the system. It is important
to mention that food is also a fundamental part of the prevention and control of diabetes
[12], however, and since the FoodFriend app also allows connectionwith fitness services,
such as Google Fit and Huawei Health, it is possible to monitor various metrics, such
as the number of daily steps performed by the user. Once this data is provided by
the users, it can be used in conjunction with different machine learning techniques, to
identify divergent profiles of users based on physical activity data. By doing so, it will
be possible to create and provide personalized feedback to each user of the app based
on their capabilities and interests.

Regarding the adopted methodology, it was analyzed the Fitbit dataset, from the
Kaggle website,2 consists of the steps taken by 33 users. This dataset was first pre-
processed and then applied a hybrid clustering model (using hierarchical clustering and
decision tree algorithm) to find the optimized number of user groups and corresponding
rules that characterize them.

In terms of data credibility, it was possible to verify that the sample was small,
thus not being representative of the major population. Additionally, it still had missing
information about users, such as age, gender, and nationality, among others which could
have been used to better describe the obtained groups of users. Despite this, the results
obtained with this data were still truly relevant and adequate to describe correctly dif-
ferent profiles of physical activity, as a first approach, and the same process can then be
applied as more data is collected within the FoodFriend project and its users.

The rest of the paper is organized in the followingorder: Sect. 2 explains the clustering
analysis performed together with the architecture considered. In Sect. 3, we explain in
depth the hierarchical clustering analysis undertaken to find the most adequate method
to split the data. In Sect. 4, we applied clustering validation to identify the optimal

1 https://apdp.pt/diabetes/tratamento/exercicio-fisico.
2 https://www.kaggle.com/datasets/arashnic/fitbit.
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number of clusters. In Sect. 5, we present the classification model, to describe each
cluster discovered. Finally, some conclusions are taken in Sect. 6, along with the work
to be done hereafter.

2 Clustering Analysis

In this paper, clustering analysis of the Fitbit database was performed.3 As such, we
defined a machine learning model combining clustering division and classification. To
do so, a hybrid model consisting of two different clustering models was defined, one for
hierarchical clustering and the other for classification. Figure 1 represents the architecture
that was used for the model, and the main steps of each phase of the clustering process
are described in the following sections.

Fig. 1. Architecture of the model

2.1 Data Description

This model was developed with the help of the database obtained through the Kaggle
website, a dataset based on the activity data of different users. This dataset includes
33 Fitbit users who consented the use of their tracker data. The Fitbit dataset includes
several files regarding various aspects of user activity, such as sleep quality, minutes
active, weight logs, and most important, steps activity data. The data has a focus on the
daily steps, and offer different recorded timeframes of the same date, regarding minutes,
hours, and days. Since the goal was to predict and find clustering based upon not only the
day of the week but also the period within the day, the most suitable timeframe was the
hourly one. In this case, each row represents an entry of a specific user on a specific hour,
and the steps done in that hour,with a total of 22099 observations regarding the 33 distinct
users. Using an hour-based dataset allows to transform it into daily entries, which can
be done by applying different pre-processing techniques, such as discretization, among
others that will be explained in the next section. In terms of features, the dataset was
quite simple, only having the user id, the data, the time of the entry, and the total steps
done in that time. Regarding limitations, this dataset has a lack of information about the
user, such as gender and age, as mentioned previously.

3 https://www.kaggle.com/datasets/arashnic/fitbit.
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2.2 Data Pre-processing

The dataset was represented in hours, and every observation represents the total steps
done by a user in a particular hour. The first step, the pre-processing of data, was per-
formed to do a discretize the data in the hour format. With this process, it is possible to
reduce the number of values for a given continuous attribute by dividing the range of the
attribute into intervals [13]. In this case, is a suitable technique because with this was
possible to create features regarding different periods within a day, and use those features
to generate more interesting clusters. For this, we considered the morning, afternoon,
and night intervals. The morning starts at 6 am and ends at 12 am, the afternoon period
starts at 12 am and ends at 7 pm and finally, the night goes from 7 pm to 6 am. Since
there was no information about the users regarding time zones, these intervals were used
across all samples. After this step, the data was grouped into a dataset with a total of 934
observations and 4 different variables, total steps, morning steps, afternoon steps, and
night steps. After a quick analysis, 12 NAs were spotted and have been removed from
the total sample, as these records represent a small portion of the dataset. The next step
was to proceed with a categorization of the weekday. To do so, it was also necessary to
group all samples according to the corresponding day of the week. Finally, it was done a
normalization of the dataset to reduce data inconsistencies. So, after the preprocessing,
there was a dataset with a total of 922 observations with an average of around 27 entries
per user.

3 Hierarchical Clustering

Hierarchical clustering is a technique to identify distinct groups within a dataset. This
method is like k-means clustering, however, it has a particularity in which is not required
to specify the number of clusters, instead, the number can be visually accessible through
the help of a graph called dendrogram [14].

To proceed with the hierarchical clustering, first, it was necessary to generate the
dissimilarity matrix. To do so, the most usual metric applied is the Euclidean distance,
but, because the dataset is composed of mixed data, numerical and categorical, the
Gower distance was chosen since is capable of handling both types of data [15]. After
measuring the dissimilaritymatrix, the hierarchical clustering can be applied using either
divisive or agglomerative clustering. The agglomerative clustering starts with multiple
clusters, and it pairs the clusters and successively merges until there is only one cluster
left. On the other hand, divisive clustering is the reverse, it starts with only one cluster
and proceeds by splitting clusters recursively until individual data have been split into
singleton clusters [16].

Since there are different options and even agglomerative clustering has different
methods to choose from, it is particularly important to pick the most suitable approach,
and for that, it was used a metric called clustering coefficient. This coefficient shows
the strength of the clustering structure. Values closer to 1 represent a more balanced
clustering structure, on the other hand, values closer to 0 suggest less well-formed
clusters, so it is important to find the approach where the coefficient is at its highest.4

4 https://bradleyboehmke.github.io/HOML/.
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In the case of the agglomerative clustering, there are several different methods to
choose from, with different coefficients, on the other hand, divisive clustering does
not have a specific method. The resulting coefficients of each different approach are
presented in Table 1.

Table 1. Clustering coefficients

Coefficient Clustering type

0.9533403 Agglomerative single

0.9910034 Agglomerative complete

0.9839920 Agglomerative average

0.9992280 Agglomerative ward

0.9900518 Divisive

From the table above the best approach to agglomerative clustering is with the ward
method and Fig. 2 and Fig. 3 report the dendrogram of the ward method and the divisive
clustering to visually compare them.

Fig. 2. Agglomerative clustering dendrogram

From the two figures, it is clear that the divisive clustering dendrogram is inconsistent
in terms of the way it groups the data. On the other hand, agglomerative clustering in
Fig. 2 is much clear and it is easy to see how clusters are being divided. With these
results, agglomerative clustering using the ward method was considered for the rest of
the clustering study presented in this work.
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Fig. 3. Divisive clustering dendrogram

4 Cluster Validation

Although agglomerative clustering dendrogram is visuallymore pleasant, there is no real
access to the optimal number of clusters, and this is something necessary to identify, even
before proceeding to the classification model. To find the optimal number of clusters,
there are many different techniques, the one used was the silhouette method. Ranging
from -1 to 1, the silhouette method consists of finding how close each point in one
specific cluster is to the points in the neighboring clusters thus providing a way to find
the optimal number of clusters [17]. Figure 4 represents the plot of the silhouettemethod.

There are three different areas where there are significant bends. First at 6 clusters,
then at 8 clusters, and finally at 13 clusters. Although 13 clusters seem to have the least
bend of the three, it was found later, by doing the classification model, that 6 and 8
clusters do not give very conclusive results and with 13 we were able to obtain more
relations between the features.

5 Classification Model

Once the number of clusters was found, it is time to address their classification using the
C5.0 Decision-Tree algorithm. This algorithmmeasures which of the analyzed variables
affects more in the division of each instance of the clusters. To avoid overfitting or
underfitting the decision model, it was used a technique of cross-validation where the
data is split into training data and testing data, and the ratio usedwas 75% for training and
the remaining 25% for testing the model afterward. It was done iteratively, and the more
times the model runs, the more accurate it becomes. So the optimal number of folds was
10, which produces a model with remarkably high accuracy. As can be seen, in Fig. 5,
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Fig. 4. Silhouette for agglomerative clustering (bends observed at 6, 8, and 13)

the model performed very well, with the most iteration performedwith a 100% accuracy.
The worst performed accuracy was in iteration 5 with 75% and the second-worst was
in iteration 8 with 95%. The most well-performed iteration among the 10 done, was the
first, with only a 1.8% error.

5.1 Interpretation of Results

This section describes the results presented in Table 2, where there are the rules that
characterize the 13 different clusters, for iteration 1. Cluster 1 represents users that
prefer walking at the beginning of the week, more precisely, Monday and Tuesday.
Cluster 2 also denotes users that walk in the early week, but for this profile, users are
quite active in the afternoon and not so much in the morning and night. For cluster
3, users also like the beginning of the week to do their walking routine and they are
less active in the morning and night. Cluster 4 is quite different from the previous ones
because users prefer not only the beginning but also the middle of the week, but overall
they are not active at all, being the day with the least walking activity, the Wednesday
with 1675 steps. Cluster 5 is the ideal profile, which people should follow. Every rule
that characterizes this cluster has at least 12.000 walking steps, which by far exceeds
the minimum number required to start improving their health. This cluster also covers



A Hybrid Model to Classify Physical Activity Profiles 275

Table 2. Classification rules

Rule Cluster Conditions

1 1 NightSteps > 3539, Weekday = [Monday, Tuesday]

2 2 TotalSteps > 8382, AfternoonSteps ≤ 12204, NightSteps ≤ 3539,
Weekday = [Monday, Tuesday]

3 2 TotalSteps > 6805, MorningSteps ≤ 2445, NightSteps ≤ 3539, Weekday
= [Monday, Tuesday]

4 2 MorningSteps > 3382, AfternoonSteps ≤ 12204, NightSteps ≤ 3539,
Weekday = Tuesday

5 3 TotalSteps > 1551, TotalSteps ≤ 6805, NightSteps ≤ 3539, Weekday =
[Monday, Tuesday]

6 3 TotalSteps ≤ 8382, MorningSteps > 2445, Weekday = [Monday,
Tuesday]

7 4 TotalSteps ≤ 1551, Weekday = [Monday, Tuesday]

8 4 TotalSteps ≤ 3365, AfternoonSteps ≤ 710, Weekday = Thursday

9 4 TotalSteps ≤ 1675, Weekday = Wednesday

10 5 AfternoonSteps > 14435, Weekday = [Friday, Thursday, Wednesday]

11 5 AfternoonSteps > 12204, Weekday = [Monday, Tuesday]

12 5 TotalSteps > 12957, NightSteps ≤ 5552, Weekday = Wednesday

13 6 TotalSteps > 1675, TotalSteps ≤ 12957, NightSteps ≤ 5552, Weekday =
Wednesday

14 7 TotalSteps > 7303, AfternoonSteps ≤ 8374, NightSteps ≤ 4470,
Weekday = [Friday, Thursday]

15 7 TotalSteps > 12957, MorningSteps > 7028, Weekday = Wednesday

16 7 TotalSteps ≤ 7303, AfternoonSteps > 3537, Weekday = Friday

17 8 NightSteps > 4470, Weekday = [Friday, Thursday]

18 8 NightSteps > 6322, Weekday = [Friday, Saturday, Sunday, Thursday,
Wednesday]

19 8 NightSteps > 4850, Weekday = [Friday, Saturday, Sunday, Thursday,
Wednesday]

20 9 TotalSteps ≤ 7303, AfternoonSteps > 710, AfternoonSteps ≤ 3537,
Weekday = [Friday, Thursday]

21 9 TotalSteps ≤ 7303, AfternoonSteps > 710, Weekday = Thursday

22 9 TotalSteps > 3365, AfternoonSteps ≤ 710, Weekday = [Friday,
Thursday]

23 10 AfternoonSteps > 6871, NightSteps ≤ 6322, Weekday = [Saturday,
Sunday]

24 10 AfternoonSteps > 8374, AfternoonSteps ≤ 14435, NightSteps ≤ 4470,
Weekday = [Friday, Thursday]

(continued)
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Table 2. (continued)

Rule Cluster Conditions

25 10 TotalSteps > 10081, NightSteps ≤ 4850, Weekday = Saturday

26 11 TotalSteps ≤ 4188, Weekday = Sunday

27 11 TotalSteps ≤ 2283, Weekday = [Saturday, Sunday]

28 11 TotalSteps ≤ 3365, AfternoonSteps ≤ 710, Weekday = Friday

29 12 TotalSteps > 4188, TotalSteps ≤ 10081, Weekday = Saturday

30 12 TotalSteps > 2283, TotalSteps ≤ 10081, Weekday = Saturday

31 13 TotalSteps > 4188, AfternoonSteps ≤ 6871, NightSteps ≤ 6322,
Weekday = Sunday
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Fig. 5. Cross-validation analysis

all week, being the end of the week more active than the beginning. Beyond this, there
is also a particularity, which is in the middle of the week, more precisely Wednesday,
users do less walking at the night. Cluster 6 is only composed of one rule, to nominate,
users prefer walking in the middle of the week. Cluster 7, is characterized by users that
are more active through the morning, in the middle of the week (Wednesday), and less
active through the afternoon, at the end of the week (Friday). The cluster 8 represents
users that like walking mostly at the end of the week and weekend, and prefer doing it at
the night, although they are not highly active with only half of the 10.000 recommended
steps. Cluster 9 represents people that enjoy walking on Thursday and Friday, but are
not so active. Cluster 10 is about users that are fairly active and prefer walking in the
afternoon. Cluster 11, in its turn, represents users that prefer the weekend and are not
regularly active, especially during the afternoon. Cluster 12 is about users that are fairly
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active on Saturdays. Finally, cluster 13 represents users somewhat active, although not
doing the 10.000 recommend steps, and that prefer late time Sundays.

6 Conclusions and Future Work

The sedentary lifestyle of the population has increased over the years and brings with
it several health complications, and diabetes is one of them. To face this, and to create
possibilities for users to improve their health by themselves, it is important to figure out a
way to better interactwith the user, because every person is unique and has his routine and
tastes. The machine learning model built and presented in this paper opens a possibility
to find out what are those routines and tastes and group them into a profile. Once the
profile is discovered, there is a more personalized way to communicate to the users, for
example with feedback messages. As mentioned, a database composed of 33 users was
used to train the model and the results consist of 13 different clusters or profiles. The
results generated from the clusters show that users seem not to be highly active. Only
one cluster, cluster 5, represents active users, surpassing the 10.000 recommend daily
steps.

In conclusion, this study was considered successful, thus being a model with a
prominent level of reliability, with 95,6% accuracy. This study was relevant because this
model allows building a personalized way of interacting with a user.

As was mentioned before, the dataset used for this paper has some limitations, like
the number of users involved in the study, and the lack of information about them. So, in
future work, the next logical step is to apply this approach to the data collected from the
users of the FoodFriend app. The sample needs to be significant, and therefore the study
should be applied to a maximum of people, of different ages and genders, to understand
if there are significant differences when it comes to physical activity and people who fall
into distinct categories. In addition, this process could also be applied to other metrics
and not only in walking. Walking is one of the many things that a person can do in their
daily life, so the considered study could be more generalized to other contexts, even to
understand other healthy habits such as food intake to obtain nutritional profiles.
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Abstract. Due to rising pollution, countries across the world are concentrating
towards Electrification in transportation sector. To meet the increasing charging
demand of vehicles, integration of clean and green solar renewable sources in
distribution network ia a viable option. In this paper, the impact of assimilating plug
in hybrid electric vehicle (PHEVs) with solar panel in the distribution network in
terms of all the technical factors such as voltage profile, line loss, voltage unbalance
are analysed. Taking into account the uncertainty of PHEV load, the 24 h power
demand curve of PHEVs is developed. Themodelling of photovoltaic (PV) is done
in OpenDSS software. The hourly load flow for unbalanced distribution system is
performed in OpenDSS software interfaced with MATLAB. Highly unbalanced
IEEE 13 bus system is choosen as the test network to perform the research work.
The performance parameters are studied for different penetration levels of PHEVs
with PV in the existing system. It is observed that with the injection of PV in the
existing grid consisting of PHEVs and commercial load, voltage profile improves,
voltage unbalance and the system loss reduces. Further it was also observed from
the result that deployment of PV resulted in enhancement of penetration level of
PHEV in the distribution network.

Keywords: Plug in hybrid electric vehicle · Probability density function ·
Photovoltaic · Voltage profile · Voltage unbalance factor

1 Introduction

In order to reduce the greenhouse gas emission and people’s dependency on fossil fuel,
electric vehicles are developed rapidly in the transportation sector as an alternative to
internal combustion engine vehicles [1]. PHEVs have large battery pack and they are
charged by either electric outlet like on a car park, at home, or by means of on-board
electricity generation. As PHEVs consume large amount of electrical energy, so this
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increased demand of electricity may cause voltage drop, voltage unbalance condition
or increased power losses in the system [2]. In the construction of smart energy city, a
commercial building microgrid containing EVs and a solar energy system will play an
important role.

To meet the additional demand of existing grid due to PHEV load and to improve the
environmental condition, PV module is integrated with the system [3]. As a renewable
and clean energy, solar renewable energy can be produced anywhere, including the
urban areas for EV applications. Therefore, the joint allocation of PV with EV charging
station is considered to reduce the greenhouse gas emission, meet the daytime charging
demand and reduce the dependence on the power grid. The rising EV industry suggests a
potential of zero emissionswhen they are powered by solar energy. If these high charging
loads are charged by fossil fuel power plants, then they will have adverse effects on the
environment. Therefore, it is important to charge these EVs through solar energy as
much as possible [4]. However in many previous literature papers analysis of voltage
unbalance condition is not being considered because it gives negative impacts on the
electrical grid system [5].

In [6, 7], the voltage profile of the system integrated with EV load in distribution
system was studied considering static load model. However dynamic EV load model
considering time variation ismore practical and realistic than static EV loadmodels those
are independent of time. Analysing, the impact performance of EV without considering
the hourly load variation and in balanced system may lead to incorrect results [8, 9]. In
[10, 11], the deterministic approach was considered for PHEV loads modelling in which
exact data are taken from the historical datasheet without considering the uncertainty
parameters. To analyze the impacts of EV in the distribution system, estimated PHEV
load curve gives more appropriate result than the deterministic load curve of EV for
24 h.

Considering the above fact in this paper an effective planning model is developed
which will enable safe and secured integration of PHEV with PV system in the unbal-
anced distribution network. To develop a realistic PHEV load model considering uncer-
tainty, in this paper, around 40,000 vehicle trips are taken from NHTS datasheet. Here
level 2 charger (6.6 kW) is considered for charging the PHEV in the commercial building.
Considering practical condition such as solar irradiance and atmospheric temperature,
the PV model is developed in the present research work. Also in this paper, the benefit
of solar renewable source in maintaining voltage profile and voltage unbalance factor
of the unbalanced distribution system in the presence of charging stations is studied and
analyzed. To build a practical planning model along with PHEV a 24 h commercial load
curve is considered in this paper.

In order to analyze the impacts of simultaneous allocation of PHEVs and solar energy
source in IEEE13 bus system, all the technical parameters such as voltage profile, voltage
unbalance factor and system loss are considered. The load flow of the system with
commercial load, PHEVs and PV is done considering their time varying characteristics.
If the system parameters are not within the permissible limits, then the system may
collapse. So it becomes essential to evaluate these parameters with incorporation of
PHEVand solar renewable energy source.Moreover the performance parameters are also
analyzed for different penetration level of PHEVs with PV in the existing system. From
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the literature [12, 13], it was observed that simultaneous allocation PV and capacitor in
a single bus improves the system performance. Therefore considering this fact the buses
having capacitors are chosen for the incorporation of PV panels.

The main contributions of this paper are as follows.

1. Considering the uncertainty parameters like trip miles and trip end time, the PDF,
SOC and energy required by PHEVs are evaluated and realistic power demand curve
is developed.

2. PV modelling is done and it is integrated in the test system.
3. The performance parameters such as voltage profile, voltage unbalance factor and

active power loss are evaluated and compared for different penetration level of
PHEVs with PV in the existing network containing commercial load.

The rest of the paper is organized as follows. Uncertainty behaviour of PHEV daily
load and PV modelling will be presented in Sect. 2. Section 3 will describe the sys-
tem parameters i.e. system power loss, voltage profile and voltage unbalance factor.
Then methodology with proposed flowchart will be presented in Sect. 4. Results and
discussions will be described in Sect. 5 and at last the conclusion will be represented in
Sect. 6.

2 PHEV Load and PV Modelling

In this section, the detail modeling of PHEV load and PV are explained.

2.1 PHEV Modelling

To assess the impacts of PHEV on the distribution network, historical data i.e. trans-
portation data is required. NHTS 2001 (National Household Travel Survey) [14] which
is sponsored by U.S. Department of Transportation gives the complete data about travel
and transportation in the United States. This NHTS datasheet comprises of data like
house ID number, vehicle ID number, trip miles, trip end time, trip start time, type of
vehicle, person ID number, weekdays, weekends etc. in [14]. In the NHTS datasheet,
four types of PHEVs are identified i.e. automobile/car/wagon, Van (mini, cargo and pas-
senger), Sports utility vehicle and Pickup Truck. Hence there is different battery capacity
for 4 different vehicle types given in [14]. Here the daily driven distance is considered as
the sum of all trips of the day. In this paper, uncertainty analysis of PHEV is done, there-
fore to generate the estimated PHEV load profile for 24 h probability density function
is considered. To develop estimated PHEV load curve, the probability density function
(PDF), state of charge (SOC), energy consumption and power demand are evaluated by
considering uncertainties i.e. trip miles and trip end time.

Probability Density Function
About 40,000 vehicle trips are studied to develop PDF. The probability density functions
are used to estimate the SOC of vehicle and also used to model the behavior of trip miles
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of each vehicle. The PDFs for each vehicle are calculated by the Gaussian Distribution
Formula explained [15] in the following equation.

fd (x) = 1

dσd
√
2π

exp[− (ln d − μd )
2

2σ 2
d

]
(1)

where σd = Standard deviation, μd = Mean and D = Distance driven by each vehicle.

State of Charge (SOC)
Initial SOC is one of the stochastic factor which is determined by using battery capacity
and trip miles. In this paper, it is assumed that the EV owners will recharge their vehicles
as soon as they finish their last trip. Under this assumption, we conclude that the ending
time of the last travelling is considered as the starting time to charge. All EVs having
initial SOC are assumed to be integrated with the distribution system. Here SOC is
calculated by following equation.

SOC =
{
100.

(
x−d
x

)
, d ≤ x

0, d > x
(2)

where x = All Electric Range (AER) of the PHEV i.e. 30 as referred [16]. Then propor-
tional energy needed (PEN) is the total energy required to fully charge the EV. PEN of
each PHEV is calculated by following equation,

PEN = 100 − SOC (3)

In this paper, the four types of PHEVs with their battery capacity i.e. Compact Sedan
(9.765 KWh), Mid-size Sedan (10.815 KWh), Mid-size SUV (13.125 KWh) and Full-
size SUV (15.225) are mapped with the vehicle types. The energy consumption for each
vehicle is calculated as follows. Where BC = Battery Capacity of PHEV

ER = PEN × BC (4)

Charging Level
To calculate the charging duration time for PHEV, the charging level is required which
is explained by the following equation.

τch = ER

CL
. (5)

Here the standard outlets of 110 V/15 A (Single phase, 1.44 KW) and 240 V/30 A (Three
phase, 7.2 KW) are labeled as normal and fast charging level respectively. These two
charging levels are presented by EPRI and SAE J1772 standards, both are applicable in
U.S. [16, 17]. By using the charging duration time, the power demand of each PHEV
for 24 h is estimated.
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2.2 PV Modelling

A PV module converts energy from the sun into electrical form depending upon the
incident radiation on the module surface. By injecting PV module in the distribution
system, system loss will reduce and voltage profile will improve. Here PV systemmodel
[13] is a combined model consisting of PV array and PV inverter for the distribution
system impact analysis. It appears the same to the circuit model as a generator or storage
device according to the function of active power. Themaximumoutput power is extracted
from a PV module, by controlling through MPPT controller. Here the active power is a
function of the irradiance, temperature, and rated power at the maximum power point.

3 Performance Parameters

3.1 Voltage Profile

Voltage profile is a serious issue in power system network. To maintain the voltage
stability, the voltage profile of the system should be within the permissible limits. The
limit of voltage variation in between 0.9–1.1 pu is declared as the statutory limits of
voltage profile at the consumers’ terminals [18]. Whenever there is a change in the load
of the system, the voltage profile changes in the distribution system. With the rapid
increase of electricity loads, the power demand increases day by day, so the voltage at
the consumer premises falls.

3.2 Voltage Unbalance Condition

In a three-phase system, voltage unbalance is a condition in which the three-phase
voltages differ in amplitude or are displaced from their normal 120° phase relationship,
or both [18]. The degree of unbalance is usually defined by the ratio of the negative
sequence to positive sequence voltage component as follows.

%VUF = negative sequence voltage

positive sequence voltage
× 100 (6)

Like voltage drop, voltage unbalance factor causes motor damage, damage of elec-
trical appliances etc. In this paper, the range of voltage unbalance factor should be in
between 2%–3% taken as statutory limits of the system.

3.3 Active Power Loss

The increase of inductive loads like electric furnace, induction motors in the system
leads to poor power factor as they draw reactive power. So the active loss of the system
increases. As the radial distribution networks have high R/X ratio, so the system loss
increases. The system loss is calculated for hourly basis after the dynamic load flow is
done.
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4 Methodology

The methodology adopted in this paper to get the result is explained in the above Fig. 1.
Different data such as arrival time, trip miles, battery capacity and vehicle type are
extracted from NHTS datasheet. By using these data, the pdf, SOC and the estimated
power demand are evaluated and the probabilistic load curve of PHEV load for 24 h
is developed and PV modelling is done. This 24 h load curve of PHEV load and PV
renewable energy source are integrated with the existing unbalanced system to assess
the impacts on the system.

Fig. 1. Flowchart of methodology
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Here the dynamic load flow of the existing system integrated with PHEV load is done
and the different technical parameters are evaluated for analysis. The PV is incorporated
with the system at different penetration of PHEVs and the system parameters i.e. system
power loss, hourly voltage profile and voltage unbalance condition are evaluated and
studied. If all the technical parameters are within the security limit, then the penetration
level of PHEV loadwith size and location of PV system is obtained otherwise the process
continues to get the best result.

5 Results and Discussion

In this paper, an unbalanced test system i.e. IEEE 13 bus system [19] is taken for
analysis. It is a small system which operates at 4.16 kV. In addition, it has one source,
one regulator, a number of short unbalanced transmission lines and shunt cpapcitors at
the bus no. 611 and 675. The bus no. 650 is considered as bus no.1. Similarly bus no.
633, 634, 671, 645, 646, 692, 675, 611, 652, 632, 680 and 684 are taken as no. 2 to no.
13 respectively. MATLAB-OpenDSS interface is taken for unblanced load flow for 24
h. OpenDSS is an electric power distribution system simulator (DSS) which is basically
a open source software [20]. This software is mainly suitable for unbalanced load flow
and modifications can easily be done. As discussed earlier, probabilistic daily load curve
of PHEV is generated by extracting the data from NHTS using Gaussian distribution
formula. After integtrating the PHEV load curve in the system having commercial load,
the above mentioned system parameters are assessed and analyzed for penetration levels
of PHEV load. PV of 25 KW is injected at bus no. 611.

Fig. 2. Commercial load curve for 24 h Fig. 3. Probabilistic curve of PHEV load

Fig. 4. PV curve

Practically the load at the bus can’t be only PHEV load, so for real life analysis
the combination of PHEV load and commercial load is taken. Figure 2 shows that the
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maximum active power of the system only with commercial load is 3.5 MW at 4 pm.
Figure 3 demonstartes that the maximum power of probabilistic load curve of PHEV
is 27.9 MW at 4 pm. If this probabilistic PHEV load curve will combine with the
system with commercial load, then the load of the system is very high as it is the 100%
penetration of PHEV load at each bus with commercial load for every hour. As we know,
the voltage profile drops and the loss increases because of higher load on the system,
so for analyzing the impacts on the system with the PHEV load, 10% of PHEV load
is penetrated in the system with commercial load at first. Then the penetration level of
PHEV load is increased for the comparision of results. The performance parameters i.e.
voltage profile, voltage unbalace factor and the active loss of the system are observed
and analysed.

To reduce the impacts of green house gas effects, solar panels are injected into the
system. Therefore the impacts of simultaneously allocation of solar and PHEV load in
the unbalanced system are assessed. Figure 4 represents the PV curve of solar output
power on hourly basis from 9 am then reaches its maximum at 12 o’clock. Again it
decreases to zero at 5 pm as the temperature falls. So the peak hour is in between 9 am
to 5 pm and it becomes maximum at 1 pm.

5.1 Voltage Profile

It is observed from Table 1, the voltage profile lies in between 0.96–1.06 pu for 10%
pentration of PHEV load with commercial load. Further it is observed that with the
placement of PV module of size 25 kW at bus no. 611 in the existing system, the voltage
profile improves and the range is in between 0.98–1.07 pu.

Fig. 5. Voltage Profile of the system with
15% of PHEV load without PV

Fig. 6. Voltage Profile of the system with
15% of PHEV load with PV

Figure 5 represents the voltage profile of the existing grid with commercial load with
15% of PHEV load for 24 h at different bus. The voltage at bus no. 650, source bus, 634
and 633 the voltage maintains 1 pu for through out the day. Here also the voltage at the
bus no. 611, 675, 645 and 692 lies in between 0.9–0.96 pu during peak hours i.e. from
9 am to 5 pm and for remaining hours, it lies 1–1.06 pu. It shows that the voltage profile
satisfies the security limit. After placing PV module in the existing system, the voltage
at the bus no. 611, 675, 645 and 692 improves and the range is in between 0.95–1.08
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pu as shown in Fig. 6. At the peak hours where the voltage is low, the voltage profile
improves from 0.9 to 0.95 by adding PV system. Other than these buses, the voltage
remains same as in case of 15% of PHEV load without solar system.

Fig. 7. Voltage profile of the system with
20% of PHEV load without PV

Fig. 8. Voltage profile of the system with
20% of PHEV load with PV

As shown in Fig. 7, the voltage profile of the sytsem with commercial load with
20% of PHEV ranges in between 0.85–1.1 pu. This range violates the security limit. The
voltage remains low i.e. 0.85 during peak hours at the bus no. 675, 611, 645 and 692.
Therefore the 20% of PHEV load with the commercial load can’t be penetrated into the
system. In this system if PV system is integrated, then the voltage profile improves and
the range is within the security limits i.e. 0.9–1.1 p.u. The voltage at the bus no. 675,611,
652 and 692 increases from 0.85 p.u to 0.9 p.u by incorporating PV system as observed
in Fig. 8.

5.2 Real Power Loss

From Table 1, it is observed that by increasing the penetration level, the daily real
power loss increases. But by injecting solar panel into the system, the daily system loss
decreases slightly. 5 solar panels of 5 KW each size at the bus no. 611 are incorporated
with the system. As capacitor is present at bus no 611, the loss decreases, and the voltage
profile improves due to the combination of capacitor and PV in the system.

5.3 Voltage Unbalance Factor (VUF)

Figure 9 represents the graph of the voltage unbalance condition for 24 h at different
buses without PV. Further it is observed that at bus no. 675, the VUF is maximum.
Therefore, in this paper further study of the VUF at bus no. 675 for hourly basis is
evaluated for 15% and 20% of PHEV load with and without PV.

The voltage unbalance condition for 15% and 20% penetration level of PHEV load
with commercial load and with PV system is observed in Fig. 10 and Fig. 11. During
the peak hours i.e. from 9 am to 5 pm, the voltage unbalance condition increases and
reaches its maximum and gradually decreases. It is shown from Fig. 10 that for 15%
of penetration level of PHEV load, this value gradually increases as load increases and
reaches its peak at 2.5%, after that it decreases as load decreases. Due to the presence
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Table 1. Total real loss, maximum and minimum voltage at different penetration level of PHEV
with PV

Sl. No Different
combination

Daily system loss
(in MW)

Maximum voltage
(in pu)

Minimum voltage
(in pu)

1 CommercialLoad
with 10% of PHEV
Load without PV

2.3568 1.062327 0.968305

2 CommercialLoad
with 10% of PHEV
Load with PV

2.2484 1.082289 0.976963

3 CommercialLoad
with 15% of PHEV
Load without PV

7.6841 1.062142 0.917592

4 CommercialLoad
with 15% of PHEV
Load with PV

6.7038 1.099468 0.956324

5 CommercialLoad
with 20% of PHEV
Load without PV

11.5794 1.061855 0.858416

6 CommercialLoad
with 20% of PHEV
Load with PV

10.1535 1.099501 0.903348

Fig. 9. Voltage unbalance condition versus different buses

of solar panel at bus no. 611, the voltage unbalance factor improves from 2.5% to 2.2%
during the hours i.e. from 9 am to 5 pm.

At 20% penetration level in the existing system consisting of commercial load the
value rises to 4.3% which is beyond the security limit as shown in Fig. 11. Due to the
presence of PV system in the existing grid, the VUF improves means its value decreases
to 3% which is within the limit.
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Fig. 10. VUF of the System with 15% of
PHEV with & without PV

Fig. 11. VUF System with 20% of PHEV
with & without PV

6 Conclusion

The simultaneous allocation of PHEV load and solar renewable energy source is con-
sidered to improve the system performance and to reduce environmental emission in
this present paper. The estimated demand curve of PHEV load is incorporated with the
existing IEEE-13 bus system with commercial load to study and analyze the impacts on
distribution systems with different penetration levels. After incorporating PV module in
the grid, the system performance such as voltage profile, VUF and system loss improves.
For 20%penetration level of PHEV, the voltage profile lies in between 0.85–1.1 puwhich
violates the security constraints. But it is observed that the voltage profile remains in
between 0.9–1.1 pu for 20% of PHEV load with PV which satisfies the security limit.
Another major technical index is voltage unbalance, the maximum VUF is 2.5% and
4.3% for 15% and 20% of PHEV without PV module respectively. The maximum VUF
becomes 2.2% and 3% for the systemwith 15% and 20% of PHEV load with PVmodule
respectively. Hence it is observed that the voltage unbalance factor reduces when there
is assimilation of PV in the distribution network. For the present work it is observed
that without solar panels only 15% of total PHEV loads can be safely integrated in the
network. But the penetration level increases to 20% when solar panels are integrated as
it is observed from the results. Therefore it can be concluded that joint allocation of PV
and PHEV enables higher penetration of PHEV in the distribution network.

In future, different strategies of smart charging can be adopted for integration of
PHEVs with PV into the system to improve the penetration level of PHEV load.

References

1. Cazzola, P., Gorner, M., Schuitmaker, R., Maroney, E.: Global EV Outlook 2017. In: Int.
Energy Agency (IEA), Paris, French, Tech. Rep., pp. 1–71 (2017)

2. Pieltain Fernandez, L., Gomez San Roman, T., Cossent, R., Mateo Domingo, C., Frías, P.:
Assessment of the impact of plug-in electric vehicles on distribution networks. IEEE Trans.
Power Syst. 26(1), 206–213 (2011)

3. Turan,M.T., Ates, Y., Erdinc, O., Gokalp, E., Catalão, J.P.S.: Effect of electric vehicle parking
lots equippedwith roofmounted photovoltaic panels on the distribution network. Int. J. Electr.
Power Energy Syst. 109, 283–289 (2019)



294 S. Tripathy et al.

4. Ajanovic, A.: Promoting environmentally benign electric vehicles. Energy Procedia 57, 807–
816 (2014)

5. Zeb, M.Z., Imran, K., Khattak, A., Janjua, A.K.: Optimal placement of electric vehicle
charging stations in the active distribution network. IEEE Access 8, 68124–68134 (2020)

6. Kongjeena, Y., Bhumkittipicha, K., Mithulananthan, N., Amiri, I.S., Yupapin, P.: A modified
backward and forward sweep algorithm for microgrid load flow analysis under different
electric vehicle load mathematical models. Elsevier Electr. Power Syst. Res. 168, 46–54
(2019)

7. Dharmakeerthi, C.H., Mithulananthan, N., Saha, T.K.: Impact of electric vehicle fast charging
on power system voltage stability. Int. J. Electr. Power Energy Syst. 57, 241–249 (2014)

8. Kongjeen, Y., Bhumkittipich, K.: Impact of plug-in electric vehicles integrated into power
distribution system based on voltage-dependent power flow analysis. Energies 11(6), 1571
(2018)

9. Cheng, S., Gao, P.-F.: Optimal allocation of charging stations for electric vehicles in the
distribution system. In: IEEE 3rd International Conference on Intelligent Green Building and
Smart Grid (IGBSG), pp. 1–5 (2018)

10. Lin, S., He, Z., Zang, T., Qian, Q.: Impact of plug-in hybrid electric vehicles on distribution
systems, power system technology (POWERCON). In: IEEE International Conference on
Power System Technology, pp. 1–5 (2010)

11. Shafie, S., Firuzabad, M.F., Rastegar, M.: Investigating the impacts of plug-in hybrid electric
vehicles on power distribution systems. IEEE Trans. Smart Grid 4(3), 1351–1360 (2013)

12. Ghatak, S.R., Basu, D., Acharjee, P.: Voltage profile improvement and loss reduction using
optimal allocation of SVC. In: 2015 IEEE India Conference (INDICON), pp. 1–6 (2015)

13. Mohanty, S., Tripathy, S., Ghatak, S.R., Mohapatra, A.: Impact assessment of PV penetra-
tion on unbalanced distribution network with dynamic load condition. In: 2nd International
Conference on Power Electronics & IoT Applications in Renewable Energy and its Control
(PARC), pp. 1–6 (2022)

14. National Household Travel Survey. http://nhts.ornl.gov
15. Xinwen, N., Lo, K.: A methodology to model daily charging load in the EV charging stations

based onMonte Carlo simulation. In: IEEE International Conference on Smart Grid andClean
Energy Technologies (ICSGCE), pp.125–130 (2020)

16. Darabi, Z., Ferdowsi, M.: Extracting probability distribution functions applicable for PHEVs
charging load profile. IEEE Trans. Sustain. Energy 2(4), 501–508 (2011)

17. Morrow, K., Karner, D., Francefort, J.: U.S. Department of Energy Vehicle Technologies
Program—Advanced Vehicle Testing Activity — Plug-in Hybrid Electric Vehicle Charging
Infrastructure Review, Final report INL/EXT-08-15058, Idaho National Laboratory (INL)
(2008)

18. RoyGhatak, S., Sannigrahi, S., Acharjee, P.:Multiobjective framework for optimal integration
of solar energy source in three-phase unbalanced distribution network. IEEETrans. Ind. Appl.
56(3), 3068–3078 (2020)

19. Nanchian, S., Majumdar, A., Pal, B.C.: Three phase state estimation using hybrid particle
swarm optimization. In: IEEEPower and Energy SocietyGeneralMeeting (PESGM),Boston,
MA, USA (2016)

20. Dugan, R.: OpenDSS Circuit Solution Technique. EPRI, Palo Alto, CA, USA (2017)

http://nhts.ornl.gov


Strategic Bidding of Retailers
in Wholesale Energy Markets: A Model

Using Hybrid Forecast Methods

Hugo Algarvio(B) and Fernando Lopes

LNEG–National Laboratory of Energy and Geology,
Est. Paço do Lumiar 22, Lisbon, Portugal

{hugo.algarvio,fernando.lopes}@lneg.pt

Abstract. The liberalization of the electricity sector brought wholesale
and retail competition to electricity markets. In the retail sector, differ-
ent retailers compete to sign bilateral contracts with consumers. Typi-
cally, retailers consider high premiums to cover their potential risks when
acquiring energy in wholesale markets. This paper proposes a model for
strategic bidding of retailers in wholesale markets. The model includes
several hybrid forecast methods, namely a multivariate time series for
long-term prediction of electricity prices and consumption, a historical
meteorological comparison of consumption to day-ahead forecast, and
short-run trends for intra-day forecast of consumption. The paper also
presents a case study where retailers with different risk attitudes sub-
mit bids to the spot market to satisfy their consumers. The results show
that bidding to short-term markets leads to lower forecast errors than
bidding to medium- and long-term markets. Furthermore, retailers with
large and varied portfolios of customers may have lower forecast errors
than retailers with small portfolios of customers.

Keywords: Electricity markets · Retailer entities · Strategic bidding ·
Risk management · Forecast methods · Portfolios of consumers

1 Introduction

The deregulation of the electricity industry brings competition to the energy
supply in both wholesale and retail sectors [1]. Market entities can trade elec-
tricity at wholesale markets, bilateral markets and non-organised markets [2].
In wholesale markets, they can submit bids to day-ahead and intraday (sub-)
markets. Real-time deviations from the schedules of balance responsible par-
ties (BRPs) need to be managed at balancing markets [3]. BRPs may have to
pay/receive the down/up balancing costs, which normally results in penalties. In
bilateral markets, participants can sign standard financial and physical contracts
to hedge against spot price volatility (and consumption uncertainty), reducing
their risk. For non-standard agreements, they can negotiate privately the terms
and conditions of bilateral contracts [4,5].
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Retailers can sign private bilateral contracts with end-use consumers, thus
obtaining a private portfolio to manage. They usually follow a business as usual
strategy, considering high risk premiums in their proposed tariffs. These risk pre-
miums depend on the risk attitude of retailers (also known as risk preference or
appetite), which can be characterized as risk-averse, risk-neutral or risk-seeking
(see, e.g., [6,7]).

To avoid losses, a major issue that retailers should consider when proposing
tariffs to consumers is the forecast of market prices. The dynamic of the port-
folios is very dependent of the meteorological conditions, the consumption days
(weekdays, holidays or weekends), and the type of consumers (residential, com-
mercial, industrial, etc.). So, minimizing the variability of the portfolios can be a
good solution to avoid high forecast errors, which can result in unbalances, and
consequently in the payment of penalties. Short-run strategic bidding is often
considered crucial to retailers, since bilateral transactions are usually made in
the long-run (months before real-time consumption).

Ayón et al. [8] pointed out that large and varied portfolios of consumers
may reduce demand forecast errors. The authors also stated that aggregations
of flexible demand are beneficial to reduce demand forecast errors, increasing the
return of aggregators. Wei et al. [9] presented a review of 128 forecast models for
energy demand. They indicated a mean absolute percentage error (MAPE) of
10% as the threshold for highly accurate forecasts. They concluded that small-
scale forecasts (e.g., small consumers) have larger errors than large-scale forecasts
(e.g., large consumers). Koponen et al. [10] presented a review of 12 models
to forecast short-term electricity demand. They used the models in 6 different
scenarios. They concluded that the normalized root mean square error (NRMSE)
of the forecasts decreases with the number of aggregated consumers. They also
stated that hybrid methods should be used to compute demand forecasts.

Against this background, this paper focuses on developing a strategic bid-
ding model for retailers participating in spot markets, aiming at reducing fore-
cast errors, and consequently unbalances and penalties, increasing the return.
The work presented here refines and extends our previous work on portfolio
optimization [6,7,11], electricity markets [3], and risk management [12,13].

The remainder of the paper is structured as follows. Section 2 presents an
overview of bilateral contracting, risk management and portfolio optimization.
Section 3 introduces a model for strategic bidding of retailers. Section 4 presents
a case study. Finally, concluding remarks are presented in Sect. 5.

2 Risk Management and Portfolio Optimization

Sellers and buyers of electricity negotiate bilateral contracts to hedge against
spot price volatility. Their attitude towards risk can be classified as risk-averse,
risk-neutral, and risk-seeking. They consider different utility functions accord-
ing to their risk attitude [12]. Typically, they follow a risk management process
involving three main phases: risk assessment, risk characterization and risk mit-
igation.
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Retailers want to optimize the risk-return output of their portfolios by tak-
ing into account their attitude towards risk. They sign customized contracts
with key consumers and select the best market options to purchase electricity.
In [6], we proposed an optimization model that can be used to select key con-
sumers for portfolios of retailers, using the aforementioned three phases of the
risk management process, as well as a risk-return optimization of the portfolios
and the Markowitz theory, in order to obtain the efficient frontier that opti-
mizes the portfolios. In the first phase, retailers face the following risk factors:
market price volatility and consumption uncertainty of portfolios. In the second
phase, retailers can use the VaR to verify how the previous risk factors can affect
their potential return. In the third phase, by adopting the optimization problem
described in [6], they can obtain the point that optimizes their risk-return ratio
(consisting in a share of consumers in their portfolios), considering their risk
attitude and the tariffs proposed to consumers.

The Markowitz efficient frontier is obtained by considering the conditions of
the markets defined in the first phase of the risk management process, the risk
analysis carried out in the second phase (e.g., using VaR), and the optimized
points obtained in the third phase. Retailers obtain the efficient frontier from
the different efficient points (a specific point is considered efficient if no other
point can surpass its result in terms of risk or return).

The electricity tariff is essentially a two-part tariff with a fixed payment for
power (contracted capacity) and a price per unit of used electricity (variable
fee). Both fees are divided into several parts, but the part that may give a
return to retailers is the energy part [6]. So, retailers can set a return tax for
each consumer, according to the sum of the risk-free (deposits) of the global
markets with the risk premium. The risk premium depends on several factors
(e.g., the risk associated with the market price volatility and the consumption
uncertainty).

In [6], we also presented several pricing strategies to be adopted by retail-
ers to negotiate with consumers. The strategies can be selected by considering
the type of tariff (single, dual, three-rate, etc.), the equality of tariff (person-
alized or not), the equality of return (if every consumer gives a similar return
to retailer), etc. The “Equal Return OPtimization” (EROP) strategy defines
the minimum tariff that retailers may offer to consumers to receive an equal
target return from each of them. The “Equal Tariff Optimization strategy at a
Minimum Return” (ETOMinR) is not personalized, considering the same tariff
for all consumers. Retailers compute a tariff to each consumer and select the
highest one because it guarantees that them receive the minimum target return.
The “Equal Tariff Optimization at a Maximum Return” (ETOMaxR) strategy
is also not personalized. To guarantee a maximum target return from all con-
sumers, retailers compute a tariff to each consumer, and the minimum tariff
(between all computed) is selected, because it guarantees that retailers receive
their target maximum return. The “Equal Return Tariff based on Market-Costs”
(ERTMC) strategy reflects the expected costs of retailers with each consumer,
considering their consumption pattern [7].
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The Calinski-Harabasz (CH) criterion computes the Euclidean distance
between different clusters and compares it with the internal sum of squared
errors for each cluster. K-means clustering is a robust technique that minimizes
the distance between each point and the centre of its respective cluster [7]. Con-
sidering the consumption profile of each consumer, and using the CH criterion,
it is possible to obtain the optimal number of profiles (clusters). Furthermore,
by using K-means clustering, it is possible to divide consumers by profile. Each
cluster represents the consumption segment of each consumer, with a typical
load profile.

Future predictions of the arithmetic cost of electricity for each consumer are
computed by considering a forecast method adapted from [6]. The method con-
sists of a Multivariate Time series (MTS) that uses the wholesale market prices
of electricity, the electricity consumption, and the share of renewable energy
associated with the production of electricity. Also, future predictions of the elec-
tricity consumption are computed by using an MTS forecast method adapted
from [7].

Now, by considering the optimization model and the pricing strategies, it is
possible to compute the expected return of retailers for long periods of time.
However, retailers need to submit bids to wholesale markets based on power
forecasts, which can lead to power deviations and penalties during real-time
operation. The next section discusses the strategic bidding of retailers in whole-
sale markets, in order to reduce the errors of consumption forecasts and their
effects on the final return.

3 Strategic Bidding in Wholesale Markets

Retailers can submit bids to wholesale markets or enter into bilateral agree-
ments to acquire energy from producers and other suppliers. As BRPs, they are
responsible for their deviations, meaning that their imbalances need to be com-
pensated in balancing markets. Also, the day-ahead market (DAM) can be used
to obtain/sell the need/excess of electricity. Furthermore, the intra-day market
(IDM) can be used to compensate potential short-run imbalances.

Retailers select the past day, D̂, with the minimum Euclidean distance, d,
between the historical weather data of a particular past day, WD−i, and the
weather forecast of the target day, ŴD, considering one or more weather sensitive
variables (e.g., humidity or ambient temperature).

D̂ = min(d(ŴD,WD−i)) (1)

Retailers compute the expected consumption, q̂j,D, by getting the consump-
tion of the past day, qj,D̂, and considering the consumption forecast of the current
year, q̂t, as well as the consumption of the past year qt−1:

q̂j,D = qj,D̂
q̂t

qt−1
(2)
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To forecast the yearly electricity consumption, retailers use an MTS method
adapted from [7]. They compute the (hourly) consumption forecast of the port-
folio, q̂D,h, by considering the forecast, q̂j,D,h, of each consumer cj for each time
period h of day D:

q̂D,h =
H∑

h=1

J∑

j=1

q̂j,D,h (3)

Retailers determine the bids to submit to the DAM by considering the energy
involved in the entire portfolio q0,h. For each time period, they may consider sev-
eral contracts Ct. The total quantity of electricity guaranteed through bilateral
contracts is denoted as qc,h, so that:

q0,h = q̂D,h − qc,h (4)

qc,h =
Ct∑

ct=1

qcct,h (5)

For a particular time period of the day, if the quantity of electricity guaran-
teed through bilateral contracts is higher than the energy forecasted, q̂D,h, then
retailers try to sell the excess in the intra-day market. To this end, the bids are
computed by using a simple strategy: in the case of buying electricity, retailers
offer the price-cap (maximum price) of the market, to guarantee that they buy
the required electricity to satisfy their portfolio; otherwise, they offer the price
of the bilateral contracts, to avoid economic losses.

Retailers compute the consumption forecast, q̂s,j,h, for bidding at each ses-
sion of the intra-day market s, by using a method that takes into account the
meteorological conditions and the short-run consumption tendency, as well as
the bids submitted to the DAM and the growth-rate method for a short-run
period of 1 h–7 h:

q̂s,j,h = q̂s,j,h−1(
H∑

h=1

J∑

j=1

q̂j,D,h

q̂j,D,h−1
) (6)

This formula considers the real observed consumption of the previous time
period, if it exists, or the forecast, q̂s,j,h−1. For each consumer j and time period
h, it uses the bids submitted to the DAM at h (i.e., q̂j,D,h), and also at a previous
time period, q̂j,D,h−1.

Retailers compute the bids to submit to each intra-day session, qs,h, at time
period, h, by considering the short-run forecast, as well as the electricity acquired
through bilateral contracts, qc,h, through the DAM, q0,h, and in previous intra-
day sessions, qi,h:

qs,h = q̂j,h − qc,h − q0,h −
s−1∑

i=1

qi,h (7)
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They compute the imbalances for each time period, qdev,h, by taking into
account the real-time consumption of each consumer of the portfolio, qj,h:

qdev,h =
J∑

j=1

qj,h − qc,h − q0,h −
S∑

s=1

qs,h (8)

Also, they compute their balance responsibility for each time period, Cdev,h,
by considering their deviations, qdev,h and the prices of the excess, Pup,h, or the
lack, Pdown,h, of electricity, in cases of up or down deviations, respectively.

{
Cdev,h = qdev,hPup,h, for qdev,h > 0
Cdev,h = |qdev,h|Pdown,h, for qdev,h < 0 (9)

Different bilateral contracts may have different prices for the energy. A con-
tract ct has price, Pcct,h, and the investment, Ih, of retailers is:

Ih =
J∑

j=1

Ct∑

ct=1

Pcct,hqcct,h + P0,hq0,h +
S∑

s=1

Ps,hqs,h − Cdev,h (10)

The profit per time period of retailers and the return on investment (ROI)
are computed as follows:

Rh =
J∑

j=1

Tj,hqj,h −
Ct∑

ct=1

Pcct,hqcct,h + P0,hq0,h +
S∑

s=1

Ps,hqs,h − Cdev,h (11)

ROI =
H∑

h=1

Rh

Ih
(12)

The ROI is a performance indicator that allows to measure the profitability
of investments.

To evaluate the performance of the forecast techniques, two different indica-
tors, MAPE and NRMSE, are used:

MAPE =
100%
H

H∑

h=1

∣∣∣∣
qh − q̂h

qh

∣∣∣∣ (13)

NRMSE = 100%

√
1
H

∑H
h=1 (q̂h − qh)2

qmax
(14)

where qmax is the maximum consumption per time period of the portfolio.
MAPE results are very intuitive, which makes this indicator one of the most

used to measure forecasts accuracy. However, it has limitations, particularly it
cannot be used with zero values and overestimates of negative errors (q̂h >
qh) concerning positive errors. NRMSE is used to evaluate energy forecasts. It
overvalues high errors concerning low errors, which is often acceptable, due to
the critical nature of the energy balance on power systems.
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Table 1. Characteristics of retailers.

Retailer Risk preference Pricing

strategy

Tariff

type

Number of

clients

Yearly energy

(GWh)

Expected

ROI (%)

VaR (%)

Ret1 High aversion EROP 3-rate 5 2.76 3.75 3.42

Ret2 Moderate averse ETOMaxR 3-rate 22 475.17 3.95 3.78

Ret3 Small aversion EROP Single 13 30.46 7.54 3.99

Ret4 Small seeking ERTMC 3-rate 32 290.99 7.3 4.13

Ret5 Moderate seek ETOMinR 3-rate 13 48.58 7.79 4.19

Ret6 High seeking ETOMinR 3-rate 227 917.03 9.95 4.59

4 Case Study

This case study considers six computational agent retailers that want to invest
in the Portuguese electricity market. The time period of the study ranges from
January 1, 2012 to December 31, 2013.1 The retailers are assumed to start oper-
ating at MIBEL in 2013, meaning that they can use real data from MIBEL.
They have a target market of 312 real Portuguese consumers for their portfo-
lios, corresponding to around 5% of the total consumption of the country [14].
Table 1 presents the main characteristics of each retailer, such as the expected
ROI or VaR. The consumers are assumed to be connected to the middle voltage,
so some of them are aggregations of residential and small commercial consumers.
They are assumed to be divided into five segments: industrial (Ind), large com-
mercial (LCom), aggregation of small commercials (AggSCom), aggregation of
residentials (AggRES), and other aggregations.

Retailers propose customized bilateral contracts to consumers and, to sat-
isfy their consumption needs, they acquire electricity on the wholesale market.
The contracts involve either fixed single or three-rate tariffs, and variable con-
sumption. The energy part of the tariff is the only part that can be negotiated.
Retailers can offer personalized tariffs to different consumers or the same tariff
to consumers inside the same consumption segment.

Retailers use an optimization model, adapted from [6], to obtain the opti-
mized portfolios of end-use consumers, involving the Markowitz theory, pricing
strategies, and risk/return objectives. To obtain the optimal portfolio for 2013,
they use real market prices of 2012, updated with the forecasts for 2013, as well as
real consumption from the target consumers from 2012, updated with forecasts
for 2013. The forecast techniques presented in the previous section predicted a
decrease in the wholesale market prices of 4.83% and an increase in consumption
of 0.36%. This expected decrease in prices can be the result of an increase in the
variable renewable generation with near-zero marginal costs.

1 This data set can be found in an online repository: https://archive.ics.uci.edu/ml/
datasets/ElectricityLoadDiagrams20112014#.

https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014#
https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014#
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Table 2. Results of the study using real data from 2013.

Retailer Optimal
ROI
(%)

Real
ROI
(%)

Demand
variation
(%)

DAM
bids
(%)

DAM
MAPE
(%)

IDM
bids
(%)

IDM
direction
(%)

IDM
MAPE
(%)

Ret1 6.82 5.09 −5.43 101.88 41.96 34.02 −3.18 23.24

Ret2 7.25 5.96 −8.76 104.91 25.15 26.74 −10.05 15.73

Ret3 12.21 11.10 −4.84 102.96 12.63 12.97 −16.15 8.73

Ret4 12.35 11.62 −7.50 105.22 12.15 12.20 −43.45 7.25

Ret5 10.10 9.15 −6.75 105.05 11.94 11.85 −36.87 7.21

Ret6 12.18 11.67 −2.22 101.02 6.68 6.58 −23.90 3.49

Retailers enter into retail competition by offering tariffs to consumers, thus
obtaining a private portfolio to manage.2 In general, the optimized portfolios
only suggest a small number of consumers (but see [7]). To increase that number,
different constraints in the optimization model can be considered, such as the
quantity of electricity or the investment.

To determine the bids to submit to the DAM, forecasts based on the expected
weather of the following day are used, considering the ambient temperature (see
Eq. 1).3 Tables 2 and 3 present the results of the case-study. The results shown
in Table 2 indicate that the real returns obtained through the strategic bidding
process are higher than the expected returns, because the wholesale market
prices decreased around 9.2%, from 2012 to 2013. Also, the consumption needs
of all portfolios decreased. Such decreases led to retailers bidding the excess
quantities of energy in the day-ahead market.

Retailers that have portfolios with few consumers have higher errors in their
forecasts, being the versatility and complementarity between consumers a good
solution to avoid errors. While Ret1 is the retailer with less risk, it is also the
retailer with the highest forecast errors, because it is the retailer with fewer
consumers. By comparing the real ROI with the optimal ROI, it is possible to
verify that retailers with larger portfolios and lower forecast errors have lower
differences in the ROI. Naturally, portfolios with a small number of consumers
have substantial forecast errors. The forecast MAPE of Ret6 is in line with
the forecast accuracy of highly accurate forecast models from the literature,
validating the proposed forecast models [9]. The DAM forecast deviations can
be fixed in the intra-day market, resulting in a traded quantity significantly lower
than in the DAM.

In 2013, the consumption decreases, leading retailers to trade the excess
quantities of energy in the DAM (i.e., in the majority of hours, retailers sell the
2 Tariffs proposed to target consumers, and their optimal and final portfolios, are

presented in [15].
3 Day-ahead forecasts of the ambient temperature consider data from the Global Fore-

cast System at 7 a.m. (CET). Observed and forecast meteorological data can be
found at: http://www.meteomanz.com/index?l=1.

http://www.meteomanz.com/index?l=1


A Model Using Hybrid Forecast Methods 303

Table 3. Results of the study using real data from 2013 (cont.).

Retailer Expected
ROI
(%)

Real
ROI
(%)

IR
(%)

DAM
MAPE
(%)

DAM
NRMSE
(%)

IDM
MAPE
(%)

IDM
NRMSE
(%)

Ret1 3.75 5.09 35.73 41.96 13.16 23.24 10.41

Ret2 3.95 5.96 50.89 25.16 14.02 15.73 7.34

Ret3 7.54 11.10 47.21 12.63 8.25 8.73 4.54

Ret4 7.93 11.62 46.53 12.15 8.71 7.25 4.38

Ret5 7.79 9.15 17.59 11.94 7.67 7.21 4.36

Ret6 9.95 11.67 17.29 6.68 5.96 3.49 2.99

excess in the intra-day market). The forecast errors of the bids submitted to the
intra-day market are lower due to the use of upgraded meteorological information
(such as, data closer to real-time consumption). These errors need to be fixed in
balancing markets. The intrinsic variation in the ROI computes the difference
between the real ROI and the expected ˆROI, evaluating the output of retailers
as follows:

IR =
ROI − ˆROI

ˆROI
× 100 (15)

By analysing the IR, it is possible to verify that risk-seeking retailers have
lower increases in their expected returns, which means that even with higher
forecast errors, the portfolios of risk-averse retailers are more stable, leading to
better outputs. Also, note that a decrease in energy consumption conducts to an
excess of energy acquired in the DAM, leading to up deviations concerning real
consumptions. Up deviations overvalues the MAPE, because real consumptions
are lower than forecast consumptions in the majority of cases. In this way, the
NRMSE can probably be a better indicator to evaluate the forecast results, by
obtaining results that are independent of the deviation direction.

5 Conclusion

This article presented a simplified model for retailers trading energy in wholesale
markets. The model considered three different hybrid forecast methods: a multi-
variate time series for long-term prediction of electricity prices and consumption,
a historical meteorological comparison of consumption to day-ahead forecasts,
and a short-run trend for intraday forecasts of consumption.

Also, the article presented a case study to test the model in a simple set-
ting, considering real data from Portuguese consumers and the MIBEL, for the
period 2012–2013. The results confirmed that large amounts of diversified aggre-
gated demands conduct to higher forecast accuracies. Risk-seeking retailers have
a behaviour similar to traditional retailers, considering large portfolios with
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substantial risk, and high risk premiums in their tariffs. Risk-seeking retailers
propose more competitive tariffs than risk-averse retailers. However, risk-averse
retailers may obtain a better output from electricity markets, even with higher
demand forecast errors than risk-seeking retailers.

The main issues that retailers face in energy markets are the volatility of spot
prices and the uncertainty in the energy needs of their portfolios. Accordingly,
to mitigate the associated effects, they can propose more competitive tariffs to
target consumers. Additionally, they can enter into bilateral contracts in the
wholesale market and sign demand response contracts with consumers in retail
markets.

Future work is intended to study how derivatives products, private bilat-
eral contracts, and demand response programs can be used as risk mitigation
instruments, (potentially) increasing the risk-return ratio of retailers.

Acknowledgments. This work has received funding from the EU Horizon 2020
research and innovation program under project TradeRES (grant agreement No
864276).
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Abstract. We consider the local group of agents for exchanging the
time-series data value and computing the approximation of the mean
value of all agents. An agent represented by a node knows all local neigh-
bor nodes in the same group. The node has the contact information of
other nodes in other groups. The nodes interact with each other in syn-
chronous rounds to exchange the updated time-series data value using
the random call communication model. The amount of data exchanged
between agent-based sensors in the local group network affects the accu-
racy of the aggregation function results. At each time step, the agent-
based sensor can update the input data value and send the updated data
value to the group head node. The group head node sends the updated
data value to all group members in the same group. Grouping nodes
in peer-to-peer networks show an improvement in Mean Squared Error
(MSE).

Keywords: Agent based sensor · Time series data · Approximation ·
Random call model · Peer to peer network

1 Introduction

In the energy market transactions, the prosumer and the consumer agents can
communicate using a peer to peer network to exchange information about energy
demand and availability. The energy market transactions based on a distribution
network can balance the energy supply and demand [1]. In the peer to peer
market, the prosumer and the consumer agents can perform the negotiation
directly to match the energy demand and supply under the energy trading [2].
The agent-based sensors can produce time-series data values xt updated over an
indefinite time. A software agent uses time-series data values from agent-based
sensors as input data. The updated data values are exchanged by agents in r
rounds at each time t for computing an aggregation function [3].
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
A. González-Briones et al. (Eds.): PAAMS Workshops 2022, CCIS 1678, pp. 306–312, 2022.
https://doi.org/10.1007/978-3-031-18697-4_25
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The local community group for exchanging energy and information can be
developed based on peer to peer approach in energy markets [1]. The agent-based
sensors can be grouped to coordinate energy transactions with other agent-based
sensors between the local distribution networks. The rapid growth of agent-
based sensors in the network may become an issue in the aggregation process
involving all agent-based sensors in the network. Therefore, the approximation of
aggregation time-series data value involving a few nodes in the local community
group is sufficient.

Contribution. In this paper, we propose the concept of data aggregation, which
approximates the mean value of the nodes that have been grouped by using the
Push and Pull communications of R. Karp et al. [4] in a peer to peer network.
The nodes use the hashing function [5] to determine the group. We observe the
message complexity, time complexity, and accuracy of the result of time-series
data aggregation.

2 Related Work

The push and the pull random phone calls are the communication model pro-
posed by R. Karp et al. [4]. In the push communication model, each caller
node u chooses a callee node v randomly from V in the communication graph
Gt = (V,Et ⊆ V × V ) to send the message. In the pull communication model,
each callee node v replies to the caller node u, which requests the node v’s
message. The data aggregation based on the Push-Sum protocol [6] has the con-
vergence rate exponentially to estimate the average.

The structure of network topologies can affect the performance of the time-
series data aggregation process in the peer to peer network. The nodes can collect
the data values using the random-walk-based approach [7,8]. In the tree-based
approach proposed by M. Bawa et al. [8], the parent nodes collect the messages
from their children and send the aggregation function result to their children.
The message can be exchanged between the parent nodes and the children nodes.

In the Kelips algorithm proposed by Gupta et al. [5], nodes are joined in k
affinity groups. Each node knows all neighbor nodes which are in the same affinity
group. In addition, every node has the contact information of other nodes lying
in the other groups. The node uses the hashing function for assigning the node
to a group.

3 Methods

Let a node represents an agent-based sensor that produces time-series data value
of xt ∈ R

+
0 . Nodes are fully connected in the communication graph Gt. Nodes

use the push and pull communication protocol that occurs synchronously. Every
node runs the algorithm described in Algorithm1. In the first round, the Ini-
tialization procedure is called. The node generates the node’s identity I, the
group identity IG, and the set of the group member Cm. The group head Ch
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Algorithm 1. Grouping Node Algorithm
procedure Initialization

Generate Node ID Iu ← fhash(ID)
Group Identity IGu ← Iu Mod ku
A Group Head Ch ← ∅

Set of Group Member Cm ← {(xu, Iu, IGu)}
Set of Group Non Member Cnm ← ∅

end procedure
procedure RequestData

if Ch = ∅ then
Choose one neighbor node v randomly

else if Ch �= ∅ then
node v ← Ch

end if
Send Cmu to the node v

end procedure
procedure ResponseData

if IGu �= IGv then
Send the information about node u

else
Send Cmu to the node v

end if
end procedure
procedure Aggregate

if IGu == IGv then
Cmv ← Set of xv, Iv, IGv of the caller node v
Cmu ← Set of xu, Iu, IGu of the node u called by node v
Cmu ← Cmu

⋃
Cmv

Ch ← fmin(Iu)
su ← ∑

i∈Cmu
xi, nu ← |Cmu |

favg ← su
nu

else
Update Cnm

end if
end procedure

is set to ∅. In every round of agent communication, every agent will exchange
the set of group member Cm, consisting of the local measurement value x, agent
identity I, and agent group identity IG. The node will calculate the approximate
value of the mean favg = s

n .
Every node executes the RequestData procedure in every round except the

first round. In the RequestData procedure, if the caller node u has no group
head, Chu

= ∅, then the caller node u will randomly choose one neighbor node
v and send the Cmu

to the node v for requesting data. If the caller node u has
a group head, then the caller node u will send the Cmu

to the group head for
requesting data.
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At the end of every round, nodes run the ResponseData procedure. In the
ResponseData procedure, the callee node v sends the Cmv

to the caller node
u if the caller node u and the callee node v are in the same group. If the caller
node u and the callee node v are not in the same group, the callee node v sends
the node’s information Cmv

. In the Aggregate procedure, the nodes will do
the aggregation process if they are in the same group.

4 Experimental Results

Every node retrieves the Cm from other nodes and calculates the approxi-
mate mean value of the sensor inputs. The PeerSim [9] is used to simulate
the push and pull communication process. The network’s mean ground truth
fMeanGroundTruth and the nodes’ approximate mean value favg are inputs for
the observer to calculate the Mean Squared Error (MSE) in every round of
communication.

fMSE =
1
N

N∑

i=1

(fMeanGroundTruth − favgi)
2 (1)

The number of nodes N used in the experiments is 103 nodes. The experiment
is performed 50 times. The input data value x used by every node is uniformly
distributed in the range from 0 to 100. Nodes can change the input data value
x every time t. The nodes communicate using the push and pull communication
protocol at a time t in synchronous r rounds until the network converges to a
result value of the aggregation function.

The nodes in the same group exchange the Cm and choose the Ch. At t = 1,
the node needs some rounds r to have the same Cm and Ch, as shown in Fig. 1.
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Fig. 1. The number of rounds and the MSE of grouping nodes with the uniformly
distributed input data values and N = 103 at t = 1.
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Fig. 2. The cumulative message sent and the MSE of grouping nodes with the uniformly
distributed input data values and N = 103 at t = 1.
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Fig. 3. The number of rounds and the MSE of grouping nodes with the uniformly
distributed input data values and N = 103 at t ≥ 1.

The greater the number of groups formed by nodes in a network using the push
and pull communication protocol, the more rounds r are needed to obtain the
same Cm and Ch. The cumulative number of messages sent by nodes will increase
as the number of rounds increases, as shown in Fig. 2. Each node that is part of
a group IG will point to one node as the group head Ch. All nodes will have the
group head Ch after some round r at t = 1. Each node calculates the approximate
aggregation of the mean value favg =

∑
j∈Cm

xj

|Cm| .
The number of rounds and the number of messages needed for calculating the

approximate aggregation at time t ≥ 1 are shown in Fig. 3 and Fig. 4. At time
t = 1, the caller node u chooses the callee node v randomly for exchanging the
message Cm. The detail rounds in Fig. 3 and the detailed number of cumulative



Approximate Time-Series Data Aggregation Using Grouping Nodes 311

10−25

10−20

10−15

10−10

10−5

100

0 25000 50000 75000 100000
Cumulative Messages Sent

M
ea

n 
Sq

ua
re

d 
Er

ro
r

Groups
No Group

   1

  10

 100

1000

0 25000 50000 75000 100000
Cumulative Messages Sent

M
ea

n 
Sq

ua
re

d 
Er

ro
r

Groups
3 Groups

Fig. 4. The cumulative message sent and the MSE of grouping nodes with the uniformly
distributed input data values and N = 103 at t ≥ 1.

messages sent by nodes in Fig. 4 at time t = 1 are plotted in Fig. 1 and Fig. 2.
Every time t, each node can get a new data value xt. At time t > 1, all nodes
u send the message to the group head Ch. The group heads Ch aggregate all
messages received from the group members in Cm. Each group head Ch replies to
all group members’ requests by sending the Cm in the same round. Every node
can calculate the approximate aggregation of the mean value favg after getting
the response from the group head Ch. As shown in Fig. 3 and Fig. 4, the nodes
can quickly approximate the time series data aggregation with a few number of
cumulative messages sent at time t > 1.

5 Conclusion

We investigated the design of grouping nodes in the peer to peer network to com-
pute the approximation of aggregation time-series data value. All nodes exchange
the message Cm used as an input for the aggregation function. At t = 1, the
node needs some round r to have the same Cm and elect the group head Ch.
At time t = 1, the push and pull communication protocol for grouping nodes
showed an exponential improvement in accuracy over the number of messages
sent by nodes. At time t > 1, all nodes send the updated message to the group
head Ch. The group heads Ch aggregate all messages sent by the group mem-
bers. The group head will send the aggregation result message Cm to nodes of
the group member.
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