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Preface 

Due to the influence of the COVID-19 pandemic, the 26th International Conference 
on Production Research (ICPR) online was hosted by Tunghai University, Taiwan, 
in July 2021. It was the first time that ICPR was ever held in Taiwan. The decision on 
the theme of the conference “Intelligent and Transformative Production in Pandemic 
Times” was a collaborative work by the board members of International Foundation 
for Production Research (IFPR) and Asia Pacific Region of IFPR. 

The keynote speakers of the conference, Prof. Shimon Nof, Prof. Oliver Riedel, 
Prof. Alexandre Dolgui, Dr. Kenichi Funaki and Prof. Morris Fan, presented their 
cutting-edge and inspiring research and ambition toward the future of production 
research. Those speeches highlighted the conference. The Doctoral and Early Career 
Researcher Workshop organized by Prof. Rob Dekkers prior to the conference was 
once again a successful and memorable one. 

This proceedings book of the 26th ICPR selected 82 papers from the conference. 
More than 250 scholars/students participated in the conference. Papers to be included 
in this book are within the following twelve subjects: 

Part One: Impact of the Pandemic on Industry and Production 
Part Two: Digital and Cyber Manufacturing and Services 
Part Three: Manufacturing: System and Automation 
Part Four: Internet of Things, Data Analytics and Smart Manufacturing 
Part Five: Supply Chain Management 
Part Six: Industrial Engineering and Operations Research 
Part Seven: Logistics Engineering and Management 
Part Eight: Sustainable Production 
Part Nine: New Product Development and Innovation Management 
Part Ten: Quality Engineering and Management 
Part Eleven: Human Factors Engineering 
Part Twelve: Healthcare Management 

The papers show the courage and faith of the authors across the world by demon-
strating their cutting-edge knowledge and wisdom to face the near bright future. The 
five editors from three continents would like to show our appreciation and respect to
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vi Preface

the authors’ contributions and in the same time to recommend their precious work 
to the readers worldwide. May this book become a courageous marker of production 
research at the very difficult time of the human world during the pandemic! 

Finally, we would like to thank every contributor/participant/reviewer/session 
chair of the conference. Thanks go to the Ministry of Science and Technology, 
Taiwan, for the funding support, to Tunghai University for the facility support, to the 
Department of Industrial Engineering and Enterprise Information at Tunghai Univer-
sity for the assistance from the staffs and students, to JIMA of Japan, KIIE of Korea, 
PIIE of Philippines, CIIE of Taiwan, IFPR-AEM, IFPR-AR and IFPR-APR for the 
promotions of the conference. We thank Lecture Notes in Production Engineering, 
Springer, for publishing this book. 

Taichung, Taiwan 
Glasgow, UK 
Manila, Philippines 
Cluj-Napoca, Romania 
Santiago, Chile 

Chin-Yin Huang 
Rob Dekkers 

Shun Fung Chiu 
Daniela Popescu 

Luis Quezada
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Development of Training System 
for Appearance Inspection Using Motion 
Capture and Large Size Display 

Ryosuke Nakajima and Jyunya Fujimoto 

Abstract To assure appearance quality of industrial products, appearance inspection 
by human vision is implemented in many manufacturing industries. In appearance 
inspection by human vision, small visual defects such as dirt, scratches, surface dents, 
and unevenness of the coating color are inspected. In actual defects in appearance 
inspection processes, the visibility differs depending on the positional relationship 
between the inspector and the defect. Furthermore, visibility varies depending on 
the type and characteristic of defects. Therefore, to comprehensively inspect these 
defects, it is required to change the positional relationship between the inspector 
and defects by appropriate body movements of the inspector. In particular, in case 
of product size is relatively large such as a body, glass of an automobile, there is 
strongly required the body movement of the inspector to realize positional relation-
ship in which defects can be detected. However, no studies have been conducted on 
appropriate body movements based on the defect positional relationship between the 
inspector and defects, in actual appearance inspection processes, work training is only 
carried out by on the job training based on experience of skilled inspectors. There-
fore, this study focused on appearance inspection that required appropriate body 
movements of inspectors during the inspection, and also developed a work training 
system for appearance inspection using motion capture and large size display. More-
over, to show how to utilize the developed training system, the experiment using 
the general work procedure manual and the work procedure manual that teaches 
detailed body movements according to size of products and height of an inspector 
are designed as experimental factors, and their effects on defect detection are eval-
uated with 12 subjects. As a result, it is quantitatively obtained that the latter work 
procedure manual has the effect of improving the defect detection rate about 5.9%. 
In particular, it is also obtained to be effective in case of detecting small luminance 
contrast and detectable range of defects. From the above, it is considered that the
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work training methodology including body movements is effective, and it is shown 
that the developed training system may contribute to work design and work training 
in the actual appearance inspection processes. 

Keywords Appearance inspection · Visual inspection ·Work training · Defect 
detection ·Work design 

1 Introduction 

To supply high-quality products into the market, manufacturing industries provide 
attention to product inspection. Two types of inspections exist which are func-
tional inspection and appearance inspection. The former inspects the effectiveness 
of a product, and the latter, small visual defects, such as scratches, surface dents, 
and unevenness of the coating color. The automation of functional inspection has 
advanced because it is easy to determine whether a product works or not [1, 2]. 
However, it is not as simple to establish standards to determine whether the appear-
ance of a product is defective. First, many different types of defects exist. Second, the 
categorization of a product as non-defective or defective is affected by the size and 
depth of the defect. Third, some products have recently become smaller and more 
complex. Finally, the production has shifted to high-mix and low-volume production. 
It is thus difficult to develop technologies that can capture small defects and to create 
algorithms that can identify multiple types of defects with high precision. Therefore, 
appearance inspection still strongly depends on human vision [3–8]. As appear-
ance inspection is performed by humans, inspection efficiency (inspection time) and 
inspection accuracy (defect detection rate) differ among different inspectors. This is 
a common problem in many manufacturing industries. 

Moreover, in actual defects in appearance inspection processes, the visibility 
differs depending on the positional relationship between the inspector and the defect 
[9]. Furthermore, visibility varies depending on the type and characteristic of defects 
[10]. Therefore, to comprehensively inspect these defects, it is required to change 
the positional relationship between the inspector and defects by appropriate body 
movements of the inspector. In particular, in case of product size is relatively large 
such as a body, glass of an automobile, there is strongly required the body movement 
of the inspector to realize positional relationship in which defects can be detected. 
There are some studies on work training on how to move the viewpoint for rela-
tively small products such as printed circuit boards [11]. There are also some studies 
on defect visibility assessment [12, 13] and work design methodologies [14–16]. 
However, no studies have been conducted on appropriate body movements based on 
the defect positional relationship between the inspector and defects, in actual appear-
ance inspection processes, work training is only carried out by on the job training 
based on experience of skilled inspectors. 

Therefore, this study focused on appearance inspection that required appropriate 
body movements of inspectors during the inspection, and also developed a work
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training system for appearance inspection using motion capture and large size display. 
Moreover, using the training system, this study also considered their effects of work 
procedure manuals on defect detection experimentally. 

2 Development of Training System 

2.1 Concept of Training System 

For work design and training of appearance inspection of large size products, the 
concept of detectable range is necessary. This is the range in which defects can be 
detected based on positional relationship between a defect and head of an inspector, 
and is represented by a square centered on the defects. Based on the concept of 
detectable range, this study considered to determine the body movements to reliably 
detect defects that exist everywhere. Specifically, to consider the work design method 
for large products, characteristics of defects, height of inspectors, size of a product, 
and detectable range of a defect are determined as input information. Then, the height 
at which the product is installed is obtained from the height of the inspector, and the 
appropriate body movements are designed as output information. 

That is, a condition in which a defect can be detected from the positional rela-
tionship between the inspector and the defect is defined as a detection condition, the 
body movement data of the inspector is measured in real time using motion capture, 
developed the training system that displays defects on the large size display only 
when the values and the preset detection conditions are identified. The features of 
the training system are that off the job training is possible by defining only the detec-
tion conditions for the target defects in the actual appearance inspection processes, 
practical work training is possible for new inspectors without preparing actual prod-
ucts, and it is possible to give immediate feedback to the inspectors by totaling the 
work results in real time. 

2.2 Overview of the Developed Training System 

Based on the concept in Sect. 2.1, a training system was developed using a 
motion capture (Microsoft Inc., Xbox One Kinect), a large display (Sony Inc., KJ-
49X8500F), and a computer (Panasonic inc., CF-SZ5). Figure 1 shows the overall 
picture of the training system. First, the position of the inspector’s head is measured 
by motion capture from behind the inspector. It is then determined based on a prede-
fined detectable range. Then, when the positional relationship between the inspector’s 
head and the detectable range is identified, the defect is displayed on the large display. 
If not identified, the defect is not displayed on the large size display.
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Fig. 1 Conceptual diagram of the training system 

3 Experimental Design 

3.1 Experimental Tasks 

The experimental subjects are tasked with visually inspecting a model that is 
displayed on the large size display. A model with height 680 mm and width 1200 mm 
is used. The background color of the inspection model is set to an achromatic color. 
If no defect is detected, the subject presses the SPACE KEY of the finger mouse, and 
the next inspection model is displayed. If a defect is detected, the subject presses the 
ENTER KEY of the finger mouse. 

3.2 Experimental Factors 

3.2.1 Work Procedure Manual 

Two levels of work procedure manuals are used: the general one and the devised one 
in Sect. 2.1. There is no mention of body movements in the general one. 

3.2.2 Luminance Contrast of Defect 

The defect characteristics are defined by the luminance contrast between the inspec-
tion model and the defect. The defect size is set at 2.5 mm. The luminance contrast of 
each defect is one of the three following levels: 0.15, 0.20, and 0.25. These defects 
are determined by assuming the standard of the appearance inspection. Also, the 
inspection model is divided into 12 parts (4 horizontally, 3 vertically), and the defect 
is located at the center of either one of those parts.
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3.2.3 Detectable Range of Defect 

The detectable range of defect is one of the three following levels: 120 mm, 
180 mm, and 250 mm. These defects are determined by assuming the standard of 
the appearance inspection. 

3.3 Experimental Procedure 

Twelve subjects (two women and ten men), aged between 21 and 24 years with a 
corrected eyesight score (decimal visual acuity) higher than 1.0, were employed in 
the experiment. To familiarize the subjects with the experiment, an overview was 
provided and the experiment procedure was explained. In addition, the subjects were 
requested to perform some preliminary experiments. In the experiment, the task was 
to inspect 216 inspection models. 

The experimental room temperature was set between 18 and 24 °C, and the 
humidity was set between 40 and 60%. Because the luminance of the inspection 
model and the defects were affected by external and internal light (such as fluores-
cent lighting), the experiment was implemented in a dark room. A written statement 
of the purpose and contents of the experiment was provided to the subjects and 
informed consent was obtained from all subjects. 

4 Experimental Results 

4.1 Individual Characteristics of Subjects 

Using the defect detection rate, the effect of the training method is examined. Owing 
to the possibility that the individuality of the subjects might influence the results, the 
uniformity of the results for all subjects is verified. 

The defect detection rate of each subject is shown in Fig. 2. As a result of the 
Smirnov–Grubbs test, no outlier values are observed in the defect detection rates of 
any of the subjects. Therefore, all the data from twelve subjects are used.

4.2 Effect of Work Procedure Manual on Defect Detection 

To analyze the effect of work procedure manuals on defect detection, three-way 
analysis of variance (ANOVA) is executed with the work procedure manual (2), 
luminance contrast of defect (3), and detectable range of defect (3) as factors. The 
ANOVA table is shown in Table 1. As a result, a significant difference of 1% is
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Fig. 2 Defect detection rate 
for each subject
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observed for the main effect of the luminance contrast of defect, the detectable range 
of defect. Furthermore, a significant difference of 5% is observed for the main effect 
of the work procedure manual, and mutual interactions between the work procedure 
manual and the luminance contrast of defect, the work procedure manual and the 
detectable range of defect. The effect of these experimental factors on defect detection 
are shown in Fig. 3, the relationship between each experimental factors are shown 
in Fig. 4.

From this results, it is clarified that the devised work procedure manual has the 
effect of improving the defect detection rate about 5.9% as compared with the general 
work procedure manual. In particular, it is shown to be effective in case of detecting 
small luminance contrast and detectable range of defects. In the future, we will 
analyze the differences between these work procedure manuals more in detail using 
the motion capture data of subjects. 

Based on these findings, by using the training system developed in this study, 
it is possible to quantitatively examine the effects of work procedure manuals 
and/or differences in skills between workers on defect detection. It is considered 
to contribute to work design and work training of the actual appearance inspection 
process. 

5 Conclusion 

This study focused on appearance inspection that required appropriate body move-
ments of inspectors during the inspection, and also developed a work training system 
for appearance inspection using motion capture and large size display. Specifically, a 
condition in which a defect can be detected from the positional relationship between 
the inspector and the defect is defined as a detection condition, the body movement 
data of the inspector is measured in real time using motion capture, developed the 
training system that displays defects on the large size display only when the values 
and the preset detection conditions are identified. The features of the developed 
training system are that off the job training is possible by defining only the detection
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Table 1 ANOVA table 

Factor Sum of squares Degrees of 
freedom 

Mean square F-value Significant 
difference 

Subject (S) 1.01 11 0.09 

Work 
procedures 
manual (A) 

0.19 1 0.19 7.75 * 

S × A 0.27 11 0.02 

Luminance 
contrast of 
defect (B) 

0.69 2 0.35 44.12 ** 

S × B 0.17 22 0.01 

Detectable 
range of 
defect(C) 

0.99 2 0.49 46.35 ** 

S × C 0.23 22 0.01 

A × B 0.07 2 0.03 4.80 * 

S × A × B 0.16 22 0.01 

A × C 0.04 2 0.02 5.26 * 

S × A × C 0.09 22 0.00 

B × C 0.07 4 0.02 1.72 

S × B × C 0.45 44 0.01 

A × B × C 0.05 4 0.01 3.13 * 

S × A × B × 
C 

0.19 44 0.00 

Total 4.68 215

conditions for the target defects in the actual appearance inspection processes, prac-
tical work training is possible for new inspectors without preparing actual products, 
and it is possible to give immediate feedback to the inspectors by totaling the work 
results in real time. 

Moreover, using the developed training system, a subject experiment was 
conducted to compare a general work procedure manual with a work procedure 
manual that also teaches detailed body movements. As a result, it was found that the 
latter work procedure manual has the effect of improving the defect detection rate. 
In particular, it has been shown to be effective in detecting defects such as luminance 
contrast and a small detectable range. From the above, it is considered that the work 
training methodology including body movements is effective, and it is shown that 
the developed training system may contribute to work design and work training in 
the actual appearance inspection processes. 

Future studies may consider applying these findings to the manufacturing industry 
and examining the results.
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Fig. 3 Average value of 
experimental factors. a Work 
procedure manual. b 
Luminance contrast of 
defect. c Detectable range of 
defect
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Fig. 4 Interaction between 
experimental factors. a 
Relationship between 
(A) * (B). b Relationship 
between (A) * (C). c 
Relationship between 
(B) * (C)
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Worker Organization System 
for Collaborative Crowdsourcing 

Ryota Yamamoto and Kazushi Okamoto 

Abstract Crowdsouring with cooperative collaboration among experts should be 
performed by teams that consider compatibility among crowd workers. In this study, 
we develop a system that can automatically form an organization to efficiently 
perform complex and large-scale projects in crowdsourcing. The system targets 
projects that can be divided into multiple tasks, and the output organization consists 
of subgroups and subleaders that correspond to the tasks. The compatibility among 
crowd workers is calculated by weighted social network generated with the past expe-
rience of collaboration. Furthermore, we develop an algorithm based on the greedy 
method to search teams with compatibility optimization under the constraints of 
budget and skills using the social network. In the experiment, we collected 169,627 
users on 33,983 repositories from GitHub, and determined the social network and 
skills of the workers by the programming languages, topics, and user contributions 
from the repositories. The characteristics of the developed system are observed by 
the simulation experiments with a virtual project with skills and budget requirements. 
In particular, the comparison of teams formed with minimum budget suggests that 
the proposed team formation algorithm achieves a 96% higher compatibility among 
crowd workers than the algorithms that do not consider compatibility. Furthermore, 
the proposed algorithm was compared with the algorithm of the full search in related 
work, and it was found that full search algorithm enhances the team compatibility 
when a single team is formed under strict budget constraints. 

Keywords Crowdsourcing · Social network · Combinatorial optimization · Team 
organization

R. Yamamoto · K. Okamoto (B) 
The University of Electro-Communications, Tokyo, Japan 
e-mail: kazushi@uec.ac.jp 

R. Yamamoto 
e-mail: r.yamamoto@uec.ac.jp 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
C.-Y. Huang et al. (eds.), Intelligent and Transformative Production in Pandemic 
Times, Lecture Notes in Production Engineering, 
https://doi.org/10.1007/978-3-031-18641-7_2 

13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18641-7_2&domain=pdf
mailto:kazushi@uec.ac.jp
mailto:r.yamamoto@uec.ac.jp
https://doi.org/10.1007/978-3-031-18641-7_2


14 R. Yamamoto and K. Okamoto

1 Introduction 

Crowdsourcing is a practice/sourcing model in which individuals or organizations 
entrust an unspecified number of people, hired through the Internet, to perform 
specific tasks. It has enabled human resource management depending upon the 
scale and property of tasks [1]. In particular, collaborative crowdsourcing has been 
attracting considerable attention because it forms teams among crowd workers with 
professional knowledge and skills to accomplish complex tasks such as software 
development. Collaborative team work is expected to have synergistic effects such 
as increased work motivation [2, 3]. Conversely, improper communication among 
crowd workers can cause shortcomings in collaborative works. These include lack 
of information sharing and discord in the team. To form teams that collaborate effi-
ciently in crowdsourcing, it is necessary to consider the compatibility that represents 
the strength of real-world social connections between workers [4]. 

The number of team members is proportional to the size of the requested task. 
This might cause compatibility issues in the team owing to the increase in the number 
of people required for communication. Therefore, when a large-scale task (project) 
is divided into several subtasks, it is desirable to form subgroups for each subtask 
to construct an organization. For example, a software development project can be 
divided into tasks such as front-end, back-end, and mobile development, and teams 
can be assigned to perform each task. Hence, forming teams based on the organiza-
tional structure can decrease the number of members in each team and clarify the 
roles of workers as well as the chain of command. 

In this study, we propose a system that constructs an online organization to perform 
a complex and large-scale project through crowd workers with specialized abilities 
at a limited budget. We solve a combinatorial optimization problem maximizing the 
compatibility within the organization using employment costs and skill requirements 
as constraints, and use a social network (SN) of crowd workers that represents social 
relationships in the real world. In addition, we observe the characteristics of the 
proposed system through experiments using the data collected from GitHub. 

2 Related Works 

Valentine et al. proposed a system for constructing an organization in which hierarchy, 
roles, and a chain of command are clarified to perform complex and open-ended tasks 
[5]. In this system, compatibility among workers is not considered because workers 
are hired through open recruitment. However, the workers can decide their upcoming 
actions and their points of communication through the clarification of roles and a 
chain of command of workers. This enables collaborative work with workers having 
no common experience. 

In the SN used in this study, workers and relationships are represented as nodes 
and edges, respectively. The edge is dictated by past work-related connections such as
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colleagues, superiors, etc. The weight of the edges denotes the collaboration cost. The 
higher the compatibility is, the smaller the collaboration cost becomes. Lappas et al. 
formulated the problem of forming a team with optimized compatibility, constrained 
by the professional ability of the entire team [6]. Gajewar et al. proposed a new 
measure of compatibility called density, which is defined as the sum of the weights 
of the edges with respect to the number of nodes in the team [7]. Anagnostopoulos 
et al. considered the number of tasks a worker can perform [8]. Wang et al. designed 
an incentive system which prevents crowd workers from falsifying their own profiles 
[9]. However, the algorithms proposed in these studies form a single team for a 
single task and cannot deal with the problem proposed in this study: formation and 
organization of multiple subgroups from the same worker pool. 

Rahman et al. proposed an algorithm that forms a team with compatibility opti-
mized and divides it into several subgroups to limit the size of the team [10]. In the 
algorithm proposed by Rahman et al., there are two algorithms: one for determining 
the set of workers to be employed and the other for dividing the team. The former 
algorithm forms a team G to minimize a measure of compatibility Dia Dist(G) with 
the skill level and budget requirements as constraints, 

Dia Dist(G) = max 
ui ,u j∈G 

dist
(
ui , u j

)
(1) 

where dist
(
ui , u j

)
represents the compatibility between ui and u j and is predeter-

mined for all worker combinations. For a given worker, the algorithm implements 
a function that can perform a full search for a set of workers whose dist with that 
worker is less than or equal to a threshold α. Furthermore, the process is repeated 
for various workers until a team that satisfies the constraint condition is found. In 
this way, it can form a team with Dia Dist(G) < 2α. The algorithm performs a 
binary search for α to minimize Dia Dist(G). The latter algorithm divides G to 
subgroups {G1, G2, . . . ,  Gx } using the number of team members as constraints. For 
a given a set of workers {u1, u2, . . . ,  ux } corresponding to each subgroup, this algo-
rithm repeats a function that allocates other workers to the subgroups minimizingΣx 

i=1 ki × dist  (ui , ∪ j /=i G j ) +Σ
i < j ki × k j × dist  (ui , u j ) for all combinations of 

{u1, u2, . . . ,  ux }, where ki represents the size of Gi . In this study, unlike that under-
taken by Rahman et al., there are multiple tasks, and teams are formed for each task. 
Therefore, it is difficult to divide the teams after determining the set of workers to 
be employed as mentioned in the Rahman et al.’s algorithm. 

3 Proposed Worker Organization System 

In this study, we propose a system that automatically constructs an organization that 
satisfies budget and skill requirements and optimizes the compatibility of the system 
proposed by Valentin el al. In the proposed system, a project leader is assigned 
and the project is divided into multiple tasks. The project leader is assumed to be a
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requester, and is not decided by the proposed system. Since each task has a set of skill 
requirements, it is difficult to divide the team after determining the set of workers 
to be employed as mentioned in the study by Rahman et al. We form subgroups that 
fulfill the requirements of expertise and budget for each divided task, and assign a 
leader to each team. 

In the proposed system, there is a set of workers U = {u1, u2, . . . ,  um}. The  
project is defined by a set of tasks T = {t1, t2, . . . ,  tn} and budget b. A task  t ∈ T is 
represented by a l-dimensional required skill level vector [t1, t2, . . . ,  tl]. Each worker 
u has a skill level vector [s1, s2, . . . ,  sl ] that denote level of skills which a worker 
u possesses and employment cost c. Collaboration cost d(u, v) is estimated by SN 
based on past work-related connections (d(u, u) = 0). 

We first solve the problem that forms the subgroup G = {G1, G2, . . . ,  Gn} for 
a task  v. Each subgroup G j should fulfill cost requirements 

nΣ

j=1

Σ
u∈G j cu ≤ b 

and skill requirements
Σ

u∈G j s
u 
k ≥ t j k ∀k ∈ [1, 2, . . . ,  l]. Under these conditions, 

we find the Pareto optimal solution for the average of maximum distance on team 
fd (G) = Σn 

j=1 maxu,v∈G j d(u, v)/n and the sum of distances on team fs(G) = 
nΣ

j=1

Σ
u,v∈G j d(u, v). We solve this combinatorial optimization problem by the greedy 

algorithm. Let 

e1(u, j ) =
Σl 

k=1 min(max(t j k −
Σ

v∈G j s
v 
k , 0), su k ) 

cu 
(2) 

be the utility that occurs when u is assigned to G j . 
Algorithm 1: MinDia allocates root worker ur j to each G j at the beginning. ur j 

is the worker with the highest utility e1(u, j ) among workers who tend to have low 
collaboration cost with others. The G j is formed from the workers in the social 
network around each root worker. In this process, threshold τ is set and G j is formed 
from workers whose distance from ur j is less than or equal to τ . The smallest threshold 
τ ' is determined through binary search and minimizing fd (G). 

Algorithm 1: MinDia 

Input: U, T 
1: for each j ∈ [1, 2, . . . ,  n] 
2: ur j ← argmax 

u∈U 
e1(u, j ) such that magnitude of

Σ

v∈U 
d(u, v)/(n − 1) is lower 1% in U 

3: τL ← 0, τU ← max 
u,v∈U d(u, v) 

4: repeat any number of loops 

5: τ ← (τL + τU )/2,G ← FormT  eam
(
τ,

{
ur1 , ur2 , . . . ,  urn

})

6: if G /= ∅  then τU ← τ, G' ← G else τL ← τ 
7: return G'
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Algorithm 2: FormTeam 

Input: U, T , b, τ,
{
ur1 , ur2 , . . . ,  urn

}

1: repeat 

2: u', j ' ← argmax 
u∈U\(G1∪G2∪...∪Gn ), j∈[1,...,n] 

e(u, j) such that dist
(
u, ur j

) ≤ τ and 

nΣ

j=1

Σ

v∈G j 
cu + cv ≤ b 

3: if u', j ' are found and e1
(
u', j '

)
> 0 then 

4: G j ' ← G j ' ∪ {
u'}

5: while ∃u'' ← argmax 
u∈G j '

cu such that 
lΣ

k=1 
min(max(t j k −

Σ

v∈G j ' \{u} 
sv 
k , 0), s

u 
k ) = 0 

6: G j ' ← G j ' \
{
u''}

7: else if all G j fulfill cost and skill requirements 

8: return {G1, G2, . . . ,  Gn} 
9: else 
10: return ∅ 

Algorithm 3: ChangeWorker 

Input: G', U, T , b,
{
ur1 , ur2 , . . . ,  urn

}

1: repeat 

2: j ', u'
out1, u

'
out2, u

'
in  ← argmax 

j∈[1,...,n],uout1,uout2∈G j ,uin∈U\G 
e2( j, {uout1, uout2}, uin  ) 

such that d
(
uin, ur j

) ≤ τ and G j\{uout1, uout2} ∪ uin  fulfill cost and skill requirements 

3: if j ', u'
out1, u

'
out2, u

'
in  are found and e2

(
j ',

{
u'
out1, u

'
out2

}
, u'

in

)
> 0 then  

4: G j ' ← G j ' \
{
u'
out1, u

'
out2

} ∪ {
u'
in

}

5: else 
6: break 
7: repeat same process with one-to-one exchange 
8: return {G1, G2, . . . ,  Gn} 

Subroutine algorithm 2: FormTeam forms each G j based on the greedy method. 
The algorithm finds the combination of u and G j , resulting in the highest utility and 
fulfills d

(
u, ur j

) ≤ τ ; furthermore, it performs allocation for the combination. This 
process is continued until the constraints are satisfied. If the total cost of hiring all 
subgroups exceeds the budget without fulfilling the skill requirements, or if there are 
no more workers who fulfill the requirements by τ , the process is stopped. An extra 
worker can be created in a loop. For example, when skill requirement vector is (2, 
2), and sum of skill level vector of a subgroup is (4, 2), a worker in the subgroup 
whose skill vector is (2, 0) is redundant. Therefore, if such an extra worker is found 
after a new worker is added to G j in a loop, the worker will be removed from G j .
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If there are more than one, the worker with highest cost is removed. This process is 
repeated until the extra workers are excluded. 

The greedy method considers workers with the lowest hiring cost for their skill 
level, even when the budget is sufficient. Therefore, the total employment cost of the 
entire team might be much lower than that of the budget allocated. The algorithm 3: 
ChangeWorker exchanges workers for teams formed by the greedy method to ensure 
that the fs(G) is as small as allowed by the budget. ChangeWorker finds a combi-
nation of exchange workers minimizing fs(G) and fulfilling the requirement by τ '. 
Here, when the set of workers R is released and a new worker u is added in G j , the  
utility function e2( j, R, u) is defined 

e2( j, R, u) = 
fs

((
G j\R

) ∪ {u}) − fs
(
G j

)

cu 
. (3) 

The algorithm first exchanges two workers in the team for one external worker. 
When workers are unavailable for two-to-one exchange, it performs one-to-one 
exchanges. 

Finally, subleaders A = {a1, a2, . . . ,  an} while minimize
Σ

ai ,a j∈A 
d
(
ai , a j

)
is 

determined to each G j by full search about all combination of A. 

4 Evaluation Experiment 

In the experiment, we collected data from 33,983 repositories and 169,627 users from 
GitHub to generate worker profiles, SN, and virtual project. The SN is determined 
by the relationship among the contributors. A collaboration cost between a pair of 
workers is calculated from the sum of the smaller contributions in repositories, in 
which both workers contribute. In this case, we consider the reciprocal of the sum. 
The direct product set of the topics and the programming languages used on the 
repository is defined as the skill, and the skill level is calculated from the ratio of the 
file size of each language and the user’s contribution. As for the employment cost, 
we estimate the hourly wage based on the skill level, the average annual income 
by programming languages [11], and the global average working hours [12]. We 
assume that the cost distribution of workers is an exponential distribution. It is found 
that each skill level distribution approximately follows an exponential distribution. 
Therefore, we represent hourly wage of a worker by multiplying the skill level of 
the worker with the ratio of the average cost to the average skill level. However, in 
practice, hourly wage differs based on languages. We calculate hourly wage for each 
language, and use the average of the top 3 as hourly wage.
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Table 1 Comparison to the baseline algorithm (Ex. 1) 

Skill level Budget Baseline Proposed method 

fd (G) fs (G) fd (G) fs (G) 
20 680 23.7 9.06 × 103 20 680 

25 840 26.9 12.4 × 103 25 840 

30 995 25.9 17.6 × 103 30 995 

35 1165 28.2 26.9 × 103 35 1165 

40 1325 28.4 32.6 × 103 40 1325 

Average 26.6 19.7 × 103 1.16 26.6 

4.1 Experiment 1: Comparison with the Greedy Method 
Without Taking into Account Compatibility 

We compared the proposed algorithm with the greedy algorithm, which does not 
consider compatibility, i.e., the threshold τ is infinite. There are three tasks of the 
virtual project used in this experiment. The first task is (“nodejs”, “JavaScript”), 
(“nodejs”, “ HTML/CSS”), (“nodejs”, “SQL”), the second is (“android “, “Java”), 
(“android”, “Kotlin”), and the third is (“ios”, “Swift”), (“ios”, “Objective-C”). The 
system forms teams for all combinations of skill levels in the range of {20, 25, 30, 
35, 40} and budgets {650, 655, …, 2000}. For each skill level, we compared the 
teams at the smallest budget for team formation. 

The result of experiments is summarized in Table 1. Comparing the averages of 
each index of the two algorithms, we can see that the proposed algorithm improves the 
maximum distance on team by approximately 95.64%, and the sum of distances on 
team by about 99.48% compared to the algorithm that do not consider compatibility. 

4.2 Experiment 2: Comparison with Algorithm 
from the Related Study 

We performed experiments using fd (G) and fs(G) as evaluation indices with Rahman 
et al.’s algorithm for minimizing DiaDist, which is a measure of compatibility defined 
in Eq. (1). The fd (G) of the teams formed by the proposed algorithm is expected 
to be greater than of Rahman et al.’s algorithm based on full search. Since Rahman 
et al.’s algorithm cannot form teams for multiple tasks, in this experiment, teams are 
formed for only the first task used in Experiment 1. We randomly select 5,000 workers 
out of the 69,091 workers prepared for the experiment because the computational 
complexity is considerably large. In addition, the full search in the binary tree is 
conducted by depth-first search. We conducted an experiment using a fixed budget 
and skill level as a variable parameter, and fixed skill level and budget as a variable 
parameter.
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(1) maximum distance (2) sum of distance 

Fig. 1 Comparison to Rahman et al.’s algorithm with the infinite budget for each skill level (Ex. 
2) 

(1) maximum distance (2) sum of distance 

Fig. 2 Comparison to Rahman et al.’s algorithm with skill level fixed to 15 for each budget (Ex. 2) 

The results of the comparison experiment with infinite budget and skill levels in 
the range of {1, 2, …, 100} are shown in Fig. 1, and the results of the comparison 
experiment with a fixed skill level of 15 and a budget in the range of {50, 55, …,700} 
are shown in Fig. 2. 

According to Fig. 1(1), we can observe that the proposed algorithm becomes 
unstable for the small range of skill levels, but remains unchanged for most points. 
The maximum difference is approximately 0.04, and it is significantly small consid-
ering that the median of the collaboration costs by all worker combinations is approx-
imately 5. Moreover, there are a few areas where the max distance on team of teams 
formed by proposed algorithm is smaller than one by Rahman et al’s. In both algo-
rithms, the subgroups are formed from workers whose distance from the root worker 
is less than the distance threshold τ . Rahman et al.’s algorithm, which performs all 
search, finds the optimal solution by minimizing τ . The actual maximum distance 
on team varies between τ and 2τ . Hence, this reversal phenomenon is considered to 
have occurred. 

The comparison of the sum of distances on team indicates that the proposed 
algorithm is improved compared with Rahman et al.’s when the skill levels are high
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as a result in Fig. 1(2). The number of members in a subgroup becomes large under 
the condition of high skill level, and the total distance in the team increases. The 
proposed algorithm reduces the number of team members by exchanging workers to 
ensure that the sum of distances on team is smaller. 

Conversely, the maximum distance on team and the sum of distances on team of 
teams formed by Rahman et al.’s algorithm are smaller, especially for a range of small 
budget as a result in Fig. 2. In the experiment with the budget as the parameter, there 
are a few worker exchanges processes because the experiment is performed under 
low skill level conditions and limited budget. As a result, the value of Rahman et al.’s 
algorithm is smaller for most of the range of conditions. However, these differences 
are not expected to have a significant effect similar to that shown in Fig. 1. 

5 Conclusion 

In this study, we proposed a system to construct an organization that executes complex 
tasks by considering compatibility among crowd workers. We have confirmed that 
the proposed team formation algorithm significantly reduces the maximum distance 
and the sum of distances on team for teams with the smallest budget for each skill 
requirement compared with that of the algorithms that do not consider compatibility. 
While forming a single team, the maximum distance on team and the sum of distances 
on team are larger than that in the Rahman et al.’s algorithm under strict budget 
constraints. However, the differences might not have a significant impact compared 
with that of the median of collaboration costs. Moreover, the sum of distances is 
smaller when the budget is available. In our future work, we plan to conduct research 
focusing on the processing of new workers that do not exist in the SN and time series 
change due to team formation. 

Acknowledgements This work was supported by JSPS KAKENHI Grant Numbers JP18K18159, 
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Matrix Approach and Scheduling 
for Cooperation Requirement Planning 
in Industrial Robots 

Tomohiro Nakada 

Abstract Recently, companies have been shifting from lean manufacturing to cell 
manufacturing using industrial robots. Nof et al. have proposed cooperation require-
ment planning (CRP) among multiple industrial robots and tasks in the production 
process. CRP comprises two parts, CRP-I and CRP-II. CRP-I establishes the condi-
tions for ensuring cooperation among multiple industrial robots, whereas CRP-II 
formulates an operation plan for optimizing the manufacturing objectives using the 
conditions established by CRP-I. Nof’s study describes a method for formulating a 
consistent operation plan based on a two-step method procedure where conditions 
are set by CRP-I and optimized by CPR-II in multiple industrial robots. Further-
more, the matrix approach is a method of representing the relationship between 
inputs and outputs and examining operational plans. The present study focuses on 
CRP with multiple industrial robots and proposes a mathematical model using a 
matrix approach (Matsui’s equation) that includes scheduling method. The proposed 
mathematical model demonstrates the possibility of reducing the abovementioned 
two operation steps (CRP-I and CRP-II) to one and includes the scheduling theory 
by adding one additional matrix to Matsui’s equation. Furthermore, the mathemat-
ical model can compare the corrected values obtained for two cases involving CRP 
with multiple industrial robots based on this modified matrix approach with the 
standard values obtained from the original approach. The matrix approach exam-
ines the operation plans of multiple industrial robots by comparing the standard 
values and corrected values. This paper presents a mathematical model and devel-
opment from the conventional two-stage method (CRP-I and CRP-II) to a one-stage 
method (matrix approach) of Matsui based on the cooperation requirement planning 
of multiple industrial robots. 
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1 Introduction 

Companies have been recently shifting from lean manufacturing to cell manufac-
turing because of consumer diversity and short usage periods. Industrial robots are 
among the tools used in cell manufacturing, including both conventional industrial 
robots and high-performance robots equipped with the Internet of Things (IoT) tech-
nology [1]. Cell manufacturing involves combined work between humans and indus-
trial robots and the development of efficient plans for the utilization of multiple indus-
trial robots [2, 3]. This study focuses on task planning and scheduling for multiple 
industrial robots in such situations. Nof et al. proposed cooperation requirement 
planning (CRP), which considers cooperation among multiple industrial robots and 
the tasks involved in the production process [4–7]. 

Conversely, Matsui proposed a matrix approach (Matsui’s equation) [8] as a model 
for realizing the goals of a company. It uses matrix products to express the rela-
tionships between inputs and outputs and their conversions within a company. The 
matrix approach presents elements related to management resources, such as human 
resources, goods, capital, and information, in rows and columns. Furthermore, Matsui 
has proposed a theory of modern economic growth toward facilitating a shared society 
(or creating shared value) that employs the scheduling theory with a focus on priori-
tizing rules [9]. Scheduling theory involves describing a process of decision-making 
used by many manufacturing and service industries to optimize one or more objec-
tives [10, 11]. The typical goal of optimization is to minimize the time taken to 
complete the last task in the production plan by prioritizing rules. Studies using the 
rule of the longest processing time (LPT) have developed integer linear-programming 
models and heuristic algorithms to minimize the timespan required to make a product 
(make-span) using identical parallel machines [12]. Therefore, a matrix approach 
(Matsui’s equation) that uses the LPT rule to minimize the make-span is examined 
herein. 

A mathematical model that combines the matrix approach and scheduling for CRP 
among industrial robots to operate multiple industrial robots for completing specific 
tasks within a given job is proposed herein. The rest of this paper is organized as 
follows. Section 2 discusses the CRP among industrial robots and also describes 
a scheduling theory as related research. Section 3 describes a mathematical model 
based on a previous study that uses CRP for industrial robots. Section 4 compares 
and discusses the results of calculations that assume changes in the distribution of 
tasks and industrial robots. Finally, we conclude this study in Sect. 5.
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2 Related Work 

2.1 Cooperation Requirement Planning Among Industrial 
Robots 

The conceptual basis of previous studies involves a cell production system that uses 
industrial robots [4, 5]. Herein, a planning environment in which multiple industrial 
robots are placed around a central worktable is considered. A single task can use 
either one industrial robot or multiple industrial robots. A “resource” is defined 
either as a single industrial robot or a combination of multiple industrial robots. 
Previous research proposed a planning method based on industrial robots, resources, 
and tasks as CRP. 

Furthermore, it is necessary to review the task plan to accommodate the main-
tenance and breakdown of industrial robots. Multiple industrial robots can replace 
other conventional industrial robots. Accordingly, this paper examines a planning 
method based on industrial-robot resources and tasks in a cell production process 
that employs multiple industrial robots. 

Nof et al. have proposed CRP based on multiple industrial-robot tasks and avail-
able resources. This CRP comprises two parts (CRP- I and CRP- II), as shown in 
Fig. 1. CRP-I defines single and multiple combinations that use multiple indus-
trial robots as resources. CRP-II selects a plan to satisfy each goal and resolve the 
interactions between multiple industrial robots. 

2.2 Matrix Approach 

The matrix approach is a system-design method that represents the systematiza-
tion of human resources, goods, cost, and information to support decision-making. 
Matsui’s matrix equation represents the input and output relationships for decision-
making within a company [8]. The matrix approaches can be classified into two 
types, as shown in Fig. 1: the structural-matrix method (tabular form) and Matsui 
equation (compact form). The input and output relationships of the company add two 
matrices—Balancing (B) and Goal (G)—to create a four-part logical structure (Ki-
sho-ten-ketsu is a type of structure in Japanese writing) as follows: I, Introduction 
(Ki); D, Development (sho); T, Transformation (ten); and C, Conclusion (ketsu).

Matsui’s matrix equation provides an approach that supports decision-making. 
Therefore, mathematical models based on Matsui’s equation are examined herein to 
implement CRP for industrial robots, as proposed by Nof et al. [4, 5]. 

Objective form: g = IT DT TT CT BT (1) 

Unique form: IT DT TT CT g = λg (2)
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Fig. 1 Cooperation-requirement-planning system architecture [5]

Figure 1 represents Matsui’s matrix equation in the format I → D → T → C → 
B → G. The inverse matrix has the form G → B → C → T → D → I. Matsui’s 
equation can be represented either in the following objective form (Eq. 1) or in the  
unique form provided in Eq. 2. 

2.3 Scheduling Theory 

Matsui [9] proposed the longest processing time (LPT) rule based on the principle 
of balancing vs. sharing trade-offs in an autonomous economy under manufacturing 
logic. Here, the mean flow time and maximum flow time is indicated based on job-
shop scheduling of the sequencing type [11]. Scheduling problems with m machines 
and n jobs are often abbreviated as type n/m/Fmax, where Fmax is the maximum 
flow time. For example, two machines and n jobs describe the Johnson rule, which 
is abbreviated as n/2/Fmax [11]. 

3 Mathematical Model 

A mathematical model based on Matsui’s matrix equation for CRP among industrial 
robots to plan the coordinated operation of multiple industrial robots is proposed 
herein, as shown in Fig. 2. The equation shown in this figure expresses the resources 
and scheduling of multiple industrial robots and yields the maximum residence time 
(make-span) and the mean flow time for a particular job.

The constraints on this equation are as follows:
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Fig. 2 Two types forms: a structural table and b Matsui’s compact matrix equation

• Multiple industrial robots are used. 
• Each job is processed according to the processing procedure. 
• Each resource is either a single task performed by an industrial robot or is a 

cooperative requirement task that uses multiple industrial robots. 
• The time for each processing step is the same, and each step has the same start 

and end times. 
• There is no idle time in any processing step. 
• Industrial robots process all work without any interruption. 

This section focuses on CRP [4, 5] and describes the detailed procedure leading 
up to the construction of the equation shown in Fig. 2. The operation plans for CRP-I 
and CRP-II are expressed using Matsui’s equation, as shown in Fig. 3. The left side 
of Fig. 3 illustrates CRP-I, where ROB indicates an industrial robot and “r” indicates 
a resource. For example, “r1” represents a single operation because only ROB1 is 
defined. Conversely, “r4” is defined as a combination of ROB1 and ROB2 and is 
a cooperative request. The right side of Fig. 3 illustrates CRP-II, which represents 
the relationship between tasks (“t1” to “t3”) and resources (“r1” to “r7”) using a 
cooperative requirement matrix. Herein, “t” represents the processing time rather 
than a given task. This matrix represents the use of a resource with the entry 1 and no 
use of that resource with 0. Thus, Nof’s cooperative request approach is represented 
as a planning method comprising the two stages CRP-I and CRP-II (Fig. 4).

The Introduction in Fig. 2, which is based on Matsui’s equation, represents indus-
trial robots. The requirement for cooperation among multiple industrial robots is 
determined by the product of Introduction (I) and Development (D). The relationship 
between resources and tasks is determined by the product of Development (D) and 
Transformation (T). This matrix approach is illustrated by the examples discussed 
below. 

In addition, Conclusion (C) is a matrix that transforms resources into time units to 
introduce the scheduling theory. Finally, balancing (B) is a matrix that represents the 
mean flow time and priority scheduling (the LPT rule) for each process illustrated 
in Fig. 2 The equation represented in Fig. 2 can be used to calculate the make-span 
(FI) and mean flow time (FII) for multiple industrial robots and tasks.
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Fig. 3 CRP using the matrix approach and scheduling 

Fig. 4 Resource–robot 
relationship diagram (CRP-I, 
left) and resource–task 
relationship diagram 
(CRP-II, right)

4 Comparison of Calculation Results 

This section performs calculations using the proposed mathematical model and 
compares various numerical results. First, Eq. 3 is used to calculate the numer-
ical value for an application example of CRP. The mean flow time and make-span 
result obtained by matrix multiplication are 24 and 672, respectively, which are as 
“standard values.” Furthermore, the production plans for two cases resulting for CRP 
from for industrial robots based on these two values are examined herein. 

Case 1 assumes that goods are manufactured by changing the order of resources 
and tasks. In other words, it is a modification of the Development and Transforma-
tion components of the mathematical model. Equation 4 below shows the results 
calculated with the beginnings and ends of the task changed. The combination of 
resources is changed based on the order of the tasks. The mean flow time and make-
span result obtained by matrix multiplication are 24 and 672, respectively. As the 
results of calculations using Eqs. 3 and 4 both yield the same value, changing the 
tasks and resources does not cause any outcome.
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Case 2 assumes that ROB2 is broken. In other words, it is a modification of the 
Introduction factor of the mathematical model (the second entry from the left in that 
factor). Equation 5 shows the results of a calculation that assumes ROB2 = 0. The 
mean flow time and make-span obtained by matrix multiplication are now 16 and 
448, respectively, which are lower than the standard values.
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5 Conclusion 

This study focuses on CRP with multiple industrial robots and proposes a mathemat-
ical model using a matrix approach (Matsui’s equation) that includes scheduling. The 
proposed mathematical model demonstrates the possibility of reducing two opera-
tion plans (CRP-I and CRP-II) to one operation plan, and it also incorporates the 
scheduling theory by introducing balancing into matrix approach used for this case 
study. 

This study also illustrates the results of calculations (“standard values”) obtained 
using the CRP proposed by Nof et al. In addition, the results are calculated for two 
illustrative cases (change of task order, failure of one industrial robot), and these are
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compared with the standard values. If the task-order change is paired with the resource 
change, the mean flow time and make-span are the same as the standard values. 
Conversely, the failure of one industrial robot reduces both resources and tasks, 
resulting in the mean flow time and make-span being less than the standard values. 
Therefore, the proposed mathematical model—based on a matrix approach that 
considers CRP with multiple industrial robots—can be used to obtain the corrected 
values by comparison with the standard values. 
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Evaluation of Material-Based GHG 
Emissions Under COVID-19 Disruption 
on Redesigning Global Supply Chain 
Network Across TPP Countries 

Takaki Nagao, Hiromasa Ijuin, Keisuke Nagasawa, and Tetsuo Yamada 

Abstract In recent years, global warming has become a serious problem in a global 
supply chain which is a series of cross-border transaction including custom duty 
that is a tax imposed for imported goods. In order to prevent the global warming, 
Green House Gas (GHG) emissions needs to be reduced throughout the supply chain. 
Moreover, procurement costs, material-based GHG emissions, tariff in countries are 
different by each country. In addition, the Trans-Pacific Partnership (TPP), which is 
a free trade agreement signed between 11 countries, including Japan and Malaysia, 
have promoted the trade in parts and products among the TPP participant countries 
without customs duty. Thus, the network on the global supply chain affects not only 
costs but also GHG emissions. On the other hand, the disruption by COVID-19 caused 
adverse impacts to redesign supply chains all over the world, where parts or materials 
are not provided from current suppliers by the disruption. Thus, the network may 
be reconfigured, which brings different GHG emissions in the global supply chain 
network before and after the disruption across TPP countries. The purpose of this 
study is to evaluate material-based GHG emissions under COVID-19 disruption 
on redesigning global supply chain network across TPP countries. Firstly, global 
supply chain network is modeled and formulated. Next, numerical experiments are 
conducted for evaluating material-based GHG emissions under disruption scenarios. 
Finally, the results are analyzed in terms of GHG emissions and costs. The result 
shows that the highest reduction ratio of the total GHG emission on a global supply 
chain is 58.4% compared to the baseline. 
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1 Introduction 

The scale of disruption by COVID-19 has been impacted on supply chains all over 
the world. According to Min et al. [1], 53% of active food suppliers in a month did not 
have enough food sources as compared to previous years by the preventive measures 
for disruption of COVID-19. Additionally, 83.1% of food suppliers’ revenue was 
decreased. A global supply chain network is a series of procurement, production, 
storage, transportation, and sales across national borders [2]. In the cross-border 
transactions, imports are imposed a custom duty, which is a kind of border tax 
adjustment for importing [3]. The Trans-Pacific Partnership (TPP) is a free trade 
agreement signed between 11 countries, including Japan and Malaysia. The TPP 
made the trade in parts and products between the TPP participant countries free of 
customs duty since 2020 [4]. Additionally, disruption is defined as a situation where 
the base disconnected to a supply network in a consequence of a disruption [5]. 

On the other hand, though lockdowns by COVID-19 stagnated economy and 
reduced CO2 emission by 7% in 2020, the emission has increased once again [6]. 
Global warming is a serious problem that greenhouse gases (GHG) cause incre-
ment of temperature on the earth. A major climate summit was held on April 22 in 
2021, and US President Joe Biden promised to reduce carbon emissions by 50–52% 
comparing to 2005 levels by 2030 [7]. In order to build a global low-carbon supply 
chain in the manufacturing sector, estimating and visualizing the reduction of GHG 
emissions need the entire supply chain including the Asian countries [8] because 
Asian countries, China, and the United States occupied GHG emission of the world 
by 41.9%, 28.4%, 14.7%, respectively [9]. Therefore, it is necessary to evaluate GHG 
emission, COVID-19, and TPP on a global supply chain simultaneously. On a supply 
chain, GHG emission by manufacturing components is 95.5% [10]. It is noted that 
countries have different material-based GHG emission and costs even when manu-
facturing the same component. Kondo et al. [11] conducted numerical experiments, 
and the results indicated that different carbon tax induced carbon leakage on the 
global supply chain. 

In previous studies, a global review and supply chains analysis in macro level 
on a field of construction industry focusing on carbon footprint were conducted 
by Nuri et al. [12] using Scopus database from 2009 to 2020. They pointed out 
that Life Cycle Assessment (LCA) had been used in only 10% of the literatures. 
Furthermore, Hayashi et al. [13] designed a global supply chain network across TPP 
countries with carbon tax based on the material-based emissions for components 
manufacturing. However, these studies did not consider GHG emission, disruptions 
and TPP simultaneously. 

The purpose of this study is to evaluate the changes of the material-based GHG 
emissions in a reconfiguring global supply chain with and without TPP under the 
COVID-19 disruptions. The rest of this paper is structured as follows. In Sect. 2, 
a model and formulations of a global supply chain with TPP under disruptions are 
described. Additionally, it is explained how the material-based GHG emissions inside
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parts procured are calculated using LCA. After that, the assumptions and disrup-
tion scenarios for numerical experiments are given in Sect. 3. Section 4 shows and 
discusses the impact on the GHG emissions and costs across the TPP and non-TPP 
countries. Finally, Sect. 5 concludes this study and mentions future studies. 

2 Model and Formulation 

2.1 Model 

The TPP and a global supply chain model with supply disruption used in this study 
is based on Nagao et al. [14]. Figure 1 shows a global supply chain network model 
under supply disruptions with TPP to evaluate the material-based GHG emissions and 
costs. The material-based GHG emission for each part in each country manufactured 
in this study are estimated with material procurement cost by GHG emission level 
in the country listed in the life cycle inventory database with the Asian International 
Input and Output Tables [8] as well as Kondo et al. [11]. Here, part j is produced 
by supplier o and transported to factory p. Then, the finished product, consisting of 
Nj parts, is assembled in factory p. Finally, finished products are transported to the 
market q. 

The global supply chain network with supply disruption and TPP is modeled 
in this study as follows. Given that the supplier cities face the possibility of the 
disruption, it is assumed that supply parts are impossible to a factory if the supplier 
city suffers the disruption. In this model, the suppliers from disrupted supplier cities

Factory 1 Factory |P| 

Market q 

Supplier 1 
Part 1,… 

Set of 
supplier 
cities O 

Set of 
factories P 

Set of 
market Q 

TPP 

Country 1 Country 2 Country b Country|B| 

Supplier 2 
Part 2,… 

Supplier o 
Part j,… 

Supplier |O| 
Part |J|,… 

Set of Disrupted Supplier Cities D 

No custom duty on 
the parts due to TPP 

Custom duty on 
the parts 
DUTYop 

Factory 2 Factory p 

Custom Duty on 
the Product 
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Greenhouse 
Gases emisions 

Greenhouse 
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Fig. 1 Global supply chain network model with TPP under the supply disruptions and material-
based GHG emissions 
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represented as set D cannot supply all parts to any factory. Therefore, the parts should 
be transported from non-disrupted suppliers. 

Customs duties are imposed when parts or products are imported across the 
country or TPP borders. The material-based GHG emissions for parts are occurred 
by manufacturing parts at supplier o, thus, the emission is according to the country 
which supplier o is located in. The reason why GHG emission of parts manufacturing 
is focused on in this study is that GHG emitted in a process of manufacturing parts by 
95.5% [10]. With respect to TPP and custom duties, suppliers, factories, and markets 
are located in a set of countries B. In this model, group G defines a set of supplier 
cities in TPP countries. 

The notations used in this study are as follows: 

Sets: 

B Set of countries, b ∈ B 
O Set of suppliers, o ∈ O 
G Set of suppliers on countries forming the Trans-Pacific Partnership Agreement, 

g ∈ G 
D Set of disrupted supplier cities in supplier set O, d ∈ D, D ⊂ O 
J Set of parts, j ∈ J 
P Set of factories, p ∈ P 
Q Set of markets, q ∈ Q 

Decision variables: 

vopj Amount of parts j transported from supplier o to factory p 
loj Amount of part j produced at supplier o 
vpq Amount of products transported from factory p to market q 
kp Amount of products manufactured in factory p 
z pq 1 if the route between factory p and market q is opened, and 0 otherwise 
u p 1 if factory p is opened, and 0 otherwise 

Cost parameter: 

C LC op Logistics cost per unit part of transporting from supplier o to factory p 
C LC pq Logistics cost per unit product of transporting from factory p to market q 
C PC oj Procurement cost of procuring per unit part j by supplier o 
CT 
op Customs duty per unit on transportation from supplier o to factory p 

CT 
pq Customs duty per unit on transportation from factory p to market q 

C M 
p Manufacturing cost per product at factory p 

C R pq Fixed cost for opening route between factory p and market q 
C F p Fixed cost for opening factory p 

Production parameter: 

N j Total number of part j consisting of one product 
Nproduct,q Amount of demand for product at market q 
M Very large number (Big M)
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Cp Production capacity at factory p 
Soj 1, if part j is supplied by supplier o, and 0 otherwise 

Cost evaluation: 

TC Total cost [USD] 
TMC Total manufacturing cost [USD] 
TTC Total transportation cost [USD] 
TCDC Total custom duty cost [USD] 

GHG Emission evaluation: 

Hoj GHG emission of part j for manufacturing country b at supplier o based on 
Life Cycle Assessment (LCA) [g-CO2eq] 

TG Total material-based GHG emission [g-CO2eq] 

2.2 Formulation 

The global supply chain network is formulated as an Integer Programming (IP) [15] 
based on Hayashi et al. [13] and Nagao et al. [14]. It is known that IP can treat 
and solve transportation and assignment problems as linear programming [15]. The 
objective function of this study is formulated to minimize total cost TC, consisted 
of total manufacturing cost TMC, total transportation cost TTC and total custom 
duty cost TCDC as shown in Eq. (1). TMC is the sum of procurement cost of parts, 
manufacturing cost of products, route opening cost and factory opening cost. TTC is 
the sum of transportation cost of parts from suppliers to factories and products from 
factories to markets. TCDC is the sum of custom duty cost of parts and products. 

Objective function: 

TC  = T MC  + T T  C  + TC  DC  → min (1) 

T MC  =
Σ

o∈O

Σ
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p vpq + +
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C R pq z pq +

Σ

p∈P 

C F p u p 

(2) 
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p C
T 
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Equations (5) and (6) are defined to estimate the material-based GHG emissions. 
The other constraints are set similar to Nagao et al. [14]. TG is the sum of GHG 
emissions by multiplying parts and GHG emission by each country.
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Σ

p∈P 

vopj = loj  ∀o ∈ O, ∀ j ∈ J (5) 

TG  =
Σ

o∈O

Σ

j∈J 

Hoj loj (6) 

3 Assumptions and Scenarios 

3.1 Assumptions 

To analyze the changes of GHG emissions caused by COVID-19 supply disruptions 
in countries with and without TPP in a global supply chain, this study considers a 
vacuum cleaner with 23 types of parts as an example product, as well as Nagao et al. 
[14]. However, it is assumed that a part of motor is excluded because the procurement 
cost of the motor is about 95% of the total cost procured for all the parts. The other 
assumptions in a global supply chain is prepared in this study as follows. 

• Fifty-two cities, that is, 13 each from China, Malaysia, the United States, and 
Japan, are selected as suppliers. 

• Four cities, Shanghai, Kuala Lumpur, Seattle and Tokyo, are selected as candidates 
for a factory location. The production capacity of each factory is 3,000 units, and 
the market demand set at Seattle, the United States, is 6,000 units. 

• The customs duty rate between the United States and China is 25%, and that 
between a TPP country and a non-TPP one is 10%. For instance, the customs 
duty rate between Malaysia and China and between Japan and the United States 
becomes 10%. Meanwhile, there is no customs duty between TPP countries, such 
as Malaysia and Japan. 

• In a supplier disruption, the supply of parts from the supplier to factories is 
disrupted. Therefore, the parts are transported from non-disrupted suppliers. 

The parts of a product have different emissions and costs in different countries. 
For example, the GHG emissions of a part #16 upper filter are 536.47 [g-CO2eq] in 
the U.S., 1,164.65 [g-CO2eq] in Malaysia, 2,853.34 [g-CO2eq] in China, and 421.36 
[g-CO2eq] in Japan. Procurement costs of it are 0.3085 [USD] in the U.S., 0.2535 
[USD] in Malaysia, 0.2782 [USD] in China, and 0.5759 [USD] in Japan. 

3.2 Disruption Scenarios 

In this study, two disruption scenarios are considered similar to Nagao et al. [14]. 
Disruptions are assumed as a decision of each government whether a city is disrupted
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or not. Additionally, it is assumed that the disruption area by COVID-19 is increasing 
from scenario 1 to 3, and it would finally cover the whole country as follows. 
For example, scenario A with supplier disruption in China, a non-TPP country is 
developed. 

Firstly, in scenario A1, the disruption is caused in three cities (Xian, Chengdu, and 
Chongqing). Next, in addition to scenario A1, the other 4 cities (Nanjin, Hangzhou, 
Jinan, and Suzhou) are also disrupted in scenario A2. Finally, in scenario A3, all 
cities in China are disrupted. Moreover, scenarios AB are also prepared to analyze 
the combination impact by scenarios A and B simultaneously. 

• Baseline: No disruption. 
• Scenario (A) Supplier disruption in China, a non-TPP country; A1, A2, A3: 

Disruption in 3, 7, and all cities in China. 
• Scenario (B) Supplier disruption in Malaysia, a TPP country B1, B2, B3: 

Disruption in 3, 7, and all cities in Malaysia. 
• Scenario (AB) Scenarios A and B combined. (A1B1, A2B2, A3B3). 

4 Result 

Figure 2 shows the result of the amount of GHG emissions and total cost in each 
scenario. Scenario B3 with all Malaysian suppliers disrupted results in the highest 
increment of GHG emission. The emissions are higher by 43.5% from the baseline, 
where the unit ratio of increment GHG emission for total cost is 3.6 [g-CO2eq/USD]. 
In contrast, the largest reduction for GHG emission is ovserved in scenario A3B3 
with all Malaysian and Chinese suppliers disruption, and the cost effectiveness for 
GHG reduction becomes 3.5 [g-CO2eq/USD]. In scenario A3, the cost effectiveness 
for GHG reduction is 18.7 [g-CO2eq/USD]. Therefore, scenario A3 is in superior to 
scenario A3B3 in terms of efficiency for GHG reduction and cost. As the degrees of 
disruption becomes larger in China, the amount of GHG emission is monotonously 
decreased by 4.7%, 35.9% and 58.4%, respectively. This is because the disruption 
of suppliers in China leads to the relocation of suppliers to Malaysia and Japan. This 
is because China has the highest GHG emission compared to Malaysia and Japan.

On the other hand, in scenario B, where Malaysian cities are disrupted, GHG 
emissions will increase due to the suppliers relocation to China. The reason for 
this increment of GHG emissions is that GHG emission for parts manufactured in 
Malaysia is the second highest next to the Chinese one. Additionally, the procurement 
cost for parts in China is the lowest among all countries. In scenario A2B2 and A3B3, 
the amount of GHG emission is also decreased by 56.6% and 73.7%, respectively. 
However, in scenario A1B1, the amount of GHG emission is increased by merely 
4.1%. One of the reasons for this increment of GHG emission is that switching 
suppliers from Malaysia to China at Kuala Lumpur due to supplier disruptions in 
Malaysia exceeds the reduction of GHG emission, by switching suppliers from China 
to Japan at Shanghai caused by the disruptions in China. As the scale of the disruption
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Fig. 2 The result of the amount of GHG emissions and total cost in each scenario

has been larger, the total cost has been increased. Additionally, the impact on the 
amount of GHG emissions becomes large. 

The result indicated that when Chinese suppliers were disrupted, the total of 
GHG emission was decreased by switching suppliers from China to Malaysia and 
Japan, which brought less GHG emissions than Chinese one. The highest reduction 
ratio of the total GHG emission was 58.4% compared to the baseline. Meanwhile, 
when Malaysian suppliers were disrupted, Chinese suppliers were selected because 
of the low procurement cost and the highest increment of the total of GHG emission 
was 43.5% comparing to the baseline. Finally, when both Malaysian and Chinese 
suppliers were disrupted, GHG emission was greatly decreased when switching to 
Japanese and U.S. suppliers. Especially, when one of factory were relocated to U.S., 
suppliers were mainly switched to U.S. and the total of GHG emission was decreased 
by 56% or more. From the results, it is effective for reduction of GHG emission that 
a factory and suppliers are switched to a low GHG emission country near the market. 

In scenario A3, the main reason for the increment of total cost is because the total 
transportation cost of products, and total customs duty of products are increased by 
USD 5,420, and 1,518, respectively. In scenario B3, the total transportation cost of 
products, the total procurement cost of parts, and the total customs duty of parts 
are increased by USD 2,125, 535, and 566, respectively. In scenario A3B3, the total 
transportation cost of products, total customs duty of products, and total procurement 
cost of parts are increased by USD 5,420, 5,910, and 2,764, respectively. Hence, it is 
found that the disruption of suppliers makes the breakdown of the total costs change.
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5 Conclusion 

Disruptions by COVID-19 influence the total of GHG emission on a global supply 
chain according to the GHG emission by procuring parts of disrupted country. In 
addition, 50% reduction of GHG emission is realized by relocating a factory from 
Shanghai to Seattle. 

For future studies, redesigning a global supply chain network needs to include 
TPP and disruptions with bi-objective for GHG emission and costs, etc. Moreover, 
it should be taken into account to validate the proposed approach by comparing with 
actual behavior data. Additionally, the treated problem includes a political issue in the 
world stage because of international agreements that regulate GHG emission such as 
Paris agreement and Kyoto protocol. In that case, there may be adverse results, there-
fore, further study should guarantee that companies will be environmental and politics 
sensitive is to make it financially attractive as well, where business, environment and 
politics are intersected. 
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Modeling of Inventory Routing Problem 
with Intermediate Locations 
in Emergency Logistics Considering 
Uncertainty of Road Conditions 

Tomoki Sanada and Aya Ishigaki 

Abstract In recent years, natural disasters have occurred worldwide, causing 
tremendous damage. It is difficult to predict the scale of damage caused by natural 
disasters before they occur; and even after the scale of damage is understood, it is 
difficult to make accurate recovery plans and decisions based on limited informa-
tion. Therefore, it is necessary to construct a system that supports decision-makers. 
Emergency logistics is a new field of logistics that plays an important role in disaster 
relief and recovery. The inventory routing problem (IRP) in emergency logistics has 
been attracting attention to reduce damage caused by disasters. Unlike usual logis-
tics, emergency logistics considers two uncertainties: the uncertainty of the demand 
scale and the uncertainty of the distribution network, such as roads. Oshima et al. 
(2020) proposed an IRP model that focuses on inventory management in secondary 
storage warehouses where processing operations are possible, in addition to demand 
points, assuming the delivery plans for materials such as lumber are planned in a 
situation where available distribution networks are known or have been restored. On 
the other hand, no model has been proposed that considers damage to distribution 
networks, such as roads, in the recovery phase. In this study, we propose an IRP 
model that considers the uncertainty of the road network and utilizes existing facil-
ities as processing bases. In addition, numerical experiments were used to verify 
the effects of using processing bases in emergency logistics for machinable building 
components. 
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1 Introduction 

Natural disasters occur worldwide and cause a great deal of damage. It is difficult to 
predict the scale of damage caused by natural disasters before they occur, and even 
after the scale of damage is known. Further, it is difficult to derive an accurate recovery 
plan and make decisions based on limited information at the disaster site. In recent 
years, the delivery planning problem called emergency logistics has been attracting 
attention with the aim of mitigating damage caused by disasters [1]. Unlike general 
business logistics, emergency logistics considers two uncertainties: the uncertainty 
of the demand scale and the uncertainty of the road condition [2, 3]. It is essential to 
consider the uncertainty of demand in emergency housing restoration because it takes 
more time to assess the extent of the damage, and accurate information on demand 
is not always available. In addition, it is difficult to maintain a balance between 
supply and demand because a delay in response can lead to a backlog of restoration 
requests. In other words, although an early response may shorten the lead-time for 
delivery and lead to a rapid restoration of housing, it is important to make decisions 
under conditions of high uncertainty; therefore, it is necessary to clearly present the 
evaluation and risks of each option to decision-makers. 

Oshima et al. focused on the logistics of building materials such as lumber in 
the post-earthquake recovery phase and proposed a push-type delivery model based 
on predicted demand [4]. They used stochastic programming (SP) to construct a 
model that, given a finite number of demand scenarios with discrete probability 
distributions, leads to an optimal delivery plan, which minimizes delivery delay 
penalties and supply costs for damaged buildings. A unique aspect of the model is 
consideration of a secondary storage warehouse (processing base) that has processing 
capacity and the minimum delivery unit changes as materials are processed during 
delivery. This prevents the waste of materials at the demand point and unnecessary 
deliveries, thereby reducing delivery costs and delays. However, their model does not 
consider the uncertainty of road conditions, which should be considered in emergency 
logistics. Furthermore, the parameters are not set on the actual disaster situation, 
which is insufficient to verify the effectiveness of the model in an actual disaster 
situation. 

This study uses the model proposed by Oshima et al. [4] to propose the inventory 
routing problem (IRP) in emergency logistics that takes into account uncertainty 
in demand, road conditions and changes in the minimum delivery unit. We verify 
whether the use of secondary storage warehouses with processing capacity is effective 
using actual data from the 2016 Kumamoto earthquake.
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2 Method for the Proposed Model 

In this section, we present the assumptions of the proposed model. The objective 
of this model is to minimize the penalties of delivery delays, excess inventory, and 
delivery costs. 

2.1 Notation 

The following notations are used in this study. 

Sets 

V d A set of one delivery base 
V c A set of n demand points 
V s A set of one secondary storage warehouse (processing base) 
V cs V c ∪ V s (a set of n + 1 nodes) 
V dcs  V d ∪ V c ∪ V s (a set of n + 2 nodes, the first index (0) is the delivery base, the 

final index (n + 1) is the secondary storage warehouse (processing base)) 
K A set of nk vehicles. 
T A set of nt time periods
� A set of nξ demand scenarios

{
ξ 1, . . . , ξ  nξ

}

Parameters 

Cbase Maximum storage capacity at delivery base 
Ci Maximum storage capacity at demand point i 
Cveh Maximum loading capacity of vehicle 
dξ 
t,i Demand at demand point i in time period t under disaster scenario ξ 

ri, j Travel cost (travel time) between point i ∈ V dcs  and point j ∈ V dcs  
Lot Minimum delivery unit in delivery base 
Lot

′
Minimum delivery unit in secondary storage warehouse (processing base) 
and demand point 

RCξ 
t,i, j 1 if the vehicle cannot pass between point i ∈ V dcs  and point j ∈ V dcs  in 

time period t under disaster scenario ξ , 0 otherwise 
α Penalty cost due to late delivery 
β Penalty cost due to excess inventory 
γ Cost due to delivery time 

Decision Variables 

Qξ 
t,i,k Amount of deliveries from delivery base to demand point i by vehicle k in 

time period t under disaster scenario ξ 
xξ 
t,i, j,k 1 if vehicle k passes between point i ∈ V dcs  and point j ∈ V dcs  in time 

period t in disaster scenario ξ , 0 otherwise
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yξ 
t,i,k 1 if vehicle k visits demand point i in time period t under disaster scenario 

ξ , 0 otherwise 
zξ 
t,k 1 if vehicle k is used in time period t in disaster scenario ξ , 0 otherwise 

I ξ t,i Inventory level at demand point i in time period t under disaster scenario ξ 
QCξ 

t,i,k Inventory level of vehicle k shipped to point i in time period t under disaster 
scenario ξ 

Pξ 
t,i,k Amount of transshipment by vehicle k from secondary storage warehouse 

(processing base) to demand point i in time period t under disaster scenario 
ξ 

2.2 Precondition 

The assumptions of the proposed model are described below. 

• The proposed model is represented by a complete graph connecting the delivery 
bases, processing bases, and demand points as vertices. 

• The planning period is a multi-period. 
• Delivery bases, processing bases, and demand points have inventory capacity 

constraints. 
• A finite number of demand scenarios are denoted as ξ ∈ �. The demand quantity 

at the demand point is given by scenario. 
• In the proposed model, a single building material (lumber) is considered. 
• Unfulfilled demand is carried over to the next period. 
• The building material is given a minimum delivery unit constraint that varies with 

processing. 
• The minimum delivery unit of the building material is smaller after processing 

than before. 
• The loss of building materials due to processing is not taken into account. 
• A predetermined number of vehicles are given to the delivery bases. 
• All vehicles are equal and have a load capacity constraint. 
• The vehicles depart from the delivery base, take at most one route per period, and 

return to the delivery base during that period. 

2.3 Explanation of the Proposed Model 

The proposed model consists of one delivery base, several demand points, and one 
processing base, where the processing base is located in the middle of the demand 
points and the delivery base (Fig. 1). The processing base is located in the middle 
of the demand and delivery bases. The processing base has processing and inven-
tory storage capabilities and can store building materials sent from the delivery base 
without generating demand. Vehicles departing from the distribution center always 
pass through the processing center to supply each demand center. The minimum
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Fig. 1 The proposed model 

delivery unit constraint changes as the building materials are processed at the fabri-
cation site. When the processing base has stock, the vehicle can be loaded and deliv-
ered to the demand point as long as the capacity of the vehicle permits. In this study, 
existing facilities such as home centers are assumed processing bases, so installation 
and operation costs are not considered. 

3 Formulation of the Proposed Model 

In this section, we formulate the model presented in Sect. 2. The proposed model 
was built using the IRP model. 

Minimize. 

E�

⎡ 

⎢ 
⎣

∑

t∈T

∑

i∈V cs

{
Max

(
−I ξ t,i , 0

)
× α + Max

(
I ξ t,i , 0

)
× β

}

+ ∑

i∈V dcs
∑

j∈V dcs
∑

t∈T

∑

k∈K 
ri, j × xξ 

t,i, j,k (ξ ) × γ 

⎤ 

⎥ 
⎦ (1) 

Subject to 

I ξ t,i − I ξ t−1,i =
∑

k∈K 
(Qξ 

t,i,k + Pξ 
t,i,k ) − dξ 

t,i ∀t ∈ T , ∀i ∈ V c , ∀ξ ∈ � (2) 

I ξ t,i ≤ Ci ∀t ∈ T , i ∈ V cs , ∀ξ ∈ � (3) 

0 ≤ Qξ 
t,i,k ≤ yξ 

t,i,k × Ci ∀t ∈ T, ∀i ∈ V cs , ∀k ∈ K , ∀ξ ∈ � (4)

∑

i∈V cs 
Qξ 

t,i,k ≤ zξ 
t,k × Cveh ∀t ∈ T , ∀k ∈ K , ∀ξ ∈ � (5)



46 T. Sanada and A. Ishigaki

∑

i∈V cs 
Qξ 

t,i,k ≡ 0(mod Lot) ∀t ∈ T , ∀k ∈ K , ∀ξ ∈ � (6) 

QCξ 
t,0,k =

∑

i∈V cs 
Qξ 

t,i,k ∀t ∈ T, ∀k ∈ K , ∀ξ ∈ � (7) 

QCξ 
t,i,k =

∑

n∈V dcs

(
xξ 
t,n,i,k × QCξ 

t,n,k

)
− Qξ 

t,i,k + Pξ 
t,i,k ∀t ∈ T , ∀i ∈ V cs , 

∀k ∈ K , ∀ξ ∈ � (8) 

QCξ 
t,0,k ≤ Cveh ∀t ∈ T , ∀i ∈ V cs , ∀k ∈ K , ∀ξ ∈ � (9)

∑

i∈V cs

∑

k∈K 
Qξ 

t,i,k ≤ Cbase ∀t ∈ T, ∀ξ ∈ � (10)

∑

i∈V cs 
xξ 
t,i, j,k =

∑

i∈V cs 
xξ 
t, j,i,k = yξ 

t, j,k ∀t ∈ T, ∀ j ∈ V cs , ∀k ∈ K , ∀ξ ∈ � (11)

∑

i∈V cs 
xξ 
t,0,i,k =

∑

i∈V cs 
xξ 
t,i,0,k = zξ 

t,k ∀t ∈ T , ∀k ∈ K , ∀ξ ∈ � (12) 

yξ 
t,i,k ≤ zξ 

t,k∀t ∈ T , ∀i ∈ V cs , ∀k ∈ K , ∀ξ ∈ � (13)

∑

i∈V dcs

∑

j∈V dcs  
xξ 
t,i, j,k = 0 ∀t ∈ T , ∀k ∈ K , i = j, ∀ξ ∈ � (14)

∑

i∈S

∑

j∈S 
xξ 
t,i, j,k ≤ |S| − 1 ∀S ⊂ V dcs  , ∀t ∈ T, ∀k ∈ K , ∀ξ ∈ �

(S ∈ {1, . . . ,  n}, 2 ≤ |S| ≤ n − 1). (15) 

xξ 
t,i, j,k , y

ξ 
t,i,k , z

ξ 
t,k ∈ {0, 1} ∀t ∈ T , ∀i ∈ V dcs  , ∀ j ∈ V dcs  , ∀k ∈ K , ∀ξ ∈ �

(16) 

I ξ t,n+1 = I ξ t−1,n+1 +
∑

k∈K 
Qξ 

t,n+1,k −
∑

i∈V cs

∑

k∈K 
Pξ 
t,i,k ∀t ∈ T , ∀ξ ∈ � (17) 

Qξ 
t,i,k ≡ 0

(
mod Lot ′

) ∀t ∈ T , ∀i ∈ V cs , ∀k ∈ K , ∀ξ ∈ � (18) 

xξ 
t,0,n+1,k = zξ 

t,k ∀t ∈ T , ∀k ∈ K , ∀ξ ∈ � (19) 

Pξ 
t,i,k ≤ yξ 

t,i,k × Ci ∀t ∈ T , ∀i ∈ V cs , ∀k ∈ K , ∀ξ ∈ � (20)
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0 ≤
∑

i∈V c

∑

k∈K 
Pξ 
t,i,k ≤ I ξ t−1,n+1 ∀t ∈ T , ∀ξ ∈ � (21) 

Pξ 
t,i,k ≡ 0

(
mod Lot ′

) ∀t ∈ T , ∀i ∈ V cs , ∀k ∈ K , ∀ξ ∈ � (22) 

Pξ 
t,n+1,k = 0 ∀t ∈ T , ∀k ∈ K , ∀ξ ∈ � (23) 

xξ 
t,i,k,k × RCξ 

t,i, j = 0 ∀t ∈ T , ∀i ∈ V dcs  , ∀ j ∈ V dcs  , ∀k ∈ K , ∀ξ ∈ �

(24) 

Objective function (1) minimizes the average value of the sum of the delivery 
delay penalty, excess inventory penalty, and delivery cost of the building material 
in all demand scenarios. The left-hand side of constraint (2) represents the change 
in inventory quantity between the end of period t and the end of period t − 1, and 
the right-hand side represents the difference between the delivery quantity and the 
demand quantity in period t. Constraint (3) guarantees that the inventory quantity fits 
into the inventory capacity. Constraint (4) indicates that the number of deliveries by 
vehicle does not exceed the inventory capacity. Constraint (5) guarantees the loading 
capacity constraint of the vehicle. Constraint Eq. (6) represents the minimum delivery 
unit constraint from the delivery base to the processing base. Constraint (7) shows 
the amount of inventory when the vehicle leaves the delivery base. Constraints (8) 
and (9) ensure that the inventory quantity of the vehicle obeys the loading constraint 
when the vehicle leaves the demand point. Constraint (10) guarantees that the total 
number of building materials delivered from the delivery base does not exceed the 
capacity of the delivery base. Constraint (11) ensures the preservation of vehicle flow 
at the demand point. Constraint (12) guarantees that only vehicles making deliveries 
can leave the delivery base and that all vehicles must return to the delivery base. 
Constraint (13) ensures that vehicles that do not leave the delivery base do not visit 
the demand point. Constraint (14) prevents vehicles from traveling between the same 
points. Constraint (15) avoids the occurrence of the partial circuits. Constraint (16) 
defines the variables. Constraint (17) represents the inventory storage equation at the 
processing base. Constraint (18) shows that the minimum delivery unit constraint 
after processing is performed. Constraint (19) ensures that the vehicle leaving the 
delivery base always visits the processing base first. Constraint (20) guarantees that 
the building materials delivered from the processing base do not exceed the capacity 
of the demand point. Constraint (21) ensures that the number of deliveries from the 
processing base to the demand point does not exceed the inventory of the processing 
base in the previous period. Constraint (22) represents the minimum delivery unit 
constraint for building materials delivered from the processing base. Constraint (23) 
prevents deliveries from the processing base to the processing base. Constraint (24) 
represents the road condition constraint.



48 T. Sanada and A. Ishigaki

Table 1 Parameter 

nd nc ns nk nt nξ 

1 4 1 2 6 20 

cbase ci cveh Lot Lot ′ α β γ 
900 300 500 20 1 10 1 0.5 

4 The Case Description 

In this section, we investigate the effectiveness of the proposed model using numerical 
experiments. We conducted numerical experiments using five case studies with 20 
demand scenarios per case to examine the effect of considering processing locations 
with and without constraints on road conditions. 

4.1 Numerical Example 

The numerical example is given (Table 1). 
In this study, the model is applied to several cities that were severely damaged by 

the Kumamoto earthquake in 2016. The travel cost in the model was set by calculating 
the travel time by car between each city using ArcGIS (Fig. 2). In Fig. 2, the darker 
areas represent the areas closer to the epicenter with higher seismic intensity, and 
the numbers on the lines represent the distance (km) of the lines. The demand was 
set using a normal distribution with randomness, referring to actual data on housing 
restoration after the earthquake. The probability of the road condition becoming 
impassable was determined by the seismic intensity, and the probability was deter-
mined using the higher seismic intensity of the two connected nodes. We assumed 
roads were to be repaired, and the probability of impassability decreased with time. 
The average of all scenarios shows that the maximum value of the impassable edge 
is 37% in the first period and 5% in the last period.

The calculations were performed using Windows 10 home 64 bit with Intel® Core 
™ i9-9900X CPU @ 3.50 CPU and 128 GB RAM on Python 3.8.5. The mathematical 
programming solver used was the Gurobi Optimizer version 9.1.2. 

4.2 Computational Results 

The results were compared for the four models depending on whether the processing 
base and road conditions were considered (Fig. 3). For each scenario, the model 
on the left is the model that does not consider both the processing base and road 
conditions (IRP), followed by the model that only takes into account the processing 
base (IRPF); next to it is the model that only considers road conditions (IRPR); and
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Fig. 2 Application area of 
the proposed model

Scenario1 Scenario2 Scenario3 Scenario4 Scenario5 Average 

IRP IRPF IRPR IRPFR 

finally the model that takes into account both (IRPFR). In all the case studies, the 
IRPF model recorded slightly better objective function values than the IRP model. 
Comparing the IRP model with the IRPR model, the IRPR model is unable to pass 
through roads (edges), which increases the cost of travel or increases the penalty for 
late delivery, and increases the objective function value in all case studies. Comparing 
the IRPR model with the IRPFR model, the IRPFR model shows better results in all 
case studies, and the improvement is larger than that of the IRP and IRPF models. 
This result suggests that it may be more reasonable to set up a processing base at an 
intermediate location for delivery after an earthquake when roads are unavailable.

5 Conclusion 

We proposed an inventory routing planning model for emergency logistics for the 
early recovery of damaged buildings in this study. The feature of this study is that 
delivery of building materials status is changed by stopping at processing bases 
during the delivery process, taking into consideration road conditions. The proposed 
model considers the uncertainty of the demand scale and road network, as well as the 
change in the processing state of the building materials. The former is modeled using 
stochastic programming with a finite number of scenarios. The latter was incorporated 
into the model by assuming that the constraint on the minimum delivery unit changed 
during the delivery process. The model proposed by Oshima et al. (2020) [4], which 
considers the processing base (IRPF), is slightly better than the previous model 
(IRP) in all scenarios, even when using data from actual earthquake damage. In 
addition, the proposed model (IRPFR) is better than the model without considering 
the processing bases (IRPR). This improvement rate is larger than the case without 
considering the road conditions, which confirms the effectiveness of using processing
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Fig. 3 Comparison of the objective function values of each model in the scenarios

bases for delivery in the event of an earthquake when part of the road network is not 
available. 

Future work includes optimization of the number and location of processing bases, 
and optimization using meta-heuristic algorithms on a larger scale. 
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Problem of Modeling Global 
and Closed-Loop Supply Chain Network 
Design 

Hiromasa Ijuin and Tetsuo Yamada 

Abstract Nowadays, the economic activities cause some environmental problems 
for not only the global warming by Greenhouse Gas (GHG), but also the material star-
vation by mass consumption of resources. In order to resolve their problems simulta-
neously, Japanese government took effect with the plastic regulation and announced 
that GHG emissions became zero by 2050. In order for manufacturing companies 
to develop sustainably, they are required to design the Global Closed-Loop Supply 
Chain (GCLSC) network to recycle End-of-Life (EOL) products and reduce GHG 
emissions. The GCLSC network integrates the global supply chain network, which 
is a series of cross-border transaction of product, and the local reverse supply chain 
network, which is a domestic transaction for collecting and recycling EOL products. 
However, it is necessary to select appropriate global suppliers considering GHG 
emissions because the amount of material-based GHG emissions in EOL product 
is dependent on manufacturing country. On the other hand, the GCLSC network is 
costly for procurement, manufacturing, transportation, recycling and opening facili-
ties costs. Thus, the decision maker who designs designing GCLSC network should 
consider not only cost, but also environmental aspects such as recycling EOL product 
and GHG saving weight simultaneously. This study designs the GCLSC network to 
minimize total cost and to maximize entire recycling rate on global and local supply 
chain network. Furthermore, the GHG emission from components procurement and 
the GHG saving weight by recycling EOL product is evaluated. First, the GCLSC 
network is modeled. Next, the objective function for minimizing total cost and maxi-
mizing entire recycling rate are formulated with integer programming. Finally, a 
numerical experiment is conducted and evaluated in terms of costs, entire recycling 
rate, and GHG emission. 

Keywords Global supply chain · Reverse logistics · Lifecycle inventory database ·
BOM (bill of materials) · 0–1 integer programming
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1 Introduction 

Nowadays, the assembled product, such as vacuum cleaner and smartphone is deliv-
ered to users through a global supply chain that spans procurement, manufacturing, 
and sales in multiple countries [1]. The economic activities such as those have caused 
the Marine-Plastic-Issue and global warming [2]. The Marine-Plastic-Issue is caused 
by disposing End-of-Life (EOL) product made from plastic materials, and global 
warming is occurred by Greenhouse Gas (GHG) emission in manufacturing. In order 
to resolve their problems, governments and manufacturing companies are taking 
action in around the world. For example, EU adopt the low “the reduction of impact 
of certain plastic products on the environment” in 2018 and decided to ban the single-
used plastic products, which was not recycled, such as straw and cutlery by 2021 
[3]. The Coca-Cola Company announced that they would collect as much cans and 
plastic bottles as the world’s product sales volume by 2030 [4]. Japanese government 
took effect with the plastic regulation and announced that GHG emissions became 
zero by 2050 [2]. In order for manufacturing companies to develop sustainability, 
they are required to design the Global Closed-Loop Supply Chain (GCLSC) network 
for reducing GHG emissions and recycling EOL products in manufacturing stages 
[5]. 

The GCLSC integrates the global supply chain network [6], which is a series of 
cross-border transaction of products, and the local reverse supply chain network [7], 
which is a local transaction for collecting and recycling EOL products because as 
accordance with the Basel Convention [8], the collection center, the recovery facility, 
and the disposal facility must be located in the same country as the place of market. 
However, GCLSC network is costly for procurement, manufacturing, transportation, 
recycling and opening facilities costs. Thus, the decision maker who designs config-
uration of GCLSC network should consider to select appropriate global suppliers 
considering material-based GHG emissions because the amount of material-based 
GHG emissions in products is dependent on power generation methods such as 
thermal power generation, hydroelectricity, and solar photovoltaics in each country 
[6]. As a previous study, Armin et al. [9] proposed CLSC model to determine facility 
location decisions and lateral transshipment quantities that minimize the total supply 
chain cost across different disruption scenarios. However, they did not evaluate the 
environmental impacts such as recycling rate and GHG emissions. Aldoukhi and 
Gupta [10] designed CLSC considering to minimize total cost and carbon emission 
and to maximize service level of retailers. However, they did not consider materials 
such as plastic and aluminum obtained from recycling EOL product. Polat et al. [11] 
integrated forward and reverse logistics network design. However, they did not take 
into account that different countries have different costs and GHG emissions when 
procuring and manufacturing components. 

This study designs the GCLSC network to (1) minimize total cost and (2) maxi-
mize the entire recycling rate by Integer Programming (IP) [12] with ε constraint for 
entire recycling rate on global supply chain network and domestic closed-loop, where 
the GHG emission from components procurement and the GHG saving weight by
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recycling EOL product is calculated. First, the GCLSC network is draw and modeled. 
Next, the objective functions for minimizing total cost and the environmental evalua-
tion for entire recycling rate and GHG emission are formulated with IP [12]. Finally, 
a numerical experiment is conducted and evaluated in terms of costs, entire recycling 
rate, and material-based GHG emission weight. 

2 Model  

2.1 Assumption and Notation 

Figure 1 shows a GCLSC network model proposed in this study. That integrates 
a global supply chain network [6] and a local reverse supply chain network [7]. 
In the global supply chain network, the component j is procured from supplier o 
and transported to factory p for manufacturing an assembly product. After that, 
the assembly product is transported from factory p to market q. In the market q, 
assembly product is sold to an user and returned by the user as the EOL product. 
When component j is procured from supplier o, the material-based GHG emission 
GHGoj is generated, and the amount of it is depends on the country where supplier 
o is in. 

In the local reverse supply chain network, EOL products are transported from 
market q to collection center g. In a collection center g, EOL products are identified 
and divided status s based on user situation. Furthermore, EOL product with status 
s is transported from collection center g to recovery facility r or disposal facility h.
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Fig. 1 Global closed-loop supply chain network model: Case of 3 countries 
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When the EOL product is transported to recovery facility, it is recycled based on 
EOL product status s. On the other hand, when the EOL product is transported to 
disposal facility, it is disposed. 

In this study, material-based GHG emission by each material GHGoj for compo-
nent j is different based on procured country from supplier o. Moreover, recycling 
cost RCs, recovered material weight RWs, and GHG saving weight GHGs and by 
recycling EOL product is dependent on the status s. The recycling cost RCs includes 
disassembly, processing and disposal costs. The disassembly cost is based on disas-
sembly time by Recyclability Evaluation Method (REM) [13]. The processing cost 
relates to shredding and so on. The disposal cost is the sum of final processing cost 
such as landfill and sale of recycling material. The recovered material weight RWs 

means the recovered material weight by recycling EOL product. 
The notations used in this study are as follows: 

Sets: 

O Set of suppliers, o ∈ O 
J Set of components, j ∈ J 
P Set of factories, p ∈ P 
Q Set of markets, q ∈ Q 
G Set of collection centers, g ∈ G 
R Set of recovery facilities, r ∈ R 
H Set of disposal facilities, h ∈ H 
S Set of statues of EOL product, s ∈ S 

Variables: 

vopj Amount of components j transported from supplier o to factory p 
vpq Amount of products transported from factory p to market q 
vqg Amount of EOL products transported from market q to collection center g 
vgrs Amount of EOL products with status s transported from collection center g 

to recovery facility r 
vghs Amount of EOL products with status s transported from collection center g 

to disposal facility h 
up 1 if the fixed opening cost at factory p is opened, and 0 otherwise 
ur 1 if the fixed opening cost at recovery facility r is opened, and 0 otherwise 
TC Total cost [US$] 
TGC Total cost of global supply chain network [US$] 
TRC Total cost of local reverse supply chain network [US$] 
RR Entire recycling rate of local reverse supply chain network [%] 
εRR Epsilon rate of entire recycling rate [%] 
TGHG Total GHG emission on global GCLSC [g-CO2eq] 
GHGoj GHG emission weight for component j procured from supplier o [g-CO2eq] 
GHGs GHG saving weight by recycling EOL product with status s [g-CO2eq]
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Parameters: 

LCop Transportation cost of a component from supplier o to factory p [US$] 
LCpq Transportation cost of a product from factory p to market q [US$] 
LCqg Transportation cost of a EOL product from market q to collection center g 

[US$] 
LCgr Transportation cost of a EOL product collection center g to recovery facility 

r [US$] 
LCgh Transportation cost of a EOL product collection center g to disposal facility 

h [US$] 
PCoj Procurement cost of component j by supplier o [US$] 
MCop Manufacturing cost per product at factory p [US$] 
RCs Recycling cost per EOL product with status s [US$] 
FCp Fixed cost for opening factory p [US$] 
FCr Fixed cost for opening recovery facility r [US$] 
RWs Recovered material weight of EOL product with status s [g] 
PW Total weight of a EOL product [g] 

2.2 Formulation 

This GCLSC model has a bi-objective problem for minimizing total cost TC and 
for maximizing the entire recycling rate RR. Regarding the total cost TC on GCLSC 
network, Eq. (1) minimizes of total cost of global supply chain network TGC and 
local reverse supply chain network TRC. Equation (2) maximizes the entire recycling 
rate RR on GCLSC network which is the ratio of total recovered material weight 
of recycling EOL product at recovery facilities against the total collected material 
weight of collecting EOL product at collection centers. Equation (3) means the total 
cost of global supply chain TGC including the procurement cost PCoj for component 
j from supplier o, the manufacturing cost MCp of product in factory p, the opening 
factory cost FCp for assembly factory p, and the transportation cost LCop and LCpq 

transported from supplier o to factory p and from factory p to market q. Equation (4) 
represents the total cost of local reverse supply chain network TRC including the 
recycling cost RCs for recycling EOL product with status s, the opening facility 
cost FCr for recovery facility r, and the transportation cost LCqg, LCgr , and LCgh 

transported from market q to collection center g and from collection center g to 
recovery facility r or disposal facility h. Equation (5) is epsilon constraint of entire 
recycling rate RR for GCLSC network. Equation (6) shows the total GHG emission 
TGHG which is the difference between the sum of GHG emission weight GHGoj 

for procured component j minus the sum of GHG saving weight GHGs for recycled 
EOL product with status s. 

Objective functions and GHG evaluation: 

TC  = TGC  + T RC  → min (1)
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3 Problem Example 

To design the GCLSC network, a problem example is prepared to integrate a global 
supply chain and local reverse supply chain. A vacuum cleaner with 23 types of 
components is used as examples of assembled and EOL product as well as Hayashi 
et al. [14], Ijuin et al. [7], and Ishii et al. [15]. It is assumed that a motor in vacuum 
cleaner is excluded because the procurement cost of the motor is about 95% of the 
sum of procured components for all the components. The details of GCLSC example 
are prepared in this study as follows. 

• As suppliers, 52 cities are set from 4 country for China, Malaysia, the United 
States, and Japan, in other word, each country has 13 suppliers. 

• As candidate factories’ location, 4 cities for Shanghai, Kuala Lumpur, Seattle, 
and Tokyo, are selected. The production capacity of each factory is 6,000 units, 
and the market demand set at Tokyo, the Japan, is 12,000 units. 

• As collection centers, 3 sites in Itabashi, Koto, and Ota where are in Japan, are 
prepared.
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• As recovery facilities for recycling EOL product, 3 sites in Ota, Chiba, and Chofu 
where are in Japan, are selected. They have recyclable capability based on status 
s of EOL product. 

• As disposal facility, Koto site where is in Japan, is prepared. 

The statuses of EOL products in the case of vacuum cleaner are also prepared 
based on disassembly scenarios [13]. From disassembly scenarios, the recycling cost 
RCs and recovered material weight RWs, and GHG saving weight GHGs are divided 
4 statuses. For example, the EOL product with status number #4 has 1.53 [US$] for 
recycling cost, 952.79 [g] recovered material weight, and 1276.94 [g-CO2eq] GHG 
saving weight by recycled components in EOL product and it is recycled in recovery 
facility in Chiba or Ota. 

4 Result 

To solve the bi-objective problem for minimizing total cost and maximizing the entire 
recycling rate, the entire recycling rates RR between from 0 [%] (minimum) to 60 [%] 
(maximum) are changed by epsilon constraint εRR . Figure 2 shows the total cost and 
the total material-based GHG emission of GCLSC network with the entire recycling 
rate RR. The sum of manufacturing cost and procurement cost was the highest, 
accounting for over 90% of the total cost. Even if any target recycling rate were 
set, the total transportation cost on global supply chain, the total procurement cost, 
the total manufacturing cost, and total opening facility cost for assembly factories 
were not changed in the all cases. Because of that, the entire recycling rate can 
not impact on the global supply chain in the example. On the other hand, the total 
transportation cost on the local reverse supply chain, the total recycling cost and the 
total opening facility cost were increased. One of the reasons was that lager amount 
of EOL products was recycled in attempting to increase the entire recycling rate.

From Fig. 2, when the entire recycling rate was increased by 20 [%], the total GHG 
emission was decreased by 6,000 [kg-CO2eq]. This is because weight of recovered 
materials was less GHG emission than procuring virgin one. Therefore, it is found 
that GHG emissions could be lower at the same time as increasing the recycling rate. 

Figure 3 shows the GCLSC network in the case with the maximal entire recycling 
rate (60 [%]). In the case, Chinese and Malaysian suppliers were selected. Addition-
ally, from Fig. 2, 92% of the total cost was occupied by total manufacturing cost 
and total procurement cost. Therefore, candidate locations with lower procurement 
and manufacturing cost, such as suppliers and factories in China and Malaysia, were 
selected.

On the other hand, Chiba’s recovery facility in Japan whose opening cost was 
the highest in the candidate locations is opened. One of the reasons is that was the 
recovery facilities in Ota and Chofu can not recycle the EOL products with statuses 1 
(All components disassembled) and 2 (Recycling rate maximum) assumed as in this
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recycling rate (60 [%]) (Map source: https://www.freemap.jp/)

study. In order to increase the entire recycling rate, all EOL products were transported 
and recycled in Chiba’s recovery facility in the case. 

5 Conclusion 

This study designed the GCLSC network and observed changes of the costs, entire 
recycling rate, total GHG emission, and network flow for component, product and 
EOL product. 

In the GCLSC network, costs in global forward supply chain such as component 
procurement and manufacturing product was by 9 times higher than ones in the 
local reverse supply chain. Thus, total GHG emission was decreased because larger 
amount of EOL products were recycled when the entire recycling rate is increased. 
In the global supply chain flow, suppliers and factory were selected in China and
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Malaysia for saving procurement cost and manufacturing cost. On the other hand, 
as a local reverse supply chain flow, Chiba’s recovery facility which had the highest 
opening was opened in order to increase the entire recycling rate. 

Further studies should consider a multi-objective model to minimizing cost, to 
maximize recycling rate, and to minimize GHG emission simultaneously. 
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Vehicle Relocation Scheduling 
Considering Charging Time for One-Way 
Electric Vehicle Car-Sharing Systems 

Aya Ishigaki, Akane Hagimoto, and Tomoki Sanada 

Abstract Traditional car-sharing services are based on a two-way scheme, wherein 
the user picks up and returns a vehicle at the same parking station. Some services 
also permit one-way trips; that is, the user is allowed to return the vehicle to another 
parking station. The one-way scheme is more widely available for users but may lead 
to an imbalance in the number of vehicles at each parking station; in other words, the 
user demand in each station may not be satisfied. In such cases, the service provider 
can relocate the vehicles to create a better distribution among the parking stations. In 
the case of electric vehicle (EV) car-sharing, such a problem is more complex because 
the travel range depends on the charge level of the battery. Moreover, EV relocation 
can lead to an imbalance in staff members between stations. Thus, staff members 
themselves need to be relocated between stations to perform vehicle relocations, 
considering the waiting time for charging the EV. In this study, we consider the 
charging and relocation problems of an EV car-sharing system. Additionally, we 
demonstrate the joint optimization of vehicle relocation and staff scheduling that can 
minimize the waiting time for staff and EVs at parking stations. 

Keywords Electric vehicle · One-way car-sharing · Vehicle relocation problem ·
Staff scheduling · Waiting time 

1 Introduction 

1.1 Environmental Impact of Automobiles 

The environmental impact of automobiles is a serious issue. Therefore, the Japanese 
government has declared a ban on the sale of gasoline-powered vehicles by 2030 
and has begun to promote a switch to electric vehicles (EVs) and fuel cell vehicles. 
However, the CO2 emissions generated during the manufacture of EVs are said to
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account for more than half of the total lifecycle of vehicles, and there is a great 
need to address this issue [1]. In addition, owing to the impact of COVID-19, many 
countries have implemented a “social distancing strategy” to reduce opportunities 
for human contact. Consequently, the number of people using public transportation 
has decreased significantly, whereas the number of people using cars and bicycles 
has increased. 

1.2 Car-Sharing Systems 

Car-sharing is effective in reducing the environmental impact of manufacturing 
because it can improve the utilization rate of cars and reduce the number of cars 
owned by multiple users. It is a system in which cars are rented out to members who 
have registered as users in advance; they can use the cars as and when required. In 
recent years, the demand for car-sharing has been increasing, particularly in Europe, 
and many companies such as Daimler in Germany (which operates Car2Go) and 
Renault in France provide car-sharing systems [2, 3]. 

There are two types of car-sharing operations: one-way and round-trip (two-way). 
One-way use allows a user to return a car at a different location from the departure 
point, whereas in round-trip use, users will have to return the vehicle at the departure 
point. The one-way car-sharing system has been adopted by many businesses because 
it is more flexible and convenient for users than the round-trip system. However, it 
requires the relocation of vehicles by the operator’s staff to solve the resulting uneven 
distribution of vehicles. Jorge et al. [4] developed a linear model to determine optimal 
staff relocation. In the case of EVs, it is necessary to manage their remaining battery 
power, and they can be recharged in the middle of the night when not in use. However, 
in the case of car-sharing systems, users need to stop by the charging spot to recharge 
the battery or recharge the battery after the car has been returned to the parking station. 
In other words, in a one-way car-sharing system, it is necessary to consider not only 
the relocation of staff to eliminate the uneven distribution of vehicles, but also the 
charging schedule. Although there are some studies on one-way car-sharing systems 
that consider the schedules of staff for relocation, none of them consider the charging 
schedules of EVs. 

1.3 Purpose of This Study 

This study aims to develop a model for the charging schedule and staff relocation 
in car-sharing systems for EVs. Additionally, it aims to simultaneously optimize the 
vehicle repositioning plan and the charging schedule to minimize the waiting time 
of the staff at the station and that of the EV.
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(a) Initial location of electric vehicles (EVs) at period t. (b) Final location of EVs at period t. 
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User of P1 

User of P2 

User of P3 

P1 P2 

P3 

c 

Vehicle relocation 

Vehicle relocation 
Staff 

Demand at period t+1 

Fig. 1 Image of relocation operation of EVs in a one-way car-sharing system 

2 Model  

2.1 Vehicle Relocation Scheduling 

Figure 1 illustrates the relocation of EVs in a one-way car-sharing system. Table 1 
presents the number of EVs moving from parking station Pi to parking station Pj in 
period t and the number of EVs required in period t + 1. In period t, there are three, 
two, and one EVs at parking stations P1, P2, and P3 respectively, and each EV is 
assigned to a user and destination. Once the EVs move, there are one, two, and three 
EVs at parking stations P1, P2, and P3, respectively. Because the demand at each 
parking station P1, P2, and P3 in period t + 1 is three, two, and one, respectively, 
there is a shortage of two vehicles at P1 and a surplus of two vehicles at P3. Therefore, 
a staff member visits parking station P3 and moves two EVs to parking station P1 
until the beginning of the period t + 1.

Jorge et al. [4] developed a new mathematical model to optimize vehicle reposi-
tioning operations in a one-way car-sharing system. The objective was to maximize 
the revenue, including user payments, repositioning costs, vehicle fuel costs, vehicle 
cost depreciation, and park station installation costs. The results indicated that rede-
ployment had the potential to significantly increase revenue. However, only the addi-
tional vehicle fuel required and staffing costs due to relocation were considered, and 
not the time required for vehicle relocation. 

2.2 Charging Schedule for Electric Vehicles 

There are two types of charging facilities for EVs, namely ordinary and quick. Ordi-
nary chargers are of two types, with voltages of 200 and 100 V, and a full charge



64 A. Ishigaki et al.

P1P3 

Normal charge 

Quick charge 

Quick charge 

Vehicle relocation 

Vehicle relocation 

Quick charge 

Quick charge 

Fig. 2 Image of application of selection rules for EVs to be relocated in a one-way car-sharing 
system 

Table 1 Details of an electric vehicle (EV) moving between parking stations 

T0 Demand at period (t+1) 

P1 P2 P3 

From P1 0 1 2 3 

P2 1 0 1 2 

P3 0 1 0 2

can be achieved in 5–8 h at 200 V. Ordinary chargers are suitable for use in places 
where cars are parked for long periods of time, such as residences, offices, and 
lodging facilities because the cost of installing the equipment is low. In contrast, 
quick chargers can produce a higher voltage and can charge up to approximately 80% 
of the vehicle’s total capacity in approximately 30 min [5]. Because their charging 
speeds are suppressed for battery protection when the rate exceeds approximately 
80%, these chargers are suitable for charging on the go or for emergency charging. 
In the case of a one-way car-sharing system, it is difficult to charge for a long period 
of time the EVs that are to be relocated, because they need to be moved between the 
end of period t and the beginning of period t + 1. In this study, we selected the EVs to 
be relocated from among the ones with the largest remaining battery capacities and 
moved them to the next parking station and recharged them using a quick charger. 
In other words, it is assumed that 100% of the battery can be recharged by normal 
charging and 75% of the remaining battery capacity at the beginning of a period 
can be recharged after relocation by quick charging, considering the battery drain 
(Fig. 2).
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2.3 Mathematical Model 

In this study, we modified the mathematical model of Jorge et al. [4] to consider the 
effect of charging time on EVs. The main notations and objective functions are as 
follows: 

[notation] 

Rit , jt+δt i j  
number of vehicles relocated from station Pi to Pj between periods t and 

t + δt i j  
Zi size of station Pi 
ait number of available vehicles at station Pi at the start of period t 
Sit ,it+1 number of vehicles stocked at station Pi between periods t and t + 1 
Dit , jt+δt i j  

number of user trips from station Pi to station Pj between periods t and 

t + δt i j  
P car-sharing fee per minute driven 
Cmv cost of maintenance per vehicle per minute 
δt i j travel time between stations Pi and Pj in period t 
Cmp cost of maintaining one parking space per day 
Cv cost of depreciation per vehicle per day 
Cr cost of relocation and maintenance per vehicle per period driven 

[objective function] 

π = (P − Cmv)
∑

it , jt+δt i j  
∈A 

Dit , jt+δt i j  
− Cmp

∑

i∈N 
Zi − Cv

∑

i∈N 
ai t − Cr

∑

it , jt+δt i j  
∈A 

Rit , jt+δt i j  
. 

(1) 

Equation (1) represents the total profit, which is calculated by subtracting the cost 
from the revenue. In this study, we aim to maximize the total profit. 

In Jorge et al.’s model, 

ait = ait−1 −
∑

j∈N 
Dit−1, jt−1+δt i j  

−
∑

j∈N 
Rit−1, jt−1+δt i j  

+
∑

j∈N 
Dit−2δ

t 
i j  ,it +

∑

j∈N 
Rit−2δ

t 
i j  ,it , (2) 

where ait denotes the number of available vehicles at station i at the start of period t. 
However, the number of available vehicles was not necessarily the same as the 

total number of vehicles because the EVs relocated by the staff had to be recharged 
after the relocation. In this study, we added the following constraint equation: 

bit −
∑

jt∈X 
Dit , jt+δt i j  

−
∑

jt∈X 
Rit , jt+δt i j  

− Sit ,it+1 = 0, (3) 

where bit denotes the total number of vehicles at station i at the start of period t.
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3 Numerical Experiments 

Numerical experiments were conducted to investigate the effect of the charging time 
on the revenue. The parameters related to the model settings are listed in Table 2. 

The number of customers moving from parking stations i to j was generated 
using a uniform random number U [0,5]. The cost of car sharing was determined by 
referring to the prices of Japanese companies that provided car-sharing services [6]. 
Other cost and vehicle related parameters are listed in Tables 3 and 4, respectively. 
The parking stations were located in Chitose, Sapporo, and Otaru in Hokkaido, which 
are well-known tourist destinations (see Fig. 3). 

Figure 4 depicts the effect of relocation on charge rate. The horizontal axis in Fig. 4 
represents the travel time for relocation, and the vertical axis represents the number 
of relocations. In this study, we assumed that relocations decrease the charging times 
of EVs. For example, because the travel time between Sapporo and Otaru is approxi-
mately 45 min, we assumed that the charging time of the EV would decrease by 45 min 
when relocation occurred. Consequently, the recharging rate of the EVs relocated 
between Sapporo and Otaru became approximately 90%; similarly, the recharging 
rate of the EVs repositioned relocated Otaru and Chitose was 79%. As the results 
indicated that the risk of running out of charge increased with repeated relocation of 
the same EV, it became necessary to further consider the selection and rotation of 
EVs used for relocation.

Finally, we compared the total profits for three scenarios, namely one without 
relocation, one with over 45 min of charging time loss (using the numerical example 
of this study), and one with 15 min of charging time loss. Table 5 presents the average 
total profits for the three scenarios. The total profit was higher in the scenarios with 
relocation than that in the one without it. If more than 45 min of relocation time was

Table 2 Parameters Number of park stations 3 

Time frame (min/period) 15 

Parking station capacity 20 

Initial number of vehicles 10 

Number of staffs 3 

Table 3 Cost parameters Fuel cost (yen/min・vehicle) 10 

Parking fee (yen/vehicle) 200 

Staff fee (yen/min・vehicle) 200 

Table 4 Vehicle parameters Battery recharging rate (%/min) 0.21 

Battery consumption rate (%/min) 0.44 

Speed (km/h) 45
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Fig. 3 Location of the parking station

Fig. 4 Recharge rates with 
relocation time and number 
of relocations
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Table 5 Total profit in the 
three scenarios 

Scenario Profits 

Without relocation 23,490 

Relocation (more than 45 min loss) 23,950 

Relocation (15 min loss) 25,350 

required, the fixed costs associated with the vehicle increased, owing to the effect 
of the charging time. A 15 min reduction in charging time had no impact on the 
schedule and increased profits. In this study, cost parameters and recharging time 
were determined based on the case of only a single company; further research and 
analysis are needed to determine the impacts of cost and recharging time in greater 
detail. 

4 Conclusions 

In this study, we determined the recharging schedule and staff relocation strategy 
for maximizing profits in a car-sharing system for EVs. The model developed in 
this study helped to efficiently plan the relocation of staff and EVs, considering the 
recharging time of EVs. 

The experimental results indicated that the relocations decreased the fixed costs of 
the staff and vehicles, thereby increasing the total profit. If additional charging time 
was required for relocation and there was insufficient time, the frequency of vehicle 
relocation needed to be considered to avoid running out of charge. Furthermore, the 
selection of EVs to be relocated had a significant impact on staff schedules. In our 
future work, we intend to solve the EV selection problem simultaneously with EV 
relocation and staff scheduling. 
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Prediction of COVID-19 Hospital Beds 
by On-Demand Cumulative-Control 
Analysis 

Tetsuo Yamada, Taiga Onodera, Masayuki Matsui, Daisuke Kobayashi, 
and Eiko Kobayashi 

Abstract The COVID-19 virus has been rapidly spreading around the world, and 
the situation in clinical treatment sites is dynamically changing. In such a situa-
tion, the prediction and management of the required number of hospital beds have 
become issues in order to prevent the collapse of medical care due to the number 
of patients exceeding the capacity. On the other hand, cumulative flow analysis and 
on-demand flow management method, which is an extended management system, 
have been developed and used as a tool for visually managing the state of inventory in 
factories and warehouses. Onodera et al. (2020) adopted the on-demand cumulative-
control method to the estimation of the COVID-19 patient population in a case 
study. However, the base number of vacant hospital beds is not predicted. This study 
models the number of COVID-19 hospital beds by using the on-demand cumulative-
control method, and estimates required number of vacant beds from the viewpoint 
of inventory management. Firstly, the cumulative-control analysis is modeled by the 
input number of hospital beds as the supply, the output number of patients testing 
positive as the demand, and the number of vacant hospital beds as the number of 
flow which means the difference between cumulative input and output number. Next, 
using the on-demand cumulative-control method, the base number of vacant hospital 
beds is estimated to prevent the overwhelmed healthcare. Finally, a numerical experi-
ment is conducted, and potentials for the appropriate and current management/policy 
are discussed based on the comparison between the required number of input beds 
estimated by the on-demand cumulative control method and the actual number of 
beds.
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Keywords Novel coronavirus · Dynamic inventory control · Bed management ·
Cumulative flow curve · Case study 

1 Introduction 

Currently, COVID-19 infection is spreading rapidly in various countries around the 
world [1], and studies such as simulation and clarification of the virus itself are being 
actively conducted because of the threat [2]. On the other hand, in clinical treatment 
sites, there are concerns about medical care collapse due to the ever-changing patient 
count, the shortage of quarantine facilities, and the prediction and management of 
the required number of hospital beds [3–7]. However, there has currently been no 
attempt to use data in real time. Cumulative analysis [8] is a method  for visually  
managing and improving inventory and progress by displaying cumulative inflow 
and outflow in factories and warehouses on a diagram form. One of the merits by 
this analysis method is that it enables us to use real time data. 

Matsui et al. [9, 10] developed this cumulative analysis method, calculated the 
reference flow rate using the news boy problem, and developed an algorithm to deter-
mine the next supply quantity on demand. Onodera et al. [11] applied the on-demand 
cumulative-analysis to COVID-19 patient population, where the cumulative number 
of persons testing positive was predicted by handling the output as the demand. One 
of the reasons and advantages why the on-demand cumulative-analysis is adapted 
is to easily forecast COVID-19 patient population by coordinating only two param-
eters such as exponential smoothing coefficient and period penalty factor. In other 
words, the number of persons completing treatment was determined and used to 
predict the cumulative number of persons testing positive. However, it was not used 
as a supply and demand control method for resources of medical institutions such 
as hospital beds, medical workers, and pharmaceuticals [12], which were original 
applications. In addition, rather than using the number of persons completing treat-
ment as the demand, it is better to consider the number of testing positive as the 
COVID-19 medical demand. Thus, an immediate evaluation may become possible 
by the clinical site with the medical institution as management. 

This study models the number of COVID-19 hospital beds by using the on-demand 
cumulative-control method [9, 10], and estimates required number of vacant beds 
from the viewpoint of inventory management. Firstly, the cumulative-control analysis 
is modeled by the input number of hospital beds as the supply, the output number of 
patients testing positive as the demand, and the number of vacant hospital beds as 
the number of flow which means the difference between cumulative input and output 
number. Next, using the on-demand cumulative-control method, the base number of 
vacant hospital beds is estimated to prevent the overwhelmed healthcare. Finally, a 
numerical experiment is conducted and discussed.
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2 Methods 

2.1 Overview of Procedures 

The procedures consisting of 4 steps in this study is as follows. In STEP 1, a state 
transition diagram is created, and the relationship between COVID-19 and the cumu-
lative analysis are identified. In STEP 2, data such as the number of COVID-19 
positive individuals who exclude released patients from medical treatment and death 
are acquired from public information. In STEP 3, the flow number and lead time of 
each day are calculated through cumulative analysis, and the problems are extracted. 
Finally, in STEP 4, we verify whether appropriate management is possible by the 
on-demand flow rate management method. The following notions are used in this 
study. 

It Number of individuals testing positive in period t 
I

′
t Number of supplied hospital beds in period t (Input supply quantity) 
Ot Number of persons who completed their medical treatment in period t 
O ′

t Number of persons testing positive in period t (Output demand quantity) 
Xt Predicted demand in period t 
Lt Number of patients (hospital beds used) in period t 
L

′
t Number of vacant hospital beds in period t (Flow rate) 

At Total number of hospital beds in period t 
Nt Base number of patients in period t (number of hospital beds used) 
N

′
t Base number of vacant hospital beds in period t (Base flow rate) 

α Coefficient of exponential smoothing (0 ≤ α ≤ 1) 
β t Period penalty factor in period t (0 ≤ β t ≤ 1) 

2.2 Preparation of a State Transition Diagram Cumulative 
Analysis 

Figure 1 illustrates a state transition diagram for the patients handled in this study. 
The process from COVID-19 infection to medical treatment first shifts to the test 
state when the symptoms appear in the infected and non-infected states, and then 
transitions to a positive or negative state according to the test results. In the case of 
the positive state, it transitions to the state of cancelled recuperation or death through 
either hospitalization, recuperation at an institution, or recuperation at home. In the 
case of the negative state, it becomes the uninfected state, and it transitions to the 
test state again when the symptom appears.

The cumulative analysis [8] in STEP 3 is a method for grasping the work in process 
products in factories originally, and the inventory as well as production, sales, and 
procurement lead times in warehouses and retail stores. Flow rate refers to the work 
in process, products, or inventory.
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Fig. 1 Transition diagram for the state of infected persons

In the cumulative analysis, a graph of cumulative supply and demand is 
constructed, with the horizontal axis as the period and the vertical axis as the quantity, 
as shown in Fig. 3. For instance, the difference in the vertical direction represents the 
flow rate, and the difference in the horizontal direction represents the lead time. By 
grasping the flow rate and lead time of each stage, management and improvement of 
processes and progress can be expected. 

The cumulative analysis is performed by handling hospitals and lodging facilities 
as warehouses. In this study, the on-demand cumulative control method [9, 9] is used  
as the estimation for the required number of beds in medical institutions rather than 
the projection of the number of persons testing positive, considering the number of 
persons testing positive as the demand. 

In here, the on-demand cumulative control method is executed by treating the 
input number of hospital beds as the supply, the number of patients testing positive 
as the demand, and the number of vacant beds as the flow rate. 

2.3 On-demand Cumulative Control Method 

The on-demand cumulative control method in STEP 4 used at each process for 
supply chain management under the on-demand environment developed by Matsui 
et al. [9, 10]. On demand means the delivery of goods and services when requested 
by customers. 

Figure 2 shows a flowchart of the on-demand cumulative control method. In the 
cumulative control, it is necessary to establish the reference amount of the flow rate 
for management, that is, the reference flow rate. In the on-demand cumulative control 
method, this reference flow rate is requested for each period based on the news boy 
problem so as to minimize the total penalty of the cumulative holding and opportunity 
loss. This is known as the moving-based inventory.
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Fig. 2 Flowchart of the on-demand cumulative control method [9] 

Fig. 3 Example for the number of input hospital beds to COVID-19 patients increased 

After obtaining the moving-based inventory, the moving-based inventory It+1 is 
determined in order that quantity for the supply quantity in the next period Lt would 
bring flow rate Nt closer to the moving-based inventory It+1. The indicated supply 
quantity inflow is determined by taking the demand quantity of the next period into 
account Ot+1. 

2.4 Estimation of the Number of Hospital Beds 

At this time, Eq. (1) means that for the total number of hospital beds in the period t, 
At , holds the sum of the number of hospital beds used Lt and the number of vacant 
hospital beds L

′
t . Here, the number of hospital beds used Lt in Eq. (2) is satisfied with
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respect to the cumulative number of persons testing positive O
′
t and the cumulative 

number of patients completing treatment Ot because it is the same as the number 
of patients completing treatment up to the previous study [11]. However,

∑
Xt is 

expressed as the cumulative number of t periods in a certain time series Xt . Similarly, 
the number of vacant hospital beds L

′
t satisfies Eq. (3) for the cumulative number of 

input beds I
′
t and the cumulative number of persons testing positive O

′
t . 

Lt + L ′
t = At (1) 

Lt =
∑

O
′
t −

∑
Ot (2) 

L
′
t =

∑
I

′
t −

∑
O

′
t (3) 

From this, when the total number of hospital beds At can be expressed by the 
cumulative number as shown in Eq. (4). Therefore, it becomes possible to determine 
the required number of hospital beds At by determining the number of input hospital 
beds I

′
t+1. 

At = L ′
t + Lt 

=
(∑

I
′
t −

∑
O

′
t

)
+

(∑
O

′
t −

∑
Ot

)
=

∑
I

′
t −

∑
Ot (4) 

When out-of-stock (opportunity loss) is generated with respect to the number of 
persons testing positive O

′
t+1 in the number of input hospital beds I

′
t+1, the number 

of vacant hospital beds L
′
t becomes negative. This is considered to be the state of 

medical collapse. While medical collapse must be prevented, simply increasing the 
number of vacant hospital beds. However, it may reduce the number of hospital beds 
for the other than patients instead of COVID-19 ones and maintain vacant hospital 
beds, which decreases hospital profits. In other words, by solving the news boy 
problem on opportunity loss (medical collapse) and stock (vacant bed) holding, it 
becomes possible to manage hospital beds by determining the number of base vacant 
beds. The cumulative control formula at this time is obtained as Eq. (5). It is noted 
that N

′
t as base number of vacant hospital beds. 

I
′
t+1 = O ′

t+1 + N ′
t − L ′

t (5)



Prediction of COVID-19 Hospital Beds by On-Demand … 75

3 Results 

3.1 Example of the Hospital Bed Input 

The number of base vacant beds is calculated using the following Eqs. (6)–(8), when 
the unused bed rate p = 0.5 is assumed as constant. 

N
′
t = pAt = At − Nt (6) 

At = 
1 

1 − p 
Nt = 1 

1 − 0.5 
Nt = 2Nt (7) 

N
′
t = pAt = p 

1 − p 
Nt = 

0.5 

0.5 
Nt = Nt (8) 

In this experiment, the on-demand cumulative control method is executed using 
the cumulative control formula in Eq. (5) and the reference number of vacant beds in 
Eq. (8). As an example of parameters

(
α, β0

)
is set as (0.34, 0.52), where β0 means 

an initial period penalty factor β t at period 0. 

3.2 Example and Discussion for Resulted Cumulative Curve 

Figure 3 shows a calculation example for the number of input hospital beds to 
COVID-19 patients increased using [13]. The difference between the cumulative 
number of positive persons and that of input hospital beds in Fig. 3 is expressed 
as the number of vacant beds. On the other hand, while the sum of the number of 
patients and vacant beds means the required number of hospital beds. In the figure, 
it can be seen that the number of vacant hospital beds calculated on around July 16 
in 2020 is small, but since it is not 0, the medical collapse in the sense of this study 
has not occurred. Therefore, using the on-demand cumulative control method, it is 
possible to calculate the number of beds suitable for demand, and more effective bed 
management is expected rather than simply preparing the number of beds that will 
be two times higher than the number of current patients (the idle (unused bed) rate 
is 50%). 

As described above, it seems to be possible to support a decision-making whether 
the current management and policy are appropriate by comparing the number of 
input beds estimated via the on-demand cumulative control method with the actual 
number of beds. For example, if the current number of beds is less than the estimated 
number of beds, it is possible to encourage improvement in treatment such that the 
actual number of beds and the number of employees are increased by subsidy to 
each facility. On the other hand, if it is understood that the present value is large, it 
becomes possible to establish policies such as maintaining the status quo.
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However, the number of hospital beds in this result means the number in the entire 
isolation facility, and the number of hospitals, accommodation facilities, homes, and 
so on, have not been taken into account. Therefore, if the number of isolation facilities 
and hospital beds can be calculated in the future, it will be possible to use these values 
as indices of more accurate management, and that will be a future issue. 

4 Summary and Future Studies 

This study modeled the number of COVID-19 hospital beds by using the on-demand 
cumulative-control method [9, 10], and estimated the required number of vacant 
beds from the viewpoint of inventory management. Firstly, the cumulative-control 
analysis was modeled by the input number of hospital beds as the supply, the output 
number of patients testing positive as the demand, and the number of vacant hospital 
beds as the number of flow which meant the difference between cumulative input 
and output number. Next, using the on-demand cumulative-control method, the base 
number of vacant hospital beds was estimated to prevent the overwhelmed healthcare. 
Finally, a numerical experiment was conducted and discussed. It demonstrated that 
the on-demand cumulative control method enabled us to support a decision-making 
whether the current management and policy were appropriate or not. 

Future studies should verify whether the extracted problem can be dealt with by 
the on-demand cumulative control method, continue to investigate the present state of 
data and clinical treatment sites, compare to the other models which forecast patient 
populations, etc. 
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Augmented Reality 
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and Manabu Sawaguchi 

Abstract Effective methods of skill transfer are required at the manufacturing site of 
heavy industry with high-mix, low-volume manufacturing. Several previous studies 
have shown that giving unskilled worker simultaneous experiences in the skilled 
worker’s visual sense from a first-person perspective and force sense is effective for 
the skill transfer. This paper proposes a method of skill transfer by creating holo-
graphic moving images of workpieces and tools from the skilled worker’s motion. 
In order to analyze the effectiveness of this method, a control experiment by the 
assembly work of Tetris Block was carried out as a preliminary experiment. By using 
the proposed method and movie instruction which has already been put to practical 
use, each experimental participant’s assembly work was observed and compared, 
and the difference of two methods was analyzed from the three viewpoints of the 
work procedure, work time, and body motion. As a result, the effectiveness of the 
proposed method was confirmed from three perspectives; the margins of the body 
motion can be provided by the movement of holograms, the movement of holograms 
can communicate the skilled worker’s detailed motion information, and the skill 
transfer is possible in the virtual space environment which is not affected by real 
space. The future task is to verify the findings of this study by applying proposed 
method to actual field works. 
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1 Introduction 

In the manufacturing field of heavy industry which is high-mix, low-volume manufac-
turing, the skills highly dependent on the individual ability and not easy to transfer to 
unskilled workers by the instruction with formal language and diagrams are required. 
The purpose of this study is to verify the effectiveness of utilizing augmented reality 
to effectively transfer those skills. To this end, the items necessary for the skill transfer 
are clarified through previous researches, and a method of using augmented reality 
that satisfies those items is proposed. Then, the proposed method is analyzed by a 
control experiment, and finally the effectiveness is examined. 

2 Previous Study 

Polanyi mentions that the skill transfer is getting a sense of skill by repeating 
exploratory internalization of the “marginal control for the motion of skills” in the 
skilled workers’ and unskilled workers’ brain [1]. On the other hand, the following 
attempts to utilize ICT for the skill transfer are discussed. In order to confirm the 
effect of first-person vision on training through the training of the cardiovascular 
resuscitation method, Yonemura et al. conducted training to imitate the motion of 
the trainer with the same viewpoint as the trainer by showing a recorded trainer’s view 
image (first-person vision) in the view image of the experimental participants with 
video pass-through HMD (Head Mount Display). Based on the results, it is argued 
that the sharing of the first-person perspective is effective for training [2]. Watanuki 
and Kojima discussed that the transfer of skills in casting mold assembly is possible 
by providing a place where workers can experience the visual sense and force sense 
(a sense of human feeling when contacting the object) with VR technology and 
dynamic presentation equipment Hiyama et al. [3]. Hirose have constructed system 
with wearable computers that allows to experience and learn the visual, hearing, and 
force senses of the skilled workers, and conducted evaluation experiments in some 
processes of papermaking, which is the traditional skills. As a result, it is confirmed 
that the best way to imitate the work of the skilled worker is learning by the simulta-
neous experience in the visual sense from a first-person perspective and force sense 
[4]. Thus, it has become clear that the unskilled worker can learn the “marginal 
control for the motion of skills” mentioned by Polanyi in previous studies by the 
visual sense from a first-person perspective and actual force sense. However, there 
are no research paper mentioning the skill transfer method using newly developed 
augmented reality technology.
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Fig. 1 Hologram displayed by augmented reality headset 

3 Proposed Method and Hypothesis 

As a method to utilize the augmented reality in order to provide unskilled worker 
with the skilled worker’s visual sense from a first-person perspective and force sense, 
the following method is proposed. The hypothesis that the skills can be transferred 
more effectively than the conventional method by applying this method. 

Please refer to Fig. 1. HMD-type display device (Microsoft HoloLens) is used as 
an augmented reality display device. 

Unskilled workers look at the holograms of 3D model of workpieces and tools 
displayed in HMD from a first-person perspective. These holograms simulate the 
movement of the workpieces and tools which the skilled worker is moving during 
the work. Unskilled workers experience the force sense that skilled workers feel in 
the real work by moving actual workpieces and tools in the same manner as the 
holograms displayed in the HMD. 

4 Analysis Method 

As a control experiment, the assembly work of the Tetris Block shown in Fig. 1 is 
carried out. Six graduate students without experience in assembly of Tetris Block are 
selected as experimental participants (“a” to “f”). These participants carry out the 
assembly work of Tetris Block three times in a row with the following instruction 
method; participants “a” to “c” with the movie instruction method which haves 
already been put into practical use as skill transfer method, and other participants 
“d” to “f” with the proposed augmented reality method. As shown in the photograph 
in Fig. 2, work of these participants is recorded and analyzed with two cameras for 
movie recording.
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Fig. 2 Tetris block and experimental scene 

Fig. 3 Displayed image and participants of movie instruction method on PC (left) and augmented 
reality (HMD) method (right) 

4.1 Movie Instruction Method (See the Left Image in Fig. 3) 

The visual image from a first-person perspective of the assembly work is displayed 
on the screen of the PC on the desk. The skilled worker’s hand and blocks are shown 
in the movie. The work instructions are displayed as a subtitle at the bottom of the 
screen and the audio instructions are played. 

4.2 Augmented Reality Instruction Method (See the Right 
Image in Fig. 3) 

The movie and holograms are shown to participants with HMD. The same movie as 
movie instruction method is displayed ahead of the virtual space. 

On the other hand, the holograms of the block from a first-person perspective are 
repeatedly shown the same motion as the skilled worker’s motion (once every 6 s).
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Table 1 Observation results of work procedure 

Participants Movie instruction Augmented reality 

a b c d e f 

1st assembly N N N N M N 

2nd assembly N C2 C1 N N N 

3rd assembly N C3 N N N N 

N Followed the standard work procedure 
C1 Changed on purpose (performed processes 1 and 2 at the same time) 
C2 Changed on purpose (performed processes 6 and 7 at the same time) 
C3 Changed on purpose (combination of C1 and C2) 
M Incidentally changed 

5 Analysis Results 

The results of analysis on the difference between two instruction methods based on 
the experiment videos from three viewpoints of work procedure, work time, and 
body motion. 

5.1 Analysis of Work Procedure 

The observation was carried out to check whether the participants follow the work 
procedure (total of 7 processes) and the results were categorized and summarized in 
Table 1. With the movie instruction method, there were some cases where the work 
procedure was intentionally changed for the purpose of improving work efficiency 
in participant’s decision. Incidentally, participants were not asked to follow the work 
procedure. 

5.2 Analysis of Work Time 

Table 2 shows the results of an analysis of the time it took for the participant from 
the start of motion to completion of assembly for each process during the third 
assembly. Each process described in Table 2 has almost same movement of taking 
block from the work desk and assemble. The time for the work that has changed the 
work procedure on purpose (participant “b”) is not adopted. It also shows the average 
and standard deviation of the total work time. As a result, participants instructed by 
augmented reality have shorter average work time and smaller standard deviation.
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Table 2 Comparison of work time (3rd assembly) unit: second 

Movie Instruction Augmented reality 

Participants A b c d e F 

Place block 1 9.43 N/A 0.73 3.46 1.31 2.54 

Assemble block 2 14.34 5.04 55.46 3.16 2.23 3.19 

Assemble block 3 7.38 5.98 7.71 5.33 2.89 4.98 

Assemble block 4 10.96 5.61 12.16 7.11 5.24 5.84 

Assemble block 5 4.69 N/A 49.03 7.76 5.71 4.01 

Assemble block 6 2.51 N/A 16.39 4.83 2.36 4.01 

Average work time 8.22 N/A 23.58 5.28 3.29 4.10 

Standard deviation 4.29 N/A 22.89 1.87 1.77 1.19 

5.3 Analysis of Body Motion 

The skeleton position (in a coordination system composed of two camera viewpoints) 
of each participant is estimated using VISIONPOSE (a commercial software that 
can estimate the human skeleton from the movie) from the recorded work videos. 
These skeleton positions are converted into a coordinate system from a first-person 
perspective (participant-centered coordinate system) as shown in Fig. 4. The origin 
of the coordinate system is set to the position of chest spine, the direction of X’ axis 
is set to the direction of both shoulders. 

Next, the trajectory of each skeleton is calculated, and the parts which clearly 
expresses the participant’s motion are confirmed from those results. Figure 5 shows 
the trajectory of both elbows of participant “d” (see Fig. 4) during Process 4 
“Assemble block 3” at the third assembly with the augmented reality instruction 
method and it clearly expresses the motion of the participant.

Fig. 4 Coordinate conversion and distance of both elbows 
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Fig. 5 Position of both elbows (coordinate system from a first-person perspective) 

With the trajectories of both elbows, the body motion of each participant is 
compared. In particular, the distance from the center of participant’s body to both 
elbows is calculated from the start of motion to completion of assembly during the 
process of “Assemble block 3” at the third assembly (see Fig. 6a, b). There is a 
variation in posture among the participants with the movie instruction method (there 
is a large difference between the distance from the body center to both elbows, and 
this difference varies depending on the participants). Also, there is a variation in the 
clarity of the motion of the left elbow when picking up the block (participant “b” does 
not show the clear motion of the left-hand). On the other hand, with the augmented 
reality instruction method, there is no noticeable difference in the posture and the 
clarity of the motion among the participants.

6 Analysis and Discussion 

The effectiveness of the augmented reality instruction method is considered based 
on the analysis results of three viewpoints of work procedure, work time, and body 
motion. 

Firstly, the analysis result in viewpoint of work procedure is described. Participants 
instructed by augmented reality followed the work procedure without thinking, while 
participants instructed by movie changed the work procedure on purpose. The reason 
for this is that participants instructed by augmented reality are presumed to try to 
follow the margins of motion given by the movement of holograms from a first-
person perspective. This confirms the effectiveness of the hologram to provide the 
“marginal control for the motion of skills” mentioned by Polanyi, that of to say, the 
margins of motion.  

Secondly, the analysis result in viewpoint of work time is described. Work time 
of participants instructed by augmented reality is shorter and less variation than
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Fig. 6 a Distance from body center to both elbows of participants instructed by using movie. b 
Distance from body center to both elbows of participants instructed by using augmented reality

that of participants instructed by movie. The reason for taking long time was that 
the participant couldn’t assemble blocks correctly and struggled. This event also 
happened to participants “e” and “f”, who were instructed by augmented reality, at the 
first assembly; however, this did not happen afterward. Incidentally, the participant 
“c”, who was instructed by movie, experienced the same event even at the third 
assembly. This confirms the effectiveness of transferring detailed information on the 
motion of skilled worker through holograms. 

Finally, the analysis result in viewpoint of body motion is described. There is 
less difference in the posture and the clarity of the motion among the participants 
instructed by augmented reality than participants instructed by movie. This is because 
participants instructed by augmented reality take the same posture and motion as a
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skilled worker since they try to follow the movement of holograms in the virtual space 
from a first-person perspective. On the other hand, participants instructed by movie 
are influenced on their posture and motion by the constraints of the position of the 
computer on the desk in the real space. Therefore, the effectiveness of transferring 
the motion in the virtual space was conformed. 

7 Conclusion 

It was suggested that the proposed augmented reality instruction method is effective 
for the skill transfer from three viewpoints. With the knowledge obtained in this 
study, we are set to perform further experiment with more participants and apply the 
proposed method to the skill transfer of the actual manufacturing work and verify the 
effect. The academic contribution of this study is to show the effectiveness of skill 
transfer by overlapping the real blocks and the movement of holograms provided by 
augmented reality. 

The social contribution of this study is to provide a concrete method to utilize 
the augmented reality for the skill transfer. By applying this method to domestic 
and overseas manufacturing sites, improvement of quality and effective utilization 
of human resources can be expected. 
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Humanized Robot of New Method 
and Time System and Its Management: 
A Digital Transformation Case 
of Convenience Store Type 

Masayuki Matsui, Eri Ohto-Fujita, and Nobuaki Ishii 

Abstract As the world of artifacts becomes unstable, today the nature of artifacts 
and their ideal form are being questioned. The world of artifacts is comprised of 
human, material, money, and information (3 M&I) systems, and it consists of the 
balance between companies, households, the economy and its surroundings (the 
environment). This paper continues from the earlier publications since 2016 and 
proposes a DX-design method for the realization of a cockpit-type and demand-to-
supply H = W robot based on artifact principles. In recent years, we have entered a 
second era, in which managerial enterprise bodies have come to operate like clock-
work and in which resources are moved. Within this precise managerial integration, 
by looking at the nature of waste versus efficiency in clock systems, a dilemma 
(Nash’s zone) can be seen between knowledge system integration (waste, muda) 
versus sharing (efficiency). On the other hand, the modern industrial engineering 
(IE) of the method study that forms the crux of this time study is regarded to be 
mathematical programming (MP). Since the drifting management era, manufac-
turing has involved capital and labor, but in the newly manifest knowledge society, 
the means (methods) of production are shifting towards knowledge creation. Modes 
of management and integration are also made possible mainly through the workers 
who possess such knowledge. From the above, the humanized managerial enter-
prise body can be considered as being both cockpit-type and as a demand-to-supply 
corporate clock through the H = W-type embodiment of a humanized artifact. In this 
study, we propose a next-generation method and a new method of time study. More-
over, this new method is formulated using Matsui’s matrix method of introduction-
development-transformation-conclusion-BG-type story. The existence (how it is), 
and the purpose (what form it should take) of the exemplar artifact, which in this
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case is an enterprise robot, are clarified, forming a basis for future discussions, and 
which may provide a forum for debate going forward. 

Keywords Humanized artifacts · Method and time · Digital transformation (DX) ·
Matsui’s matrix method 

1 Introduction 

As the world of artifacts becomes unstable, today the nature of artifacts and their ideal 
form are being questioned. The world of artifacts is comprised of humans, material, 
money, and information (3M&I) systems, and consists of the balance between compa-
nies, households, the economy, and its surroundings (the environment). However, 
friction can be seen between the two systems, upper and lower, observed in nature 
versus artifacts science. 

From recent research [1, 2] into artifact science and visualization (robotization) 
beginning from factory physics and science [3], it has been discovered that the pair-
map form (invented in 1983 [4]) is a microcosm of nature versus artifacts body, and 
the duality therein contains three principles, i.e., balancing, sandwiching, fractal. 

This paper continues from the earlier project in 2016 and proposes a DX-design 
method for the realization of a cockpit-type demand-to-supply H = W robot based 
on artifact principles [5]. To sketch out the concept, the “H = W system” considers a 
demand-to-supply robot consisting of two systems, a heart (H) and waist (W), where 
W is a resultant “stable equilibrium,” and H is an “active control-valve” in constant 
operation. 

On the basis of the H = W system, we propose and develop the new method and 
time-typed management beyond Taylor’s scientific management [6]. In particular, the 
humanized robot of a convenience store type would be formulated by Matsui’s matrix 
equation (Matsui ME), and its information flow of PDCA-CAPD versus IDTC-BG 
logic would be discussed. 

2 Development of a Humanized Enterprise Robot 

2.1 A New Clock Type Management System 

In humanity’s early days, time meant the rising and setting of the sun marking day 
and night. Since the Industrial Revolution, however, "minutes" have come into focus. 
In recent years, we have entered a second era, in which managerial enterprise bodies 
have come to operate like clockwork and in which resources are moved. Within this 
precise managerial integration, by looking at the nature of waste versus efficiency in 
clock systems, we can see a dilemma between knowledge system integration (waste) 
versus sharing (efficiency) [7].
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On the other hand, the modern industrial engineering (IE) of the method study 
that forms the crux of this time study is regarded to be mathematical programming 
(MP). Since the drifting management era, manufacturing (the means of production) 
has involved capital and labor, but in the newly manifest knowledge society, the 
means (methods) of production are shifting towards knowledge creation. Modes of 
management and integration are also made possible mainly through the workers 
(actors) who possess such knowledge. 

From the above, the humanized managerial enterprise body can be considered 
as being both cockpit-type and demand-to-supply corporate clock-like through the 
H = W-type embodiment of a humanized artifact. Using a convenience store as an 
example of such an enterprise, sales for a 24-h period are managed using the long 
hand of a clock, and if daily inventory is replenished only once at midnight, then 
decrease in inventory due to demand can be managed using the short hand of a clock. 

In the course of this study, we next propose a next-generation method and a method 
for time study. Moreover, this new method is formulated using Matsui’s matrix 
method of introduction-development-transformation-conclusion-BG-type story. The 
existence (how it is), and the purpose (what form it should take) of the exemplar 
artifact, which in this case is an enterprise robot, are clarified, forming a basis for 
future discussions, and which may provide a forum for debate going forward. 

2.2 A Method and Time Management System 

For the convenience store, the performance could be traced by the clock model and 
its wave equation, and it is possible to formulate it by PDCA cycle [8] in Fig.  1. 
Figure 1 shows an example of Jidouka management type for the convenience store 
robot.

For Fig. 1, the shorthand of the upper level monitors the process of a 24 h (360°) 
cycle in revenue, and another long hand traces those in inventory at the convenience 
display. The convenience store robot pursues cyclically the goal of ER (EN) = LT 
in the pair-map and could maximize the fund of economics (ER) ✕ reliability (LT). 

3 Managerial Formulation Based on Matsui’s Matrix 
Method 

3.1 Matsui’s IDTC-BG Formulization 

Generally, the Matsui’s matrix method could utilize the input–output representation 
by the pair-matrix and its chain. This pair-matrix consists of the pair-elements with 
input–output relationship of objects in the 3 M&I variety, and could be available to 
develop a fractal (nested) chain story of the IDTC-BG type.
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Fig. 1 An outline of a 
humanized robot and its 
method of time management 
system

This type is a chain of I (introduction), D (development), T (transformation), C 
(conclusion), B (balance), and G (goal), and Matsui’s matrix equation (Matsui’s ME) 
is usually represented by matrix notation as follows [3]: 

g = yT DT T T CT BT , Type I (1) 

where y is an input vector, and g is a goal vector. 
Now, let us develop the Matsui’s matrix equation of a convenience store type by 

x = Dy, z = Tx, u = Cz and v = Bu as follows: 

Introduction (I) and development (D) stages 
At the Eq. (1), the vector x is from the definition: x = Dy as follows: 

(2) 

For this Eq. (2), the relation of next input (o) and next demand (d → m) could be 
represented by using the standard inventory (MI) and end inventory (I). That is, at 
the development (micro) stage, x = Dy, and is obtained as the following progressive 
equation from dt (dt+1) to Ot (Ot+1):
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Ôt

)
+

(
It−2 

It−1

)
=

(
dt 
dt+1

)
+

(
MIt 
M It+1

)
(3)



Humanized Robot of New Method and Time System and Its … 95

where d is a forecasting, m(O) is actual (order) demand, and both are usually assumed 
to be equivalent. 

Conclusion (C) and balance (B) stages: At the conclusion stage, there is u = Cz 
as follows: 

uT = zT CT = (ERLT  )

∣∣∣∣ cos θ − sin θ 
sin θ cos θ

∣∣∣∣. (4) 

Equation (4) corresponds to the rotation of axis (correlation θ ). 
Also, at the balance stage, there is v = Bu. If the lead time is decomposed of 

LT  = m(Lm) + D(LD), the following progressive equation from ERt (LTt ) to 
ERt+1(LTt+1) is obtained:

(
ERt+1 

LTt+1

)
+ 

Kai → A′

(
EC 
LD

)

B 

=
(
ERt 

LTt

)

A 

+
(
MP  
Lm

)

C 
(5) 

This progressive Eq. (5) shows the lifecycle of protein Kai A′, A, B and C in the 
Circadian clock [9]. That is, the Eq. (5) is similar to the Eq. (6): 

KaiA′ = KaiA + KaiC − KaiB, protein (6) 

Goal (G) stage: Finally, there is a goal vector, g = (ER LT). We would pursue 
the goal of a convenience store robot by the following equation: 

fund: W = ERt+1(Z ) × LTt+1
(
L
) → max (7) 

at the next (t + 1) goal, g = (ERt+1 LTt+1). 

3.2 Digital Transformation (DX) Issues on Pair Map 

At the middle (transformation) stage, there is Z = Tx on the hyperbolic-typed pair 
map shown in Fig. 2. This shows that the lead time (LT) is convex at the right side, 
and the revenue (ER) is concave at the left side. The goal of the convenience store 
robot is located in the neighborhood of the center in the pair map and is pursued at 
the bipolar type by the one-leaf hyperboloid of nature vs. artifacts body. 

For Fig. 2, Fig.  3 could give the evidence example of a job shop case. Figures 2 and 
3 show that the pair map microcosms consist of the cross ellipse, pair hyperbolic and 
maximal profit zone, and this zone would be similar to the Nash’s class of so-called 
bankruptcy, black hall and marginal diversity at the similarity’s dilemma of nature 
vs. artifacts body.
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Fig. 2 Outline of 
hyperbolic-typed pair map 
with Nash’s zone at H = W 
(waist) 

4 Matsui’s IDTC-BG and Its Management 

4.1 Objective Formulation of IDTC-BG Type 

The Matsui’s objective formulation and its management method (tool) of enterprise 
robot type would now be available. This management utilizes the eigenvalue of pair 
matrix later. From 3.1 and 3.2, we could totally obtain the objective formulation of 
IDTC-BG type at a convenience store as follows: 

Figure 4 shows the Matsui’s matrix equation of IDTC-BG type and its recursive 
type management at the convenience store. That is, for Fig. 4, the transformation (T) 
corresponds to the eigenvalue stage 〈e1e2〉, and the following contraction is obtained 
from Fig. 4 and its development [2]: 

gT = (e1 ERt + e2 ERt+1 e1LTt + e2LTt+1)
T . (8)

Then, Eq. (8) means that the next goal becomes the weighted mean of present and 
forecasting periods, and thus, the look-ahead control (management) is automatically 
possible toward the successive goals.
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production 

de
m
an
d 

Fig. 3 Pair map example of ellipse versus hyperbolic type: Job shop case

4.2 A Management Information Logic and Flow 

Using 4.1, the objective formulation of IDTC-BG type would be similar to a manage-
ment logic and flow at H = W body. Figure 5 shows the information flow, that is, 
another representation of Fig. 4. 

Now, we could now summarize the management and information system of 
method and time-typed processes. From Figs. 1, 4 and 5, the following cyclic image of 
PDCA-CAPD versus IDTC-BG is a chain of DX (digital transformation) processes, 
and is seen at:

Fig. 4 Matsui’s matrix 
equation of IDTC-BG type: 
An example of a 
convenience store
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Fig. 5 Information flow of 
convenience store robot type 
at H = W body

lower level 
Mastsui’s (Fig.4): 

upper level 

check 
I (d, m) 

plan 
→ act 

D(ER, LT  ) 
do 

→ 
plan 

T (d ′) 
check 

→ 
do 

C(ER′LT ′) 
act 

→ 
check 

B(d, m ′) 
(P) 

→ 
act 
G 

(D)

- -→ (9) 

5 Conclusions 

The development of an enterprise robot has been promoted since 2016 by the 
Research Institute for Engineering, Kanagawa University, Japan. Our first article 
in English was presented at ICPR2019 and published at Procedia Manufacturing 
2020 [5]. Recently, the similarity of the clock system of body artifacts and circadian 
clock of biology is found in the nature versus artifacts study. 

This second article focuses on the Sollen of body artifacts by developing the 
enterprise robot with a humanized body type and gives an applicability to the higher 
enterprise management of the new method and time managed-enterprise type. By 
pair-map, the modern enterprise could operate and manage its body at the middle of 
the clock scheme and Nash’s zone in hyperboloid. 

Our management would be similar to the “propagation-like” clock scheme of 
Schrödinger-type at quantum mechanism. There might be neither logics of artificial 
intelligence nor a human brain, and thus, there might be another managerial world 
and method in nature versus artifacts science.
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Profiles and Testing in OPC 
UA—Current State and Future 
Potentials in Industry 4.0 

Tonja Heinemann, Armin Lechler, and Oliver Riedel 

Abstract We are moving towards a future production in which machines are 
networked with each other and offer new possibilities for process control and opti-
mization. These goals are achievable with OPC UA, which is currently increasing 
in popularity. To achieve this connectivity, interoperability between the machines 
must be guaranteed. OPC UA provides concepts for testing to achieve interoper-
ability. However, these have not yet reached their full potential. In addition to being 
used for certification with the OPC Foundation, these concepts may also improve 
the development of OPC UA products in the future as well as the integration of 
such products in factory environments. In this paper, the tools and information in the 
domain of OPC UA Profiles and testing that are publicly available, are outlined and 
critically evaluated. They are put in context with use cases of OPC UA developers 
and standardization working groups. The findings are compared to examples with 
similar requirements in another domain, Linux package managers. This comparison 
outlines possible improvements in the handling of OPC UA Profiles and test cases, 
which are explained in greater detail. 

Keywords OPC UA · OPC UA profiles · Conformance units 

1 Introduction 

Open Platform Communications Unified Architecture (OPC UA) as a basis for 
communication is growing in importance in factory environments [1]. This can be 
attributed to the manufacturer independence and the use of well-established and 
well-known communication protocols used [2]. Another reason for the popularity of 
OPC UA is the option to use state of the art security features, which is not always 
possible for other means of shop floor communication [1, 2]. 

As the popularity of OPC UA rises, more and more so-called Companion Spec-
ifications (CS) are being created. These CS provide OPC UA data models, most
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often for specific domains. Currently, more than 30 such CS exist. The number of 
published CS over the last years shows an upwards trend [3]. 

Parallel to the CS, the OPC UA base specification is also under constant devel-
opment. This enables OPC UA to use advancements in all areas of communica-
tion technologies, like transport protocols, security mechanisms and data encoding. 
Especially in terms of security, this ability to update and upgrade the specification 
is important. This is due to existing encryption technologies being breached, and in 
response, becoming deprecated and replaced [4]. 

When OPC UA is implemented on a shop floor with production equipment from 
different domains, the OPC UA base specification and multiple CS are used together. 
In this scenario, the interoperability of all OPC UA devices is of great importance. 
This includes matching options to be implemented on all devices regarding transport 
protocols and encodings, as OPC UA allows for different options in this domain. 
It also includes matching versions of the different specifications needed [5]. On a 
single device, versions get especially important if more than one specification is 
implemented: if two or more specifications depend on different versions of a third 
specification, problems can occur. 

There exists an OPC UA mechanism to keep an overview of implemented func-
tions and versions: Profiles. Profiles bundle functionality on OPC UA Servers, may 
depend on other Profiles and are directly related to testing. When testing different 
OPC UA Products, the baseline requirements for interoperability can be ensured. 
Additionally, there is an option for OPC UA Servers to indicate which Profiles they 
support, namely the “ServerProfileArray” in the “AddressSpace” [5]. 

As the number of CS increases and with it the number of available Profiles, 
working with OPC UA requires more attention to detail in this domain. In this paper, 
different tasks of working with OPC UA are presented along with their requirements 
regarding Profiles and tests. The current tools available for OPC UA are presented and 
evaluated against those requirements. As version management is involved, package 
and dependency managers are presented. These programs are designed for depen-
dency management of libraries and executable programs, a domain with a higher 
number of such dependencies than OPC UA has today. Based on a comparison of 
areas of use of these package managers and OPC UA Profiles, possible means to 
translate the version management capabilities to OPC UA are outlined. 

2 Profiles and Test Cases in OPC UA 

The IEC standard OPC UA aggregates technical solutions for multiple layers of 
industrial communication. This includes options for the transport layer and transport 
protocols, options for different encodings, all services and messages required for 
the client/server and publish/subscribe paradigm, the rules for representing data in 
models and the most basic elements to build such models on. As there are multiple 
options for any of those layers, both testing for correct implementation and an
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overview of supported options are important for successful communication. This 
is realised in OPC UA with Profiles, Conformance Units (CUs) and test cases [6]. 

Profiles are used to describe functionalities as a whole unit. They are subdivided 
in full featured Profiles, which contain options for all layers in an OPC UA appli-
cation, and Facets, which focus on a functionality only in a subset of layers. All 
Profiles provide a “ProfileCategory”, which is used to group them in the specifi-
cation documents and similar resources. They have a Uniform Resource Identifier 
(URI) to identify each Profile. All Profiles are groups of smaller units, which may be 
both Profiles and CUs. The exact list which Profiles and CUs are contained, is given 
in the Profile’s definition [5]. 

CUs are individually testable items; each CU is associated directly with test 
cases. In the specification documents, the CUs are defined with a ProfileCategory 
as well. In addition, they have a ConformanceGroup. Again, the Conformance-
Group is used for representation and organisation in the specification documents. 
As ConformanceUnits are individual entities, they can be used in more than one 
Profile [5]. 

The test cases for each CU are defined along with the specification, but not 
included in the specification release. OPC UA test cases may include both auto-
matically executable tests as program code and manual tests with a description for 
the testing person [7]. These test cases are used to confirm conformance to OPC UA 
Specifications, in this case they are executed by an OPC Foundation accredited test 
lab [7]. 

For both Profiles and CUs, there may be changes when the specification they 
belong to is updated. If a Profile is changed in a new version of a specification, the 
year is added to the name, e.g. “Standard 2017 UA Server Profile” as the updated 
version of “Standard UA Server Profile”. For CUs, a new version is often indicated 
with a number appended to the name, e.g. “Address Space Method 2” as the updated 
version of “Address Space Method” [5, 8]. There is no property of Profiles or CUs 
individually indicating a version or revision. 

CUs and Profiles for CS are defined by the same group that creates the specifi-
cation. They are usually designed based on the domain model in the specification. 
When realizing OPC UA functionalities in a product, Profiles and CUs need to be 
regarded for certification. In the following section, the requirements of specification 
developers and product developers regarding Profiles are discussed. In Sect. 4, the 
tools and resources commonly used for these tasks are outlined. 

3 Requirements of OPC UA Developers Related to Tests 
and Profiles 

The view on tests and Profiles differs depending on whether they are defined in 
the specification, implemented in products or expected when connecting to an OPC 
UA product. Thus, this section is structured in three subsections highlighting the
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respective viewpoint. In this overview, the certification is only regarded for the data 
provider, as this is the more relevant case regarding CS. There are usually more test 
cases towards data providers, especially for domain models. For a data provider, it 
is important to implement domain models in the specified extent, as this is expected 
by data consumers. How much of this model is actually used by a data consumer 
is not important from the point of view of specification conformance. However, 
a data consumer can be certified as well, most importantly regarding the correct 
implementation of communication mechanisms [7]. 

3.1 Writing Companion Specifications 

When writing a CS, a so-called Joint Working Group (JWG) consisting of domain 
experts is formed. This JWG defines the scope of the specification, the use cases 
it should support. The JWG gathers the requirements to represent these use cases 
on the OPC UA interface. With these prerequisites, the JWG designs a domain 
model following the modelling principles and rules of OPC UA. This model is then 
represented in the Companion Specification document, where additional textual parts 
describe and explain the model and its intended use. The JWG also designs the 
Profiles and CUs, and represents them in the same text document. When publishing 
the CS, the information model is additionally represented as a machine-readable 
XML file. To support conformance testing, the JWG can also define and implement 
test cases [9]. 

When defining Profiles, especially full featured Profiles, other Profiles and CUs 
from other specifications are often included. This is especially common with the full 
featured Profiles of the OPC UA base specification, describing OPC UA Servers and 
Publishers [5]. So, the JWG has to get an overview of existing Profiles and CUs and 
narrow the selection down to the contents needed for the CS. 

When formulating the description for Profiles and CUs, it is advisable to keep 
descriptions similar to other specifications if the same basic concept is covered. 
CUs and Profiles in different CS are often similar, because they mainly concern 
model elements. The same applies to test cases: test cases concerning the correct-
ness of model elements are often similar in structure. To achieve similarity to other 
specifications, the JWG needs to consider either those specifications/test cases or a 
secondary source providing a formulation/implementation template with the specific 
model context left blank [10]. 

After publishing a specification, JWGs may update and extend it as well as correct 
errors. One example is the specification OPC 10,030 UA for ISA-95, which is 
currently updated to include “Interfaces”, a concept that was introduced to OPC 
UA after the CS was published [11]. Another important reason for updating CS is 
the fact, that Profiles and CUs can be deprecated [5]. In this case, it would be bene-
ficial to update the Profiles of any CS using the deprecated items. The prerequisite 
for JWGs to do this is to stay updated about changes in Profiles and CUs in other 
specifications.



Profiles and Testing in OPC UA—Current State and Future Potentials … 105

3.2 Implementing and Certifying a Data Provider 

When a developer implements an OPC UA data provider that conforms to one or more 
OPC UA CS, the conformance with these CS can be tested [5]. Ideally, the developer 
has access to the test cases developed by the JWG. In addition to testing with the 
goal of correct implementation, the product can also be certified for compliance. In 
this case, the product is tested in a test lab accredited by the OPC Foundation, which 
has always access to the test cases defined by the JWG [7]. 

The implementation, especially concerning the lower communication layers, can 
be simplified by using a Software Development Kit (SDK). In addition, a devel-
oper needs the information about required and available Profiles, as a prerequisite to 
implementing them. When implementing multiple CS in a product, the version infor-
mation may be important. Especially, if there are dependencies on different versions 
of the same/similar Profiles or CUs. 

3.3 Implementing a Data Consumer 

Data consumers for OPC UA may vary a lot. The purpose of a data consumer may be 
a simple interface for few key values, as well as a process management system that is 
able to control the production via OPC UA. But regardless of the type of application, 
the OPC UA communication always follows the principles specified by the OPC 
Foundation. Regarding the data available to the consumer, CS help to define the data 
a consumer can expect from an OPC UA data provider. As such, they can help the 
developer to a certain extent. 

However, many Profiles and CUs are optional for data providers, so the data 
consumer may need to handle similar providers with different feature sets. In this 
case, the consumer needs to check what Profiles and CUs are implemented by the 
data provider. This can either be done by consuming the information a data provider 
gives in this regard, the self-description of the data provider. The other option is to 
check, whether data providers support certain requirements of the data consumer 
application by testing. 

The developer for the data consumer needs the information, what Profiles and 
CUs can be expected from data providers. In addition, the information regarding the 
implemented Profiles and CUs is important per data provider. To get information 
about the implemented Profiles/CUs, test cases can be used if available.
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4 OPC UA Tools Available Today 

This section lists the tools available for working with OPC UA today and puts them in 
context to the requirements of OPC UA developers outlined in the previous section. 

Specification Documents and the CS Template 
The specification documents for the base specification and the CS contain all infor-
mation about Profiles and CUs. Cross-referencing and including Profiles/CUs from 
other specifications is possible. Test cases are not included in these documents. These 
documents are written by the OPC Foundation in the case of the base specification 
and the JWGs for the Companion Specifications, using the template provided by the 
OPC Foundation [12]. When developing products that adhere to the specifications, 
the developers use them as a source of information. The specifications are available 
publicly via the IEC, the OPC Foundation or the OPC UA Online Reference provided 
by the OPC Foundation [3, 6, 13, 14]. 

UANodeSet XML Files 
The contents of information models can be represented in a machine-readable form, 
following a schema defined in [15]. For CS defining a model, such an XML document 
is usually provided with the specification. These files may be used by developers to 
aid in using the information model. Profiles and CUs are not included in these XML 
files. The information models of OPC UA Specifications are available online [16]. 

Modelling Tools 
There are certain tools to help create and use OPC UA models. These tools can be 
used to create UANodeSet XML files or to use such files and create models for the 
use in products. In the model, there is a data element called “ServerProfileArray” 
that indicates the Profiles implemented by an OPC UA Server. This element can be 
filled using a modelling tool. Other than that, there is no direct connection to Profiles 
and CUs. These modelling tools are available mostly as commercial software, e.g. 
[17, 18]. 

OPC UA NodeSet Validator 
The OPC UA NodeSet Validator application is used to check the identity of the model 
description in a CS document and the corresponding UANodeSet XML file. This 
tool is designed for JWGs to find inconsistencies between the documents quickly. 
It also checks formal elements of the specification document to ensure consistent 
specifications, even when written by different JWGs. The OPC UA NodeSet Validator 
is available online as a website [19]. 

OPC UA Compliance Test Tool and Test Cases 
The OPC UA Compliance Test Tool (UACTT) is used for executing the automated 
tests for the CUs. It can be used by product developers to test their products as well 
as by certification test labs. The UACTT is available for OPC Foundation Corporate 
Members and includes all test cases as scripts for the tool [20]. Certification in a test
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lab does not require an OPC Foundation membership. The test case descriptions are 
available for all OPC Foundation members [21, 22]. 

Profile Reporting Tool 
The Profile reporting tool is a web resource providing an overview of Profiles and CUs 
defined by the OPC UA base specifications. It can be used by JWGs and developers 
to get an overview of Profiles and their dependencies. The Profiles and CUs of CS 
are not yet included; however, this is planned. The Profile reporting tool is available 
as a public web page [8]. 

Software Development Kits (SDKs) 
SDKs are available for OPC UA Servers, Clients, Publishers and Subscribers. They 
provide OPC UA compliant communication and functions for all layers covered by 
the base specification, however, this may vary between SDKs. Some SDKs provide 
support for UANodeSet XML files or integration with modelling tools. SDKs are 
used by product developers, for data providers and data consumers alike. Regarding 
tests, Profiles and CUs, there is no formal connection, as with the modelling tools. 
SDKs themselves cannot be certified, but products build with an SDK can [7]. This 
way, an SDK can indicate that products compliant to the standard can be developed 
using it. Regarding availability, there are open source versions of SDKs as well as 
commercially available ones, e.g. [23–26]. 

As outlined in this section, there are different tools for different requirements. One 
recurring requirement for the specification development, as well as for the product 
development is a global overview of Profiles. For the JWGs developing the specifica-
tions, an overview is needed to initially define and continuously monitor depending 
Profiles and CUs. Concerning the modelling tools, a Profile overview could help 
while designing a model or a product and inform about deprecated Profiles and 
dependencies. The OPC UA NodeSet Validator could include checks for depen-
dency problems and deprecations in terms of Profiles and CUs. In the case of the 
UACTT, a global overview of Profiles including version changes and deprecations 
could reduce the efforts needed to keep the UACTT up to date. With a global overview, 
all dependencies could be evaluated without the need to include them into the UACTT 
logic. 

The closest resource that covers such requirements today is the “Profile reporting 
tool”. To date, it still lacks the information about CS. For JWGs and developers, a 
search functionality is missing. Even a simple search reduces the time to find a Profile 
or CU with a known name or URI and allows to find similar elements. At the moment, 
the Profile reporting tool is structured with a hierarchical view of Profiles on the left 
side. This leads to multiple appearances of Profiles, both as individual entry and as 
dependency. Such a representation is not immediately intuitive. For integration in 
tools like modelling tools, environments using SDKs or the Profile reporting tool, an 
application interface would be a prerequisite.
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5 Dependency Management in Software Package Managers 

Sections 3 and 4 show, there is an emerging need to handle Profile dependencies 
in OPC UA specifications. As reference, the dependency management of package 
manager programs is outlined in this section. They provide established methods to 
deal with dependencies across software packages. Differences and similarities to 
handling OPC UA Profiles are listed. 

5.1 Software Package Mangers 

Software package managers are commonly used to keep different pieces of software 
(“packages”) working together on a system. They are used to install and update 
libraries and programs on servers and personal computers, e.g. for different Linux 
distributions [27, 28]. Another major use are software library indices, like “pip” for 
the Python Package Index or “npm” for Node.js [29, 30]. These package managers 
have access to one or more databases containing the available packages and relevant 
metadata. From a client perspective, the package manager allows to query the avail-
able packages, to install and update software, and to uninstall software. During all 
of these operations, dependencies of the packages are regarded. On install, missing 
dependencies are also installed and dependencies already present on the system are 
checked especially regarding versions. If a dependency is already installed, it often is 
needed by another package as well. During uninstalling, there is the option to unin-
stall all dependencies that are not used by any other package as well. When updating 
packages, a package manager keeps track of the installed and required versions and 
replaces deprecated packages. 

The information needed by package managers is provided by package developers 
with the package. This same information is represented in the database, both for the 
package managers to query and for users on a web interface like [31, 32]. Common 
package information is the name, version of the source code, release number for a 
program and os architecture the package is compiled for [33]. 

If a package depends on other packages, it lists these first level dependencies with 
name and version. The version can be given as a relation or a range (e.g. greater 
than version 3.2), as well as a single, fixed option. Dependencies of a package can 
be grouped in dependencies needed to build the software, dependencies needed to 
run the software and dependencies needed for the test suite. There may be optional 
dependencies that are not needed for the package to work but provide additional 
functionality. Packages may also list conflicting packages, that cannot be installed 
at the same time [33]. 

So, the information needed by the package managers is basic information about the 
package like name, version and information about the first level dependencies. Using 
this information, package managers can resolve deeper dependency hierarchies and 
install the most appropriate option for dependencies required by multiple packages.
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5.2 Differences and Similarities Between Package 
Management and OPC UA Profile Management 

The focus of package managers and managing OPC UA Profiles and test cases 
differs. While package managers are used to install and uninstall software, OPC UA 
Profiles describe a programmed functionality and provide tests to check this func-
tionality. These checks are used in conformance certification for OPC UA products. 
With package managers, there is no focus on certification. Another notable differ-
ence is the much larger amount of software packages. The Profiles in the OPC UA 
environment are fewer in number, though continuously growing. For this reason, 
managing dependencies has long been important for package managers, but is only 
now becoming a necessity for OPC UA. 

Although there are differences, package managers and managing OPC UA Profiles 
have some similarities as well. Both packages and OPC UA Profiles encapsulate 
functionality, though in different ways. Packages directly provide said functionality 
while Profiles describe it. 

The most apparent similarity is that dependency management is a key factor in 
both domains. A common factor within the dependency management is to keep track 
of updated packages/Profiles and ensure backwards compatibility. 

In both domains, the local and global views are important. The local view concerns 
which packages/Profiles are available on a system. The global view provides all 
available packages/Profiles with their properties and dependency information. 

6 Using Dependency Management Information for OPC 
UA Profiles 

As shown in Sect. 4, the usage and development of OPC UA Profiles could be 
improved by a Profile overview, that is searchable and provides and Application 
Programming Interface (API) to be accessed programmatically. In Sect. 5, it is shown, 
how such an overview helps in version handling by providing the basic informa-
tion needed by package managers. As outlined in Sect. 5, the solutions for version 
handling in package managers are likely to be applicable to the domain of OPC UA 
Profiles as well. 

A similar solution in the OPC UA domain could improve the overview of Profiles 
and their updates, deprecations and versions when developing specifications. Such 
a functionality could even be integrated in modelling tools and development envi-
ronments, as long as the Profile overview provides an API for these programs. This 
is increasingly important, as updated specifications will likely deprecate some CUs 
and Profiles, e.g. the latest update of the base specification [34]. 

Another possibility based on a Profile overview is informing specification editors 
of changes in the Profiles and CUs they include from other specifications. With this
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information, they can update the specification accordingly. The use of deprecated 
Profiles could also be checked by the OPC UA “NodeSet Validator”. 

When testing OPC UA Products for conformance, the test tools like the UACTT 
could use a global database to query dependency information. This reduces the 
development effort for the test tools, as the most recent Profiles do not have to be 
included in each tool but can be accessed via the global Profile overview. 

To simplify the provision of such a global Profile database, Profile information 
similar to package information of the package managers could be used. If this infor-
mation is provided in a machine-readable file, the database updates can be automated. 
The main information needed for a database providing version and dependency infor-
mation are included in the OPC UA Profile model today. This includes the CUs and 
Profiles included in a Profile, and the name of the Profile. 

A feature not yet common for OPC UA Profiles is versioning. So far, Profiles 
are updated by creating a new Profile incompatible to the old version. This makes 
backwards compatible updates of specifications much harder: If the specification 
defines a Profile depending on a now deprecated Profile X, this Profile has to be 
replaced by a new version (including the replacement of X). As seen with package 
managers, versions can be handled by providing the version of the Profile itself and 
the versions of all Profiles it includes. These dependencies can be given with relative 
versions (greater than version y, between versions y and z, …). 

7 Conclusion and Outlook 

As OPC UA gains popularity and more and more CS are developed, keeping an 
overview of possible Profiles and CUs is important in testing, specification devel-
opment and product development alike. This is especially important with respect to 
dependencies of Profiles on other Profiles and CUs, both to ensure that all prereq-
uisites are met in products and to keep specifications up to date as required Profiles 
change. The current tools do not provide much assistance in this regard. 

When compared with dependency and version management in package managers, 
which are common for software packages, established solutions appear to be usable 
in the OPC UA domain. 

With a global Profile overview, similar to current package indices and databases, 
tools for developing OPC UA models and products could integrate Profile infor-
mation. As testing for CS is an increasingly relevant topic, an overview of the 
certified Profiles for product developers and for product customers is important. 
Further automation of OPC UA development concerning the specification, product 
development and the usage of products, is an area of future research. 

As many CS are developed and use Profiles and CUs from other specifications in 
increasing numbers, version management becomes more important. Apart from the 
dependency concept used today, there are emerging cases in dependency handling that 
have to be discussed. One example is excluding dependencies, Profiles that cannot 
be used together. Another case are Profiles that provide the same functionality and
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can be used interchangeably. With packages on computer systems, the context of 
such excluding dependencies is the system itself. For OPC UA products however, 
Profiles for the information model are often defined in the context of a model or a 
namespace. This means, excluding dependencies could be implemented in the same 
OPC UA Product, as long as each dependency is exclusively used in a namespace. 

An adjacent topic to a Profiles database is the content of the Profiles and CUs 
themselves. As comparisons of Profiles get easier with such a database, their compa-
rability becomes more important. Especially for information models, many CUs seem 
to have a similar goal and structure, e.g. ensuring a type in the model is implemented 
correctly in a product. To make these kinds of Profiles and CUs easily understand-
able, their representation should be similar as well. Both a system to generate similar 
representations for Profiles/CUs and suggestions for their exact content are subject 
to further research. 
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Abstract Manufacturing systems are in the middle of a digital transformation. As 
systems in the assembly line are upgraded into cyber-physical systems (CPSs), 
capable of communicating between each other and carrying out complex compu-
tational tasks, the need for tight centralized control from an enterprise resource plan-
ning (ERP) and manufacturing execution system (MES) is less vital. In fact, not only 
manufacturing processes follow the trend toward decentralization and are moved to 
the edge layer. Other business processes along the supply chain have the potential 
to follow the digitalization process, such as procurement and supply flow manage-
ment. This evolution brings new opportunities and challenges to the field. On the 
opportunity side, we identify shorter cycle times from product design to production, 
flexible production systems and multi-stakeholder production. Among the associ-
ated challenges, the collaboration of product, production, and business aware edge 
assets in multi-stakeholder environments stands out. This work proposes a new archi-
tecture for smart factories, in an environment where the products, supply stations 
and manufacturing equipment are controlled by different stakeholders. Requested 
manufacturing operations and supply flow are generated from machine-to-machine 
(M2M) negotiated business agreements between pairs of involved stakeholders. The 
manufacturing workflows are created and managed at each production workstation 
based on the smart product’s needs. Operations and supply flow progress is logged in 
distributed ledgers for the involved pairs of stakeholders, providing non-repudiation 
and immutable data on the M2M business agreement. The proposed architecture 
enables the automation of business processes providing benefits in terms of decreased 
transaction time and cost. 
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1 Introduction 

The manufacturing industry is in the midst of a digital revolution that is trans-
forming its foundations. While the industry still holds an important stake in the 
GDP of developed countries, the benefits coming from pure manufacturing activity 
are predicted to stabilize, in contrast to the expected profit from manufacturing 
services [1]. Therefore, machinery manufacturers are no longer solely focusing on the 
manufacturing process performance of machines, instead computational power and 
digital communications have been identified as important factors to support service 
offerings. 

These changes in business models, from a product-oriented perspective to a 
service-oriented model, have been promoted by several technological develop-
ments in the last decade in information technology (IT) and operational tech-
nology (OT), which are linked together through the Industry 4.0 initiative [2]. On a 
global scale, Industry 4.0 envisions connecting all companies involved in a supply 
chain, improving intercompany collaborations and information exchange through a 
shared business process. The observed trend points toward an increase in horizontal 
integration between companies’ IT systems to reach end-to-end solutions. At the 
factory level, Industry 4.0 introduces the smart factory concept as an environment 
of connected and coordinated machines. The devices that will populate such facto-
ries are cyber-physical systems (CPSs), machines with a high degree of integration 
between the commanding software and acting hardware, their cyber and physical 
dimensions respectively. CPSs have their behavior tightly related amid both dimen-
sions; therefore, changes in one part can affect the other, provided information can 
be shared between them through feedback loops [3]. 

In an effort to guide the development of Industry 4.0 solutions, a new set of archi-
tectures has been proposed. These architectures are published by different indus-
trial consortia to meet their expectations of what the future industrial revolution 
should resemble by means of standardizing concepts and implementations. Among 
the most relevant architectures is the Reference Architecture Model for Industry 
4.0 (RAMI 4.0) with its I4.0 component shell [4] that focuses primarily on the 
manufacturing industry, and the Industrial Internet Reference Architecture (IIRA) 
for Industrial Internet of Things (IIoT) [5], which is broader in scope as it tries 
to reach different industries: energy, healthcare, transport, etc. Together, they share 
key concepts such as the need for added connectivity between the organization’s 
IT systems and shop-floor machines to facilitate new use cases related to predictive 
maintenance, autonomous operation, and distributed tracking (Fig. 1).

Traditionally, automation development efforts have focused on the 
assembly/manufacturing stage, while other business processes, such as supply 
chain management (SCM) or procurement, have been left mostly intact. However, 
the scope of Industry 4.0 is broader than previous industrial revolutions and it is 
expected to affect the whole value chain [6]. A key difference between manufacturing 
and procurement processes is the number of stakeholders involved. Manufacturing 
features more control by a single company over its processes, while in procurement
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there is a collaboration between companies according to a commercial agreement. 
This creates a new set of challenges for which an automated and autonomous 
solution has not yet been found. 

When analyzing common approaches to tackle the problem of complexity in engi-
neering, whether it is due to the number of new CPS devices that need to be managed 
in a manufacturing facility or to the expansion in the number of stakeholders present 
at a global supply chain, modeling through workflows is a promising starting place. 
Engineers create models to abstract those details that are not useful to the problem 
at hand. Nevertheless, a static model of a factory or supply chain is not very useful 
when we expect to have a dynamic factory that supports flexibility and reconfigura-
tion of manufacturing equipment. In addition, the goal of these new models is not 
only to support engineers in new designs but also to help manage and monitor plant 
operations. This opens the way to the use of workflows as a viable alternative due to 
their nature of allowing models with dynamic behavior and streamlined execution 
through automation. 

The aim of this paper is to explore a new architecture for smart manufacturing 
through the use of workflows to integrate and automate shop-floor operations with 
supply chains and procurement processes. Guided by the multi-stakeholder environ-
ment foreseen in the fourth industrial revolution, we present a shop-floor scenario 
composed of smart products, a category of CPS with capabilities for machine-to-
machine (M2M) communication with the devices at the manufacturing plant, as 
main actors of a series of business process triggering M2M agreements with the ulti-
mate purpose of manufacturing each product as per its product recipe. The product 
recipe describes the manufacturing operations that should be performed upon the 
product, transferred to the smart product before it is placed in the factory assembly 
line. 

The rest of this paper is organized as follows: Section II covers previous work on 
the topic of decentralized manufacturing systems. It also includes an introduction 
to the technologies used to develop our solution, covering workflows and business 
processes, microservice architectures and M2M agreements between CPSs. Section 
III describes the proposed manufacturing architecture in detail, with an example 
workflow to illustrate the service interactions. It reports on the concepts exposed 
during the example workflow showcasing its benefits. Section IV summarizes the 
contributions of our work and briefly discusses future directions of research. 

2 Background and Supporting Technologies 

In previous work [7], we proposed a transition from an ISA-95 [8] monolithic factory 
organization toward a distributed layout of production workstations. The main goal 
was to attain similar overall functionality at the manufacturing plant while migrating 
responsibilities for workflow control from a central manufacturing execution system 
(MES) to a set of distributed workstations. The approach proved beneficial to increase 
assembly line independence from higher-level IT systems, such as enterprise resource
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planning (ERP), product lifecycle management (PLM), and MES, and to improve its 
robustness and scalability. Moreover, it encouraged moving business logic to edge 
devices, reducing computer communications by having data processing closer to 
its source. However, our previous work was limited to the work performed at the 
assembly line and omitted supporting business processes. 

In regard to a multi-stakeholder undertaking, there are numerous studies exploring 
different types of collaboration in manufacturing. Starting from the established ISA-
95 enterprise systems, there has been research to expand their interfaces in [9], where 
workflows were used to model the interactions. We substitute centralized systems 
in favor of small, distributed nodes, but embrace modeling through workflows to 
control and track the communications between stakeholders. Wang [10] explores 
an agent approach to dynamic supply chains, where each software agent negotiates 
service compositions. The modeling of stakeholders as service requesters and service 
consumers is something that has been expanded upon in our work. However, we keep 
a simple model in negotiations without argumentation mainly based on iterative 
offers. In [11], the use of different workflow modeling notations has proven useful 
when working with heterogeneous business processes. This work does not focus on 
any specific workflow modeling language, leaving the decision open for the later 
implementation stage. Nevertheless, since there are workflows with different scopes 
and business processes, the option of their representation is not restricted to only one 
notation. 

To explore the idea of an automated solution that expands various business 
processes, it was necessary to adopt several new technologies. In the following 
subsection, we will briefly describe their origins and evolution, as all the technologies 
will have a part in the proposed solution. 

2.1 Microservice Architecture 

Software architecture design is an ever-evolving field of computer science dealing 
with the high-level organization and structure of software systems, the main design 
decisions. As engineers change the way software components are deployed and 
connected or new requirements emerge from stakeholders, there is a need for new 
architectural patterns to capture the fundamental structures, features and context 
of such solutions. This allows for reuse of the architectural patterns in the future, 
whenever the same or similar problems are encountered. 

Recently, the trend in software architecture has been to move away from mono-
lithic solutions in favor of distributed applications. Accordingly, there was a rise 
in popularity of service-oriented architectures (SOAs) that proposed abstracting 
business logic into distributed services. In a SOA, the application logic is executed 
by communication between autonomous loosely coupled services, usually through 
lightweight protocols like HTTP or CoAP, as opposed to method invocations and 
function calls used in monolithic applications. However, the popularity of SOA
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played in its detriment as its definition broadened and increased in ambiguity.1 From 
the pitfalls encountered with SOAs surged the microservice architecture style [12] 
with a refined and narrowed scope. This style emphasizes that intelligence should be 
encapsulated in the services, not in the communication channels, and that the size 
of services should be bounded, repurposing the Single Responsibility Principle of 
software design to service design. 

The design according to a microservice architecture provides several benefits to an 
application. In the open source community, there are several frameworks supporting 
industrial requirements using a microservice or SOA [13]. For this work, the essen-
tial features needed are look-up, sometimes referred to as dynamic discovery, late 
binding, also called dynamic binding, and loose coupling. As analyzed in our previous 
work [7], the Eclipse Arrowhead framework meets those characteristics and is there-
fore the technology chosen for testing and prototyping our solution. It is a mature 
framework that has been tested in several European projects, such as Productive 4.0,2 

FAR-EDGE3 and Arrowhead Tools,4 together with a myriad of use cases ranging 
from machine tooling [14] to access control of time-series sensor data [15]. 

2.2 Workflows for Manufacturing 

The study of workflows and business processes as a method to optimize proce-
dures inside companies dates back to the first industrial revolution [16]. In this 
new industrial revolution, workflows are moved again to the forefront as a method 
to model and manage the interactions between CPS inside factories. The number 
of actions that can be automated and controlled through a workflow management 
system (WfMS) increases at the same rate as shop-floor machines are upgraded and 
become capable of communicating with IT systems. Before, tasks required machine 
resources that were indirectly commanded, a human operator was necessary to drive 
the machine. In a smart factory, shop-floor machines can directly receive commands 
and respond accordingly. However, this situation also carries new problems, in terms 
of interoperability between devices and software providers of WfMS. 

Some authors in the field use the terms workflow and business process as synonyms 
[16], but in this work they are distinguished. First, we understand a business process 
as a set of tasks performed by resources in a specific order according to some prede-
fined rules for the purpose of fulfilling a business goal. Through business processes, 
companies create value for their customers. Accordingly, workflow is defined in 
broader terms and used in other areas not necessarily tied to the business field. 
Workflows represent a similar set of tasks as business processes, but their objectives 
are not explicitly tied to a business goal. Therefore, it is possible to have workflows

1 https://martinfowler.com/bliki/ServiceOrientedAmbiguity.html. 
2 https://productive40.eu/. 
3 http://www.faredge.eu/#/. 
4 https://www.arrowhead.eu/arrowheadtools. 

https://martinfowler.com/bliki/ServiceOrientedAmbiguity.html
https://productive40.eu/
http://www.faredge.eu/#/
https://www.arrowhead.eu/arrowheadtools
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that will fulfill several business processes or even none. In addition, the scientific 
community has expanded upon this notion of workflow and applied it to model scien-
tific experiments in what has become known as scientific workflows [17] but such 
are not in the scope this work. 

An emerging trend in the workflow management space is to use the service abstrac-
tion to command tasks of enterprise IT systems following a microservice or SOA. 
This type of architecture can also used at the lower levels to communicate with and 
between CPSs, streamlining the integration with WfMSs that are usually deployed 
at the higher levels. 

2.3 M2M Negotiated Business Agreements 

For the manufacturing process to be carried out successfully, it is required that the 
participants coordinate between themselves on the work to be performed by each 
stakeholder. This coordination requires communication between the participants in 
order to reach an agreement on what type of manufacturing operation to perform or 
what parts to use in the assembly of the product. Moving away from the established 
infrastructure, where such agreements come after negotiation between employees of 
each entity involved, we propose to fully automate these business processes by means 
of direct M2M communication between the CPS deployed along the shop-floor. 

To manage and trust automated business agreements, the negotiation process and 
systems involved must comply with additional requirements that were previously 
implicit, as agreements were performed manually. The initial goal is to mirror how 
private industrial agreements between two parties are done today. Therefore, the three 
pillars of information security - confidentiality, integrity and availability - are well 
fitted, but not enough as they only cover exchanges of information not what they imply 
or who performed them. Additionally, the concepts of identification, authentication 
and non-repudiation are also essential to bind the agreement to a specific stakeholder. 
Further analysis of the confidentiality requirement revealed the need for negotiations 
without a central authority supervising and sanctioning the process. This requirement 
does not rule out the option to later expose the data when adjudication by a third-party 
authority is required. Altogether, they restrict the solution space until only a handful 
of technologies remain viable. 

Instead of looking for an ad hoc solution or creating our own, a quick search in the 
scientific literature was performed. Similarities were found with work in the field of 
distributed ledger technologies and permissioned blockchains. Among the projects 
ready for industrial use, the Ethereum network and Hyperledger Fabric were among 
the most relevant for our purposes. 

Additionally, inside the Productive 4.0 and Arrowhead Tools projects, there has 
been research conducted in this topic that is already integrated in a microservice 
architecture through the Eclipse Arrowhead framework and fulfills the requirements 
[18], so we limit our work to build-upon their solution. Therefore, in this work we 
will make use of the exchange network architecture for the negotiation of business
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agreements between CPSs. As a general purpose architecture, it should provide 
reusability in similar use cases. We chose the implementation based upon signature 
chains, due to its lack of governance, distributed data and better scalability [19]. The 
authors provide a prototype support system to test and redefine the specifications: 
the Contract Proxy (CoPx) system5 , which has been integrated in our solution. 

3 Manufacturing Workflow Architecture 

This section presents the main contribution of this work: a new architecture for smart 
manufacturing through the use of workflows and negotiated business agreements for 
factory shop-floor operations. Following the principles laid out by Industry 4.0, the 
architecture focuses on multi-stakeholder and intercompany collaboration within 
smart factories. 

The factory model proposed in this work is the same as in our previous work [7], 
representing an assembly line divided into production workstations, also referred to 
as production cells, and a smart product winding through them. Production work-
stations and smart products are modeled as Arrowhead local clouds; thus, the soft-
ware deployed inside them contains, in addition to the mandatory Arrowhead core 
systems, support systems to manage workflows, store information and negotiate busi-
ness agreements. Physically, workstations are composed of manufacturing equipment 
and machine tools with a cyber interface as application systems. In the case of the 
smart product, the addition of commercial off-the-shelf electronics to the original 
product was the suggested upgrade, provided it did not have some computing power 
already installed. 

As mentioned previously, our solution is aimed at an environment where several 
stakeholders are involved in the manufacturing process. These stakeholders can be 
broadly classified into three main groups: product owners, those who request the 
manufacturing of the products; manufacturers, the entities who own the manufac-
turing facility and the manufacturing equipment used to make products; and suppliers, 
those in charge of providing the raw materials and other parts needed to assemble 
the final products. 

The mapping from stakeholders to components in the assembly line is straightfor-
ward. The product owner is responsible for the smart product, which he will tweak 
and configure according to his needs. The manufacturer controls the machine tools 
and equipment, which constitutes the production workstations in the assembly line. 
Finally, the suppliers manage the supply stations, or supply workstations. They can 
be modeled as workstations placed upstream in the material flow as they do not sit 
physically in the assembly line. 

There are some preparations to be done before the smart product is to be placed in 
the assembly line. The product recipe has to be downloaded from ERP/PLM systems, 
in charge of demand planning and product development respectively, to the smart

5 https://github.com/emanuelpalm/arrowhead-contract-proxy. 

https://github.com/emanuelpalm/arrowhead-contract-proxy
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product internal storage. The product recipe is a file containing the specific features 
each manufactured product must have and is usually the result of a general product 
template personalized by the customer, in this case represented by the product owner. 
This approach to managing product information allows for batch-size one discrete 
production, an advantageous feature of Industry 4.0 production systems. 

With the product recipe ready, the smart product can contact the MES to obtain 
an optimized pathway through the assembly line workstations. At the same time, the 
product will establish communication with the suppliers present at the plant to check 
for part availability and price. This set of conditions, part availability and price, could 
change according to the product owner needs, e.g., substitute parts or parts from a 
specific supplier could be chosen and the acceptable price range could be expanded 
according to market demand fluctuations. However, the topic of token exchange and 
price negotiation algorithms is out of the scope of this work. Once the conditions are 
met, the first business negotiations can begin between the product and its suppliers. 

For the smart product to join the assembly line, it needs to be sure that what-
ever parts and supplies are needed for his first operations will be available by the 
time it reaches the first workstation. Therefore, the first M2M negotiated business 
agreements between the product and suppliers have to be concluded and executed 
beforehand. This order, of first requesting the material flow and then reaching the 
workstation that makes use of it, will be a constant requirement throughout the manu-
facturing process and repeated at each new step, workstation operation, along the 
assembly line. Analyzing communications at the system level, the process is similar 
regardless of the object under negotiation, with the main difference being the entities 
referred to as buyers and sellers. A step-by step description of the interactions is 
presented below (Fig. 2): 

1. The process starts inside the buyer’s local cloud with a web service consumer 
request from the buyer system (in this specific example, the role of buyer is played 
by the smart product) to the trusted contract negotiation service provided by the 
CoPx. Is important to recall that the CoPx is a support system implementing the 
Exchange Network architecture to assist in M2M negotiations by being capable 
of digitally signing and publishing contractual events. The request contains a 
proposal which asks for a certain number of parts delivered to certain workstation 
X at a specified time in exchange for a certain reward, e.g., future payment or 
value exchange.

2. The proposal will have a target identifier, supplier A, that is not part of the 
systems inside the smart product cloud. Therefore, the proposal will be trans-
mitted through inter-cloud communications to peer local clouds containing their 
own CoPx system. The specifics of inter-cloud communications are omitted for 
clarity. 

3. The receiving CoPx systems will, in turn, publish an event inside their local clouds 
for sellers listening to offers. This step follows a publish-subscribe messaging 
pattern enabled by the event handler support system, as the other system uses a 
request–response pattern.
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4. When the targeted seller system, which is supplier A in this example, receives 
an offer event with its ID it can reply to the requester in three ways. One way 
is by accepting the offer, another way is by making a counter-offer, and in the 
third case, it could reject the offer and close the negotiation. Whatever the chosen 
response is, it will return the response to the buyer through the network of CoPx 
systems, similar to how it arrived in step 2. 

5. The negotiation is an iterative process that can take as long as necessary when 
considering new counter-offer and proposals. Eventually, when one of the entities 
accepts the deal, the proposal and agreement will be added to the exchange 
ledgers, based on signature chains, kept only by the entities involved in the 
negotiation as a trusted log of the business process. 

Following a supply negotiation, the agreed parts will be shipped inside the factory 
to the indicated workstations. After the suppliers are notified of the delivery of the 
parts, the smart product signals its availability to join the assembly line, and the 
MES will proceed to its transportation into the first workstation. When it arrives at 
a workstation, there are multiple interactions at the system level between the smart 
product and the workstation local cloud systems (Fig. 3). These interactions span two 
main stages: the negotiation stage, where the goal is to arrive at an M2M negotiated 
business agreement on what manufacturing operations are to be performed, and the 
manufacturing stage, where the workflow manager and executor support systems 
request workstation manufacturing services. These service calls correspond to the 
task in a workflow created from the product recipe individually at each workstation. 
For an in-depth explanation of how the workflow is executed at the workstations, we 
refer to our previous work [7]. 

Fig. 3 Supply flow interactions between smart product and supplier according to product recipe
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Summarizing the overall process, each smart product goes through a supplier 
negotiation stage, then a manufacturing negotiation step at the workstation, followed 
by its manufacturing according to the negotiated agreements. This process is repeated 
in subsequent rounds until the product reaches the end of the assembly line. The 
differences between one product and the next are mainly due to the specific infor-
mation stored in the product recipe. Therefore, we identified the task pattern as a 
manufacturing workflow where the initial trigger is the product recipe. 

4 Conclusions and Future Work 

The digital evolution of the manufacturing industry is on its way. The equipment in 
manufacturing systems is being renovated to incorporate machines such as CPSs to 
adapt to and profit from the benefits promised by Industry 4.0 and its new service 
offerings. However, these new sources of revenue also entail an increase in the 
complexity of operations, for which automation cannot apply legacy solutions as 
manufacturing progresses from a single entity process to a multi-stakeholder venture. 

The proposed architecture displaces the responsibilities of procurement and 
supply flow coordination from higher enterprise systems to CPSs deployed along 
the assembly line. There is a decentralization of functionality from large central 
systems such as ERP and MES, substituted by the use of smart products and M2M 
communications between any two CPSs, and supported through the abstraction of 
services in microservice architectures. Business processes increase their automation 
capabilities as devices can execute more business logic and are capable of negotiation 
without a supervising authority. They are able to reach agreements due to advances 
in distributed ledgers and blockchain technology. For designers to comprehend the 
interactions between all the systems involved in manufacturing and associated busi-
ness processes, the architecture expands the use of workflows to model, capture and 
support the operations and negotiations. 

A promising approach to decrease the design time and cost of Industry 4.0 
solutions, like the architecture proposed in this paper, is a recent development of 
model-based engineering principles for manufacturing. The use of models in SysML 
that are always up-to-date and detail systems enough to support their automated 
implementation has potential [20]. 
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Scheduling 3D Printing Machines 
to Minimize Makespan 

Zachary Hassan, Gursel A. Suer, Jesus Pagan, You Yuqiu, and Neil Littell 

Abstract Manufacturing industry has been evolving during the last few centuries. 
Industry 1.0 started with mechanization and the use of steam power. Mass produc-
tion using production lines and assembly lines dominated Industry 2.0 era. Industry 
3.0 era brought automation, flexibility and product diversity and Flexible Manufac-
turing Systems (FMS) and cellular systems were extensively used. Recently, there is 
a shift towards the fourth industrial revolution (Industry 4.0). Industry 4.0 includes 
the combination of technologies working together to fulfill a manufacturing task. 
Industry 4.0 utilizes internet of things (IIoT), big data, cloud computing, cyberse-
curity, autonomous robotics, augmented reality, and additive manufacturing (AM). 
The purpose of Industry 4.0 is to integrate the entire network to function as one 
system. In this study, we are focusing on scheduling 3D printing machines, namely 
Markforged Mark Two printers. Process parameters that can be considered in these 
printers are layer height, infill density, print speed, build orientation, infill patterns, 
and print temperature. These machines are Fused Filament Fabrication (FFF) 3D 
printers. The parameters considered in this study are infill density and layer height. 
Infill density dictates the amount of material that is filled on the inside of an object 
while it prints. Infill density has a role in a part’s strength and weight. Generally 
speaking, the greater the infill density, the stronger and heavier an object will be.
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Lower infill densities on a part suggest that the object’s intentions are purely visual 
with higher infill densities meant for functional parts. Markforged Mark Two allows 
infill density for rectangular infill to be from 0–92%. On the other hand, layer height 
determines the amount of material that is extruded through the nozzle during each 
pass. Markforged Mark Two allows for three different layer heights to be examined, 
100, 125 and 200 mm. Layer height plays a large role in print time as the amount 
of material extruded effects the completion rate of the object. Layer height’s impact 
can also be seen by a part’s fineness or detail. This is represented visually on the 
object by being able to see each pass of the plastic material. For example, an object 
with a larger layer height will look rougher and not as smooth as an object with a 
lower layer height. However, it is well known that a lower layer height increases 
print time whereas a larger layer height implies a faster print time. Several parts 
with different geometries and also sizes are included in the study. The scheduling 
performance measure considered is makespan. The objective of the study is to find 
the optimal parameter settings for multiple jobs such that makespan is minimized 
subject to minimum restrictions on print parameters for various jobs. A mathematical 
model is presented to minimize makespan first. Once the optimal makespan is found, 
the model is re-run such that better quality parameter settings are determined while 
keeping the optimal makespan unchanged. Later, the results of the experimentation 
with various parts are discussed and future work is recommended. 

Keywords 3D Printing · Scheduling · Makespan 

1 Introduction 

In this section, additive manufacturing considered in this paper is discussed in several 
subsections. 

1.1 Additive Manufacturing (AM) and Fused Filament 
Fabrication (FFF) 

AM begins with [1] a model on a computer aided design (CAD) software that dictates 
the desired geometry for a part. The file for that object is then converted to a stere-
olithographic (STL) file where a slicing software transforms the STL file into G-Code. 
The G-Code represents the toolpath the 3D-printer follows during its production time. 
Material [2], usually wrapped around a spool, is fed through a guide tube up to the 
print head nozzle. The material is then heated up to its melting point and dispenses 
material layer upon layer on a print bed by moving in the x, y, and z directions. Fused 
Deposition Modeling (FDM) is a material extrusion AM process. FDM [3] produces 
parts by heating filaments to its melting point, extruding the material through a nozzle, 
and laying filament on a print surface layer by layer until there is a completed part.
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FFF is a type of FDM AM technology that uses carbon fiber reinforcement (CFR) 
while printing its parts. This paper will focus its study on an FFF printer. 

1.2 Additive Manufacturing (AM) Versus Traditional 
Manufacturing (TM) 

AM builds material layer by layer, whereas TM removes material from raw stock. 
Pereira [4] states how TM focuses on creating the highest amount of volume for the 
cheapest cost, whereas AM is meant for lower production and higher complexity 
parts. Due to cost models, Pereira concluded that TM is best for higher produc-
tion volumes and AM is more appropriated when dealing with complexity or 
customization. 

Jimo [5] states that main differences in AM processes versus TM starts with tool 
elimination as AM does not need a tool to operate, but TM does. This results in 
smaller batch production and a reduction in leadtime. Material efficiency is handled 
well because TM removes material and creates more waste whereas AM adds material 
and can use recyclable material. AM uses less inventory space allowing for freed up 
working capital to tend to other aspects of production. Lastly, compared to TM, AM 
reduces the number of changeovers, setups, and workers. 

1.3 Advantages and Disadvantages of AM 

Rylands [6] concludes that AM is beneficial from its reduced waste, customizable 
designs with little tooling, rapid prototyping, shorter lead times, lower inventories, 
and its ability to react and produce at the point of demand. On the other hand, some 
flaws stated included the training required to work with different materials and any 
software, low quality part finishes, slow printing speeds and narrowed capability. 

Bas [7] discusses forty-three different problems FFF printers are currently expe-
riencing; however, it should be noted that several failures found can be reflected 
from operator setup such as the nozzle being too close to the print bed and other 
settings that the operator decides on. The print failures include extrusion interrup-
tion, surface deformities, dimensional errors, oozing, surface scratches, overheating, 
warping, layer issues, and others. Garcia [8] continues the discussion by addressing 
FFF’s simplicity, applauding its flexibility and versatility to manufacture complex 
shapes and geometries while creating minimal waste. On the other hand, Garcia 
states FFF’s shortcomings in part quality noting its lower mechanical properties and 
geometric accuracy.
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1.4 Objectives of the Study 

The estimated print times are used to minimize makespan in a parallel 3D-printers 
shop. Makespan is defined as Cmax in a multi-machine environment. The mathemat-
ical model chooses the best infill density parameter and layer height parameter to 
minimize makespan. Once the optimal makespan is determined, another model is 
used to find the higher quality parameters without violating the optimal makespan 
found in the earlier phase. 

2 Literature Review 

FFF specific literature either includes a focus on the physical properties of a material 
upon the application of forces or mechanical properties, the closeness of an object’s 
measurement to its true value or geometric accuracy, and specific measures referring 
to the status of the process or process parameters. General AM literature discusses 
scheduling, part performance, or optimization models. Infill pattern is sporadically 
divided amongst the literature. 

There are few scheduling problems that are discussed specifically for FFF printers, 
however general AM scheduling problems provide an insight to how the process 
works. Zhang [9] examined a parallel scheduling problem in regard to additive manu-
facturing by proposing an evolutionary algorithm. The study focused on a parallel 
3D printed scheduling problem (P3DPSP). The aim was to optimize task assign-
ments in a shop with multiple 3D printers. The overall objective was to minimise the 
maximum completion time of all batches. 

Kucukkoc [10] developed mixed integer linear program models for additive manu-
facturing scheduling problems to minimize makespan. This scheduling problem 
analyzed various machine type considerations to develop a mathematical model 
for single and multiple machines to optimize makespan. The idea was to apply 
a scheduling problem to a conceptual AM production model. This consisted of a 
quantity of distributed parts, the grouping of parts, the distribution of those grouped 
parts to an AM machine, and the creation of jobs for machines. 

Kim [11] used a scheduling method to establish the shortest production time 
of damaged or lost weapon parts from the use of multiple or parallel 3D printing 
machines. The study proposed a mathematical model to optimize production and 
confirmed that makespan can be shortened through the introduction of the subpart-
split manufacturing concept for weapon parts. Subpart-split manufacturing is the 
idea of manufacturing different aspects of the same sub-assembly or part on more 
than one machine. 

Fera [12] proposed a modified genetic algorithm for a single machine AM 
scheduling problem where they aimed to optimize time and cost in line with lean 
manufacturing principles. The paper analyzed how to schedule production orders 
for a single Direct Metal Laser Sintering (DMLS) AM machine. The AM machine
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scheduling problem (AMSP) used a multi-objective function subject to geometric 
volume and other variables. The combinatorial Optimization Problem (MOP) was 
divided based on the time and cost of parts. The aim was to find the best combination 
of jobs and quantities to be produced ahead of time. 

Medina-Sanchez [13] provided insight to how average print speed can impact 
the estimation time for builds. Although it is not specifically related to scheduling, 
the ability to accurately predict build time is crucial for the scheduling process. The 
proposed linear-power (LP) and spline of Coons patches (CP) estimation methods 
were applied to three different FFF printers. The results examined absolute and rela-
tive errors compared to pronterface prediction and theoretical time. It was concluded 
that the LP and CP approaches were able to calculate a maximum relative error of 
8.5% and speed approximations with a mean absolute error less than 2.7 mm/s. The 
ability to estimate build time is an essential tool for AM scheduling problems. 

3 Problem Statement 

The accessible Markforged Mark Two printer in the lab is capable of studying process 
parameters such as layer height, infill density, print speed, build orientation, infill 
patterns, and print temperature. Composites will already be considered because the 
machine is a Fused Filament Fabrication (FFF) 3D printer. Based on the information 
provided in the literature, this paper will use a rectangular infill pattern to study the 
effects of infill density and layer height on print time. The paper later proposes two 
mathematical models to minimize makespan to choose the infill density parameter 
and layer thickness parameter for each part. The shop configuration is identical 3D 
printer shop. 

3.1 Product Breakdown 

For the purpose of this study, a poker chip, chess pawn, and game die will be printed 
using a different combination of parameters which are shown in Fig. 1. The parame-
ters will include a rectangular infill pattern, and varying amounts of layer height and 
infill density.

3.2 Infill Patterns 

Infill patterns are used to determine how the inner structure of your part is created. 
Generally, infill is placed to optimize print quality and part strength. It is comprised 
of shapes that are distributed throughout each layer of the print. The Markforged 
Two utilizes three different patterns which consist of triangular, rectangular, and
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Fig. 1 Parts considered in this study

hexagonal. There is also a solid fill option as well, however with solid fill the entire 
inner structure is filled. Triangular fill is known to be one of the best infill options 
due to its support structure, strength, lack of deformity, and relatively quick printing 
speed. Rectangular infill is unique in that it is the only infill that can produce a part 
that is fully dense thanks to its grid of parallel and perpendicular extrusions. Since 
the print head moves in straight lines and does not have to readjust its position as 
often, the print speed is considered to be quick. Unlike triangular and rectangular, 
hexagonal infill is the slowest print speed because the print head must constantly be 
changing direction. However, it also produces the highest strength-to-weight ratio of 
any infill pattern. Since this paper will look at minimizing makespan, it is safe to say 
that hexagonal infill will most likely not be in contention for best printing method 
due to its longer print time. 

The infill pattern for this study will be fixed with a rectangular infill. Rectangular 
infill has a range from 0–92% allowing the study to have access to the widest range of 
infill density. Rectangular infill is unique in that it is the only infill that can produce 
a part that is fully dense thanks to its grid of parallel and perpendicular extrusions. 
Since the print head moves in straight lines and does not have to readjust its position 
as often, the print speed is considered to be quick. 

3.3 Layer Height 

Layer height determines the amount of material that is extruded through the nozzle 
during each pass. Eiger.io allows for three different layer heights to be examined, 
0.100, 0.125 and 0.200 mm. However, if carbon fiber reinforcement (CFR) is used, 
layer height is restricted to 0.125 mm. Layer height plays a large role in print time 
as the amount of material extruded effects the completion rate of the object. Layer 
height’s impact can also be seen by a part’s fineness or detail. This is represented 
visually on the object by being able to see each pass of the plastic material. For
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example, an object with a larger layer height will look rougher and not as smooth 
as an object with a lower layer height. However, it is well known that a lower layer 
height increases print time whereas a larger layer height implies a faster print time. 

3.4 Infill Density 

Infill density dictates the amount of material that is filled on the inside of an object 
while it prints. Infill density has a role in a part’s strength and weight. Generally 
speaking, the greater the infill density, the stronger and heavier an object will be. 
Lower infill densities on a part suggest that the object’s intentions are purely visual 
with higher infill densities meant for functional parts. Eiger.io allows infill density 
for rectangular infill to be from 0–92%. The larger range for infill density is used to 
determine the impact density has on print time. Infill density normally plays a role in 
studies that look at the mechanical properties of an object more so than a scheduling 
problem. 

4 Methodology 

4.1 Estimated Print Times 

This experiment will be operated using the Markforged Mark Two 3D printer. Onyx, 
a nylon mixed with sliced carbon fiber, will be the primary material used. The study 
will include two parts. The first will analyze specific factors that affect print time 
and the second will conduct how the first part relates to scheduling. The factors to be 
studied include layer height and infill density with a fixed rectangular infill pattern 
for the parts. Layer height can be 0.1, 0.125 or 0.2 mm when no reinforcement 
material is used. The Eiger software controls this aspect. The Eiger software allows 
an infill density of 0–92% for rectangular fill. For this reason, the study will examine 
three different infill density percentages. To cover the range evenly, the parts will be 
printed used 10, 51 and 92% infill density. Three parts of three different sizes will 
be used to conduct the study consisting of a poker chip, chess pawn, and a game 
die. The various sizes and shaped objects allow for the study to comprise an overall 
better understanding regarding the experiment. 

4.2 Scheduling Applications 

Below are the two mathematical models presented in this paper. The first model 
minimizes the makespan. Once the optimal makespan is determined, the second
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model improves quality of the parts subject to the optimal makespan determined 
with the first model. The quality of parts improves by selecting lower layer thickness 
and higher infill density values. 

Model 1: 
Decision Variables: 

MS Makespan. 
Xijkm 1 if job i with infill pattern density j and layer thickness k is assigned to 

machine m, 0 Otherwise. 

Parameters: 

Pijk print time for part i with infill density j and layer thickness k. 
n number of jobs. 
f number of infill density options. 
k number of layer thickness options. 
m number of machines. 

Indices: 

i job index. 
j infill density index. 
t layer thickness index. 
r machine index. 

Objective Function: 

Min z = MS (1) 

Subject to: 

MS  − 
n∑

i=1 

f∑

j=1 

k∑

t=1 

Xi jtr  pi j t  ≥ 0 r = 1, 2, 3, . . .  ,  m (2) 

f∑

j=1 

k∑

t=1 

m∑

r=1 

Xi jtr  = 1 i = 1, 2, 3, . . .  ,  n (3) 

The objective function minimizes makespan as shown in Eq. 1. Equation 2 guar-
antees that makespan is greater than or equal to the completion of the last job on each 
machine. Finally, Eq. 3 ensures that each job is assigned to a machine. Of course, an 
infill density and layer thickness value are selected for each job as well. 

Model 2: 
Additional Decision Variable: 

MSr Cmax for machine r. 

Additional Parameter:



Scheduling 3D Printing Machines to Minimize Makespan 135

MS* The optimal makepan value determined in Model 1. 

Objective Function: 

Max z = 
m∑

r=1 

MSr (4) 

Subject to: 

MSr − 
n∑

i=1 

f∑

j=1 

k∑

t=1 

Xi jtr  pi j t  = 0 r = 1, 2, 3, . . .  ,  m (5) 

f∑

j=1 

k∑

t=1 

m∑

r=1 

Xi jtr  = 1 i = 1, 2, 3, . . .  ,  n (6) 

MSr ≤ MS∗ (7) 

The objective function of model 2 maximizes the completion times of jobs on all 
machines as shown in Eq. 4. Eq.  5 captures the maximum completion time on each 
machine. Equation 6 guarantees that each job is assigned to a machine. Finally, the 
optimal makespan value determined by the 1st model cannot be violated as given in 
Eq. 7. 

5 An Example Problem and Results 

In this example problem, there are six jobs, two infill density options (ID1, ID2) and 
two different layer thickness values (LT1, LT2) and two identical printers. The data 
for these four options is presented in Table 1. The gantt charts for Model 1 and Model 
2 are presented in Figs. 2 and 3, respectively. The summary of job assignments for 
both models is also presented in Table 1. As one can see, two of jobs (jobs 1 and 2) 
will be printed using higher quality settings without violating the original optimal 
makespan.
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Table 1 Data for the example problem and the solutions by model 1 and model 2 

Option number Options Processing times Makespan 

Job1 Job2 Job3 Job4 Job5 Job6 

1 ID1-LT1 13 19 22 14 34 28 

2 ID1-LT2 16 28 27 18 44 40 

3 ID2-LT1 15 20 26 15 43 30 

4 ID2-LT2 20 29 35 20 59 44 

Model 1 solution M2 
Op1 

M2 
Op1 

M2 
Op1 

M2 
Op1 

M1 
Op1 

M1 
Op1 

MS1 = 62 
MS2 = 68 
MS = 68 

Model 2 solution M2 
Op2 

M1 
Op3 

M2 
Op1 

M1 
Op1 

M1 
Op1 

M2 
Op1 

MS1 = 68 
MS2 = 66 
MS = 68 

M1 Job 5 Job 6 
Processing Time 34 28 
Completion Time 34 62 

Model Solution 1 

M2 Job 1 Job 2 Job 3 Job 4 
Processing Time 13 19 22 14 
Completion Time 13 32 54 68 

Fig. 2 Gantt chart for model 1 solution 

M1 Job 2 Job 3 Job 5 
Processing Time 20 14 34 
Completion Time 20 34 68 

Model Solution 2 

M2 Job 1 Job 3 Job 6 
Processing Time 16 22 28 
Completion Time 16 38 66 

Fig. 3 Gantt chart for model 2 solution 

6 Future Work 

This work is currently being extended to include more jobs, machines and options. 
We are also planning to modify the model to include minimum quality parameters 
established by the customers as an input to the model. Of course, with better quality 
parts comes cost considerations. These models will be modified to incorporate cost 
considerations as well.
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Electrode Tab Deflection Detection 
for Pouch Lithium-Ion Battery Using 
Mask R-CNN 

Yih-Lon Lin, Yu-Min Chiang, Chia-Ming Liu, and Sih-Wei Huang 

Abstract Recently the growing sensitivity of various governments toward a cleaner 
environment has increased the demand for electric vehicles (EVs). The battery is 
one of the most vital components in an EV. With the rapid development of EVs, 
the applications of lithium-ion battery (LIB) have become more and more extensive. 
Among the LIBs, the pouch type lithium-ion battery offers a simple, flexible, light 
weight, and robust solution to battery design, therefore it is considered to be the most 
promising technology for power battery. The pouch type LIB cell manufacturing 
processes include lithium battery cell assembly, electrolyte filling, formation, and 
aging, etc. The purpose of the formation is to form a stable SEI film on the electrode 
surface by charging. In the formation process, if the electrode tabs deviates from 
the accepted range, that will cause the failed charging. Therefore, a machine vision 
system should be built to automatically detect the electrode tab deflection. 

Recent developments in the field of deep learning have inspired a new interest 
in using neural network for general image classification tasks. In this paper, we 
adopt an instance segmentation algorithm called Mask R-CNN to detect and segment 
electrode tabs. Using the generated bounding boxes of the Mask R-CNN together 
with the Canny edge detection method, we can decide whether the electrode tab has 
deflected. As there was no existing dataset, we built a new dataset containing 398 
pouch LIBs images. Among them, 200 samples were used as the training dataset, and 
the other 98 images were used as the validating dataset. Experimental results show 
100% accuracy in electrode tab detection for both training and validating dataset. 
Another 100 pouch LIBs images were captured and used as test dataset. For the test 
dataset, the proposed algorithm has 100% accuracy in electrode deflection detection
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and 95% accuracy in polarity. It verifies the effectiveness of the proposed approach 
in electrode tab deflection detection for pouch LIB. 

Keywords Deflection detection ·Mask R-CNN · Pouch lithium-ion battery ·
Eelectrode tab · Deep learning 

1 Introduction 

Driven by the ecological effects of CO2-emissions, the electrical drive technologies 
have become as the most popular transportation applications [1]. With an increasing 
demand of electric vehicles (EVs), the applications of lithium-ion battery (LIB) have 
become more and more widespread. 

Schröder et al. [2] gave a detailed overview on the pros and cons of different 
shapes of LIBs, including cylindrical and prismatic geometry, whereas the prismatic 
shape can be further divided into hard-case cell and pouch cell. The pouch cell manu-
facturing process of cutting increases the risk of manufacturing errors. In terms of 
safety, the housing stability of the pouch cell is considerably lower than the cylin-
drical and the hard-case cell. However, compared to the cylindrical and prismatic 
hard-case cell, the pouch cell has distinct advantages in terms of energy and packing 
density, customized design shape, as well as manufacturing costs. It leads to a variety 
of applications in electric vehicles and the consumer electronic products. 

The pouch lithium-ion battery cell manufacturing process includes cell assembly 
and cell activation, as shown in Fig. 1. In the cell assembly process, the cathode 
(positive) material and the anode (negative) material are mixed and coated on copper 
foil and aluminum foil, and then the foils are made into rolls. The thickness of the 
metal foil is controlled by rolling to be uniform. After the metal rolls are dried, they 
are cut into desired shape to form electrodes. Subsequently to the cutting process, 
the compound for the pouch cell can either be created by laminating single sheets of 
electrodes and separator onto each other or by creating a z-folded separator structure 
[3]. The tab welding electrically connects the assembled electrodes. The housing for 
the pouch cell is a foil made of a deep-drawn aluminum-polymer-compound, a so 
called aluminum pouch foil. The laminated compound is simply inserted onto the 
pouch foil, and then sealed at three edges.

The main processes of cell activation comprise of electrolyte filling, formation, 
and aging [2]. The formation is the initial charging and discharging process for the 
battery cell. During the formation process, gas forms and builds up within the pouch 
foil housing. The pouch cell relies on an additional attached pouch bag, designed to 
absorb the gas formation [2]. The gas filled pouch bag is vacuumized subsequently 
then the pouch cell is sealed. The aging process is the final process step of the cell 
manufacturing. It is designed to measure the performance and the properties of the 
battery cells. After final testing and visual inspection, the battery cells are ultimately 
graded according to their performance and properties. Finally the graded pouch cells 
are packed and shipped to the customers.
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Fig. 1 The manufacturing processes of pouch type lithium-ion battery

Due to the growing demand, an automated production line for pouch lithium-ion 
cell is necessary for LIB manufacturers as it may achieve the goals of improving 
quality, increasing yield and reducing cost. The inspection done by manual opera-
tion or an automated system helps to identify defects or faults, which could result 
in malfunction of the LIB. Once the automated systems have replaced the human 
operators, they are called the automated optical inspection (AOI) systems and are 
often part of the automated production lines. 

In pouch cell activation process, the purpose of the formation is to form a stable SEI 
film on the electrode surface by charging. In the formation process, if the electrode 
tabs deviates from the accepted range, that will cause the failed charging. Therefore, 
a machine vision system should be built to automatically detect the electrode tab 
deflection. 

Recent developments in the field of deep learning [4] have inspired a new interest 
in using neural network for general image recognition tasks, such as face recognition 
[5–7], medical image application [8–10], and defect detection in industry application 
[11–13]. For the object detection applications, it can be found deep convolutional 
neural networks (DCNNs) are on the cutting edge. However, not all approaches are 
designed for real-time applications. To fast detect an object, some specific DCNNs 
were proposed, such as Fast R-CNN [14], Faster R-CNN [15], and YOLO [16]. 
Based on the Faster R-CNN model, a novel object detection algorithm called Mask 
Region-CNN (R-CNN) [17] has been proposed, which can not only classify and 
localize the object, but also can segment the object at the same time. 

In the manufacturing processes of pouch LIB, visual inspection is responsible 
for detecting defects to ensure quality for all finished products, and in general it 
needs a large amount of labor cost. Lin et al. [18] proposed a defect detection and 
segmentation method based on Mask R-CNN to inspect pouch LIB defects. Inspired 
by Lin et al. [18], in this paper, we will develop a method to detect and segment 
electrode tabs by using Mask R-CNN.



144 Y.-L. Lin et al.

This article is organized as follows. Section 2 discusses in detail the proposed 
deflection detection for electrode tabs based on mask R-CNN and Canny edge detec-
tion[19], followed by the implementation and experimental results as well as the 
conclusion. 

2 Electrode Tab Deflection Detection 

2.1 Consideration for Vision System 

Compared to the cylindrical and the hard-case cell, the number of electrodes to be 
tailored for manufacturing a pouch cell is much higher. As the electrode tabs are sheet 
type, they are easy to deflect in welding and sealing processes of cell assembly. Subse-
quently, in the formation process, if the electrode tabs deviates from the accepted 
value (in our case, the value is ±3 mm), that will cause the failed charging. Figure 2 
shows twelve pouch cells placed in a set of fixtures for formation. The upper tabs 
are negative (anode) electrodes, and the lower tabs are positive (cathode) electrodes. 
The camera is located above the middle of the set of fixtures. Since the electrode 
tab is at least 30 mm high, and due to the linear perspective created when taking 
image, it can be observed that the size of each electrode tab is different. To detect 
the deflection of electrode tab, this paper suggested capture only one pouch cell to 
avoid the deformation of the electrode tab. The captured image is shown in Fig. 3. 

Fig. 2 Captured image of 12 pouch cells in a set of fixtures
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Fig. 3 Captured image of 
only one pouch cell 

2.2 Mask R-CNN Based Electrode Tab Deflection Detection 

As the electrode tabs of pouch cell is easy to reflect light, and the deflection are with 
high degree of variability, this study try to adopt a mask inspection network method 
to detect electrode tab deflection. Since there is no publicly available dataset, we 
collected images such as shown in Fig. 3 by a machine vision system. 

This research proposed an approach to detect electrode tab deflection by using an 
instance segmentation deep learning model called Mask R-CNN, which can detect 
and segment electrode tabs. Followed by Canny edge detection method, the proposed 
method therefore can detect the electrode polarity and the deflection simultaneously. 
The following introduce the Mask R-CNN method briefly. 

The architecture of Mask R-CNN can be seen in Fig. 4. Mask R-CNN consists 
of several modules. The first is a standard CNN that serves as a feature extractor, 
called backbone. In principle, this backbone network can be any network that extracts 
image features. In our model, ResNet-101 is used as the backbone. In addition, to 
realize multi-scale detection, a feature pyramid network (FPN) is also used in the 
backbone network. 

Mask R-CNN relies on region proposals which are generated via a region proposal 
network (RPN). The RPN is a lightweight neural network that scans the image in a 
sliding window and finds candidate bounding boxes of objects. The regions that the

Fig. 4 Mask R-CNN framework for electrode tab detection of pouch cell 
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Fig. 5 Canny edge detection process: (a) input image, (b) result of Canny edge detection, (c) 
drawing the center line, (d) drawing the control line 

RPN scans over are called anchors. Anchors that overlap too much will be screened 
according to non-max suppression (NMS). The threshold value for bounding-box 
NMS is usually set to 0.5. 

Mask R-CNN replaces the somewhat imprecise RoI (regions of interest) pooling 
operation used in Faster R-CNN with an operation called RoIAlign. RoIAlign elimi-
nates the process of integral and preserves decimals, thus it is more accurate for detec-
tion and segmentation. Mask R-CNN adds a separate fully convolutional network 
(FCN) head to produce the desired instance segmentations, as illustrated in Fig. 4. 
The mask network head predicts the mask independently from the network head 
predicting the class and bonding box. This leads to the use of a multi-task loss 
function combining the loss values of classification, bonding box regression, and 
segmentation. 

After the electrode tab segmentation process by applying Mask R-CNN, this study 
further adopted the Canny edge detection operator to detect the base line for deflection 
detection. Once the base line of the original image is detected, we draw two control 
lines for detecting the deflection, as shown in Fig. 5. The location of the control lines 
are computed by the information got from prior camera calibration. If the bonding 
boxes of the electrode tabs out of the control line, it will be classified to NG. Figure 5 
illustrates the deflection detection processes using Canny edge detector. 

3 Experiments 

Since there is no publicly available dataset for deflection detection for pouch LIB, 
we collected images using a machine vision system which is installed parallel to 
the electrode tabs and the field of view (FOV) is only one pouch cell. The original 
image size is 1920 × 1080 (px) and is resized to 1024 × 1024 (px) for Mask R-CNN 
model training. Totally we collected 298 sample images. Among them, 200 samples 
were used to train the Mask R-CNN model and the other 98 samples were used as 
validation dataset. 

After image collection, the research utilized the Lableme for annotation [20]. In 
our application, the objects include anode electrode tab (red) and cathode electrode 
tab (green), as shown in Fig. 6. The vertex coordinates for one image are saved in a 
JSON file. The labeling process is a manual operation and may not be very precise. 
However, it will not affect the evaluation of the model overall. The pixels inside
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Fig. 6 Labeling for 
electrode tab 

Fig. 7 Some electrode tab deflection detection results of test dataset 

the bounding polygons corresponding to the two types of electrode tabs are given a 
value 1 and 2, and the rest of the pixels are regarded as background with a value 0. 

The proposed approach was implemented using python language based on the 
open-source libraries Keras, Tensorflow, and OpenCV. We used a ResNet-101 feature 
pyramid network model as a backbone. In total we trained for 320 epochs using 
stochastic gradient descent (SGD) and a batch size of 2 on a single NVIDIA 2080 Ti 
GPU. For the training and validation dataset, the Mask R-CNN successfully detects 
electrode tabs with 100% accuracy. To further verify the effectiveness of the proposed 
deflection detection algorithm, another 100 pouch cell images were captured under 
different lighting condition as test dataset. The test dataset consists of 37 deflection 
samples. Some detection results of test dataset are shown in Fig. 7. Though the 
classification result indicates 5% error rate in polarity (Fig. 7d), the pouch cells with 
deflected electrode tabs were all recognized. 

4 Conclusion 

Lithium-ion battery system plays an important role in the development of electrical 
vehicles. The pouch cell has distinct advantages in terms of energy and packing 
density, customized design shape, as well as manufacturing costs as comparing to 
the cylindrical and prismatic hard-case cell. It leads to a variety of applications 
in electric vehicles and the consumer electronic products. In pouch cell activation 
process, the purpose of the formation is to form a stable SEI film on the electrode
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surface by charging. In the formation process, if the electrode tabs deviates from 
the accepted range, that will cause the failed charging. Therefore, a machine vision 
system should be built to automatically detect the electrode tab deflection. In this 
paper, we studied the potential of using the instance segmentation techniques, Mask 
R-CNN, to the electrode tab deflection detection for the formation process of pouch 
lithium-ion cell manufacturing. By implementing a Mask R-CNN model and using 
Canny edge detection, it shows a remarkable performance in electrode tab deflection 
detection. 
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Comparison of Process Chains 
of Additive and Conventional 
Manufacturing 

Nikolas Zimmermann, Joachim Lentes, Sascha Schaper, 
and Andreas Werner 

Abstract Numerous companies are thinking about using additive manufacturing in 
their production processes to leverage expected potentials such as higher flexibility, 
reduced costs around tools, jigs, and spare parts as well as a reduction of costs and 
times for manufacturing of complex goods. A substitution of an existing subtractive 
production process is what comes to their mind most of the time. They hope for a 
better material efficiency and an easier and cheaper way to produce small batches of 
products. The factual circumstances, however, are often much more complex than 
some companies, especially small and medium-sized enterprises (SME), initially 
assume. To give companies a clearer idea of the implications of using additive manu-
facturing, a rough filter model and a comparison of process chains of additive and 
conventional manufacturing is presented in this paper. The analysis consists of both 
the digital as well as the physical process chain and thereby provides a holistic 
picture of changes that are implied by the usage of additive manufacturing. In order 
to provide a clear reference for manufacturing companies, the report also discusses 
facts that have been discovered in cooperation with an SME during the production 
of real customer parts. 

Keywords Additive manufacturing · Process chain · Efficiency 

1 Introduction 

Small and medium-sized enterprises (SME) form the core of the manufacturing 
industry in Germany and are often established hidden champions. Nevertheless, they 
face a lot of different challenges to retain their place in the market. The former digi-
talization of the production, limited resources, and a shorter time-to-market are only
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a few of them. Additive manufacturing (AM), also known as 3D-printing, offers the 
possibility to efficiently address these challenges when used correctly. However, the 
circumstances to implement AM in the own company are much more complex than 
initially assumed by most companies. In order to give them a better understanding 
of the necessary changes, this paper presents different efficiency aspects of AM and 
compares its process chain to a generalized one for conventional techniques. 

1.1 Previous Research 

In the past years, the number of applications for AM has significantly increased and 
thereby the technology is established in many different industries. This is why related 
research activities are still growing, and various fields are analysed by scientists all 
over the world. Current studies mainly focus on the technology for additive manu-
facturing itself and the materials used in the manufacturing process. Publications 
regarding profitability and sustainability are outnumbered [1]. 

The researchers that compare AM to conventional manufacturing analysed mainly 
three key attributes: Their general outcome is, that AM is better suited for tasks with 
high customizability and complexity whether traditional methods have advantages 
in production volume [2]. The reason for this is the high design freedom for AM 
parts. Thus, the engineers can focus more on the intended use of the products than 
the manufacturing restrictions [3]. However, the limits and coincidently the strengths 
of subtractive manufacturing are precision, surface quality and reliability. Further, 
depending on the AM technology and the use case of the part, additional post-
processing steps could be necessary to achieve design requirements [4, 5]. 

Comparing the manufacturing methods on a more detailed level, the production 
costs are often the focus of research. Various studies compare different AM technolo-
gies with injection molding regarding the fabrication of plastic parts. Hopkinson & 
Dickens are among the first who analyzed the major sources of cost for AM [6]. They 
divided them into machine, labor, and material costs. Subsequent studies mostly took 
their work as a basis. For example, Ruffo et al. developed a comprehensive cost model 
including overhead costs. They found out that particularly the machine costs, which 
depend on the production time, are one of the main cost drivers [7]. Achillas et al. 
compare PolyJet, selective laser sintering (SLS), stereolithography (SLA), fused 
deposition modelling (FDM) and injection molding regarding lead time and total 
production cost. Up to 500 parts, injection molding is the most time-consuming 
technology due to the mould, which needs to be designed and built. The lead time 
of AM technologies is dominated by their process time caused by their relatively 
low building speed. According to their study, SLS is overall the most time- and 
cost-effective AM technology [8]. 

When comparing additive and conventional manufacturing, not only the costs 
but also the environmental impact of the technologies needs to be investigated. 
There are some applications where AM is confirmed to be more environmentally 
friendly, but the assessment is very complex and depends heavily on the process
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used [9]. However, this assumption is deceptive because more factors should be 
taken into consideration. In most studies, a life-cycle assessment (LCA) is carried 
out to determine parameters such as energy consumption, material waste and emis-
sions. Faludi et al. compare different AM technologies with CNC milling and point 
out that none of the methods is categorically more sustainable. It always depends 
on the part design and which machine is used. They state that among the evaluated 
AM methods, FDM is the most environmentally friendly [10]. Paris et al. use a LCA 
to capture the environmental impact of Electron Beam Melting (EBM) and milling. 
They conclude that EBM is more sustainable for parts with complex geometries and 
shapes which would require a lot of material removal with subtractive technologies. 
In addition, they ascertain that the energy consumption of both methods is nearly 
identical [11]. Regarding additional emissions, Brent et al. investigated ultrafine 
particle output of desktop 3D-printers and characterized them as “high emitters”. He 
suggests caution when operating them in unvented rooms [12]. The German Federal 
Environment Agency confirms this problem with their study and further points out 
the high energy consumption of AM machines. On the other hand, they see potential 
regarding resource efficiency [13]. 

1.2 Objective and Approach 

With regard to previous research activities, it is made clear that most studies focus on 
a specific topic regarding AM, which often consider many details and are not suitable 
for a direct transfer into common practice. To make AM more accessible to SME, 
a more holistic approach needs to be developed. Thus, the objective of this paper is 
to enable SMEs to efficiently use AM for engineer-to-order tasks. This is addressed 
by using a systematic efficiency approach to define a filter model, which contains 
three decision guidance’s steps. This proceeding is the basis to evaluate if AM is the 
best choice for a given customer order and consequently, how efficiently it can be 
handled with AM. In the next step, the process chains of additive and conventional 
manufacturing are compared to each other. With this analysis, differences in the 
physical and digital process steps are identified. This section is complemented by 
discoveries from the practice during the production of real customer parts. Hereby, 
SMEs should get a good overview over the changes that are necessary to use AM in 
their own company. The contribution ends with a conclusion and outlook on further 
work. 

2 Efficiency Approach for Additive Manufacturing 

Many SMEs want to use AM in their production processes and thus exploit the 
numerous potentials of this new technology. In particular, the high degree of design 
freedom and the possibility of function integration in relation to the product are
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advantages that can be realized relatively easily [14]. Nevertheless, a suitable product, 
taking manufacturability into account, is the basis for an efficient production. 

Companies often underestimate the necessary changes in their overall production 
and the duration until AM can be used efficiently. To determine whether an engineer-
to-order task is really a suitable use case for AM and which potentials can ultimately 
be achieved, a filter model is introduced (Fig. 1). Before the start of production or 
in the planning phase, the customer order must pass three evaluation steps and thus 
has to show the fulfillment of three requirements: feasibility, economic viability and 
sustainability. Each of these requirements has several different attributes that must 
be considered when using AM. If the production order passes all three filters, it can 
be considered as an efficient use case for AM. The better the three requirements are 
met, the more potential can be exploited and the fewer risks come into play. In the 
end, it should be clear in which steps AM has been beneficial and in which steps 
there is still need for action to fully exploit the strengths and opportunities. 

Going one step further, an evaluation mechanism needs to be developed for all 
three filters to systematically determine the degree of efficiency. Since this under-
taking is beyond the scope of this paper, only the process chain will be analyzed in 
more detail as the main part of this study. Nevertheless, a brief overview of the three 
filters will be given in the next sections.

Fig. 1 Filter model for order evaluation 
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2.1 Feasibility 

In the first step, the customer order is checked for feasibility. As a basis for all 
subsequent requirements, it must be determined with which AM method the product 
can be manufactured and whether this method is established in the company. There are 
several manufacturing parameters for the various AM processes, such as positioning, 
orientation, slicing and hatching. When starting from scratch, it may take some time 
before parts can be built reliably and with sufficient quality. If AM itself cannot be 
fully implemented, another manufacturing method should be chosen. In addition, 
the skills of the employees must match those required for AM. When substituting 
subtractive manufacturing with additive manufacturing, it is necessary to match the 
skills of the employees. Due to the differences in technology, an employee who 
previously operated a Computerized Numerical Control (CNC) milling machine 
cannot operate a 3D printer in a simplified manner. After evaluating the required 
AM method and all necessary competencies, the process chain must be considered. 
A detailed analysis of the process steps is performed in Chapter 3 of this paper. 
According to these three areas, a manufacturing job is feasible if the appropriate AM 
method, the right competencies, and a continuous process chain are available. With 
this approach, a preliminary check is carried out, which does not yet evaluate the 
profitability of the order but checks whether it is capable of being manufactured. 

2.2 Profitability 

The profitability of the application of AM is the next filter to evaluate if an order 
can be handled with AM. Nowadays, a shorter time-to-market and a reduced product 
lifecycle are challenges, which companies face. The consequence is the need for a 
short lead time and a cost-effective production. Under certain circumstances, AM 
can help to achieve these goals. Therefore, it must be assessed if an AM process 
is less time-consuming than a conventional one. As already mentioned, the build 
time has the largest share of the entire lead time. Several studies show how it can be 
estimated in advance, for example by approximating the geometry with voxels [15]. 
Based on the lead time, a comprehensive cost model is needed to further determine 
the economic aspect of the order. An overview of different models and how they 
evolved over time is given by Costabile et al. [1]. 

2.3 Sustainability 

After a customer order is proved as efficient regarding the economic aspect, nowadays 
there is also a need regarding its sustainability. Since manufacturing processes use 
natural resources to produce goods, it should be compared how much they consume
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and in which way they influence the environment and the society. The material is one 
of the main aspects, which has impact in this regard. While the choice of material often 
comes hand in hand with the choice of the manufacturing method, it is important to 
keep aspects like waste and recyclability in mind. Especially the non-degradability of 
plastics is a big issue. Researchers already propose different ways to recycle polymers 
and use them as a feedstock for 3D printers. The implementation of AM in a circular 
economy and the use of local material supply chains offer big potentials, when 
considered early enough [16, 17]. The second aspect which comes into account, 
is the energy consumption of AM. Depending on the AM method, the machines 
still consume a lot of energy, as already pointed out in chapter 1.1. Therefore, the 
energy efficiency is a huge adjustment possibility to make AM more sustainable [13]. 
Consequently, emissions also play an important role. On one hand the carbon dioxid 
(CO2) emissions, which depend on the previously mentioned energy consumption, 
on the other hand, ultrafine particles are also an issue. 

3 Analysis of Process Chains 

The idea behind the analysis of the process chains for conventional and additive 
manufacturing was derived through the practical experience that especially SME 
are underestimating how fundamentally some steps differ from each other when 
comparing the process chains. Obviously, the process chains must be kept relatively 
general, since the details and scope of the individual steps can vary greatly depending 
on the manufacturing process selected. 

3.1 Process Chains 

The process chains of subtractive and additive manufacturing are depicted in Figs. 2 
and 3. The processes are divided into five steps. Three of them, namely the Pre-, 
In- and Post-Process, form the core and directly refer to the manufacturing method. 
Even though the representation of the subtractive process chain in this manner is 
not common, it is chosen to enable a better comparison of the different activities in 
chapter 3.2.

The development comprises steps to design a suitable product. This phase is 
generally further divided and a procedure model is used to make the development 
process manageable. Even if it is an important step of the product creation, it is not 
an element of the actual production. Therefore, it is only mentioned briefly as a basis 
for all following steps. The result of the development is a document, which carries 
all the necessary information for the manufacturing of the part. 

The Pre-Process is the first and the most crucial step of the production. The deci-
sions that are made in this step heavily influence the quality of the product. In addition, 
a good preparation enables a fluent production without unforeseen interruptions and
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Fig. 2 Process steps for subtractive manufacturing 

Fig. 3 Process steps for additive manufacturing

increasing costs. The activities involved split up into physical steps like machine 
preparation and digital steps such as data preparation or CNC programming. 

The actual production of the workpiece takes places in the next step where 
the product is in-process. This part is heavily influenced by the chosen manufac-
turing method, accordingly if material is removed or applied. However, in both cases 
supervision is necessary to ensure that mistakes are discovered as fast as possible. 

After the processing, the post-process is carried out. Several manual activities 
are necessary to bring the product in its final form. For this purpose, the workpiece 
is removed from the machine and cleaned. Further steps sometimes involve heat 
treatments or tempering to achieve certain material properties. In addition, a quality 
control needs to be carried out to determine if the product meets the requirements. 
A visual inspection is able to detect most of the surface faults. For a more detailed 
evaluation, other techniques are more appropriate.
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In the last phase, optional finishing steps could be necessary. These are gener-
ally conditioned by part specifications, which are not readily achievable with the 
selected manufacturing technology. For both process chains this might involve a 
second manufacturing process with a different method. For that reason, the finishing 
is only mentioned briefly but not covered in detail. 

3.2 Comparison 

After analyzing the two different process chains, it is noticeable that they are quite 
different. In the following, nine main differences are identified and examined in more 
detail (Fig. 4). 

(a) Major changes in the product and its development are necessary to leverage the 
potential of AM. Parts for conventional methods are restricted by the manufac-
turability. Parts for AM often have more design freedom and the function of the 
product decides its design. However, design guidelines are only in the beginning 
and not as detailed as for conventional parts. AM might change the way how 
products are designed by enabling a more agile development and replacing the 
common stage-gate approach. 

(b) AM is inherently digital. The product data is transferred directly from a 3D-CAD 
program into the printer software. There is no need for a 2D drawing, which 
mostly still is the leading document for conventional manufacturing and enables 
machine operators to manufacture the product. With AM nearly all decisions 
regarding the manufacturing process are made in the pre-Processing phase. 

(c) AM does not require tools. Conventional manufacturing methods like milling 
need multiple tools for the material removal. In addition, clamping devices are 
needed to fasten the workpiece inside the machine. For other shaping manufac-
turing technologies like injection moulding a mould must be designed and built 
before the actual production of parts can start. This requires a lot of time and

Fig. 4 Overview of main differences between AM and conventional manufacturing
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increases costs, being the main reason why AM can be more cost-effective for 
small batch sizes.

(d) The entire procedure for preparing an AM system differs fundamentally from 
conventional processes. The main task with AM is the material supply, which can 
be filament, powder or resin supply, depending on the process. Many activities 
that are necessary in conventional processes are eliminated without replace-
ment. However, depending on the process, calibration processes are necessary 
at certain time intervals. 

(e) The production planning for AM is digital and often more complex in compar-
ison to conventional manufacturing. That is a result of the various setting param-
eters during the data preparation. To understand the different effects of each 
parameter on the final product, deep knowledge and experience is required. In 
addition, standards and guidelines are still rare. 

(f) AM does not require active machine operation. During the printing process 
no action is needed unless the material application fails. The printer can run 
relatively independently. On the contrary, CNC milling machines require super-
vision and usually regular adjustments. Manual part change is still standard for 
small series. 

(g) AM quality control is limited and not as advanced as for conventional manufac-
turing. Methods like Acceptable Quality Limit sampling control or Statistical 
Process Control are common parts of the quality management systems of SME. 
However, these tools do not have established for AM yet. In addition, the process 
chain must be designed in such a way that the process quality and the resulting 
product quality are consistent and reproducible. Due to the experience of the 
SMEs, the conventional workflow is robust and usually not very error-prone. 
For AM, this goal is much more complex to reach and will require additional 
quality aspects like trained staff, comprehensive documentation, and feasible 
infrastructure [18]. 

(h) Post-Processing is generally more time-consuming with AM. One reason is 
that support structures must be removed manually, either mechanically by hand 
or chemically by dissolving them. In addition, for methods with power bed 
the cleaning is quite costly. In contrast, post-processing steps for milled parts 
like washing and deburring are usually automated and therefore do not require 
additional work effort. 

(i) Finishing requirements for AM are generally higher. Compared to conventional 
manufacturing, the achievable surface quality is quite rough, and tolerances are 
harder to maintain depending on the process. Therefore, functional surfaces have 
to be post-processed accordingly. Examples comprise bearing seats or running 
surfaces. With conventional manufacturing, the required tolerances can mostly 
be achieved right away without any external finishing steps.
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3.3 Exemplary Discrepancies in Process Chains 
of a Manufacturing SME 

The following two examples occurred in the execution of production orders of an 
SME. The point of providing these two examples here is the apparent simplicity of 
AM, which is easily faltered by unforeseen deviations. 

(a) The first example shows an irregularity in the digital process chain. During the 
execution of a production order from an automotive OEM the requested file 
was sent to the SME as a STEP (Standard for the Exchange of Product Model 
Data) file – the STEP file was directly exported from the Product Lifecycle 
Management (PLM) system of the OEM, resulting in an error in the printing 
program. The geometry could not be recognized correctly. The error could be 
corrected by first opening the file in a CAD authoring system and then exporting 
it as a STEP file. This is an example for unforeseen deviations, which delayed 
the production start of the part and shows that there are still learning curves 
regarding the usage of AM. 

(b) The second example illustrates the task shifts described in chapter 3.2. b). During 
the production process of the fitting shown in Fig. 5, the responsibility for 
component positioning was initially with the machine operator on the produc-
tion floor. The fitting was positioned in the installation space as shown on the left, 
which meant that the holes were not round due to the layer-by-layer production. 
The necessary competence on the part of the machine operator was therefore 
lacking. In the case of AM, the positioning of the component and the start of 
production can easily be transferred to indirect areas, since AM is an inher-
ently digital manufacturing technology. The illustration on the right shows the 
correctly positioned part, the assembly could be disassembled directly in the 
printing software by using proprietary data formats. 

Fig. 5 Positioning of workpieces
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4 Conclusion 

The comparison between the process chains gives a first overview of major differ-
ences between AM and conventional production processes. With the filter model, 
SME can initiate an assessment of whether production orders should be manufac-
tured additively or conventionally. The findings during the collaboration with an SME 
during the project still revealed a few discrepancies which could not been foreseen 
during the analysis phase. In the course of the project, the aspect of sustainability 
will be further examined in detail, as well as the influences of the different factors 
on each other. 
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To Detect Defects Which Are 
Three-Dimensional Changes by Using 
Their bird’s Eye View Images 
and Convolutional Neural Networks 
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Abstract The current understanding is that automating inspection is one of the most 
important issues in the manufacturing industry, and many studies are being conducted 
for automated inspection. Recently, there has been a lot of research on detecting 
defective products from images using neural networks. Previous research has focused 
on detecting only two-dimensional defects (flaws, chips, etc.) from images and not 
three-dimensional defects (warpage, overlap, etc.) using images. Additionally, the 
equipment required for 3D inspection tends to be expensive, large-scale, and costly, 
so the initial cost is high. Many manufacturing sites have not been able to introduce 
it. In this study, we perform the 3D inspection using industrial cameras introduced in 
many manufacturing sites. Specifically, we will detect 3D defects such as war pages 
of transport trays used in actual manufacturing sites from 2D images. First, since 
the captured image contains noise due to many shooting environments, appropriate 
image processing is applied to remove the noise. The two types of images used in this 
process are those taken at the actual manufacturing site and those taken in a laboratory 
with a good shooting environment. We took the tray images in the laboratory at 
different angles between 10 and 90 in 10° increments. The processed images are 
then inputted to transition trained CNNs (Convolutional Neural Networks) for deep 
learning to perform binary classification of abnormal and normal. We also use Grad-
Cam to visualize the learning to understand which part of the image the network 
focused on for classification. As a result, it shows that the network was unsuccessful 
in performing binary classification on any birds-eye view images. In comparison, the 
Grad-Cam visualization results show that the network obtained candidate features 
for tray warping, a 3D change, from the 30 to 40° images for the images taken at the 
manufacturing site and the images taken in the laboratory. 
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1 Introduction 

In our target manufacturing site, workers manually place transport trays one by 
one on the transport line, and they visually inspect the trays to remove defective 
products. The major defect in this section is the warped defect. Because of this 
defect is the easiest to fall off the transport line than other defects. However, it is also 
the defect that is most often missed by visual inspection. For this reason, automatic 
and accurate inspection is necessary, but due to the limitations of the transport line, 
it is not possible to install a 3D inspection machine. At best, it is possible to install a 
camera right above the transport line, so it is necessary to detect warpage, which is 
a three-dimensional change, using RGB overhead images. 

Since the early 1970s, automatic visual inspection has been actively researched 
using images in various manufacturing sites [1]. Additionally, 3D inspection has 
been studied since that time, and the light section method and pattern projection 
method have been tried [2]. However, these methods tend to be large and expensive 
because they use machines dedicated to 3D inspection. Recently, there has been an 
active research on methods to perform end-to-end visual inspection using machine 
learning [3–5]. The automated inspection using machine learning can be divided 
into methods based on supervised learning and unsupervised learning. Some studies 
have also used machine learning to estimate 3D information in RGB images, but the 
accuracy is not high. 

1.1 Supervised Learning 

The supervised learning-based visual appearance inspection includes work on 
cosmetic bottles by Shiraishi [6] and cast parts by Tanaka et al. [7]. Shiraishi detected 
anomalies in scratches made on the surface of a metal bottle. They targeted anoma-
lies that are simple to detect as they are well defined in the image. Tanaka et al. 
conducted an abnormality detection of casting products using images of challenges 
for visual inspection algorithms. They used simple supervised learning and semi-
supervised learning to try to detect anomalies. The detection rate is 79% in supervised 
learning, and the false positive rate is 0.12%. In semi-supervised learning, where 
defect information is added, the detection rate is 96.55%, and the false-positive rate 
is 6.11%. 

1.2 Unsupervised Learning 

In unsupervised learning for visual inspection, Tachibana et al. have used images of 
industrial products [8], and Oshima et al. have used aircraft parts [9]. They used a 
method with a self-encoder that learns only typical images [10]. When a defective
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image was input into the encoder, some parts of the image cannot be recovered 
properly. So, anomaly detection is used in this case. The method is effective when no 
significant number of defective images are available, but it is difficult to find various 
defects. In this method, since the characteristics of the self-coder, it is necessary to 
set the parameters appropriately, and its accuracy depends on the operator. 

1.3 3D Visual Inspection 

3D information estimation from images has been studied. Vincent et al. have created 
struct2depth, which can estimate depth information and camera ego-motion from 
video images using unsupervised learning [11]. The idea is that a depth image is 
obtained without using the correct depth information. However, while there are 
examples of this technique for images taken outdoors, there are no examples for 
images used indoors, such as those used in inspections. The example of the outdoor 
image shows that only rough depth estimation is possible, which indicates that it is 
not suitable for inspections where accurate values are required. 

2 Aim and Contribution of This Study 

As described above, most of the research appearance inspection using images has 
been conducted on 2D defects or those for which 3D changes are clearly shown in 
the RGB image. However, it is not enough to study which 3D changes are neither 
clearly represented in the RGB image. This study prepares three kinds of images for 
appearance inspection of transport trays used in actual manufacturing sites. (1) bird’s 
eye view images taken directly above the transport line at the actual manufacturing 
site using an industrial camera. (2) Images taken at different angles from 0° to 90° in 
a well-equipped laboratory. (3) Difference image between a quality tray image and a 
defective tray image using the images obtained in (1) and (2). Based on the (1), (2), and 
(3) images, binary classification is performed between normal and abnormal using 
CNNs with fine-tuned images. We also use Grad-Cam [12] to visualize the learning 
process to know which part of the image the network has focused on for classification. 
Therefore, we identify which part of the RGB image shows the warping of the 
tray. This study is organized as follows: 1. Description of the transport tray used in 
study 2. About image processing and Grad-cam 3. Binary classification experiments. 

3 Transport Tray 

We use three images for the experiment in this study. An RGB image taken on a 
transport line at the actual manufacturing site (Fig. 1a), an RGB image taken in a
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Fig. 1 Transport tray

laboratory where the shooting environment is well prepared (Fig. 1b), and a difference 
image created by combining these two images (Fig. 1c). The images were processed 
and cropped to emphasize the tray due to the influence of the hauling line and the 
shooting booth (Fig. 2). 
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Fig. 2 After using image processing 

4 Experiment 

4.1 Method and Condition 

In this experiment, we use three types of images for binary classification by the 
neural network. The three types of images are as follows; (1) images taken at a 
manufacturing site, (2) images taken in a laboratory, and (3) difference images. Each 
image is shown in Table 1. Each image is then visualized using Grad-CAM. 

We use two neural networks. 1st is VGG16, and 2nd is ResNet50. These networks 
have already been trained in ImageNet [13]. The final layer of this network is modified 
to adapt to tray images to perform binary classification of images. The parameters of 
the neural networks used in the experiments are shown in Table 2. The evaluation of 
the binary classification results is based on three criteria: Accuracy, Precision, and 
Recall. The heat map image obtained by Grad-CAM is evaluated visually.

Table 1 Number of images (1) Image (2) Image (3) Image 

True image (train) 54 12 50 

False image (train) 6 6 10 

True image (test) 35 12 30 

False image (test) 6 6 11 
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Table 2 Parameter setting 

Name Parameters 

Batch size 3 

epoch 500 

Optimizer Stochastic gradient descent (SGD) (learning rate:1e-3, momentum:0.9) 

Loss function Cross entropy 

Input image size 512*512(px) 

4.2 Results and Discussion 

Table 3 shows the respective evaluation values for the two types of images taken at 
the manufacturing site and the different images. Table 4 shows the evaluation values 
for the images taken in the laboratory at each angle. For Precision and Recall, we find 
an extreme difference between the defective image class and the normal image class 
regardless of the model. In the normal image class, the value is close to 1.0, but in the 
defective image class, the value is extremely low, around 0.1. The 50° image captured 
in the laboratory and classified by VGG16 has the best value, with Accuracy: 0.73, 
precision (defective class): 0.27, Recall (defective class): 0.39, which is not high. 
These results show that machine learning is mistakenly guessing many images as the 
normal product image class. In other words, it is not classifying the binary values 
correctly. Since the values are extremely different, the machine learning model may 
be causing the gradient loss of defective images (Fig. 3). 

The heat map images created by each Grad-CAM are shown in Figs. 4 and 5. 
Figure 4 shows the evident changes output from (1) and (2). Figure 5 shows the 
output image of using VGG16. From a-1 to i-1 is the image of a quality tray. These 
images are using same tray, and it was taken the image of every 10 degrees changes 
an angle. From j-1 to r-1 is the image of a defective tray. Figure 6 shows the output 
image using ResNet50. From a-2 to i-2 is the image of a quality tray, and from j-2 
to r-2 is the image of a defective tray.

We discuss the image taken at the manufacturing site: the VGG16 model reacts 
to the lower part of the outer frame of the tray. It is not a distorted part of the tray 
but a white stain on the tray. Similarly, ResNet50 reacted not to the distorted part

Table 3 The evaluation 
values for each of the two 
types of images 

Manufacturing site’s 
image 

Different image 

Accuracy (True) (0.96, 0.96) 

Accuracy (False) (1.00, 0.96) 

Precision (True) (0.09, 0.18) 

Precision (False) (0.96, 1.00) 

Recall (True) (0.09, 0.18) 

Recall (False) (0.96, 0.96)
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of the tray but the dirty part of the tray. From the manufacturing RGB images, we 
detected no tray distortions. From the laboratory RGB images, ResNet50 did not 
produce results that captured the warping of the tray. In the VGG16 results, the same 
results were not obtained at 20, 50, and 60°. In the other angles of the image, we see 
areas of strong response. This area is most likely a distortion as it is not a stain on 
the tray. In the different images, ResNet50 did not produce a heatmap image with a 
strongly reacting area. The VGG16 image emphasizes a different location than the 
other two, and this location is also not a stain on the tray, so it is most likely pointing 
to a distorted part of the tray. 

5 Conclusion 

This study tried 3D inspection from 2D images using convolutional neural networks. 
Specifically, we want to detect the warpage trouble from transport trays used in 
actual manufacturing sites from 2D images. Since verifying the deference of angle, 
we took the sample images at various angles from 0° to 90° and executed computer 
experience. In the experiment, we got the warped candidate parts of the tray from 
the heat map images by Grad-CAM with VGG16 of two kinds of images. One is 
the image taken in the laboratory, and the other is the difference image among the 
three types of images. The numerical evaluation showed that machine learning was 
impossible to classify any image. The fact that most of the Grad-CAM heatmap 
images were blue on all sides and the values of Precision and recall were extremely 
indicated that gradient loss was occurring. Additionally, VGG16, which has a deeper 
layer than ResNet50, showed better results, suggesting that a model with a shallower 
layer is more appropriate for this image. 

Our future studies aim to improve the number of image samples, the shooting 
environment and analyze the obtained heat map images. In the previous study, several 
hundred images were prepared. While in our study, the number of samples is small, 
about 50 at most. As in the following study, we should take several hundred images. 
Regarding the shooting environment, we had found that we got more meaningful 
heat map images when the images were taken in a laboratory with a good shooting 
environment than taking images in an actual manufacturing site. In this study, we 
found that the warpage of the tray was not clearly shown in the images, and features 
were minimal. Therefore, we should construct a noise-free shooting environment to 
make the warp of the tray stand out. Additionally, we should analyze in detail to 
understand the 3D changes in the RGB image and the match between the obtained 
heat map image and the actual warped parts. In the future, it is necessary to reflect the 
obtained analysis results in image processing to make the features more prominent.
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A Multi-Objective Fitness Function 
for Sequencing Robotic Assembly 
Operations with Deformable Objects 
Using a Genetic Algorithm 
with Constraint Satisfaction 

Shir Ben-David and Sigal Berman 

Abstract Constructing and optimizing an operation sequence is a major concern 
in production. However, designing high quality sequences is difficult and assembly 
sequence planning (ASP) is a NP-hard problem. Due to inherent process uncertainties 
production processes which include robotic manipulation of deformable objects, ASP 
can be even more complex than when only rigid objects are manipulated. Genetic 
algorithms (GA) are a commonly used heuristics for ASP. GA is suitable for ASP 
of robotic operations with deformable objects, which typically require addressing 
multiple objectives and which have complex production constraints. However, not 
all constraint may be explicitly known during the sequence design time. The current 
work examined ASP with different levels of known production process constraints. 
Integrating an arc consistency algorithm (AC3) for constraint satisfaction in the 
initial population generation process was implemented and compared to random 
population generation. Integrating process duration and the longest common sub-
sequence (LCS) index (to sequences of similar products) in the fitness function was 
implemented and different integration methods were compared. Results show that 
the effects of using AC3 for initial population generation depend on chromosome 
length and are not related to the rate of addressed constraints. For long chromosomes 
AC3 based generation is considerably faster than random generation. The impact 
of adding LCS to the fitness function depends on the rate of constraints addressed 
and is not related to chromosome length. When not all the production constrains are 
addressed LCS increases the number of feasible solutions obtained and is not related 
to chromosome length. 
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1 Introduction 

Assembly of deformable objects is complex since can require gentle handling and due 
to unintentional changes in object shape during manipulation which require motion 
adaptation. For human workers, such adaptations are typically trivial, however 
gentle handling and motion adaptation can be challenging for robotic systems [1, 
2]. Constructing and optimizing assembly operation sequences is a major concern 
in production as the sequence affects both assembly time and production cost [3]. 
However, assembly sequence planning (ASP) is a NP-hard problem and therefore, 
designing high quality sequences is difficult [4]. The inherent uncertainty in robotic 
assembly of products with deformable objects makes their ASP even harder. ASP 
of products with deformable object has not been widely addressed in literature. 
A possible approach that can handle process uncertainty and complexity is to use 
a two-stage method, when suspected high quality sequences are generated using 
heuristics followed by testing with a physical simulation. Since simulations with 
physical engines have non-negligible run-time the thoroughness and quality of the 
first, heuristic stage is important [5]. 

Many heuristics have been developed for optimizing ASP, among them the biolog-
ically inspired genetic algorithms (GA) is a commonly used method. GA is loosely 
based on evolution theory and provides an iterative method for searching the solu-
tion space [4, 6]. Starting with an initial population of solutions, in each iteration 
the algorithm tries to improve the solutions using crossover and mutation functions 
and retains only the best solutions for the following iteration. GA offers a straight-
forward way to represent assembly sequences which can be iteratively optimized 
based on a fitness function. Among the advantages of GA are the straight-forward 
incorporation of fitness functions with multiple objectives and their flexibility in 
interpreting constraints [4]. These, make them suitable for ASP of robotic operations 
with deformable objects, which typically require addressing multiple objectives and 
which have complex constraints. 

GA are greedy algorithms in terms of execution time and many iterations may 
be required for optimizing the solution. The initial population largely effects both 
convergence speed and the quality of the final solution [7]. Methods for generating a 
high-quality initial population that will converge faster towards the global optimum 
is an import research question [6, 8–10]. Assembly operations form interactions 
between objects, and are defined by the connection between the objects (glue, snap, 
etc.). Priority constraints detail which interaction must be handled first and prox-
imity constraints requires contiguity between interactions. Zouita et al. [8] suggest 
integrating a constraint satisfaction problem (CSP) for the initial population gener-
ation. CSP is a powerful tool for modeling and solving combinatorial problems [8]. 
However, finding a solution to CSP is also NP-hard. Several filtering techniques have 
been developed for reducing the required search space [11]. Among the widely used 
techniques is Arc consistency [8, 11–13]. Arc consistency is suitable for handling 
binary constraints and guarantees that all the constraints regarding values of each
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variable in the solution domain can be satisfied by at least one value of the other vari-
ables [8]. The arc consistency3 (AC3) algorithm balances simplicity with efficiency 
as it maintains only a relatively small number of data structures during search [8, 11]. 
Another way to reduce execution time and improve quality is to look at similarity 
to previously found solutions. Such a resemblance can be measured by the longest 
common subsequence (LCS) index. LCS examines the relative order of actions yet, 
it does not mandate their consecutive positioning. This provides LCS the ability to 
inspect and gain insights for product variety. 

The current work suggests a GA variant that applies constraint satisfaction 
with AC3 for initial population generation and integrates time duration, LCS, and 
constraint satisfaction in a multi-objective fitness function. The method is integrated 
with a database which stores information regarding the assembly process: products, 
assembly operations, assembly constraints, equipment, objects, and sequences of 
similar products. The database facilitates generation of feasible solutions based on 
both product assembly requirements and workcell capabilities. It additionally facil-
itates measuring similarity to sequences of similar products. Since not all constraint 
may be explicitly known during the sequence design time, different levels of known 
production process constraints are examined. We hypothesize that integration of AC3 
will lead to faster generation of the initial chromosome population. We further hypno-
tized that integration of LCS with the fitness function will improve the quality of 
generated solution, depending on the percentage of specifically defined constraints. 

2 Method  

2.1 Environment 

Nine products, which were variants of three product types (a smart light, a medical 
infusion kit, and a plastic lid) (Table 1) were tested. The algorithms were implemented 
using Python 3.7 with a PyCharm (JetBrains, The Netherlands) environment with a 
Windows 10 64-bit operating system running on an Intel Core i9-9900 K 3.60 GHz 
processor with 32 GB RAM.

2.2 Sequence Computation 

For generating the initial population, relevant assembly operations are extracted from 
the database according to object material, available equipment, and the interaction 
type. The operations are divided into groups according to the interaction type and the 
number of interaction types defines the length of the chromosomes. One operation is 
randomly selected from each group and the set continues to the constraint satisfaction 
problem (CSP) algorithm to find a feasible location for each assembly operations in
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Table 1 The tested product 

Product Variant # Robotic arms Components 

Smart light 1 1 2 wires, 1 panel with 3 reflectors 

2 1 6 wires, 1 panel with 3 reflectors 

3 1 2 wires, 1 panel with 3 reflectors, 1 dimmer 

Medical infusion kit 1 2 1 hose, 2 connectors 

2 2 1 hose, 2 connectors, 1 nozzle 

3 1 1 hose, 2 connectors 

Plastic lid 1 2 1 square lid, 1 square gasket 

2 2 1 elliptical lid, 1 elliptical gasket 

3 1 1 square lid, 1 square gasket

the assembly sequence according to the constraints. Each chromosome of the initial 
population is a constraint satisfaction problem solution, and each gene represents a 
variable (assembly operation). The input to the constraint satisfaction algorithm is the 
chosen set of assembly operations and their priority and proximity constraints which 
detail the assembly ordering constraints. Here is an example of the formalization of 
the problem for three assembly operation (ao1—ao3): variables: {ao1, ao2, ao3}, 
domains: {di = {1,2,3} for i= 1,2,3}, and constraints: {ao1 < ao3 (priority constraint), 
ao1 + 1 = ao2 (proximity constraint)} meaning, ao1 has to be assemble before ao3 
and ao2 has be to assemble right after ao1. 

The constraint satisfaction algorithm begins with AC3 that is performed on the 
operations. Its objective is to lower the dimension of the possibilities for arranging 
the operations in the sequences and thus to simplify the problem. At the end of 
the algorithm, the problem of arranging the operations is solved maintaining arc 
consistency—for each value in the operation domain (possible location in sequence), 
there is some value in all other domains that satisfied this value (adheres to the 
productions constraints). The second algorithm is back tracking (BT). Its purpose 
is to deal with most situations where there is more than one value in operation’s 
domains. Therefore, it is necessary to select a single value, i.e., a specific location for 
each operation. The choice of value for each operation should consider the production 
constraints but also provide a different value for each operation which constitutes its 
serial number within the assembly sequence. For each set of assembly operations that 
arrive to the CSP algorithm, each BT solution produced creates one chromosome. 
Initial population generation will continue until there are in chromosomes in the 
population described in Fig. 1.

Once the initial population is found according to the assembly constraints, the 
GA is iteratively executed with a fitness function that integrates production time 
(calculated in Eq. 1), which is a classical assembly performance measure for assembly 
sequence planning, and resemblance to existing assembly sequences of products in 
the same field. The resemblance index implemented using LCS, compares the new 
generate sequence, to similar sequences of products from the same field that have been
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Fig. 1 Pseudo code for initial population generation with CSP

validated and tested. The resemblance is calculated according to the connection type 
of each assembly operation in the sequence (connection type between the components 
in the operation), i.e., the connection type of each assembly operation and its location 
in the sequence are compared to those of the validated sequences. For each possible 
chromosome ci, calculated the LCS index to all similar chromosomes cj in the same 
field. The input to the lcs is two lists with the connection type of the assembly 
operations in the sequence in the relative order. For lcs (ci, cj) ci has length m, and cj 
has length n, where i, j denote the place in the chromosome 0≤i≤m, 0≤j≤n and A 
is the array for storing the iterations values as in Eq. 2. The value of the resemblance 
index is determined to be the maximum similarity of the tested sequence against 
all validated sequences in the field (Eq. 3). The fitness function combines the two 
metrics, production time and LCS using a weight parameter α as shown in Eq. 4 in 
order to maximize the value and the quality of the solutions. 

PD(ci ) = 
1

∑k 
j=1 Tj 

max 1(∑k 
j=1 Tj

)
k, the length of ci, Tj the duration of operation j in ci 

(1) 

lcs
(
ci [m], c j [n]

) = 

⎧ 
⎪⎨ 

⎪⎩ 

A[i, j] = 0 i f  i  = 0 or j = 0 
A[i, j] = A[i − 1, j − 1] + 1 i f  i, j > 0 and ci [i] = c j [i] 
A[i, j] = max((A[i − 1]), (A[ j − 1])) other wise  

(2)
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Table 2 Fitness function methods 

h1 h2 h3 s1 s2 s3 

Percentage of 
constraints 
(%) 

100 100 100 60 60 60 

Fitness 
function 

LCS: 
threshold 
Duration = 1 

LCS = 0.5 
Duration = 
0.5 

Duration LCS: 
threshold 
Duration = 1 

LCS = 0.5 
Duration = 
0.5 

Duration 

LC S(ci ) = Max
(
lcs

(
ci, c j

))
c j ∈ {set of similar chromosomes in the same field} 

(3) 

FC(Ci ) = α ∗ PD(Ci ) + (1 − α) ∗ LC S (4) 

2.3 Experimental Procedure 

For testing the generation of the initial population with CSP we compared the results 
to random generation [8]. Twenty repetitions were performed for each method and 
variant, and three rates of assembly constraints were used, 100, 60, 20% (20·2·9·3 
= 1080 runs). The size (n) of the required initial population was set to 10 in all runs 
and the time was limited to 600 s (10 min). The weight parameter was set to 0.5 in 
all the runs. 

The initial population for testing the fitness function was based on the initial 
population created using AC3 with the suitable percentage of constraints. For each 
constraint level, three fitness functions were defined according to the relation between 
production time and LCS in the fitness function. The relations tested (Table 2) 
included (1) threshold based on chromosomes with LCS index above 50%, and 
quality computed based on process duration (2) Quality based on equal wieghts of 
process duration and LCS (3) Quality based on process duration, no regard to LCS. 

2.4 Analysis and Statistical Analysis 

For testing the generation of the initial population, we checked the number of variants 
for which the initial population converged to a solution faster with the CSP than with 
random generation. We only tested an observation that converged to a solution. We 
computed the two-sample-t confidence interval (Welch) for independent samples 
with a two-sided hypothesis. The null hypothesis was that the initial population run-
time is equal in both generation methods: csp and random. We tested the hypotheses 
with a confidence interval of 0.95.
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For testing the multi objective fitness function, we measured the number of feasible 
sequences out of the total sequences produced and converged for each variant, and we 
measured the processing duration for each variant and fitness function. We performed 
an ANOVA test for each variant to examine the difference in process duration between 
the different fitness functions. We also tested the Bernoulli distribution for feasible 
sequences when not all the assembly constraints were given. 

3 Results 

3.1 Initial Population Generation 

The results of the initial population generation are summarized in Table 3. For  the  
smart light product (chromosome length relatively long) we rejected the null hypoth-
esis for any percentage of constraints and found that the initial population with the 
CSP converges faster. For variant 2 and 3 of the smart light product, the random initial 
population generation could not find ten feasible chromosomes in 600 s and therefore 
did not converge to even one solution. For variant 2 of the smart light (the longest 
one) none of the observations were able to produce a single feasible chromosome in 
the given time for any constraint percentage. However, for variant 3, about 10 obser-
vations produced 1–3 feasible chromosomes (but not 10) in the given time. For the 
medical infusion kit (medium chromosome length), for some constraint percentages 
we reject the null hypothesis (csp run-time was shorter), and for some the differ-
ences were not significant. For the plastic lid product (short chromosome length) we 
do not reject the null hypothesis, except for constraints percentage of 60,20 in variant 
3, in which once SP run-time is shorter and in once random is shorter. To summa-
rize, we examined the effect of each of the factors: chromosome length, algorithm 
(random/CSP), and percentage of constraints versus time of initial population gener-
ation. The length of the chromosome, the algorithm, and the interaction between the 
length of the chromosome and the algorithm were found to be significant (significant 
code ***) but the percentage of constraints was found to be insignificant.

3.2 Multi Objective Function 

The results of examining the multi objective function are summarized in Table 4. 
For the probability of feasible sequences, when 100% of the assembly constraints 
were given to the problem, as expected, all sequences were feasible. The results for 
the case when not all assembly constraints were given the problem varied, for s1 the 
percentage of the feasible sequences out of the total converged sequences was 0.501, 
for s2 0.705 and for s3 0.511. It can be seen that in terms of generating feasible 
sequences method s2 is preferable. The threshold value of the LCS may have been
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Table 3 Initial population experiment results 

Product Variant 
(Chromo-some 
length) 

Num of 
converged 
observations 
CSP 

Num of 
converged 
observations 
random 

Mean initial 
population run-time 
CSP 

Mean initial 
population 
run-time 
random 

P-value 

Smart 
light 

1 (12) 20, 20,20 19, 18,19 10.025, 9.947, 11.107 430.348, 
405.936, 
431.812 

***, 
***, 
*** 

2 (32) 20,15,20 0,0,0 27.950, 207.697, 
79.467 

– – 

3 (13) 20,20,20 0,0,0 11.143, 10.811, 
10.763 

– – 

Medical 
infusion 
kit 

1 (7) 20,20,20 20,20,20 5.950, 5.882, 5.784 6.060, 
5.893, 5.891 

ns, ns, 
** 

2 (8) 20,20,20 20,20,20 6.701, 6.719, 6.730 6.905, 
6.843, 6.816 

***, 
***, ns 

3 (7) 20,20,20 20,20,20 5.973, 5.838, 5.822 6.093, 
5.847, 5.925 

0.06, 
ns, ns 

Plastic 
lid 

1 (5) 20,20,20 20,20,20 4.210, 4.184, 4.292 4.183, 
4.167, 4.118 

ns, ns, 
ns 

2 (5) 20,20,20 20,20,20 4.198, 4.185, 4.182 4.239, 
4.193, 4.197 

ns, ns, 
ns 

3 (5) 20,20,20 20,20,20 4.144, 4.166, 4.209 4.164, 
4.095, 5.018 

ns, 
***, 
*** 

Each cell summarized the results for the three percentages of constraints in the following order 100%, 
60%, 20%. In bold the significant values, *** < 0.001, ** < 0.01, ns = not significant.

too low and most of the sequences were above it. Therefore, the use of the LCS 
threshold not meaningful. However, when the LCS index was incorporated into the 
fitness function as in s2, a higher number of feasible sequences was achieved. The 
results from the ANOVA of the process duration indicated significance for the medical 
infusion kit. The process duration of h1–h3 methods (100% constraints) was shorter.
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4 Conclusions 

The effects of using AC3 for initial population generation depend on chromosome 
length and are not related to the rate of presented constraints. For long chromosomes 
AC3 based generation is considerably faster than random generation. For short chro-
mosomes using AC3 is equivalent to random generation. The impact of adding LCS 
to the fitness function depends on the rate of constraints presented and is not related 
to chromosome length. When not all the production constrains are presented, LCS 
increases the number of feasible solutions obtained and is not related to chromo-
some length. When all the production constraints are presented, addition of LCS 
does not affect the number of feasible solutions obtained. These findings can be used 
to direct sequence generation based on product characteristics and the availability of 
the production process constraints. 
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A State Tracing Method for the System 
Data Obeying Poisson Distribution 

Shuto Tanabashi, Yuto Torisaka, Yasuhiko Takemoto, and Ikuo Arizono 

Abstract In the case that abnormality in a state of systems is found, identifying 
when the state in the system changed, that is, identifying the change-point is helpful 
to investigating the cause of the system abnormality and dealing with it. In our 
research, a method of identifying change-points and tracing the system state has 
been discussed based on the data from the system, when the characteristic values 
representing the system state obey the Poisson distribution. Specifically, based on 
the likelihood theory and information statistics, a method of selecting the best statis-
tical model for explaining the state changes of the system has been proposed as the 
state transition tracing method. Then, the effectiveness of the proposed state tracing 
method has been verified through numerical simulation. In addition, an application 
example of inferring the cause of state changes from the outcome of our proposed 
method has been shown. 

Keywords Change point detection · Information criterion · Poisson distribution ·
Maximum likelihood method 

1 Introduction 

When abnormality is detected in a system, identifying the point in time that the 
abnormality occurred is useful for investigating the cause of the system abnormality. 
The method of determining the point of occurrence of abnormality is generally called 
change-point detection, and various studies have been practiced on change-point 
detection of process condition in production systems [1–4]. For example, Samuel
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and Pignatiello [2] have proposed a method of estimating the point that the Poisson 
rate parameter has changed in a system based on the maximum likelihood theory, 
in the situation that the system state is described by a Poisson distribution. These 
studies on the change-point detection based on the maximum likelihood theory have 
supposed the situation where the change of state occurs at just once. 

However, it is possible that the state change has occurred multiple times instead 
of just once until abnormality is detected. Hence, a method of estimating the state 
change-points considering the possibility that the state changes multiple times before 
abnormality in the system is detected might be necessary. In such cases, although 
the maximum likelihood theory might detect change-points if the number of system 
changes is specified, else if, it is not suitable for simultaneously estimating the number 
of system changes and detecting change-points. Therefore, in the case that the number 
of system changes is unknown, the method of identifying the number of change-
points is required in addition to the maximum likelihood theory. 

Hence, Takemoto and Arizono [5] have investigated a method of estimating the 
state change-points considering the possibility that the state changes multiple times 
before abnormality in the system is detected. In Takemoto and Arizono [5], the Akaike 
Information Criterion (AIC) [6], expanding the concept of the maximum likelihood 
theory, has been applied in order to construct a state transition tracking method of 
detecting the multiple state change-points. In concrete, the state transition tracking 
method of detecting the multiple state change-points about mean and variance in the 
case that the system state is described by normal distribution has been proposed [5]. 
Note that AIC considers the number of parameters describing the statistical model 
in addition to the goodness of fit between the data and the statistical model regarding 
the likelihood. 

This paper discusses a state transition tracking method of extracting changes in 
the state of a system based on the observed data of characteristic values in a situation 
where characteristic values obey a Poisson distribution. Note that this study deals 
with the situation where there may be multiple change-points in the rate parameters 
of the Poisson distribution. Thereby, based on the concepts of maximum likelihood 
theory and information statistics, we propose a state transition tracking method of 
selecting the most preferred statistical model for the temporal state change of a system 
characterized by a Poisson process. In addition, the effectiveness of the proposed 
method is verified through several numerical examples. 

2 Change-Point Detection in a Single State Change 

First, we explain the maximum likelihood method of estimating the Poisson rate 
parameter in the case of the change-point detection under the assumption of a single 
state change for the Poisson distribution (See Samuel and Pignatiello [2]). When the 
observed data x follows the Poisson distribution of parameter λ, the probability mass 
function of the Poisson distribution of parameter λ is given by
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f (x) = 
λxe−λ 

x ! (1) 

Under this Poisson distribution assumption, suppose that each data xi , i = 
1, · · ·  , n is obtained by the i th observation. In this case, the log-likelihood function 
is given as 

log L = 
nΣ

i=1 

{xi log λ − λ − log(xi !)} (2) 

From this first-order condition on the log-likelihood function in Eq. (2), the 
maximum likelihood estimator for λ is obtained as follows: 

λ̂ = 

nΣ
i=1 

xi 

n 
(3) 

Now, we assume a situation where the Poisson rate parameter of the initial state 
is known as λ = λ0 and the state changes just once. Such a situation is assumed as 
the following statistical model: 

λ =
{

λ0, i = 1, · · ·  , τ,  
λ1, i = τ + 1, · · ·  , T , 

(4) 

where λ1 means the Poisson rate parameter after the state change, τ is the point 
of state change, and both of them are unknown. In addition, T is the number of 
observations. By fitting Eq. (3) to the statistical model in Eq. (4), the maximum 
likelihood estimator of λ̂1 is expressed by 

λ̂1 = 

TΣ
i=τ +1 

xi 

T − τ 
(5) 

Therefore, the maximum log likelihood for λ1 is given as 

log L = 
τΣ

i=1 

(xi log λ0 − λ0 − log(xi !)) + 
TΣ

i=τ +1 

(xi log λ̂1 − λ̂1 − log(xi !)) 

= 
TΣ

i=τ+1

{
xi log 

λ̂1 

λ0 
−

(
λ̂1 − λ0

)}
+ C. 

(6) 

Remark that C is constant as
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C = 
TΣ

i=1 

{xi log λ0 − λ0 − log(xi !)} (7) 

Furthermore, the maximum likelihood estimator of τ can be defined as follows: 

τ̂ = arg max 
1≤τ ≤T 

TΣ

i=τ +1

{
xi log 

λ̂1 

λ0 
−

(
λ̂1 − λ0

)}
(8) 

In the statistical model described as Eq. (4), the estimators of the Poisson rate 
parameter and the change-point are obtained based on Eqns. (5) and (8). 

3 A Method of Tracking State Transition 

In this study, we consider the state transition tracking method in the situation of 
supposing multiple change-points for the Poisson rate parameter. We assume that 
the observed data xi up to the first change-point follows a Poisson distribution with 
a specified parameter λ0. Further, assume the Poisson rate parameter has changed 
K times until reaching the observation point T and λk indicates the Poisson rate 
parameter after the (k − 1) th change-point. In this case, the statistical model for the 
Poisson rate parameter change process in the observation point T is expressed as 
follows: 

λ(K ) = 

⎧ 
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

λ0, i = 1, · · ·  , τ0, 
λ1, i = τ0 + 1, · · ·  , τ1, 
... 

λk, i = τk−1 + 1, · · ·  , τk, 
... 

λK , i = τK −1 + 1, · · ·  , τK (= T ). 

(9) 

Note that τ0, · · ·  , τk, · · ·  , τK −1 denote the change-points for the Poisson rate 
parameter, and λ1, · · ·  , λk, · · ·  λK describe the Poisson rate parameters after change 
of the system state at τ0, · · ·  , τk, · · ·  , τK −1. Note that λ0 is the specified initial 
Poisson rate and τk = T is the terminal point in time. λ(K ) ≡ (λ 1, · · ·  , λk, · · ·  , λK ), 
τ (K ) ≡ (τ0, · · ·  , τk, · · ·  , τK −1) and the total change number K are the model descrip-
tion parameters. And then, since these parameters λ(K ) and τ (K ) are unknown, so 
they should be estimated in the identification for the statistical model. That is, our 
problem of the identification for the statistical model in Eq. (9) is defined as the 
optimum estimation problem for the unknown parameters K , τ (K ), and λ(K ) .
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First, by fixing K and τ (K ), consider to estimate the Poisson rate parameters λ(K ) . 
The log-likelihood function l(λ(K ) ) for the Poisson rate parameters λ(K ) under the 
statistical model in Eq. (9) prescribing K and τ (K ) is given by

l(λ(K ) ) = 
KΣ

k=0 

τkΣ

i=τk−1+1 

{xi log λk − λk − log(xi !)} (10) 

where τ−1 ≡ 0. Based on Eq. (10), under the fixed parameters K and τ (K ), the  
maximum likelihood estimator of λk can be obtained as 

λ̂k = 1 

τk − τk−1 

τkΣ

i=τk−1+1 

xi , k = 1, · · ·  , K . (11) 

In this case, under the set of maximum likelihood estimators of rate λ̂ 
(K ) = 

(λ̂ 1, · · ·  , λ̂k, · · ·  , λ̂K ) given by Eq. (11), the set of maximum likelihood estimators 
τ̂ (K ) = ( ̂τ0, · · ·  , τ̂k, · · ·  , τ̂K −1) of the change-points τ (K ) are given to satisfy the 
following relation: 

τ̂ (K ) = arg max 
τ (K )

l( ̂λ 
(K ) 

) (12) 

Note that we can transform the log-likelihood function as follows:

l(λ̂ 
(K ) 

) = 
KΣ

k=0 

τkΣ

i=τk−1+1

{
xi log λ̂k − λ̂k − log(xi !)

}

= 
KΣ

k=1 

τkΣ

i=τk−1+1

{
xi log 

λ̂k 

λ0 
−

(
λ̂k − λ0

)}
+ 

TΣ

i=1 

{xi log λ0 − λ0 − log(xi !)} 

= 
KΣ

k=1 

τkΣ

i=τk−1+1

{
xi log 

λ̂k 

λ0 
−

(
λ̂k − λ0

)}
+ C. 

(13) 

Therefore, the optimization problem in Eq. (12) can be represented as the 
following dynamic problem (DP) as follows: 

max 
τ (K ) 

DK (τ (K ) ) = max 
τK −1 

⎧ 
⎨ 

⎩ 

τKΣ

i=τK−1+1

{
xi log 

λ̂K 

λ0 
−

(
λ̂K − λ0

)}
+ max 

τ (K −1) 
DK −1(τ (K −1) ) 

⎫ 
⎬ 

⎭, 

(14) 

where
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⎧ 
⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎩ 

D0(τ (0) ) ≡ 0, 

Dm(τ (m) ) ≡ 
mΣ

k=1 

τkΣ

i=τk−1+1

{
xi log 

λ̂k 

λ0 
−

(
λ̂k − λ0

)}

= 
τmΣ

i=τm−1+1

{
xi log 

λ̂m 

λ0 
−

(
λ̂m − λ0

)}
+ Dm−1(τ (m−1) ), m = 1, · · ·  , K . 

(15) 

Remark that τ̂ (m) 
, m = 0, · · ·  , K − 1, means τ̂ (m) = ( ̂τ0, · · ·  , τ̂m), and the 

parameters τm+1, · · ·  , τK −1 are given outside the stage m for determining τm in DP 
formulated like Eq. (14). 

As the above, the problem of estimating the parameters K , τ (K ) and λ(K ) can 
be specified based on the maximum likelihood theory. However, if the fitness of 
the statistical model to the data is simply considered, the statistical models with the 
large number of change-points are preferred, that is, the number of change-points 
might be equal to the number of observations. This result clearly leads to overfitting 
problems. Therefore, with the intention of solving this problem, we consider that 
the Akaike Information Criterion (AIC) should be employed as the criterion for 
the preferred model selection. By using AIC, we can select adequately the statistical 
model by considering the balance between the likelihood for the data and the number 
of unknown parameters. In concrete, AIC for the statistical model selection under 
consideration is defined as follows: 

AI  C(K ) = −2l( ̂λ 
(K ) 

) + 2BK , (16) 

where BK indicates the number of model parameters to be estimated in the statistical 
model. In this case, since the statistical model has been defined by τ (K ) and λ(K ) , 
BK is given as 

BK = 2K (17) 

As a consequence, based on AIC, the number K of the change-points can be 
decided as 

K̂ = arg max 
K 

AI  C(K ) (18) 

4 Numerical Verification 

To verify the effectiveness of the proposed state transition tracking method, we apply 
it to the analysis of time series data on the Poisson random numbers generated under 
a scenario defined by some Poisson rates and change-points, and then confirm that
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Table 1 Scenario for 
verification 

λ τ 
λ0 20 τ0 8 

λ1 5 τ1 19 

λ2 25 τ2 24 

λ3 35 τ3 40 

λ4 15 τ4 50 

Table 2 Estimated values by 
numerical verification

λ̂ τ̂ 
λ0 20.0 τ̂0 8 

λ̂1 5.55 τ̂1 19 

λ̂2 25.2 τ̂2 24 

λ̂3 34.0 τ̂3 40 

λ̂4 14.3 τ4 50 

the estimated Poisson rate follows the state change as in the scenario. Table 1 shows 
the scenario used in this numerical verification. We set the number of observations 
to T = 50 and the number of changes to K = 4. The analysis results for Poisson 
random numbers generated under the scenario defined in Table 1 are shown in Table 
2 and Fig. 1. 

From Fig. 1, the estimated the Poisson rate parameters seem to fit the data well. 
Through the comparison between Tables 1 and 2, it can be seen that all the change-
points are estimated accurately. The increase and decrease of the Poisson rate param-
eter at each change-point are also estimated accurately. These results indicate that

Fig. 1 Numerical simulation 
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the proposed method of state tracking is effective in extracting the change-points of 
state changes and inferring the point in time when the cause of the change should be 
investigated. 

5 Conclusion 

It is an important issue in system management that the causes of state changes are 
inferred and verified based on the state change-points obtained by analysis, and 
that these factors can be linked to the next actions. We have successfully proposed 
a state transition tracking method for state changes of the system data obeying a 
Poisson distribution. Specifically, this study has dealt with the situation where there 
are multiple change-points in the Poisson rate parameter, and the most preferred 
statistical model describing such a situation has been selected using maximum like-
lihood theory and AIC. Then, the effectiveness of the proposed state transition tracing 
method has been verified through numerical simulation. By using the proposed state 
tracing method, the change-points for the Poisson rate parameters can be estimated 
adequately. It is seen that the information about the change-points is important for 
identifying the causes that varied the state of systems. If we could detect the causes 
that varied the state of systems, the next action for the further operation and manage-
ment can be planed based on the useful information about the causes that varied the 
state of systems. 
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Applying Data Driven Approach 
to Cluster Components for Preventive 
Maintenance 

Ping Yu Hsu, Hong-Tsuen Lei, Ming-Shien Cheng, and Tzu Fan Yuan 

Abstract McKone et al. (J Oper Manag 19:39–58, 2001) proposed Total Preven-
tive maintenance (TPM), Just in time (JIT) and Total quality management (TQM) 
to contribute significantly to manufacturing performance (MP) and TPM could be 
considered as a part of the manufacturing strategy. The use of preventive maintenance 
in equipment maintenance could effectively reduce machine occurrence and reduce 
machine efficiency due to failure (Niu et al. in Reliab Eng Syst Saf 95:786–796, 2010; 
Panagiotidou and Tagaras in Eur J Oper Res 180:329–353, 2007; Swanson in Int J 
Prod Econ 70:237–244, 2001). Many studies in the past have applied the concept of 
total preventive maintenance (TPM) to equipment maintenance to reduce downtime 
and improve machine efficiency effectively (Panagiotidou and Tagaras in Eur J Oper 
Res 180:329–353, 2007; Swanson in Int J Prod Econ 70:237–244, 2001). Utilizing 
preventive maintenance can reduce machine’s shutdown and improve the equipment 
efficiency. The traditional total preventive maintenance methods focused on main-
taining single component. The research, however, strives to maintain a group of 
components to further reduce the maintenance time. The components were clustered 
into group according to their distributions of lifespans. The clusters that saved the 
most maintenance costs are recommended to managers for maintenance scheduling. 
The methodology was applied to an auto component company for experiments. The 
results showed that OEE was improved from 81 to 84%. 
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1 Introduction 

McKone et al. [1] proposed Total Preventive Maintenance (TPM), Just in Time 
(JIT) and Total Quality Management (TQM) to contribute significantly to manu-
facturing performance (MP) and TPM could be considered as a part of the manufac-
turing strategy. The use of preventive maintenance in equipment maintenance could 
effectively reduce machine occurrence and reduce machine efficiency due to failure 
[2–4]. 

However, excessively frequent maintenance could also result in wasted time and 
cost associated with repairing parts. Therefore, in addition to the concept of preven-
tive maintenance in the maintenance process, it was necessary to use the past infor-
mation to set the appropriate preventive maintenance time. Such a model, in addition 
to increasing the efficiency of the production line to bring more profits, could also 
achieve the goal of preventive maintenance at a lower cost [5, 6]. 

There were some previous studies had considered the issue of reliability-based 
periodic comprehensive total preventive maintenance (TPM) planning for systems 
with degraded components [7]. Their goal is to maintain a level of reliability while 
minimizing overall maintenance related costs. The algorithm has an effective advan-
tage rule that reduces the number of nodes created; the algorithm determines the 
number of maintenance interventions before each replacement to minimize the total 
cost over a limited time frame. 

The others used different preventive maintenance methods. For example, genetic 
algorithms are used to calculate TPM plans rather than using manual calculations 
to minimize maintenance costs [8, 9]. It combined the production planning and the 
maintenance planning together to reduce downtime on the production line to find 
the appropriate maintenance time by statistical methods. However, most of these 
methods were used for preventive maintenance of individual components to minimize 
prevention. 

This study added the concept of total preventive maintenance to routine mainte-
nance to find out when parts should be prevented. In the study, the similarity of the 
part life data would be analyzed first, and then the similarity of the results would be 
converted into the distance matrix and the parts would be clustered. Then calculate 
the time and cost that individual groups could save, and select the appropriate group 
as the basis for preventive maintenance strategy. In the research work, by analyzing 
the information of the auto parts manufacturing plant, the appropriate preventive 
maintenance strategy is proposed. Then, this study putted all the parts on the produc-
tion line into groups that could be grouped for preventive maintenance, and estimated 
the time and cost of the preventive maintenance strategy compared to the original 
maintenance strategy. The results showed that the proposed preventive maintenance 
strategy can effectively reduce downtime and increase the production rate and OEE 
of the production line. 

However, due to the difference in the maintenance cycle of the parts, the parts 
would need to be maintained at different times. The more parts there were, the more 
intensive maintenance was required. When setting the maintenance cycle, consider
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the maintenance cycle of other parts, adjust the maintenance time appropriately, and 
maintain the parts with similar maintenance time together. This method was used 
to improve the prevention and maintenance management of related equipment in a 
casting foundry plant. This method is used to improve the prevention and maintenance 
management of related equipment in foundry foundries. The data collection and 
analysis results for component life have successfully increased OEE from 81 to 
84%. 

The remainder of this paper is organized as follows. Section 2 describes previous 
studies. Section 3 establishes the proposed methodology. Section 4 presents the data 
collection and describes the analysis results. Finally, Sect. 5 presents a discussion 
and offers a conclusion. 

2 Related Work 

McKone et al. [1] presented an empirical analysis of Total Production Maintenance 
(TPM), Just in Time (JIT), Total Quality Management TQM) recognized as a strong 
contributor to manufacturing performance (MP), and TPM which could be considered 
as a part of the manufacturing strategy. 

The use of preventive maintenance in equipment maintenance could effectively 
reduce machine occurrence and reduce machine efficiency due to failure [2–4]. 

The concept of preventive maintenance could be used in routine maintenance, and 
the time at which parts should be prevented and maintained is different because of the 
difference in the maintenance cycle of parts. It could be divided into two categories, 
one is preventive maintenance strategy based on cost orientation and the other is 
preventive maintenance strategy based on cycle time. 

2.1 Preventive Maintenance Strategy Based on Cost 
Orientation 

There were many different preventive maintenance methods in the current study. For 
example, computing a TPM plan through genetic algorithms minimizes labor and 
cost [8, 9]. 

Doostparast et al. [10] proposed a reliability-based preventive maintenance 
strategy. The goal was to maintain a certain level of reliability at a minimum cost. 
The proposed cost function strategy includes maintenance costs, replacement costs, 
system downtime costs, and random failure costs. The reliability of the maintenance 
equipment was limited by the minimization of the cost function. The cost perspective 
in reliability theory proposed a preventive maintenance strategy for random working 
hours.
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Chang [11] proposed an optimal maintenance strategy based on equipment usage 
time, and choose the right maintenance strategy to achieve the lowest average cost 
rate based on previous strategies [5, 6]. 

2.2 Preventive Maintenance Strategy Based on Cycle Time 

Wan et al. [12] collected a large amount of information generated by the manu-
facturing industry and set the preventive maintenance based on data driven. The 
mechanism of preventive maintenance could effectively improve the efficiency of 
manufacturing production. Cassady and Kutanoglu [13], Sortrakul et al. [14] investi-
gated the preventive maintenance program in conjunction with the production plan. 
Because of the production plan and maintenance plan would affect each other. 

Cassady and Kutanoglu [13] combined production plans to evaluate production 
plans and maintenance plans would affect each other. To consider the point in time 
when the two projects are executed to allocate the two projects more efficiently and 
minimize the time required to maintain the plan. 

In the past, some of the relevant research focused on time points and costs to make 
appropriate preventive maintenance strategies and partial researches had focused on 
methodological research. However, the difference in this study was that the point of 
time consideration was to analyze the similarity between the life data of the parts 
to determine the time point of group prevention and maintenance. This investiga-
tion proposed to group parts and to replace parts with similar service life by data 
driven method. The machine could be maintained in accordance with the least costly 
preventive maintenance strategy to effectively improve production efficiency. 

However, due to the difference in the maintenance cycle of the parts, the parts 
would need to be maintained at different times. The more parts there were, the more 
intensive maintenance was required. When setting the maintenance cycle, consider 
the maintenance cycle of other parts, adjust the maintenance time appropriately, and 
maintain the parts with similar maintenance time together. 

3 Methodology 

In this study, the data similarity analysis is first carried out, and the collected life 
data of each part is judged by Kolmogorov–Smirnov statistical test method. Then 
group the parts and list all possible combinations according to the number of parts 
(Figs. 1and 2).

The results of the Kolmogorov–Smirnov statistical test method for the two parts 
were recorded in a matrix. The part with p-value < 0.05 was considered as the 
correlation between the two parts was not significant, and the remaining part was 
based on the detection result p-value of two identical parts. Calculate the difference
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Fig. 1 Frame of 
investigation 

Similarity of Parts Analysis 

Clustering of Parts 

Estimation of Time Saving 

Estimation of Cost Saving 

Decision of Clusterings 

Fig. 2 Distance of two pairs 
of related two parts

between each piece of data in the matrix and 1 as a basis for measuring the similarity 
between parts. 

For example, if 7 parts are used for preventive maintenance, they are represented 
by A, B, C, D, E, F, and G respectively. Before performing the test, it is necessary to 
first create a blank matrix of the corresponding size according to the number of parts, 
and perform all parts separately for ks-test. The p-value of the final result is recorded 
in the matrix before the start of the experiment. If the p-value < 0.05 indicates that 
the result is not significant, there is no degree of similarity between the two parts. 
In this study, it could be divided into a group of parts that are jointly maintained, 
representing the fault cycle data of the parts with similarity. These groups could be 
considered as groups that might be combined for preventive maintenance. And so 
on, to find two pairs of related parts. Figure 3 was a result of the grouping of two 
parts. And then to search for groups with a group of three, etc. 

Fig. 3 Distance of two pairs 
of related three parts
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After grouping parts, carry out preventive maintenance strategies for machine 
maintenance. It can save downtime for individual parts due to failure, but it takes 
one maintenance time to perform machine maintenance. 

According to the preventive maintenance strategy, the benefits of reducing the 
stoppage time can be saved. But what needs to be paid is the waste of parts replace-
ment caused by advance maintenance. The difference in the middle is the profit that 
can be obtained according to the preventive maintenance strategy. 

4 Data Collection and Analysis 

The data collected in this study are the production materials, order materials and 
power usage information of the foundry division of a major auto parts manufacturer 
located in Taoyuan, Taiwan from July 01 2016 to June 30 2017. This auto parts 
car manufacturer is the first tier supplier of Toyota, Nissan, Ford, and other car 
manufacturers. It mainly produces aluminum alloy wheels, brake parts, engine parts, 
and so on. The casting process is the first manufacturing process for alloy wheels, 
brake parts and engine parts. 

According to the results of grouping, preventive maintenance should first find out 
the time points between the groups covering 95% of the data. Select the shortest time 
in the group as the basis for preventive maintenance. Although it will incur additional 
costs, it can improve the reliability of machine operation and reduce the chance of 
parts failure. 

The estimation method could be used to calculate the downtime and cost required 
for a long time in accordance with the preventive maintenance strategy. To compare 
the calculated results with the data currently collected proves that preventive main-
tenance can not only effectively reduce downtime but also achieve the goal at the 
lowest cost. In the case, all parts of the production line are grouped. A total of 70 parts 
are divided into the following 13 groups according to the similarity and cost consid-
erations of the life data of the parts. The results of one-time preventive maintenance 
are shown as Tables 1 and 2.
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Table 1 Results of one-time preventive maintenance 

Item Clustering Cost of maintenance Time of maintenance 

1 Mold base, lower top cylinder, upper top 
cylinder, lower mold cylinder 

17,010.7087 204.54421 

2 Upper mold cylinder, solenoid valve 7417.8479 176.25806 

3 No. 2/No.1 vibrating machine 4676.254 155.08571 

4 No. 1/No. 2 Skirt, No. 3# vibrating 
machine 

8160.6563 146.29152 

5 108 Vibrating machine, Iron sand 
machine 

5905.152 144.74231 

6 Up bloom room, rotary positioning 
cylinder, Rotary cylinder 

13,033.8172 69.75 

7 Clamping cylinder, push cylinder 7420.1727 38.5 

8 Sandbox, oil pressure unit 3303.969 57.5 

9 Rotary cylinder, photoelectric unit 7499.8267 21.2 

10 Up bloom room, low bloom room 
、rotary positioning cylinder 

13,561.7622 37.65 

11 Extrusion cylinder, fork rod cylinder 6649.3667 27 

12 RCS, No. 1 Host、magnetic separator 13,539.545 88.0817 

13 No. 3 Hoist, No. 13 Belt 3001.7 46 

14 No. 2 Hoist, RCT 4468.096 74.4 

Table 2 Comparison of maintenance time before and after preventive maintenance 

Item Clustering Time of Maintenance 
(before) 

Time of Maintenance 
(after) 

Improvement (%) 

1 Mold base, lower top 
cylinder, upper top 
cylinder, lower mold 
cylinder 

260 204.54421 21 

2 Upper mold cylinder, 
solenoid valve 

214 176.25806 18 

3 No. 2/No.1 Vibrating 
machine 

215 155.08571 28 

4 No. 1/No. 2 Skirt, 
No. 3# vibrating 
machine 

188 146.29152 22 

5 108 Vibrating 
machine, Iron sand 
machine 

196 144.74231 26

(continued)
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Table 2 (continued)

Item Clustering Time of Maintenance
(before)

Time of Maintenance
(after)

Improvement (%)

6 Up bloom room, 
rotary positioning 
cylinder, rotary 
cylinder 

122 69.75 43 

7 Clamping cylinder, 
push cylinder 

79 38.5 51 

8 Sandbox, oil pressure 
unit 

128 57.5 55 

9 Rotary cylinder, 
photoelectric unit 

60 21.2 65 

10 Up Bloom Room, 
low Bloom room, 
rotary positioning 
cylinder 

69 37.65 45 

11 Extrusion cylinder, 
fork rod cylinder 

63 27 57 

12 RCS, No. 1Host, 
magnetic separator 

203 88.0817 56 

13 No.3 Hoist, No. 13 
Belt 

127 46 64 

14 No. 2 Hoist, RCT 118 74.4 37 

5 Results and Future Study 

This study analyzed the similarity between the life data of the parts to determine the 
time point of group prevention and maintenance. The machine can be maintained 
in accordance with the least costly preventive maintenance strategy to effectively 
improve production efficiency. 

The theoretical contribution of this paper contribution of this paper is threefold: 

1. The results showed that OEE was improved from 81 to 84%. 
2. The working hours of the project are unchanged and the part of the directly usable 

working hours is increased from the original 484,072 min to 501,606 min. 
3. In the case of the study, the parts were divided into 14 groups, and according to 

the obvious effect in saving cost and saving time. 

In the study, the production line of high temperature and high heat is analyzed. The 
structure and operation of the machine are relatively simple, the abnormal condition 
of the production line is frequent, but the repair time is relatively short. In future 
research, this analytical method can be applied to equipment in different fields for 
analysis and research, such as application in high-tech industries, with more precise 
processes and more expensive equipment, and electrical dipping industry, etc. It is 
applied to the textile industry with simple equipment construction.
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It is hoped that the equipment in different fields will be proved, so that the 
preventive maintenance methods in research can be more widely used. 
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Process Simulation of Compression 
Molding Process and Effect of Fiber 
Content on Recycled Polymer Natural 
Fiber Composites Using Moldflow 
Analysis 

Vardaan Chauhan, Timo Kärki, and Juha Varis 

Abstract This paper presents the process simulation and flow of material in the 
cavity of the mold during the compression molding process. The composite material 
used as the charge in the molding process is comprised of recycled polymers waste 
extracted from various automotive parts and reinforced with engineered wood fibers. 
The compression molding tool is a re-design version of an automotive battery cover 
that is currently in application in various car models. The newly designed component 
is suitable to be manufactured using recycled polymer composite material. Some 
additives were added to the composite material to make it more viscous and to aid 
in the flow of material in the mold. The simulation models are built-in Moldflow 
with the same part geometry and processing conditions were kept the same for all 
the composite blends. Later, all the composite blend models were compared with 
only recycled polymer models to see the effects of fiber material on the output of 
the compression molding process. The final simulation shows that the 10% fiber 
content in the composite material exhibits the most promising option with no voids 
or cavities and less fill time of the entire part geometry. 

Keywords Process simulation · Recycled polymers · Natural fibers · Compression 
molding ·Moldflow 

1 Introduction 

Natural fiber polymer composites (NFPCs) have been widely used in the automobile 
sector as a substitute material for metal and plastics parts such as door panels, seat 
backrests, door linings, and luggage compartments [1–3]. Fibers such as wood, flax 
hemp, sisal, and kenaf are commonly used by car manufacturers like Daimler and 
BMW in manufacturing automotive components [3]. There are different manufac-
turing methods used to produced NFPCs components. These include compression 
molding [4, 5], injection molding [4–6], resin transfer molding [7], and extrusion.
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However, compression molding is a popular process because it is a high-volume 
production process and is capable of processing even a high volume of fiber content 
at high temperatures and pressure [8]. Comparatively injection molding is also a 
high-volume production process but it difficult to process high fiber content because 
the fiber reduces the mobility of material in the mixing barrel and can also block the 
orifice of the machine connected to the mold. Though compression molding process 
also possesses its limitation mainly when it comes to processing direction since it 
can operate only operate on the z-axis. This in turn leads to certain design limitations 
or having a complex compression molding tool, which increases the overall tooling 
cost. 

Therefore, a tool such as Moldflow can aid in simulating the manufacturing 
process virtually thereby investigating whether the component design is optimal 
for NFPCs material and even suggest the best material composition for that design. 
Moldflow has been used in previous researches especially for injection molding 
and virgin polymers, where researchers were able to identify optimal gate location, 
processing parameters and reduce cycle time for manufacturing a particular compo-
nent [9, 10]. However, it can also be used to simulate the flow and calculate the 
fill time of the compression molding process for NFPCs material. This can help in 
reducing the overall development time involved when using these recycled polymers 
alongside natural fibers since Moldflow can reduce trial and error methods during 
the manufacturing process and can provide accurate data about optimal processing 
parameters and the quality of the final product. 

The study aims to examine the flow of NFPC material in the compression molding 
process. In the study, varying percentages of engineered wood were mixed with recy-
cled polymer extracted from automotive polymer waste, and their flow was analyzed, 
and the optimum ratio of the wood-to-recycled polymer was documented for the 
composite material. 

2 Material and Methods 

2.1 Test Model 

The test model for this experiment was a car battery cover, which was designed 
in-house using Solidworks 2017 and later imported into Moldflow software for flow 
analysis purposes. The part was designed to replace the existing battery cover design 
that is made from virgin polymer using the injection molding process. The designed 
part is suitable for the compression molding process and NFPC material. The test 
model is meshed using 3D mesh in Moldflow and is shown in Fig. 1.
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Fig. 1 Meshed test model using 3D mesh in Moldflow 

2.2 Material Composition 

The polymer wastes used in the experiment and simulation were extracted from auto-
mobile, motorbike, and truck parts, such as frontal fairings, truck bumpers, and door 
panels as shown in Fig. 2. The waste is a mixture of primarily ABS and other styrene-
based polymers such as polystyrene, styrene-acrylonitrile resin, and acrylonitrile 
styrene acrylate. The waste polymers were crushed in a granulator before material 
testing. The material properties such as density, melt flow index, and mechanical 
performance of recycled polymer waste were obtained in the laboratory by testing 
and few missing values were taken from a generic ABS material database present in 
Moldflow, later the entire information was added to the Moldflow material database. 

The material properties of engineering wood were already available in the Mold-
flow material database. Additionally, material data of lubricant and elastomer used 
for easy removal of the part after processing and improve the flowability of the mate-
rial in the mold is also added to the Moldflow database. This is done because the 
recycled polymer waste might contain some impurities which can disrupt the flow 
of material. The composite composition is shown in Table 1.

Fig. 2 Waste polymers used in experiment and simulation 
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Table 1 Natural fiber polymer composite material composition 

Blend Polymer (%) Fiber (%) Lubricant (%) Elastomer (%) 

Blend 1 94 – 3 3 

Blend 2 84 10 3 3 

Blend 3 74 20 3 3 

Blend 4 64 30 3 3 

Table 2 Processing 
parameters used in Moldflow 
simulation 

Mold 
temperature 

Melt 
temperature 

Pressure Compression 
time 

50 °C 230 °C 40 ton 60 s 

2.3 Processing Parameters 

The processing parameters input into the Moldflow simulation were kept constant 
for all the composite blends to see the effect of the addition of fiber on the flowability 
of polymer material in the mold. The processing parameters used in the experiment 
are shown in Table 2. 

3 Result and Discussion 

The simulation results of all the blends are shown in Fig. 3. From the figure, it can be 
observed that for blends 1, 2 and 3 the part quality was good and acceptable. However, 
for blend 4 the part quality is not desirable. Therefore, up to 20% of engineering wood 
fibers in the composite are acceptable while any further increase could lead to the 
part not filled. This is mainly due to high fiber content which greatly affects the 
flowability of the composite material inside the mold even with the presence of 3% 
elastomers inside. For both 10% and 20% fiber composite the part quality was good, 
but it is visible that in 10% fiber composite the flow is much better as it has less 
resistance from the fibers.

The fill time for blend 1 was the lowest at 1.40 s this is because the blend consists of 
only polymer material and no fiber contents which could have reduced the flowability 
of material in the mold and thus could have to increase the filling time. For blends 2 
and 3, the filling was about 2.27 s and 3.85 s respectively. This indicates the effect of 
increasing fiber content in the composite material on the filling time and this could 
affect the part quality also. Finally, blend 4 has the highest filling time at 9.65 s 
probably due to the presence of high fiber content. Since the part from blend 4 did 
not fill even though the compression molding pressing time was 60 s, this indicates 
that the material cooled down before it can fill the mold.
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Fig. 3 Moldflow simulation results for all the blends

Based on the simulation, blend 2 with 10% engineered wood fiber is the best 
solution amongst the three NFPCs material when using this recycled polymer waste 
from automobiles. Blend 2 with 20% engineered wood fiber is also an option but 
due to slightly higher filling time and the possibility of some variations between 
simulation and production of part via a compression molding process, it was not 
selected for the final part production stage. The result from compression molding of 
blend 2 is shown in Fig. 4. 

Fig. 4 Sample produced by compression molding of blend 2
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4 Conclusion 

In this study, the process simulation and NFPCs material flow in the mold of compres-
sion molding process were performed using Moldflow software. Moldflow offers 
high reliability in process simulation and can greatly save testing costs and time. 
The optimum wood fiber content for NFPCs material consisting of recycled polymer 
waste was found to be 10–20% fiber content. Further increasing the fiber content 
leads to poor quality of the molded part. Based on the filling time, 10% fiber content 
composite exhibits the lowest value and thus meant lower cycle time during produc-
tion. Later, based on Moldflow analysis, one sample from 10% fiber content was 
produced in the lab and the sample came out was in desirable condition. 
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A Combined Scheduling and Simulation 
Method to Analyze the Performance 
of the Dual-Robot In-Line Stocker 

Jaewoo Chung 

Abstract The in-line stocker is a new type of the automated material handling 
system that has begun to be used in the display industry. This not only moves unit loads 
under processing across different locations within manufacturing facilities, similar 
to the automated guided vehicle (AGV), but also stores them on its shelves, similar to 
the automated storage and retrieval system (ASRS), which can significantly reduce 
space for material handling. However, traffic rates are generally very high inside the 
in-line stocker and two robots serve along the single lane, which is the dual-robot 
in-line stocker (DRIS). One difficulty in applying the DRIS to shop floors is that 
the exact transport capacity of the unit DRIS is not known. This paper develops an 
analytical model to estimate the capacity of the DRIS based on a combined scheduling 
and simulation method. It calculates movements of two robots over time in the space 
consisting of time and location and precisely measure necessary time for waiting 
or backtracking to avoid collision of two robots. An experimental analysis was 
conducted to validate the correctness and usefulness of the model based on the data 
used in an actual manufacturing site. The analysis result illustrates that the average 
processing capacity of the DRIS increases compared to the SRIS (single robot in-line 
stocker) as the length of the DIRS increases, which is consistent with the expectation 
of practitioners in the industry. The paper also verifies that it is necessary to carefully 
determine the operating specifications in actual uses since the transport capacity of 
the DIRS varies considerably by its operating parameters, which can be optimized 
by the analytical model. 

Keywords In-line stocker · Dual-robot AS//RS · Automated material handling 
system · Scheduling and simulation · Simulation modeling
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1 Introduction 

The in-line stocker is a new type of the automated material handling system (AMHS), 
which carries out storage and transportation of unit loads under processing in the 
manufacturing or warehousing facilities. It was the display industry that this type of 
system first came into use and it is being adopted by other industries such as semi-
conductor or battery industries. The display industry conventionally used the AGV 
(automated guided vehicle) system to move unit loads and the automated storage and 
retrieval system (ASRS) were used separately to store unit loads between processing 
machines in fabrication facilities. However, as the sizes of the display products 
increased to meet market demands, proportionally more spaces were required for 
material handling and consequently the higher investment cost was required to build 
a new fabrication facility. For reducing arising cost pressure, engineers in the industry 
devised to use the ASRS for not only storage but also transportation as illustrated 
in Fig. 1. A crane robot is moving along the lane in the center of the in-line stocker 
the same as the ASRS for material handing as explained in (a) of Fig. 1. Processing 
machines are connected in the ground level of the in-line stocker and 4–6 stories of 
the shelves are placed in the upper level in (b) of Fig. 1. 

By using this design, the display industry typically uses tens of the in-line stockers 
in a fabrication facility and could save the space cost of the clean room significantly; 
however, the transportation rate of the unit in-line stocker became much higher 
compared to the conventional ASRS. To process the higher transport rate, the engi-
neers adopted a dual-robot in-line stocker (DRIS) that two robots are serving along 
the lane in the unit in-line stocker as seen in (a) of Fig. 1. Due to this structure, 
one robot has to wait the other when their paths are overlapped each other, which is 
called blocking. In an even worse case, a robot sometimes has to move to the opposite 
direction of an original travel to avoid collision, which is called back tracking. In  
addition, the travel boundary of one robot is limited in the lane due to the other robot. 
Several studies related to the dual-robot in-line stocker have been found in previous 
literature, but the names of the system are slightly different. Some named it as the 
inline stalker [1, 3 and 4] dual stocker robot [5], and dual robot stalker system [1]. 
In this work, we name this system as the DRIS to make it more general. 

One difficulty in applying the DRIS to shop floors is that the exact transport 
capacity of the unit DRIS is not known. One can easily see that the upper bound of
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Fig. 1 Structure of the In-line stocker 
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its transport capacity is lower than two times that of the single robot in-line stocker 
(SRIS) due to blocking or back tracking. In practice, a very rough approximation is 
used to estimate the transport capacity of the DRIS, which is 1.5 or 1.6 times that of 
the SRIS. Note that there are reasonable methods to estimate the transport capacity 
of a SRIS [2, 7]. Such rough estimates on a DRIS lead to design losses such as an 
excessive investment on a DRIS even when a SRIS is sufficient, or long delay times 
due to not being able to handle the transport jobs during a peak time even with two 
robots in a DRIS. 

One of the difficulties estimating the transport capacity of a DRIS comes from the 
fact that it depends on several input parameters such as its length of the lane, the travel 
zones of the two robots [4, 8], and origins and destinations of transport jobs. This 
paper develops an analytical model to estimate the transport capacity of the DRIS 
under various conditions based on a combined scheduling and simulation approach. 
The new method expresses the movements of the two robots in a two dimensional 
space, which consist of time and location, and makes detailed movement schedules 
of given transport jobs on the two robots in the space. 

2 Model Development 

2.1 Symbols 

This paper uses the following symbols to develop the analytical model. There are 
two robots a and b, and moving boundaries of the two robots are divided into three 
zones based on which robot or robots can travel into the zone. Robot a only can move 
in Zone A, Robot b only can move in Zone C, and both the robots can move in Zone 
B. The home position of Robot a is the left end of the lane, and that of Robot b is the 
right end of the lane. 

N: Total number of jobs to be transported, k ∈ {1, 2, .  .  .  ,  N}. 
j: Index of a robot, j ∈ {a, b}. 
k j : Index of a job assigned to robot j. 
l: Lane length of the DRIS. 
l j min: the minimum location that robot j can travel, 0 ≤ l j max ≤ l. 
l j max : the maximum location that robot j can travel, 0 ≤ l j max ≤ l. 
o jk : Origin of job k that is assigned to robot j, k ∈ {1, 2, . . . ,  N}. 
djk: Destination of job k that is assigned to robot j, k ∈ {1, 2, . . . ,  N}. 
ct jk : Location of robot j processing job k at time t, if  j = a, 0 ≤ ct jk  ≤ l j max , and if 

j = b, l j min ≤ ct jk  ≤ l. 
cjk: Location of robot j right after completing job k. 
mλ 

jk : Travel distance of robot j to load job k. 
mμ 

jk : Travel distance of robot j to unload job k. 
eλ 
jk : Travel time of robot j to load job k.
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eμ 
jk : Travel time of robot j to unload job k. 

wjk: Travel time plus waiting or backtracking time of robot j to avoid a collision 
while transporting job k. 

δt jk : Moving status of robot j at time t while transporting job k. δt jk  = 0, if the 
robot stops, δt jk  = −1, if it is moving from the right to the left, and δt jk  = 1, 
if it is moving from the left to the right. 

I t j k : Binary variable indicating the status of robot j at time t while transporting job 
k. It jk = 0, if the robot stops or travelling for avoidance, and δt jk = 1, if it is  
moving. 

u: Loading and unloading time. It is assumed that loading and unloading times 
are the same. 

v: Moving time of a robot (e.g., meter per minute). 
Tjk: Total time to move job k by robot j. 
s j : Earliest start (or available) time of robot j to move the next job.
�: Minimum clearing distance to avoid the collision of two robots. 

2.2 Generation of Transport Jobs 

The capacity of a DRIS with various input parameters is calculated through a simu-
lation procedure and the generation of the transport jobs for the procedure consists 
of two steps. First, the origins and destinations of all N jobs are generated separately. 
Each job has a origin and destination within length l. These jobs will be moved 
independently if a SRIS is used, but if a DRIS is used, some of these jobs should be 
transported by the two robots. If the origin and destination of a job are in Zones A 
and C, or C and A respectively, the job cannot be completed by one robot, therefore, 
the job must be broken into two disjointed jobs. For an example, if the origin and 
destination of a transport job are in zones A and C, Robot a moves the job from Zone 
A to Zone B, and then Robot b moves it to its final destination in Zone C from Zone 
B. For convenience of explanation, let us call this type of transport jobs as a long 
distance job. If there is a total of α long distance jobs out of N jobs created in the first 
step, the second step of the procedure generates α stopover points in Zone B to break 
the long distance jobs into two jobs. After the second step, a total of N + α will be 
generated for simulation. We can easily imagine that if α is greater, then the capacity 
of a DRIS would be drop since more jobs should be disjointed into two jobs. 

2.3 Scheduling Jobs 

Scheduling transport jobs starts by selecting a robot out of the two based on their 
earliest start times (EST). The one that has the smallest EST is selected and if the 
EST’s of the two are the same, an arbitrary one can be selected. Once a robot is 
selected then a transport job is selected out of the jobs that are able to be moved
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by the selected robot based on the FCFS (first-come first-service). If both the robot 
and job are selected, then its scheduling is done by calculating all the job processing 
variables defined in Sect. 2.1. A robot performs four steps of activities to complete 
a job, which are ‘travel to load’, ‘loading’, ‘travel to unload’, and ‘unloading’. This 
procedure is repeatedly done one job at a time until all the jobs of N+α are completed 
and various statistics such as the total completed time, blocking and backtracking 
rate of robots, and transport capacity are computed in the end. 

Figure 2 explains how the scheduling procedure internally deals with transport 
jobs to consider locations of two robots over time so that they do not collide with each 
other, which is named as the time-location graph by this paper. The figure consists 
of two dimensional space, which are time in x−axis and locations of two robots in 
y−axis. The total length of the DRIS, which is l, is in the  top of  y−axis. Three zones 
explained above are also marked in the y−axis with lmax 

j=a and l
min 
j=b. There are all four 

transport jobs in the figure as an illustrative example, which are Jobs m − 1 and m 
to be moved by Robot a, and Jobs n − 1 and n to be moved by Robot b. Note that 
neither waiting nor back tracking is required to move these four jobs by Robots a 
and b. The locations of Robot a over time is in the solid line while that of Robot b is 
in the broken line in the figure. Job n − 1 assigned to Robot b is completed at time 
tn−1 and Job m − 1 assigned to Robot a is completed at time tm−1. For the second 
jobs of each robot are completed at times s j=a and s j=b respectively. For scheduling 
the next job, Robot b will be selected instead of Robot a because its EST is smaller. 

Using the time-location graph, the scheduling procedure handles waiting and 
backtracking whenever necessary. Assume that the origin of the next job to Robot 
b, which is o j=b,n+1, is in between d j=a,k=m and lmin 

j=b. Then, Robot b will move to 
d j=a,k=m + � immediately after completing Job n but has to wait there until time 
s j=a for avoiding a collision since Robot a is unloading job at d j=a,k=m . After Robot 
a completes unloading Job m at d j=a,k=m , it must backtracks to the direction of its 
home position, which is 0, even though the origin of its next job is in the greater 
position than its current position, which is d j=a,k=m to avoid a collision with Robot b

Fig. 2 Time-location graph for jobs and assigned to Robot, and jobs and assigned to Robot 
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that is already under the way to load Job n+1 at o j=b,k=n+1. Robot a has to backtrack 
all the way to o j=b,k=n+1 − �. 

All the variables defined in Sect. 2.1 are calculated during transport jobs for all 
activities as explained blow. Formula (1) computes the current location over time 
during transporting activities are performed. Formulas (2) and (4) compute travel 
distances and corresponding transport times elapsed are calculated through formulas 
(3) and (5). Formulas (6)–(9) update necessary variables after a transport job is 
completed. 

ct jk  = ct−1 
jk  + δt jk (1) 

mλ 
jk  =

∣
∣o jk  − c j,k−1

∣
∣ (2) 

eλ 
jk  = v · mλ 

jk (3) 

mμ 
jk  =

∣
∣o jk  − d j,k

∣
∣ (4) 

eμ 
jk  = v · mμ 

jk (5) 

w jk  = 
Tjk
∑

t=Tj,k−1 

I t j k (6) 

Tjk  = eλ 
jk  + eμ 

jk  + 2u + w jk (7) 

c jk  = c j,k−1 + v 
Tjk
∑

h=1 

δ c j,k−1+1 
jk (8) 

s j = max 
jk

(

c jk
) = 

k
∑

h=1 

Tjh (9) 

3 Experimental Analysis 

3.1 Input Data 

The performance of the DRIS is compared with that of the SRIS (single robot in-line 
stocker) under various conditions based on the analysis model developed in Sect. 2. 
The analysis model of the SRIS is similar to that of the SRIS but much simpler
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because neither waiting nor backing movement is necessary. The input data used for 
this analysis was collected from a display firm in Republic of Korea. The travel speed 
of the robot (v) is 60m/min, time for pick-up and drop-off (u) is 20s, and minimum 
clearing distance (�) is 2m to avoid the collision. The analysis changes two types of 
input data including the length of the in-line stocker and the lengths of Zones A and 
C. As discussed above, it is a general idea that if the lengths of Zones A and C are 
longer, more travel jobs should be disjointed; hence, the performance of the DRIS 
would be lower. But the practitioners want to have precise measurements. The length 
of the in-line stocker (l) is changed from 5–60m. And the lengths of Zones A and 
C are the same and are changed from 2–26 m in the analysis. The total number of 
transport jobs (N) created for each simulation run is 1000 and each simulation run is 
repeated 1000 times for obtaining the results in a steady state. The analysis observes 
various output variables including the average completed time of all N jobs and the 
average waiting or backtracking time ratios of the DRIS in various conditions. 

3.2 Analysis Results 

Figure 3 compares the average times to complete all the transport jobs (N) with the 
single and dual in-line stockers. In this analysis, the length of Zones A and B was 
fixed at two meters for any length of the in-line stocker. The average completed time 
steadily increases as the length of the SRIS is greater, which is the broken line in 
the figure. However, the average completed time of the DRIS initially decreases as 
its length is greater and it again increases after its length reaches to 9 m, which is 
depicted in the solid line of the figure. The reason why the total completed time 
decreases is because more jobs are disjointed because the length ratio of Zones A 
and C to Zone B is high when the length of the DRIS is smaller than 9 m. In sum, 
when the length of Zones A and B is 2 m and the length of Zone B is 5 m, the total 
completed time is minimized with the DRIS of the length 9 m, of which the ratio is 
4/9.

The second row of Table 1 below shows how the ratio of the disjointed jobs is 
decreases as the length of the DRIS increases in the first row. The length of Zones 
A and C is also 2 m in this analysis. When the length of Zones A and C is 2 m for 
each and the length of Zone B is only one meter, the ratio of the disjointed jobs is as 
high as 1.28 when its total length is 5 m, which means that 28% out of the total N 
jobs are disjointed. One can observe that the disjointed ratio decreases as the length 
increases and further it initially quickly decreases and it is saturated to 1.01 after its 
length reaches at 25 m.

The third row of Table 1 gives the waiting or backtracking time ratio of the DRIS 
as its length increases in the first row. Note that the clearing distance to avoid collision 
is 2 m. When the length of the DRIS is only 5 m, an 80% of the robots should wait or 
backtrack out of the total time to complete all transport jobs. In this case, the capacity 
ratio of the DRIS to the SRIS is 0.96, which means that the capacity of the DRIS is 
lower than that of the SRIS as described in the fourth row of the table. The waiting
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Fig. 3 Comparison of the average completed times to transport all jobs

or backtracking time ratio is minimized at the length of 9 m and the capacity of the 
DRIS is also maximized at this point with the ratio of 1.33. The ratio of the waiting 
and backtracking time increases again from the length of 11 m because the length of 
Zones A and C is fixed to 2 m while the total length keeps increasing. It is expected 
that this waiting and backtracking ratio can be decreased by increasing the length of 
Zones A and C as the length of the DRIS increase. The highest capacity ratio of the 
DRIS compared to the SRIS is 1.33 at its length of 9 m, which implies that the DRIS 
can transport 1.33 times of jobs in unit time compared to the SRIS. This highest 
ration can be changed by changing the length of Zones A and C in different lengths. 

4 Conclusion 

This study has developed an analytical model based on a combined scheduling and 
simulation approach to measure the performance of the dual robot in-line stocker 
(DRIS) that is a new type of automated material handling system. A unit DRIS has 
both processing machines and storing racks inside and uses two robots in the single 
lane to move more transport jobs in a short time period. The analysis model proposed 
by this paper can precisely calculate the locations of two robots over time during 
transport activities. Especially, the model was designed to measure necessary time 
for waiting or backtracking to avoid collision of two robots. An experimental analysis 
was conducted to validate the correctness and usefulness of the model based on the 
data used in an actual manufacturing site. 

The analysis model developed by this paper is expected to be used in various ways 
in practice. First, it can be helpful to determine in which case the DRIS is used and in 
which case the SRIS would be enough under given input parameters. As illustrated 
in Sect. 3, if the length of the DRIS is too short or the demand of transport jobs
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is too low, the use of the DRIS might be an excessive investment. Next, the model 
presented in this paper can be utilized to determine the controllable parameters of a 
DRIS. As described above, the lengths of Zones A and C were found to have a very 
large effect on the performance of the DRIS. Depending on a layout inside a DRIS, 
demand patterns of transport jobs are quite different since a certain type of transport 
jobs that are characterized by their origins and destinations are more frequent than 
others. The model can provide quick and precise evaluation results over different 
layout or zoning alternatives, which is one of the most important advantages of the 
analytical model [6] as compared to using a commercial simulation software that 
requires high purchasing and maintenance costs. 
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A Study on the Optimal Assignment Rule 
in Parallel Production Systems with Two 
Special Workers 

Xiaowen Zhao, Hisashi Yamamoto, and Jing Sun 

Abstract It is possible that workers’ error, variation of processing time, lack of 
parts and machine failure will affect the delivery date of each production process. 
The consecutive delay in the process can lead to the postponing of manufacturing 
production. By optimizing the workers’ assignments, it is possible to achieve the 
delivery date of the product and reduce the total expected cost of the product. This 
study takes a parallel production line as an example and considers the problem of 
how to optimally assign workers to each process when the total expected cost is 
minimized by having the same number of processes in each production line. 

Keywords Parallel production line · Optimal assignment · Limited-cycle problem 

1 Introduction 

In the area of production management that supports production activities, addressing 
production scheduling and line balance issues is essential to improving productivity, 
reducing production costs, and achieving delivery times. In a serial production line, 
under uncertain conditions, the results and efficiency of a particular period are often 
influenced not only by that period but also by the risks that occurred before that period. 
Considering a standard serial production line as an example, whether a certain process 
(period) satisfies the delivery date (limit) depends on the state of the previous process 
(previous period). A problem with this kind of limited-cycle called the limited-cycle 
multiple production periods problem. 

Even the assembly line has been widely used for several decades, we can still 
benefit from it for reducing processing costs and production time. However, no 
matter how increased the reliability of the machine on the assembly line is by the
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developing of technology, human error of the worker, appearing as mistake or failure, 
is inescapable. It will lead to a delay of whole production processes. Because of the 
variability of ability of workers, the time of the same processing is different from 
people to people. In particular, the new recruit is not skillful, so they are considered 
with a higher probability of delay. As a result, there is no important thing than 
arranging these new recruits, which is called as untrained-workers in the essay. 

The first mathematical formalization of assembly line balancing is established by 
Salveson [1] 60 years ago, and during the assembly line balancing problem develops, 
Yamamoto [2] produce the limit-cycle model with multiple periods (LCMwMP). 
This model is set with constraint condition (e.g., the target processing time), which 
is repeated in every multiple period. If the constraint condition is broken through, an 
expected cost (e.g., penalty cost) will be increased. 

Over the decades, many attempts have been made to address the problem of 
scheduling in flow shops. The most common objective of scheduling is the minimiza-
tion of the make span. Many researchers have focused their efforts on the development 
of heuristics that yield optimal or near-optimal solutions for large-scale problems. 
Another important objective of scheduling is the minimization of the total flow time 
(or the sum of job completion times) that results in minimum in-process inventory, 
and heuristics with this objective have been developed by Liu [3], Rajendran [4]. 

Depending on whether the constraint condition (target processing time) is reset or 
not, the LCMwMP is divided into reset model and non-reset model. In the field of reset 
model, a recursive formula for the total expected cost and an algorithm for optimal 
assignments based on the branch and bound method is proposed by Yamamoto [5]. 

Zhao [6] proposed an in-line series production line and the optimal assignment 
problem in the case that the number of people in three groups is 1, 2, and n-3, and 
proposed the locally optimal assignment when an untrained worker is in the first 
process with constant processing time. 

In a global production network environment with many varieties, small quantities, 
and workers with different production capacities, it is necessary to consider the 
optimal assignment for different target processing times. Zhao [7] proposed the 
optimal assignment problem with three groups of workers when target processing 
time follows the continuous distribution. 

In the previous research, we consider an in-line series production line and costs 
reduced by changing the assignment of untrained workers and well-trained workers. 
In this research, we consider a parallel production line that is closer to the actual 
production site and can handle complicated situations. We propose an optimal assign-
ment problem of three types of workers with minimum expected cost when the 
number of processes in each line is the same. 

This paper is written as the following prescribed order. First, the reset model as a 
simple model of LCMwMP is introduced. 

Then, the propositions of optimal assignment are demonstrated by derivation. 
Finally, the assignment optimization rules about minority untrained or well-trained 
workers are discussed by numerical analyses.
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2 Model Explanation 

In this chapter, we consider a “Reset model” which is a simple model of the 
LCMwMP. 

2.1 Reset Model of LCMwMP 

The model is considered based on the following definitions by Zhao [7] in Fig.  1 
(Figure 1 shows an image of the relationship between the expected cost and the 
working time for one series production line constituting a parallel): 

(1) In a parallel production line system, we consider a production line with m parallel 
lines of n processes. 

(2) For j = 1,2,…,m and k = 1,2,…,n, the processes (j,k) represent the process k of 
the production line j. For example, the process (3,2) represents the process 2 of 
the production line 3. 

(3) The production (we call it job in the following article) is processed in a rotation 
of process 1, process 2, …, process n of each line and m productions will be 
processed by all mn processes 

(4) Z is the cycle time of all of the processes, which can be also considered as a 
target processing time. All of the jobs should be accomplished in current process 
and moved to next process by time Z. 

(5) However, because of the various processing abilities of workers, the actual 
processing time may not always obey the limit of target processing time Z. 
Idle and delay should be also concerned in this model. For 1 ≤ w ≤ n, the  
processing time of process w is donated by Tw. 

In this model, a regular processing cost Ct(>0) per unit time will permanently 
occur during a target processing time Z, regardless whether it is idle or delay. It is

Fig. 1 Description of idle and delay cost in reset model of LCMwMP 
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for the reason that although the job is accomplished prematurely in current process, 
the next process may be occupied by another job. The job must wait for its start. As a 
result, an idle cost per unit time, Cs(≥0), arises. On the other hand, if the processing 
time is greater than Z, it is supposed that the delay of process time can be recovered 
by the overtime works or spare workers in this process, and as a result overtime 
works or additional resources will be requested in order to meet the target time Z. 
Thus, a delay cost per unit time, C (h) 

P (≥ 0), arises (that is why we call the model a 
“Reset model”). 

As a summary of above, we suppose the following costs: 

(6) The processing cost per unit time, Ct(>0), for the target processing time limit 
occurs in each process. 

(7) When Tw < Z, the idle cost per unit time, Cs(≥0) occurs. 
(8) When Tw > Z, the delay cost per unit time, C (h) 

P (≥ 0), occurs in the process if 
delay occurs in consecutive h processes before its process, for h = 1, 2, 3, …, 
n. If the delay continues for several processes, it can be considered that it will 
cost more for recover the delay. It is supposed that C (h) 

P is increasing in h, which 
can be expressed as 0 < C (1) 

P < C (2) 
P < · · ·  < C (n) 

P . 

2.2 The Assumption of Processing Abilities of Workers 

This paper aims to search the optimal assignment of workers for different processing 
speed, so the reasonable assumption of the property of workers is particularly 
important. The assumption is the following: 

(1) Only one worker can be assigned to each process on each line, for a total of mn 
workers. Each process must be assigned with one worker. 

(2) The processing time of workers is self-dependent. The processing ability is 
decided by the property of worker own and is not influenced by the processing 
status such as idle or delay. 

(3) In this paper, the workers are distinguished into three types of workers by the 
processing ability, marking as A, B and C. Worker  A (1 workers) represents 
untrained worker whose processing ability is lower than others, C (1 worker) 
represents well-trained worker and B (mn -2 workers) represents the general 
worker. In this paper, we call the untrained worker and the well-trained worker 
the special workers. 

(4) l represents the workers in a production each line. For l = 1,2,…,m. These 
workers have different probability of idle or delay. If the processing time of 
worker is marked as Tl, where l ∈ {A, B, C}. 

Pl : The probability of worker l becoming idle, which is Pr{Tl ≤ Z}, 
Ql : The probability of the worker l becoming delayed, which is Pr{Tl > Z}, 
T Sl : The expected idle time of the worker l, which is E[(Z − Tl )I (Tl ≤ Z )], 
TLl: The expected delay time of the worker l, which is
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E[(Tl − Z )I (Tl > Z )],where I (O) is an index function and given as follows: 

I (O) =
{
1 (O is true) 
0 (O is not true). 

2.3 Optimal Assignment Problem Under Reset Model 

One of the most critical problems is how to allocate workers to processes for mini-
mizing the expected cost. We call such a problem with the optimal assignment 
problem. For describing the optimal assignment problem, we define the following 
notations: 

For 1 ≤ j ≤ m, 1 ≤ k ≤ n, 
A( j,k): Worker  A is assigned in process k on line j. 
C( j,k): Worker  C is assigned in process k on line j. 
πmn

(
A( j,k), C( j,k)

)
: Worker  A is assigned to A( j,k), worker  C is assigned to C( j,k), 

and the other mn-2 workers B are assigned to the other processes. 
TC

(
mn; πmn

(
A( j,k), C( j,k)

))
: The total costs of processes 1 to mn when workers 

are allocated by assignment πmn
(
A( j,k), C( j,k)

)
with target processing time Z. Which 

can be expressed as 

TC
(
mn;πmn

(
A( j,k), C( j,k)

)) = mnCt Z + f
(
mn; πmn

(
A( j,k), C( j,k)

))
(1) 

where, 
f
(
mn; πmn

(
A( j,k), C( j,k)

))
: The sum of the expected idle cost and the expected 

delay cost caused in process mn with target processing time Z. 
By using these notations, the optimal assignment problem with multiple periods 

becomes the problem of obtaining an assignment in the following equation: 

TC
(
(mn; π ∗)

) = min 
π 

TC
(
mn;πmn

(
A( j,k), C( j,k)

))
(2) 

In this paper, we call π ∗ the optimal assignment. 

3 Preliminary Analysis in a Parallel Production Line 

In this paper, we assume that three types of workers, one untrained worker A, one 
well-trained worker C and mn-2 general workers B, depending on their processing 
ability. 

In this chapter, we present the results of a preliminary analysis of the optimal 
assignment for m = 2 and n = 2 or 3 when the parallel production line has 2 lines 2
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columns and 2 lines 3 columns. We propose the optimal assignment propositions of 
workers as Proposition 1, Proposition 2 and Proposition 3. 

3.1 When the Production Line Has 2 Lines 2 Columns 
(m = 2, n  = 2) 

In this section, the preliminary analysis results regarding the optimal assignment 
are described for the case where the production line has 2 lines 2 columns (m = 2, 
n = 2). 

Proposition 1: 

(1) C (i) 
P is increasing in i, 

(2) Q A > QB and T L  B > T LC , 

Then π2∗2
(
A(1,1), C(1,2)

)
is the optimal assignment. 

As shown in Fig. 2, there are two different cases (a) and (b) where special workers 
A and C are assigned on the same and different lines. The previous research has 
shown that the expected cost of a production line is minimized when worker with 
lower processing speed (untrained worker) is assigned in the first process. Worker 
with higher processing speed (well-trained worker) is assigned in the last process. 
Therefore, Fig. 2 shows the optimal assignment when special workers are assigned 
in the same and different lines. 

Proof of Proposition 1: 
To prove the Proposition 1, we should to show that 

f
(
4; π4

(
A(1,1), C(2,2)

)) − f
(
4; π4

(
A(1,1), C(1,2)

))
> 0 (3)  

holds. Therefore,

Fig. 2 The optimal assignment of 2 lines 2 columns 
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f
(
4;π4

(
A(1,1), C(2,2)

)) − f
(
4;π4

(
A(1,1), C(1,2)

))
=

(
C (2) 

P − C (1) 
P

)
(Q A − QB )(T L  B − T LC ) (4) 

holds. Here, Eq. (4) is positive according to conditions (1) and (2) of Proposition 1. 
Proposition 1 is proved. 

3.2 When the Production Line Has 2 Lines 3 Columns 
(m = 2, n  = 3) 

In this section, the preliminary analysis results regarding the optimal assignment are 
described for the case where the production line has 2 lines 3 columns (m = 2, n = 
3). The proofs of Proposition 2 and Proposition 3 are abbreviated. 

Proposition 2: 

(1) C (i) 
P is increasing in i, 

(2) Q A > QB > Qc, T L  B/QB > T LC /QC and 
1 

Q B 
· T LC 
QC 

− 1 
QC 

· T L  B 
Q B 

T LC 
QC 

− T L  B 
Q B 

− 1 
Q A 

> C
(3) 
P −C (2) 

P 

C (2) 
P −C (1) 

P 

, 

Then π2∗3
(
A(1,1), C(1,2)

)
is the optimal assignment. 

Proposition 3: 

(1) C (i) 
P is increasing in i, 

(2) Q A > QB > Qc, T L  B/QB > T LC /QC and 
1 

Q B 
· T LC 
QC 

− 1 
QC 

· T L  B 
Q B 

T LC 
QC 

− T L  B 
Q B 

− 1 
Q A 

< C
(3) 
P −C (2) 

P 

C (2) 
P −C (1) 

P 

Then π2∗3
(
A(1,1), C(1,3)

)
is the optimal assignment. 

Figure 3 shows four cases where special workers A and C are assigned on the 
same line (c), (d) and on different lines (e) and (f).

4 Numeral Experiment 

Note that the propositions mentioned above is always holding for any processing 
time distribution. However, we should assume a processing time distribution when 
we execute the numeral experiment. 

In this chapter, the results of the numeral experiment are described for 
Proposition 1, Proposition 2 and Proposition 3. 

It is assumed that the processing time of these three kinds of workers follows the 
Exponential distribution. The probability of the processing time probability density 
function of the worker l is
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Fig. 3 The optimal assignment of 2 lines 3 columns

fl (t) = μl e
−μl t (5) 

Here, μl is the processing speed parameter, as μl is bigger, processing speed is 
faster and lower possibility of delay of processing. From the above, we know that 
for l1, l2 ∈ {A, B, C}, if  μl1 < μl2 , then Ql1 > Ql2 and T Ll1 /Ql1 > T Ll2 /Ql2 . 
That means in the case of an exponential distribution, the conditions of Proposition 
1, Proposition 2 and Proposition 3 are expressed in terms of the process speeds. 

In this chapter, we perform numerical experiments when μA, μB and μC are 
changed. Tables 1 and 2 show the optimal assignment and the minimum expected cost 
when the special workers are assigned the same line and different lines. Comparing 
the expected costs in the above two cases, the lowest total expected cost is shown in 
red.

Form Table 1, as a result of Proposition 1, it was confirmed that assignment (a) is 
the optimal assignment. 

From Table 2, as a result of Proposition 2 and Proposition 3, they were confirmed 
that the assignment (c) and the assignment (d) are the optimal assignment. In partic-
ular, the optimal assignment is (d) when μA, μB and μC are small. This result 
coincides with condition (2) of Proposition 3.
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5 Conclusion 

In this paper, we focused on the parallel production line with 2 lines 2 columns 
and 2 lines 3 columns. We proposed an optimal assignment that minimizes the 
total expected costs using a limited-cycle model with multiple periods when special 
workers are assigned the same line. We also considered through the numerical experi-
ment of the optimal assignment law other than the conditions of the proposed optimal 
assignment rule. 

As a future research, we propose an optimal assignment rule of parallel production 
line with m lines and n columns. In addition, we also consider an optimal assignment 
when the different number of processes on each production line. 
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Considering a Deteriorating EOQ Model 
Under Stochastic Demand and Shortage 
Allowed 

Chiang-Sheng Lee, Chien-Hung Cho, Cheng-Thai Tsai, and Hsine-Jen Tsai 

Abstract The inventory model for deteriorating items with a stochastic demand rate 
is studied in our paper. Inventory models dealing with the deterioration of items have 
attracted considerable interests in recent decades since the deteriorating phenomenon 
is a crucial factor affecting the profits of a company. However, most of current inven-
tory models considering deterioration assumes a certain or a constant demand func-
tion which is unreasonable in the prevailing market that conforms to our daily reality. 
Therefore, stochastic demand must be considered. Besides, shortage is allowed in 
the study. We provide approximating solutions for optimal ordering quantities for 
our model, and show that our optimal solutions from the assumed models give condi-
tions and results very close to the optimal solutions obtained by computation. Further, 
these results illustrate the impact of various parameters on the optimal policy and 
the profit. 

Keywords EOQ model · Deteriorating EOQ model · Stochastic demand 

1 Introduction 

Deterioration is a very common phenomenon in our daily life, such as: metamorphism 
for medicine and film, volatility for packaged chemicals, decomposition for food, and 
functional degradation for whole-blood unit, etc. In recent decades, inventory models 
dealing with the deterioration items have attracted considerable interests since the 
deteriorating phenomenon is a crucial factor affecting the profits of a company.
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Because of the page limitation, we will omit the literature review. For the detailed 
literatures, we refer readers to [1, 2]; [1] gave an advanced review of the deteriorating 
inventory literatures, which including 130 references, from the early 1990s to 1999s, 
and [2] reviewed literatures for deteriorating inventory from 2001 to 2011 including 
240 references. 

In the study, we investigate the strategy of optimal ordering quantity of the inven-
tory system for a single deteriorating item. Under the condition of stochastic demand 
with fixed shelf lifetime, we consider the inventory policy that shortage is allowed 
and the items are not backlogged even after the stock depletes. Only at the expiration 
date can the replenishment arrived instantaneously. 

2 Assumptions, Notations and Model Descriptions 

2.1 Assumptions 

The following assumptions are used in this study: 

1. Time horizon is infinite. 
2. The replenishment rate is instantaneous and the lead time is zero. 
3. Replenishment and repair are not allowed in deteriorating items. 
4. The demand in each cycle is following uniform distribution from A to B. 
5. Shortage is allowed in the model. 
6. Considers single items with a fixed price. 
7. Determination of parameters and expiration date are established. 

2.2 Notations 

The definitions of all notations used in this paper are described as following: 

A Minimum demand rate in the period of T ; 
B Maximum demand rate in the period of T ; 
δ The demand that satisfies the inventory reaches the zero level at time t when 

δ ∈ [A, B]; 
X Stochastic demand rate follows uniform distribution with parameter A to B 

in the period of T; 
θ The coefficient of deterioration; 
Q(δ) The order quantity with a constant demand rate δ; 
P The selling price per unit; 
K The fixed order cost; 
H The holding cost per unit per unit time;
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S The shortage cost per unit; 
K1 The deterioration cost per unit; 
K2 The expired cost per unit; 
T The expiration date of a single item; 
t1 The time at which the inventory drops to zero; 
IX (t) The inventory level at time t with stochastic demand rate X at time t , 0 ≤ 

t ≤ T . 

2.3 Model Descriptions 

Model: Shortage is allowed before the expiration date T , and the shortage would 
occur within the time from t1 to T . Only at  T can the replenishment be arrived 
instantaneously. 

Under the stochastic demand, we investigate a demand rate δ for maximum total 
relevant profit such that the inventory will reach to zero at that Iδ(T ) = 0. Therefore, 
two cases are described for the model at below. 

Case I (X > δ): Because of high demand, the inventory drops to zero before the 
expiration date T . In a simple word, the amount of demand is greater than δ demand 
in the period of T . Overall effect of deterioration and high demand would be certainly 
greater than the ordering quantity. 

Case II (X ≤ δ): During the period of weak demand, the remainder of the inventory 
exists at the expiration date T . On the other hand, the amount of demand is smaller 
than δ demand in the period of T . Overall effect of deterioration and weak demand 
would be certainly smaller than the ordering quantity. Particularly, in this case, the 
remainder must be discarded with cost. 

3 Mathematical Model 

During the interval [0, T ], the deterioration inventory depletion is influenced by the 
random demand X and deterioration rate θ IX (t).The model considered in our study 
that represents the inventory level at time t can be descripted by: 

∂ IX (t) 
∂t 

= −X − θ IX (t) 0 ≤ t ≤ T (1) 

where θ is the coefficient of deterioration and X ∼ uni f  orm( A, B). After compu-
tation, the general solution to the differential equation (1) is  IX (t) = cX  

θ e
−θ t − X 

θ for 
some value c.
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First, the objective of the model is to determine the ordering quantity at time 
zero for items having stock with independent demand rate δ, and with a constant 
coefficient of decay θ . By using first order linear differential equation, we obtain an 
equation of inventory level Iδ(t) = δ 

θ

[
eθ (T −t) − 1

]
which is based on two conditions: 

(1) the ordering quantity is Q(δ) = Iδ(0) when the demand rate X equals δ at the 
beginning time and (2) the inventory depletes at T , or  Iδ(T ) = 0. Thus the ordering 
quantity Q(δ) is obtained as following. 

Q(δ) = Iδ(0) = 
δ 
θ

[
eθ T − 1

]
, A ≤ δ ≤ B (2) 

For any single item, the ordering quantity Q(δ) would be influenced by expiration 
date T and the coefficient of deterioration θ . The solution of Eq. (1) is solved by first  
order linear differential equation, under the conditions: (1) at the boundary condition 
of time zero IX (0) = Q(δ), and (2) at the boundary condition of time T , Iδ(T ) = 0, 
so that we obtain the inventory level 

IX (t) =
[
Q(δ) + 

X 

θ

]
e−θ t − 

X 

θ 
(3) 

Therefore, the inventory cycle of Case I and Case II are demonstrated distinctively 
for the model as following. 

3.1 The Model 

In this model, the inventory level depleting before time T occurs shortage during the 
period of outstanding demand, therefore, it is assumed that the demand during the 
time from t1 < t < T has a random demand X . Before formulating mathematics, 
the model can be discussed in the following 2 cases. 

Case I: X > δ 

In Case I, the point t1 in which the inventory level reaches to zero is earlier than time 
T, since at the beginning of the cycle, Q(δ) is not sufficient for the period of demand 
rate between δ and B. The point t1 is represented in Eq. (4) and boundary of t1 is 
shown in Eq. (5). 

t1 = 
1 

θ 
ln

(

1 + 
δ
[
eθ T − 1

]

X

)

= 
1 

θ 
ln

(
1 + 

θ Q(δ) 
X

)
(4) 

The boundary region of t1 as min(t1) ≤ t1 ≤ T
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⇒ 
1 

θ 
ln

(
θ Q(δ) 

B 
+ 1
)

≤ t1 ≤ 
1 

θ 
ln

(
θ Q(δ) 

δ
+ 1
)

= T, i f  δ ≤ X ≤ B (5) 

And the shortage X (T − t1) units will be calculated in Eq. (11). 

Case II: X ≤ δ 

In Case II, the unsalable items is discarded with G(δ) units, and the inventory level 
goes up to Q(δ) at time T instantaneously. Thus, the equation for G(δ) can be written 
as 

G(δ) = IX (T ) =
[
δ − X 

θ

][
1 − e−θ T ] =

[
Q(δ) 

eT θ − 1 
− 

X 

θ

][
1 − e−θ T ], i f  X  < δ  

(6) 

The followings are the deterministic cost and profit for the total relevant profit 
within two cases are established. The ordering cost per cycle = K 

The purchasing cost per cycle = CQ(δ) 

The selling price per cycle =
{
PXt1, i f  X  > δ  
PX  T, i f  X  ≤ δ 

(7) 

The holding cost per cycle =
}
H
[
Q(δ) 

θ − Xt1 
θ

]
, i f  X  > δ  

H
[
1 
θ

(
Q(δ) + X 

θ

)(
1 − e−θ T )− XT  

θ

]
, i f  X  ≤ δ 

(8) 

The deterioration cost per cycle =
{
K1[Q(δ) − Xt1], i f  X  > δ  
K1
[
Q(δ) − Q(δ − X)e−θ T − XT

]
, i f  X  ≤ δ 

(9) 

The outdating cost per cycle = K2

[[
Q(δ) 

eT θ − 1 
− 

X 

θ

][
1 − e−θ T ]

]
, i f  X  ≤ δ 

(10) 

The shortage cost in the model is = SX  (T − t1) (11) 

Hence, the total relevant expected profit can be written as: 

ET  R  P(Q(δ)) = 
B{

δ 

1 

T

(
Pxt1 −

(
K + 

H 

θ 
(Q(δ) − xt1) + K1 ∗ (Q(δ) − xt1) 

+CQ(δ) + Sx(T − t1))) ∗ f (x)dx  

+ 
δ{

A 

1 

T

(
PxT  −

(
K + 

H 

θ

([
Q(δ) + 

x 

θ

]
∗ [1 − e−θ T ]− xT

)
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+ K1 ∗ (Q(δ) − xT  ) + [K2 − K1] 

∗
[

δ 
θ 

− 
x 

θ

]
∗ [1 − e−θ T ]+ CQ(δ)

))

∗ f (x)dx  = 1 

[B − A]

{(
P + 

H 

θ 
+ K1 + S

)

∗ 

⎛ 

⎝ 
Bθ Q(δ) + B2 ln

(
1 + θ Q(δ) 

B

)

2T θ 

− 
θ 2 Q(δ)2 

[eT θ −1] + θ 2 Q2
(
ln 0
(

B 
Q(δ)θ + 1

)
+ ln

([
eT θ − 1

])− T θ
)

2T θ 

⎞ 

⎠ 

−

(
H 
θ

)

⎛ 

⎜⎜⎜ 
⎜⎜⎜⎜⎜ 
⎝ 

BQ  − 
Q(δ)2 θ
[
eT θ − 1

] +
[(

Q(δ)2 θ
[
eT θ − 1

] − AQ

)

+

[
Q(δ)2 θ 2 

[eT θ −1]2 
− A2

]

2θ 

⎤ 

⎥⎥ 
⎦
[
1 − e−θ T ]

⎞ 

⎟⎟⎟ 
⎟⎟⎟⎟⎟ 
⎠ 

T 

− 
SB2 

2 
−
(
P + H 

θ + K1
)
A2 

2
− 

(K + K1 Q(δ) + CQ(δ))(B − A) 
T 

− 
[K2 − K1]

[
Q(δ)2 θ2 

[eT θ −1]2 
− 2Qθ A 
[eT θ −1] +A2

]

2θ

[
1 − e−θ T ]

T 

⎫ 
⎪⎪⎪⎬ 

⎪⎪⎪⎭ 
(12) 

3.2 Solution Process for the Model 

Next, our goal is to obtain the partial derivatives dET  R  P  
dQ(δ) . 

dET  R  P  

dQ(δ) 
= 1 

[B − A]

{(
P + 

H 

θ 
+ K1 + S

)

∗ 

⎛ 

⎝ B 
T 

− 
Q(δ)θ ln

(
Q(δ)θ 
B + 1

)

T 

+ 
Q(δ)θ ln

(
Q(δ) 
B

)

T
+ 

Q(δ)θ ln(θ ) 
T
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− 
Q(δ)θ ln

(
eT θ − 1

)

T
+ Q(δ)θ 2 − Q(δ)θ 

T
[
eT θ − 1

]

)

−
(
H 
θ

)(
B − 2Q(δ)θ 

[eT θ −1]

)

T
− 

(K1 + C)(B − A) 
T 

− 

H 
θ

[(
2Q(δ)θ 
[eT θ −1]

)
+ Q(δ)θ 

[eT θ −1]2 
− A

][
1 − e−θ T ]

T 

− 
[K2 − K1]

[
Q(δ)θ 
[eT θ −1] − A

]
e−θ T 

T 

⎫ 
⎬ 

⎭ (13) 

Because of the character of natural logarithm, in Eq. (13), it is difficult to 

obtain closed forms for ln
(

Q(δ)θ 
B + 1

)
and ln

(
Q(δ) 
B

)
, we utilize Taylor series for 

the approximations of ln
(

Q(δ)θ 
B + 1

)
and ln

(
Q(δ) 
B

)
. Let  

ln(u) = ln
(
1 + y 
1 − y

)
= 2y

(
1 + 

1 

3 
y2 + 

1 

5 
y4 + 

1 

7 
y6 · · ·

)
, 

where y = u−1 
u+1 . We extract the first one in the terms of Taylor series to be our value 

of approximation as shown in below. 

ln

(
Q(δ)θ 
B 

+ 1
)

≈ 
2Q(δ)θ 

Q(δ)θ + 2B 
(14) 

ln

(
Q(δ) 
B

)
≈ 

2(Q(δ) − B) 
(Q(δ) + B) 

(15) 

Hence, the approximation of Eq. (13) can be obtained as: 

dET  R  P  

dQ  
=
(
P + 

H 

θ 
+ K1 + S

)
∗ {BQ(δ)2 θ + Q(δ)3 θ 2 ln(θ ) 

− Q(δ)3 θ 2 ln
(
eT θ − 1

)+ T Q(δ)3 θ 3 − 
Q(δ)3 θ 2 

eT θ − 1 
+ B2 Q(δ)θ − 4Q(δ)2 θ 2 B + BQ(δ)2 θ 2 ln(θ ) 
− BQ(δ)2 θ 2 ln

(
eT θ − 1

)+ BT Q(δ)2 θ 3 

− 
BQ(δ)2 θ 2
[
eT θ − 1

] + 2B2 Q(δ) + 2BQ(δ)2 θ ln(θ ) 

− 2BQ(δ)2 θ ln
(
eT θ − 1

)+ 2BT Q(δ)2 θ 2 + 4Q(δ)2 θ B



242 C.-S. Lee et al.

− 
2BQ(δ)2 θ
[
eT θ − 1

] + 2B3 − 4Q(δ)θ B2 

+ 2B2 Q(δ)θ ln(θ ) − 2B2 Q(δ)θ ln
(
eT θ − 1

)

+2B2 T Q  Q(δ)θ 2 − 
2B2 Q(δ)θ
[
eT θ − 1

]

}

−
(
H 

θ

)

(
BQ(δ)2 θ − 

2Q(δ)3 θ 2 + 2BQ(δ)2 θ 2 + 4BQ(δ)2 θ + 4B2 Q(δ)θ 
eT θ − 1 

+B2 Q(δ)θ + 2B2 Q(δ) + 2B3
)

− (K1 + C)
(
BQ(δ)2 θ − AQ(δ)2 θ + B2 Q(δ)θ 

−Q(δ)θ AB  + 2B2 Q(δ) − 2BAQ(δ) + 2B3 − 2AB2
)

− 
H 

θ

{(
2Q(δ)3 θ 2 + 2BQ(δ)2 θ 2 + 4BQ(δ)2 θ + 4B2 Q(δ)θ 

eT θ − 1

)

+ 
Q(δ)3 θ 2 + BQ(δ)2 θ 2 + 2BQ(δ)2 θ + 2B2 Q(δ)θ

[
eT θ − 1

]2 

−AQ(δ)2 θ − AB  Q(δ)θ − 2BAQ(δ) − 2AB2}[1 − e−θ T ]

− [K2 − K1]

[
Q(δ)3 θ 2 + BQ(δ)2 θ 2 + 2BQ(δ)2 θ + 2B2 Q(δ)θ 

eT θ − 1 
−Q(δ)2 θ A − AB  Q(δ)θ − 2BQ(δ)A − 2AB2]e−θ T = 0 (16) 

After the arrangement, Eq. (16) can be expressed by the following Eq. (17). 

Q(δ)3
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θ 
+ K1 + S

)
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θ 2 ln
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)
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H 

θ
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)
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eT θ − 1

]2
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)
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[
θ 2 

eT θ − 1

]
e−θ T

)

+ Q(δ)2
((

P + 
H 

θ 
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)(
Bθ + 2Bθ ln

(
θ 

eT θ − 1

)

+ 2BT θ 2 + 4θ B − 2Bθ 
eT θ − 1 

− 4θ 2 B + Bθ 2 ln
(

θ 
eT θ − 1

)

+BT θ 3 − Bθ 2 

eT θ − 1

)
+
(
H 

θ

)(
4Bθ + 2Bθ 2 

eT θ − 1 
− Bθ

)
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]
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[
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(
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2 e−θ T 

−2AB2 H 

θ

[
1 − e−θ T ]−

(
P + 

H 

θ 
+ K1 + S

)
2B3

]
= 0 (17) 

Then the form of the cubic equation aQ(δ)3 + bQ(δ)2 + cQ(δ) + d = 0 is 
expressed, where a, b, c, and d are constant. With the aim of optimal ordering quan-
tity, we derive the solution of approximation Q∗(δ∗) of the cubic equation in Lemma 1 
as follows. 

Lemma 1 If the discriminant of the cubic equation Δ  = 18abcd − 4b3d + b2c3 − 
4ac3 − 27ad is negative, then Q∗(δ∗) has one real root and two complex conjugate 
roots. If Δ  is positive, then Q∗(δ∗) has three distinct real roots. Moreover, if Δ  

equals to zero, then Q∗(δ∗) has a multiple real roots and one distinct real root. Thus, 
the solutions can be found from the following computations:

Δ  1 = b2 − 3ac,Δ  2 = 2b3 − 9abc + 27a2 d, and η =
3

⎡||√  Δ  2 ±
√  

Δ  2 
2 − 4Δ  3 

1 

2
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Hence, the general solution of the cubic equation for the ordering quantity of 

approximation is represented in Q∗(δ∗) = −  1 3a

(
b + ξ kη + Δ  1 

ξ k η

)
, kΣ{0, 1, 2} where 

ξ = − 1 
2 − 1 2 

√
3i is a cube root of unity. Therefore, the results of the general solution 

of the cubic equation solved by Tartaglia are shown in following. 
The discriminant of the cubic equation is determined as follows.

Δ  = 18abcd − 4b3 d + b2 c3 − 4ac3 − 27ad 

Note that: if Δ  <  0, then Q∗(δ∗) has only one real root. 
if Δ  >  0, then Q∗(δ∗) has three distinct real roots. 
if Δ  = 0, then Q∗(δ∗) has a multiple roots and one distinct real root. 
Hence, the inventory system of allowed shortage with random demand indicates 

that the solution of approximation has three real roots, two real or one real root. 

4 Numerical Examples and Analysis for Percentage Error 

In this section we present the approximated solution Q∗(δ) and the optimal solution 
Q∗∗(δ) to investigate the percentage error of the approximated solution ε by setting 
ε = Q

∗(δ)−Q∗∗(δ) 
Q∗∗(δ) × 100% to verify the analytical results from the model. 

4.1 Analysis for Percentage Error 

It follows the base setting of parameters: 
P = 130, T = 1, θ = 0.08, C = 50, K1 = 2, K2 = 5, H = 2, K = 300, 

S = 75, and (A, B) ∈ {U1, U2, U3}. 
In Fig. 1, it clearly shows that the error of approximated solution is not significantly 

affected by the fixed order cost and selling price. But there are lager errors occurred 
under the expiration date and deterioration coefficient. In the model, the process 
solution is approximated after the first partial derivative.

5 Conclusions 

In this paper, we developed a specific deteriorating EOQ Model with stochastic 
demand and fixed shelf-lifetime. These results show that the approximated solu-
tion closes to the optimal ordering quantity by computations, and demonstrated the 
impacts of various parameters on the optimal policy and the profit. Therefore, based 
on the basic setting parameters, some conclusions are presented as follows:
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Fig. 1 The percentage error with respect to the parameters in the model

(1) This model has a large percentage error of approximated solution under the 
increase of the coefficient of deterioration and the expiration date. 

(2) In the model with shortage allowed, the parameter δ∗ of optimal solution do not 
significantly close to minimum value A of uniform distribution with the higher 
index and the expiration date.
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Fig. 1 (continued)

(3) In most of scenarios, the model with shortage allowed is recommended due 
to the results that the ETRP without shortage is greater than the ETRP with 
shortage. This model is recommended because the company lose profit very 
fast under the model without shortage which indicates inventory is depleted 
rapidly so that replenishment is arrived early. 
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Abstract Due to its high potential to perform many tasks faster, more accurately and 
in greater detail than humans artificial intelligence (AI) has been attracting growing 
attention across industries. In manufacturing, AI, in combination with digital sensors, 
networks and software-based automation, defines a new industrialization age. The 
integration of AI into production processes promises to boost the productivity, effi-
ciency, as well as the automation of processes. However, AI adoption in manu-
facturing is currently still in its early stage and lacks practical experiences. This 
raises the question, to which extent manufacturing companies are ready to imple-
ment AI. While approaches to assessing the maturity in terms of the digitalization or 
Industry 4.0 (I4.0) of manufacturing companies are well established and discussed 
in the literature, approaches that specifically address AI in manufacturing are still 
lacking. To address this gap, we present an approach to analyze and monitor the readi-
ness of manufacturing firms for working with AI technologies. In accordance with 
the existing assessment concepts of digitalization and I4.0, our approach examines 
different areas of digital technologies on the product and production level of manu-
facturing firms. Moreover, it incorporates the key foundation for AI—security and 
data—into a conceptual model. We generally assume that companies need to achieve 
a certain level of digital readiness in three key dimensions in order to be ready for 
implementing AI-based technologies. We operationalize these dimensions through 
a variety of product- and production-specific as well as data- and safety-related indi-
cators. In order to illustrate the implementation of our concept in practical terms, 
we present the results of the readiness assessment of two German manufacturing 
companies. 
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1 Introduction 

The increasing use of digital technologies permeates many areas of life, creating 
changes in companies [1] and transforming industries [2] by moving from analog 
to digital processes. In the context of increasing digitization, artificial intelligence 
(AI) has undergone a resurgence over the last few years [3], attracting attention 
across industries. In manufacturing, AI combined with digital sensors, networks, 
and software-based automation is defining a new era of industrialization. Due to its 
great potential to perform many tasks faster, more accurately, and in greater detail 
than humans [4], the integration of AI into production processes promises significant 
performance improvements, e.g. in terms of productivity, flexibility and efficiency 
[5]. 

However, the use of AI in manufacturing is currently still in its early stages [3] and 
lacks practical experience. This raises the question of the extent to which manufac-
turing companies are ready to implement AI. While approaches to assess the maturity 
level in terms of Industry 4.0 or the digitalization of manufacturing companies are 
already established and actively discussed in the literature (e.g., [6–9]), approaches 
specifically addressing AI in manufacturing are, to the best of our knowledge, scarce. 
Although a few approaches investigating AI-readiness or maturity have been intro-
duced in the literature [10–13], they do not consider the specifics of manufacturing 
companies. To address this gap, we present a comprehensive conceptual approach to 
analyze and assess the readiness of manufacturing companies to use AI technologies. 
We thereby focus on production and assume that digitization technologies create a 
technical foundation for the adoption of AI. In addition to the technological domain, 
many aspects from other areas influence the adoption and use of digital technolo-
gies as well, particularly the organization [6–9, 11–14] (e.g., management, strategy, 
or employees) or the environment [6, 7, 11, 12] (e.g., customers, collaborations, or 
regulations). In this paper, however, we neglect the non-technological areas guided 
by the notion that the technological prerequisites representing the basic factors for 
production should be analyzed first to get a first impression of the AI-readiness of 
manufacturing companies. Throughout this paper, we use the terms production and 
manufacturing interchangeably, however, in content we refer to the specificity of 
manufacturing companies in production. 

The paper is structured as follows: After a brief introduction to the concep-
tual background of our model, we present the dimensions as well as the logic of 
assessing AI-readiness based on our metric index. To illustrate the implementation 
of our concept in practical terms, we then present the results of the readiness assess-
ment of two German manufacturing companies. In the closing section, we highlight 
conclusions as well as the main implications for further research.
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tangible intangible 

product smart products smart services 

process smart factory smart operations 

perspective 

nature of 
innovation 

data and security 

Fig. 1 Digital innovation fields in manufacturing based on [15–17] 

2 AI-Readiness Model 

2.1 Conceptual Background 

The basic conceptual background for our model is the innovation typology for manu-
facturing companies [15–17]. In general, innovation activities are clustered into two 
perspectives representing product and process innovations, which in turn can take 
tangible or intangible form. Considering these dimensions in the sense of digital 
value creation, a matrix of four domains emerges: smart factory, smart products, 
smart operations, and smart services [16, 17]. In addition to these four domains 
within the product and process perspective, scholars and practitioners agree that 
the availability of data and security must be considered as critical requirements for a 
successful implementation of AI in manufacturing [10, 11, 13, 18, 19]. Therefore, we 
determine them as the third and cross-sectional domain in our conceptual framework 
(see Fig. 1). 

2.2 Dimensions of the Model 

Guided by the fact that the boundaries between the tangible and intangible inno-
vations in the context of digital technologies used in manufacturing are difficult 
to define, we decide not to consider them separately, but to integrate them in two 
perspectives. We therefore combine smart products and smart services in one dimen-
sion, the digital product-service portfolio. Additionally, we develop the dimension 
digital production by combining smart factory and smart operations in the process 
perspective. Moreover, due to their high-significance for AI, we add data and security 
as a dimension to our model. This understanding results in an AI-readiness model
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dimensions for assessing AI-readiness in production 

digital product-service portfolio 
product features with digital elements 

product-related services 

digital production 
implementation of CPS-related 

technologies in production 

use of advanced robotics 

data and security 
collection and use of operational data 

implementation of data protection measures 

Fig. 2 Three dimensions for assessing AI-readiness in production 

with three dimensions: digital product-service portfolio, digital production, and data 
and security. As we consider the latter as the foundation for the other two dimen-
sions, we define it as the first dimension. Each dimension can be broken down into 
individual components as well as further differentiated and operationalized using 
indicators in order to measure AI-readiness in practice. Figure 2 visualizes the three 
dimensions with their respective sub-areas considered in our model. 

In the first dimension, data and security, we analyze the collection and secure 
handling of data. We thereby consider aspects of data availability through auto-
mated operational data storage as well as the implementation of various information 
technology (IT) security measures for the protection of this data. Data security is 
considered a prerequisite for ensuring protected data handling [18]. As this dimen-
sion is significant for both the product and production domains, we classify it as the 
basis for the first two dimensions. 

In the second dimension, the product-service portfolio, we research the company’s 
product mix and its digital features. In addition to products equipped with digital 
elements, we also consider digital services accompanying the products. Thus, the 
focus is the extent to which information and communications technology (ICT) 
components enable products to collect and communicate data and whether the firm 
offers services (e.g. condition monitoring, predictive maintenance) based on the smart 
components. 

Our third dimension, digital production, considers production processes and 
examines the use of specific technologies and applications driving digitization in 
the production environment. These are an expression of a profound technological 
digitization in the production setting and thus open up access to the opportunities 
associated with highly automated production in a digitized factory [16].
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2.3 Assessment of AI-Readiness 

In order to map the AI-readiness of manufacturing companies, we developed a metric 
index that includes the readiness scores for each dimension, with a maximum of two 
points per dimension. Our scoring procedure is based on the following logic. 

In the first dimension (data and security), the scoring depends on the interplay 
between the different sub-categories. As we consider data and IT security as essential 
foundations for AI [18, 19] and therefore also for the AI-readiness, we assume that 
companies must have taken initial steps in order to receive one point. Only those 
companies implementing both far-reaching IT security measures (such as hardware 
and software security solutions in combination with specific trainings) and storing 
their operational data automatically score full points. 

In the second dimension (digital product-service portfolio), the sub-dimensions 
also influence the allocation of points. A manufacturing company achieves one point 
if its product is equipped with at least one digital technique used for e.g. collecting 
data through sensors or for controlling some mechanisms or systems of the product. 
A firm only achieves the full score if it additionally offers a digital service (e.g. 
predictive maintenance or condition monitoring). 

For the third dimension (digital production), we consider two different technology 
areas in production, the use of which we assume to be a prerequisite for AI implemen-
tation. If the manufacturing firm applies either basic cyber-physical system (CPS)-
related technologies (e.g. advanced manufacturing execution systems (MES)) or 
robotic technologies in production, it scores one point. Only those companies using 
a variety of wide-reaching digital technologies in different areas of production receive 
the maximum of two points. 

Combining the three dimensions, the index value for AI-readiness can range 
from a level of zero (no AI-readiness) to the highest level with a maximum of six 
points (strong AI-readiness). Based on this logic, we distinguish four groups of AI-
readiness: No readiness, low readiness, medium readiness and high readiness (see 
Fig. 3).

The index score of the lowest level on our scale corresponds to the group of 
companies with no readiness for AI. These companies neither offer a digital product 
service portfolio, nor use digital technologies in production. Similarly, they have not 
yet implemented any measures in terms of data collection and IT security. Manu-
facturing companies in the low AI-readiness group have already implemented some 
initial measures and/or adopted some basic digital techniques. However, in at least 
one of the three considered dimensions, they have not implemented any technolo-
gies or relevant measures. The group of companies with a moderate level of AI-
readiness has already created supportive foundations in at least two of the three 
dimensions. Thus, initial approaches for expanding the technical foundations on 
the path to AI-readiness in production are discernible in this group of companies. 
Finally, a digital product-service portfolio as well as the use of digital production 
technologies characterize the top group with high AI-readiness. In this group, high 
AI-readiness runs through all three dimensions including the systematic collection
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high AI-readiness 
advanced digital product-service portfolio and use 
of digital production techniques; 

systematic collection and use of operational data 
as well as security measures 

moderate AI-readiness 
foundations set in at least two of the three 
dimensions with a focus on digital products or 
production; 

basic data collection and IT security measures 

low AI-readiness 
introduction of a digital product-service offer or 
first approaches for a digital production; 

initiation of the collection and use of operational 
data as well as initial security measures 

no AI-readiness 
no digital product features, related service offers 
or intelligent production processes; 

no systematic data collection or implementation 
of security measures for data protection 

Fig. 3 Levels for achieving AI-readiness in production

and use of operational data as well as the implementation of comprehensive IT 
security measures. 

3 Illustrative Case Studies 

3.1 Case ALPHA—Product Specialist 

ALPHA, a medium-sized company (approx. 60 employees), focuses on special 
machine construction and individually engineers solutions for its customers in the 
automotive and aerospace industries. At the core of the company is the construction 
of lifting equipment and assembly systems as well as automation solutions, such 
as robotic systems. ALPHA purchases the required parts and assembles individual 
solutions for its customers, drawing on its know-how in different areas (production 
processes as well as software development). 

Looking at our AI-readiness index, ALPHA shows a clear focus on the digital 
product-service portfolio, supported by a basic data and IT security foundation,
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while a digital production is less prominent. The company successfully integrates 
different digital elements in its innovative products, such as RFID tags, various inter-
faces as well as sensor technologies. Based on these intelligent elements, ALPHA 
offers product-related services, e.g. digital remote monitoring. Since ALPHA does 
not manufacture standardized machines but rather designs custom solutions, many 
production processes lack automation. Although some CPS-related technologies are 
applied in assembly (e.g. through a warehouse management system), there is no 
extensive use of digital technologies in production. ALPHA collects some operational 
data, but most of the engineering knowledge remains in the heads of the designers 
and assembly workers. The company attaches great importance to IT security and 
sensitizes its employees accordingly. In addition, a few software solutions are in 
place to protect data. 

To sum up, the evaluation of AI-readiness according to our index leads to the 
classification of ALPHA in the group of moderate AI-readiness with an overall index 
score of three points. The focus of the company is on a highly digital product-service 
portfolio with a moderate data and security basis. 

3.2 Case BETA—Production Specialist 

The medium-sized production company BETA employs approximately 130 people 
and specializes in turning and milling of precision parts. It manufactures a variety 
of different metal parts in medium to large series for its customers in automotive, 
aerospace and medical technology sectors. The digitalization of production plays an 
essential role in the company and is constantly being driven forward. Nevertheless, 
the machine park also includes some older machines that are not yet equipped with 
the latest technologies. 

When analyzing the dimensions of the AI-readiness index, BETA reveals a clear 
focus on digital production as well as data and security, while a digital product-
service portfolio is somewhat neglected. BETA’s products are not equipped with any 
digital elements or accompanied by product-related services. One of the reasons for 
this is that BETA produces metal parts that its customers subsequently process. In 
contrast, BETA’s digital production is already highly advanced. The company uses 
CPS-related technologies in production, including a production control system and 
warehouse management system. In addition, various robots support the production of 
large series and collaborate with the workers. BETA’s IT security and data handling is 
also advanced. The manufacturing firm stores operating data automatically enabling 
various analyses of the production process. To ensure the protection of the sensitive 
operational data, the company trains its employees regularly. Various barriers, such 
as authentication measures, restrict access to the production hall. Hardware and 
software solutions provide additional IT security. 

According to our AI-readiness index, BETA thus records moderate AI-readiness 
(total index score: four points), with strong readiness in all dimensions except the 
digital product-service portfolio.
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4 Concluding Remarks 

Based on the existing literature, we developed a conceptual framework of a 
manufacturing-specific model that allows us to assess the technological AI-readiness 
of manufacturing companies in production. We visualized this assessment using a 
qualitative analysis in two use cases. These illustrative presentations reinforce our 
understanding of the importance of possible clusters on AI-readiness. The manufac-
turing companies analyzed focus on either digital production or a digital product, 
while data and security form an essential foundation for both priorities. 

To continue developing the AI-readiness model for manufacturing, we will opera-
tionalize the categories as well as sub-categories into a set of indicators and conduct a 
quantitative analysis of AI-readiness in the manufacturing sector using a large-scale 
survey. In this process, we plan to explore the clusters of companies (e.g. product 
experts or production experts) further as well as research differences in production 
performance. Since the use of AI in production areas promises to increase perfor-
mance (esp. with respect to productivity and efficiency [5]), this quantitative analysis 
will also evaluate statements about the economic impact of AI-readiness. In addition 
to the quantitative analysis, we plan to conduct an in-depth qualitative research for 
examining reasons or factors that lead to success based on a specific combination of 
technologies, measures or individual clusters. These analyses aim to support decision 
makers in leveraging the results on AI-readiness to successfully integrate potential 
applications into production processes. 
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Abstract The evolution to Industry 4.0 is creating the impetus for the manufac-
turing industry to increase productivity through smart management and stabiliza-
tion of resources, capacity and utilisation. Increased plant availability, extended 
service life of resources as well as optimised product and process quality require
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intelligent maintenance strategies. The conventional reactive maintenance (run-to-
failure) causes unexpected production stoppages, and preventive maintenance at 
times leads to waste of working hours and material due to the premature replacement 
of machine components. A smart Predictive Maintenance (PdM) strategy equipped 
with fault detection and prediction based on acquired, processed and analysed data 
can result in an accurate estimation of the Remaining Useful Life (RUL) of machine 
components and thus trigger appropriate maintenance action plans. Data acquisi-
tion, processing, analysis and rule-based decision supporting require the develop-
ment, application and combination of various Industrial Internet of Things (IIoT) 
devices, models and methods in an integrated manner. Through transparent devel-
opment and integrated harmonisation of all models, methods and technologies, fault 
detections and respective RUL estimations of machine components become more 
accurate and reliable. This leads to an increasing acceptance of employees towards 
software-based recommendations, in particular maintenance instructions for opera-
tors and proposals for an optimised development of the next generation of production 
systems and equipment. Within the scope of the EU-funded project Z-BRE4K, this 
paper proposes an IIoT architecture that presents models, methods and technolo-
gies in an integrated manner and highlights the data and information flow between 
them. The architecture including the infrastructure has been applied in three pilot 
cases with the industrial end users PHILIPS, GESTAMP and CDS to demonstrate 
the compatibility of the architecture to different industries with various production 
systems and diverse conditions, requirements and needs. Based on the adaption of 
the generic architecture for the pilot cases, the models, methods and technologies 
were developed efficiently and continuously improved and validated. The proposed
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architecture is intended to be applicable across industries to facilitate the transfor-
mation from reactive or preventive to PdM and thereby improve the competitiveness 
of manufacturing companies. 

Keywords Predictive maintenance · Industrial Internet of Things architecture ·
Fault detection · Remaining Useful Life estimation 

1 Introduction and State of the Art 

In order to advance the competitiveness of manufacturing companies, their produc-
tivity must be increased, for which smart maintenance strategies are required. Predic-
tive Maintenance (PdM) enables an increased availability, service life and perfor-
mance of plant and equipment as well as an optimised product and process quality. 
Through a comprehensive analysis of production systems, the Remaining Useful 
Life (RUL) of machine components can be estimated and thus the appropriate point 
in time for maintenance can be determined [1]. This leads to a higher Overall Equip-
ment Effectiveness and thus to an increased productivity. While reactive maintenance 
only provides for repairs after a breakdown, preventive maintenance aims at replacing 
components at predefined time intervals based on manufacturer specifications and 
empirical values [2]. Condition-based maintenance includes continuous condition 
monitoring and the resolution of maintenance measures based on defined condition 
deviations and events. Currently, most companies rely on reactive or preventive main-
tenance strategies, as costs and complexity of more proactive maintenance strategies 
initially discourage. Especially PdM poses challenges for many companies, which 
is confirmed in a study from 2017 [3]. 

Existing approaches in literature mostly focus on applying models, methods and 
technologies on specific use cases [4, 5] or highlight the most common techniques in 
the context of PdM, e.g. Long Short-Term Memory (LSTM)—according to Wu et al. 
[6] commonly used due to its efficiency in processing time series data—and linear 
regression [7, 8], or mechanisms for feature extraction as an important pre-processing 
step for training the models [9]. Furthermore, multiple literature deals with hybrid 
modelling approaches, e.g. combining various machine learning algorithms [10], 
data-driven and physics-based models [11, 12] or data mining and ontology-based 
semantics [13]. Even though scattered approaches exist regarding PdM strategies 
from an architecture and design to its practical implementation [14], companies still 
cite a lack of a systematic approach—in the sense of a clear procedure based on an 
Industrial Internet of Things (IIoT) architecture to derive implementation steps—as a 
crucial obstacle for establishing a corresponding business model and thus for imple-
menting PdM into their manufacturing and process settings [3], which represents a 
research gap. 

To close this research gap, this paper presents an approach for a generic IIoT 
architecture based on integrated models, methods and technologies with the focus 
on providing a basis for implementing PdM into manufacturing companies from
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different industries with various production systems and diverse conditions, require-
ments and needs. The proposed architecture combines models, methods and tech-
nologies within Industry 4.0 compliant layers such as data acquisition, transfer and 
persistence, analysis and business logic. By implementing PdM at PHILIPS, CDS— 
together with the original equipment manufacturer SACMI—and GESTAMP within 
the scope of the EU-funded project Z-BRE4K, the applicability of the generic archi-
tecture and the included models, methods and technologies is demonstrated. For the 
development of the architecture as well as for the included models, methods and 
technologies, established approaches are used as an orientation, but are continuously 
advanced and combined according to the conditions, requirements and needs of the 
three pilot cases. Particular attention is paid to the transparent development of the 
models, methods and technologies with continuous consultation with the industrial 
end users and their employees in order to increase acceptance towards the appli-
cations. The overall result is a holistic architecture for PdM that, subject to minor 
adjustments, is applicable to a wide range of industries and use cases of manufacturing 
companies. 

The structure of the paper is as follows: First, the proposed generic architec-
ture for PdM, highlighting its layers is presented. In Sect. 3, the application of the 
general architecture for the three pilot cases is described, however it only gives a 
short overview with exemplary excerpts of the three use cases to demonstrate the 
compliance of the generic architecture to different industries with various produc-
tion systems and diverse conditions, requirements and needs. Finally, the paper is 
summed up and an outlook is given. 

2 Approach for a Generic Architecture for Predictive 
Maintenance 

Figure 1 presents an approach for a generic holistic architecture as a basis for the 
implementation of PdM in manufacturing and process settings subject to minor 
customization. Its successive layers of data acquisition, transfer and persistence 
and analysis, as well as the layer in which decisions are made based on generated 
information, the business logic, will be described in more detail in the following 
sections.

2.1 Data Acquisition 

The layer of data acquisition focuses on the shop floor of a manufacturing company 
and includes the entire machinery and the measuring equipment, in particular sensors. 
Furthermore, this layer is source of expert knowledge about the machines and the 
production process, including engineering data, e.g. material specifications or data
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sheets of different components of the production systems. Measuring principles and 
sensor types must be selected or retrofitted depending on the required signals. This 
selection process can be supported using existing toolboxes, e.g. according to Fleis-
cher et al. [15]. Furthermore, the sensors must be installed and mechanically inte-
grated at an appropriate location. The sensor readings are transmitted to gateways 
for pre-processing of the signals using appropriate communication technology, e.g. 
bus systems. 

2.2 Data Transfer and Persistence 

The acquired sensor data is processed via gateways with functionalities such as 
interoperability, aggregation and—if required—local data pre-processing. Interop-
erability simplifies the connection of multiple machines and other devices, using a 
variety of interfaces, protocols and standards for both local installation (edge) and 
remote data transmission (connectivity). An ontology-based semantic framework 
can be applied to foster interoperability, i.e. to maintain consistency across different 
data sources and sinks. It involves semantic modelling of maintenance entities (e.g. 
production systems, work parts, failure modes) and actions, which then serve as a 
reference model that allows linking all data in the respective use case and providing 
standards-based access to all data related to a particular application. By brokering 
data coming from a wide variety of publishing sources, the data is centralized and 
contextualized, which then can be subscribed by data analysing consumers. In order 
to ensure the data security and sovereignty of the transferred and persistent data, 
Industrial Data Space (IDS) aims to formulate an infrastructure for the fast, secure 
and sovereign transmission and use of data. Only certified participants whose iden-
tity has been verified beforehand are allowed to enter the data space. IDS connectors 
based on FIWARE specification use system adapters to receive data from various 
sources, e.g. from a Message Queuing Telemetry Transport (MQTT) broker built on 
top of the gateway, and convert them into a standardized format. Consumers are able 
to subscribe contextualized data from an integrated Orion Context Broker (OCB) in 
a standardized and secure manner via Next Generation Service Interfaces (NGSI), 
which is a protocol developed by Open Mobile Alliance (OMA) to manage context 
information [16, 17]. 

2.3 Data Analysis and Business Logic 

The layer of data analysis aims to detect and predict faults and estimate the RUL of 
critical machine components. Considering a deterioration profile of a machine and 
its components, the RUL is the period from a current health status of the machine to 
a detected fault based on computed condition indicators. Fault detection includes the 
distinguishing between a healthy and a faulty status of a machine. Various reactive
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algorithms can be applied to detect anomalies within the data, tailored to the require-
ments of the respective use case. Some sensor readings do not show a significant 
changing trend between healthy states and faults and therefore do not contribute to 
the selection of useful features for training a model. Consequently, data reduction 
needs to be performed by selecting only sensor signals with the strongest trend and 
combining them to calculate condition indicators by means of feature extraction 
mechanisms. 

There are three common approaches to predict faults and to estimate the RUL, 
depending on the data available [18]. First, if no data is available on the history of the 
running machine, but data about breakdowns as single events, then survival models, 
i.e. probability density functions, can be used. This approach does not involve data 
collection of machine behaviour prior to a failure. The second approach for RUL 
estimation is once complete run-to-failure data (data from healthy state, degradation 
and actual failure) of the machine in operation or similar machines are available, 
then similarity models should be used. For similarity models, a lot of training data 
is needed so that the machine in operation can be aligned with these historically 
most similar degradation profiles. In cases where failures cannot be detected and 
therefore no failure data is available to train a predictive model, (safety) thresholds 
must be defined for condition indicators that should not be crossed. In that case, a fed 
degradation model is useful, as the behaviour of the running machine is monitored 
and by identifying a pattern within the data, a trend can be extrapolated until the 
threshold is reached, e.g. via regression analysis. Another approach in cases where 
failures could not be detected due to missing machine failures is to simulate potential 
failures using physics-based models of the machine and its components. By the 
hybridization of data-driven and physics-based models, simulations can be carried 
out quickly and cost-effectively to expand the amount of data required. In addition, 
using physics-based models, physical causes and effects can be investigated to gain 
additional knowledge, potential failure mechanisms can be identified and faults can 
be localized more easily. 

Regarding the business logic, a decision support system (DSS) evaluates the 
performance of the machines and receives anomalies, predictions and RUL esti-
mations published by the data-driven models, combining them into a single result 
by automatically tuning and promoting the most effective predictions approach. The 
DSS decides on preventive actions by activating recommendations to improve main-
tainability and operational efficiency on the shop floor. A feedback loop by the oper-
ator can be applied, which takes into account their opinions about the recommen-
dations and their quality. The Failure Mode and Effects Analysis (FMEA) identifies 
the potential failure modes, causes and effects associated with a machine component 
and how the performance of the system is affected, addressing each failure mode and 
its respective effects in the system independently. FMECA additionally analyses the 
criticalities of each potential failure mode and effect and calculates the Risk Priority 
Number (RPN) based on the combination of occurrence and severity of a given 
combination of failure mode, cause and effect. Based on that, a heat map provides 
information to the user in an intuitive manner. The user can immediately see whether
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a particular failure mode causes a high, medium or low risk to the system based on 
the area placed in the heat map. 

3 Application of the Generic Architecture in Pilot Cases 

The general architecture proposed in Sect. 2 is applied in three pilot cases with indus-
trial end users to proof the compatibility of the architecture to different industries 
with various production systems and diverse conditions, requirements and needs. 
One pilot case deals with cold forming for the manufacturing of cutting elements 
for electric shavers at the PHILIPS factory. The second one is about continuous 
compression moulding for the manufacturing of plastic closures at CDS and the 
third one involves cold forming, arc-welding and in-line quality inspection for the 
manufacturing of chassis parts at GESTAMP. 

3.1 Cold Forming for the Manufacturing of Shaver Cutters 

Shaving systems are manufactured at the PHILIPS factory. One of the parts of 
a shaving system is a cutter. These cutters are produced on a production line 
consisting of cold forming, finishing, measuring and assembly. Figure 2 presents 
the implementation of the generic architecture to this pilot case.

Data acquisition. This pilot case focuses on dies of a press that form the cutters 
from a metal strip entering the press. Multiple acoustic emission (AE) sensors are 
installed in crucial positions that can measure signals in terms of changes in the 
hardened steel. 

Data transfer and persistence. The AE data along with quality inspection infor-
mation are collected in real-time by the measuring equipment coupled to the factory 
network. After pre-processing, a gateway sends the data to a database and publishes 
them to a MQTT broker extended with an IDS connector. Via the counterpart of 
the IDS connector provider, the IDS connector consumer, the data contextualized by 
an integrated OCB are transferred to the data-driven models to detect and predict 
faults. The semantic framework is based on an ontology, structuring the entities of 
the IDS connectors. The cold forming dies and all related parts, embedded data 
sources, failure modes, severity indicators and maintenance actions are modelled 
as an enumeration of related entities to represent the pilot case-specific knowledge 
machine-understandably. 

Data analysis and business logic. By subscribing the AE data as well as other data 
sources, e.g. maintenance logs, in JSON format from the OCB using NGSI API, 
various algorithms are applied to detect and predict faults of the cold forming dies. 
To detect faults, i.e. AE waves that do not conform to neighbouring signals, a simple
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rule-based approach monitors specific sensorial inputs to detect rule violations based 
on user-defined thresholds. Since the threshold specification is difficult due to a lot 
of instability to the sensorial input, a distance-based outlier detection approach is 
used, which alleviates the need for rule specifications for each different sensorial 
input. This approach is based on the Micro-cluster Continuous Outlier Detection 
algorithm and can be applied to streaming data. For fault prediction an event-based 
algorithm is utilized, identifying patterns of events that occur before failures, in order 
to train the models for predictions. An approach for discretization of the input signal 
is then used in order to convert the sensorial signal to artificial events that might or 
might not have an actual meaning to the physical world. It should be noted that a 
number of other algorithms (e.g. Autoencoders, matrix profiles, Apriori) are used 
for both fault detection and prediction for validation purposes and thus to increase 
the reliability of calculations. Besides the aforementioned data-driven models, the 
physics-based model of the dies is represented as a Finite Element Method (FEM) 
model, analysing critical parts against high cycle fatigue to derive recommendations 
to strengthen the weakest parts, supporting employees during the design phase of the 
next generation of machine components to optimize the reliability of the machine 
and thereby minimize breakdowns. 

In order to combine multiple fault detections or predictions, a fusion component 
is applied to generate higher-level detection and prediction strategies, e.g. the combi-
nation of monitoring the first and the second die of the press and only if faults are 
detected in both dies, a report is generated. This leads to a reduction of false positive 
reports. Finally, a DSS receives input from both a FMECA, mainly failure modes 
and severity indicators, as well from the fusion component, and uses a rule engine, 
which is able to decide automatically upon specific actions to mitigate the detected 
and predicted faults. The DSS applies business related rules that are created by the 
shop floor managers based on their experiences and knowledge. 

3.2 Continuous Compression Moulding 
for the Manufacturing of Plastic Closures 

Plastic closures for the food and beverage industry are manufactured at CDS. This 
paper particularly addresses the production of plastic closures carried out by means 
of compression moulding techniques. In this regard, CDS produces various formats 
of products with many diverse parameters such as material, dimensions or weight. 
Figure 3 presents the implementation of the generic architecture to this pilot case.

Data acquisition. The focus of this pilot case are five Continuous Compression 
Moulding (CCM) machines—designed and manufactured by SACMI—with three 
auxiliary modules, a hydraulic unit (HU), a plastic extruder (EX) and a thermal 
regulator (TH) equipped with several sensors to measure pressures, temperatures 
and volume flow rates. The TH provides an aqueous fluid to cool the cavities of the 
CCM machines and will be considered in more detail in the following paragraphs.
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Data transfer and persistence. The sensor signals are collected in a gateway. To 
make the data available to the subsequent IIoT infrastructure, additional software is 
installed on the gateway. This allows publishing the data to a MQTT broker, enabling 
a cloud storage as intermediate layer to publish data to an integrated backend, gener-
ating a first data visualization to provide early information to the operator about the 
status of the machine. All data is transformed in Resource Description Framework 
(RDF) triplets and stored in a triple store database. On top of the database, a reasoner 
supports the extraction of knowledge according the consumer’s queries, building a 
knowledge-based system. The cloud storage is extended with an IDS connector to 
ensure data security and sovereignty, following the same policy as in Sect. 3.1. 

Data analysis and business logic. By subscribing the sensor data in JSON format 
from an OCB using NGSI API, various algorithms are applied to detect faults and to 
estimate the RUL. For instance, a regression-based approach is used to detect faults 
of the TH—which are mainly caused by a clogging filter—based on the trend of 
incoming sensor data. The approach uses historical data and detects violations based 
on predefined thresholds that are either linear or exponential to the measured trend. 
By applying an event clustering algorithm, the extrapolated trends of the individual 
sensor values based on the regression analysis are weighted up to the thresholds, so 
that an overall RUL of the filter is calculated. Due to missing machine breakdowns 
and thus a lack of detected faults, a physics-based representation of the TH as an 
object- and signal flow-oriented modelling approach with integrated virtual sensors is 
applied for multi-physics simulations of the TH. The hybridization of the regressive 
event tracker model and the physics-based model is carried out by varying various 
parameters in the physics-based simulation model, automatically integrating virtual 
sensor values into the regressive event tracker model, while at the same time changing 
parameters during operation are integrated into the physics-based model. 

Reports based on a fusion algorithm are triggered when pre-defined combinations 
of outcomes of the models are reached. Besides the rule-based processing of these 
outcomes, the DSS requests information from a FMECA tool, in particular the level 
of criticality for failure modes and checks the combination of the confidence level 
along with the criticality and the timeframe of the predictions to activate maintenance 
actions, e.g. as a notification to a mobile device of the operator. Furthermore, a 
Computerized Maintenance Management System (CMMS) is implemented, so the 
operator can schedule maintenance actions and to interface with other entities such 
as the spare part warehouse inventory for an availability check. 

3.3 Cold Forming and Arc-Welding for the Manufacturing 
of Chassis Parts 

Lightweight chassis parts are manufactured at the GESTAMP facility. The production 
line includes a stamping cell with a servo-driven press for cold forming (bending and 
cutting) of the incoming steel sheets, a robot for arc-welding the formed parts and



Architecture for Predictive Maintenance Based on Integrated … 271

an in-line multi-sensor quality control system to ensure the quality of the finished 
manufactured parts. Figure 4 presents the implementation of the generic architecture 
to this pilot case.

Data acquisition. The stamping press is a closed system equipped with several pre-
installed sensors for measuring torque, temperature, pressure and lubrication and two 
strain gage sensors installed at two connecting rods of the press. These locations are 
selected to provide the most significant strain history. The distribution of the load 
causes inertial forces that generate cyclic axial forces and stress, bending moments 
and stress perpendicular and parallel to the eccentric shaft. The tonnage signature 
provides important information that allows statements about the load, change in 
stock thickness and hardness, part lubrication, tool wear, stuck scrap in the die and 
the quality of the stamped parts. The arc-welding cell consists of two welding robots, 
a welding gun with a contact tip and an infrared (IR) sensor for an in-line quality 
control of the welding process. IR imaging provides information of the melt pool 
and surrounding areas during the welding process, such as geometry and temperature 
distribution. The IR system is comprised by a thermal camera and an embedded 
processing unit to perform the vision tasks in real-time and to ensure interoperability 
with subsequent applications. 

Data transfer and persistence. All raw data acquired from each stroke of the 
stamping press as well as features extracted from the video sequence of the IR system 
together with other process parameters such as voltage and current are transferred 
as a XML or CSV file to a shared server. An IDS connector periodically queries this 
server via a system adapter. Once a new file is detected, the system adapter parses 
the information to NGSI. By sending the data to an integrated OCB, consumers are 
thus able to subscribe to a certain type of information in a standardized, secured and 
sovereign manner. The semantic framework is based on an ontology, following the 
same policy as mentioned in Sect. 3.1. Once the data is contextualized, consumers 
are able to analyse the data. 

Data analysis and business logic. With regard to the stamping process, a percep-
tual metric known from quantifying image quality degradation caused by image 
processing, the Structural Similarity Index Measure, is used. The outliers are iden-
tified and the rate of failure determines the depreciation of the stamping dies. The 
instantaneous stamp force outside tolerance provides a defective part. In this regard, 
the defects rate provides the depreciation of the cold forming dies and therefore the 
RUL can be estimated. Due to only minor differences to the pilot case in Sect. 3.1 
regarding the physics-based representation of the press as a FEM model, this will 
not be explained in more detail at this point. 

Regarding the welding station, a video processing pipeline for condition moni-
toring and quality control combining edge and cloud processing is devised. In the 
edge, a feature extraction module for reducing the dimensionality of the data send to 
the cloud and a quality control classifier are implemented. First, a detection algorithm 
is applied to recognize and crop the region of interest around the contact tip during 
welding. Then, a bivariate classifier is combining convolutional (CNN) and recurrent
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neural networks (LSTM) for a quality assessment to classify parts in defect and non-
defect ones. The CNN serves for the extraction of spatial features, the LSTM-based 
network for the extraction of temporal features and a fully connected layer classifies 
the spatiotemporal features extracted. In the cloud, a single LSTM model driven by 
the extracted spatial features is applied in terms of condition monitoring. Finally, 
a geometric dimensioning and tolerancing (GD&T) analysis is applied to control 
the quality of the finished parts, using a point cloud of scanned parts to evaluate 
deviations by comparing the scan to a theoretical CAD model. The fusing of all data 
analysis outcomes is done in the context of the DSS, which follows the same logic 
(including the interaction with FMECA) as described in the two pilot cases above. 

4 Summary and Outlook 

In terms of the EU-funded project Z-BRE4K, an architecture for PdM based on inte-
grated models, methods and technologies has been developed with the aim of imple-
menting PdM into manufacturing companies. The proposed architecture including 
various models, methods and technologies, which were continuously advanced based 
on existing approaches according to requirements of the use cases, has been effec-
tively applied at three companies due to its holistic nature and modularity. Thus, a 
successful transformation from reactive or preventive to PdM strategies at PHILIPS, 
CDS and GESTAMP has been realised. Due to the transparent development of the 
concepts and solutions, they are applied by employees of the companies in their 
daily work. The applicability of the architecture has been demonstrated and can now 
serve as a reference for companies from different industries with various production 
systems and diverse conditions, requirements and needs for implementing PdM. 

In follow-up activities, measurements of improved key performance indicators and 
a profitability analysis should be carried out, as companies want to achieve a return 
on investment as soon as possible. Furthermore, the integration into higher-level 
systems must be expanded in order to establish PdM in the entire system landscape 
of a company. 
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IoT Framework and Requirement 
for Intelligent Industrial Pyrolysis 
Process to Recycle CFRP Composite 
Wastes: Application Study 

Mehar Ullah , Sankar Karuppannan Gopalraj, Daniel Gutierrez-Rojas, 
Pedro Nardelli, and Timo Kärki 

Abstract The cumulating carbon fiber-reinforced polymer (CFRP) composite 
wastes need to be disposed efficiently. So far, the most effective thermal-based recy-
cling technique, namely pyrolysis, has grown exponentially towards industrial scaling 
in developed countries such as the UK and Germany. Typically, even the slightest 
mistakes can cause unfavorable results and delays in workflow within such a massive 
operating environment (e.g., >1 tonnes/day operating capacity). The existing semi-
automated and, in some cases, fully automated plants should be continuously updated 
to resemble the varying classes and volume of the CFRP composite wastes. To over-
come such research gaps and imprecise manual errors, Internet-of-Things (IoT) based 
framework is proposed. This paper studies the theoretical implementation of an IoT-
based framework into the pyrolysis process to recycle CFRP composite waste to 
manage the process based on the principles of cyber-physical systems. The proposed 
framework consists of sensors and actuators that will be used to collect the data and 
communicate with a central management constructed as a platform that will articulate 
and manipulate data to satisfy the requirements of the recycling process, computa-
tionally modeled through logical relations between physical entities. In this case, the 
management unit can be either controllable or monitored remotely to increase the 
operation time of the plant. Our objective is to propose a scalable method to improve 
the recycling process, which will also help future decision-making in handling recy-
cled carbon fiber. Specifically, this study will go beyond the state-of-the-art in the 
field by (i) automatically calculate the mass of the waste and adjust the operating 
time, temperature, atmospheric pressure, and inert gas flow (if needed), (ii) regener-
ating heat so that after the first batch is recycled, the resin high in calorific value will 
be burned and will be releasing energy, whose generated heat needs to be trapped 
inside the furnace and then regenerated into the system, and (iii) decrease energy 
consumption and fasten the process flow time. In summary, the proposed framework
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aims to provide a user-friendly control and temperature monitoring that can increase 
the overall efficiency of the process and avoid possible process shut down or even 
char formation by a controlled atmosphere in the pyrolytic reactor. 

Keywords IoT framework · Industrial-scale pyrolysis · Recycling carbon fiber 

1 Introduction 

Carbon fiber-reinforced polymer (CFRP) composites have been exponentially used 
in high-performance applications for decades. The composites have high mechan-
ical properties for a lower weight ratio making them capable of replacing traditional 
metals in lightweight applications. However, CFRP composites employed 20 years 
ago have now reached their end-of-life (EoL) and raised a significant question about 
their disposal routes. So far, 62,000 tonnes of CFRP composite wastes have been 
cumulating each year, and the forecast predicts that the amount could increase 
up to 90,000+ tonnes/year if not disposed properly. At the same time, the annual 
demand for virgin CFRP composites also expected to be increased from 72,000 to 
140,000 tonnes/year [1]. To establish a balance, recycling the waste composites, 
recovering the valuable carbon fibers (CFs), and reusing them into new composites 
is the only sustainable option [2]. 

Previously, landfilling and incineration were the popular disposal methods for their 
composites. However, various studies have proved that recycled carbon fibers (rCFs) 
to be close to their virgin properties, recycling industries have invested in a sustain-
able alternative to recycling CFRP composite wastes. Thermal recycling processes 
such as pyrolysis and solvolysis using supercritical/subcritical water or mild solvents 
have proved to be highly efficient [1]. Recently, a novel thermal recycling process [2] 
capable of recycling CFRP composite wastes with maximum efficiency has resulted 
in clean recycled fibers without disturbing the fibers’ structural integrity (fiber direc-
tion, arrangement, and length). However, all these processes exist on a laboratory 
scale. Among them, pyrolysis has been successfully established on an industrial scale 
in The UK (Gen 2 Carbon), Belgium (Procotex), and Germany (CFK valley and SGL 
group). 

Figure 1 presents the operating principle of the pyrolysis recycling process to 
recover CFRP composite wastes. First, the composite waste is size reduced using 
mechanical shredding and feeds into the system. The pyrolysis reactor is a closed 
chamber with no oxygen present. However, the process is done in an inert gas atmo-
sphere to separate the valuable CFs from the matrix at 550 °C for the required time 
(depends on the waste quantity). Then, the recovered fibers are passed to a secondary 
heating chamber at 200 °C to oxidize the resin residues. Finally, the CFs are recycled, 
acquiring pyrolytic oil (can be used as feedstock) and hot gas (can be regenerated) 
[1]. Overall, industrial-scale pyrolysis possesses enormous sustainable benefits.

The EU’s regulations have moved from landfilling and incineration towards 
sustainable recycling regulations. In which recycling processes with low emissions
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Fig. 1 Overview of the pyrolysis process [1]

in carbon footprints are preferred [1]. So, industries utilizing the pyrolysis process 
to recycle CFRP composite waste have to reconsider advanced emission monitoring 
along with their primary monitorable parameters such as pyrolysis temperature, pres-
sure, inert gas flow, heat regeneration, recycled fiber quality, etc. Also, considering 
the type of CFRP composite wastes cumulating, which lacks composite information 
such as profile, the volume of fiber and resin, composite type, resin type, etc., there is a 
need to implement an advanced monitoring system to moderate such industrial-scale 
process. 

These strategies call for more control and automation. Therefore, applying IoT 
scheme frameworks can improve the overall connectivity bringing significant control, 
monitoring, and safety to the process [3]. However, the existing semi-automated and, 
in some cases, fully automated pyrolysis plants need to be continuously updated and 
constantly monitored to couple with the varying CFRP composite waste types. To 
overcome such research gaps and eradicate manual errors, Internet-of-Things (IoT) 
based framework is proposed. Typically, an IoT is a network of devices intercon-
nected to each other using some communication technology and using sensors and 
actuators to gather data from different devices and send that data to the cloud to store, 
process, and get information [4]. 

This paper studies the theoretical implementation of an Internet-of-Things (IoT)-
based framework into the pyrolysis process to recycle CFRP composite wastes and 
manage the process based on the principles of cyber-physical systems. The proposed 
framework consists of sensors and actuators to collect the required data and commu-
nicate with central management constructed as an IoT platform that will articulate and 
manipulate data to satisfy the requirements of the recycling process, computation-
ally modeled through logical relations between physical entities. Furthermore, this 
study will focus on selecting a suitable IoT platform based on the requirements of the 
pyrolysis process. Incorporating IoT and its platform into the pyrolysis process will 
improvize the plant by automatically calculating the mass of the CFRP composite 
wastes and adjusting parameters such as: operating time, temperature, atmospheric 
pressure, inert gas flow, increase energy efficiency, and reduce process flow time.
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Fig. 2 IoT framework implementation in industrial-scale pyrolysis 

2 General IoT Framework for Recycling Carbon Fibers 

The focus on implementing IoT technology into industrial-scale pyrolysis was 
discussed in the following section. First, an insight into improving pyrolysis factors 
such as cost, speed, reliability, scalability, and performance resulting from IoT was 
investigated [5]. Furthermore, discussions on IoT collected data as a reliable source of 
information in current decision-making and future improvements into the pyrolysis 
process. 

2.1 Industrial-Scale Pyrolysis Process and IoT Framework 

Figure 2 presents the implemented IoT network in an industrial-scale pyrolysis setup. 
The process includes sensors and actuators at all the crucial sections (starting from 
the waste feed till the CF recovering) throughout the process. The IoT framework 
is designed to be flexible and extended to multiple furnaces (pyrolysis process 1, 
pyrolysis process 2 … pyrolysis process N). Figure 1 presents the pyrolysis process 
setup. The gathered data from the individual furnaces are sent to the main gateway 
and forwarded to the cloud for storage, processing, and visualization. In addition, 
information can be taken from data stored in the cloud. Based on that data, a further 
future business decision can be taken that can improve and speed up the CF recycling 
process with precision and accuracy. 

2.2 The Role of IoT in Process Monitoring 

CFRP waste recycling process will be benefited from an IoT deployment by adding 
physical elements to the cyberworld on what is known as a Cyber-Physical System 
(CPS), as introduced in [4]. This will enable better control of the input material
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Fig. 3 IoT schematic of an in-site CF recycling process 

transported along with the conveyor, control temperature of the furnace, and real-
time monitoring of char production. In Fig. 3, it can be seen how IoT is used to 
form a cyber-physical environment where sensing and actuators are connected to the 
gateway making the interface to the cloud server. In the cyber world, a manager can 
remotely perform monitoring, control, or analyze stored data. 

2.3 Selection of IoT Platform for Pyrolysis Process 

Figure 4 presents the framework of IoT platforms. IoT application needs a platform 
to run smoothly and provide the data to make future decisions based on the data 
received from the IoT platform. Hundreds of IoT platforms are available, and finding 
a suitable IoT platform for a specific IoT application is complex. A lack of experience 
and knowledge compounds the problem, and in some cases, a company may select a 
platform without adequate requirements analysis, which later leads to problems [6]. 
Companies can select an appropriate IoT platform for their IoT application if they 
first analyze their business requirements and start selecting the IoT platform with 
precise business requirements and knowing key factors of IoT platforms [5].

The process for the selection of an IoT platform has five stages. In stage 1, the 
company identify and finalizes their business requirements. In stage 2, the identified 
requirements are categorized as “Important” or “Required”. In stage 3, the require-
ments are compared with the features provided by the IoT platforms. Only the five 
most important IoT platforms based on the market shares are selected in this case. 
In stage 4, IoT platforms are selected that are capable of fulfilling the requirements. 
Finally, in stage 5, a suitable platform is selected for the business IoT application.
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Fig. 4 Framework for the selection of the IoT platform

The requirements for the pyrolysis process to recycle CFRP composite waste are 
to eliminate the manual work involved in the process, speed up the recycling time 
(>1 tonnes/day), increase energy efficiency, and increase the overall recycling effi-
ciency of the process. Furthermore, it calculates the amount of heat required for a 
specific amount of CFRP composite waste and estimates the amount of heat gener-
ated during the process. Finally, calculates the amount of emissions (exhaust and later 
outside the system). In short, the pyrolysis process needs stability, flexibility, scala-
bility, security, attractive interface, data analytics, and interoperability throughout the 
system process. The process also needs and user-friendly application development 
environment for its IoT business application in the cloud. 

The requirements of the pyrolysis process are categorized into “Important” and 
“Required” factors. The requirements stability, flexibility, scalability, security, attrac-
tive interface, and data analytics are considered “Important”, and the requirements 
interoperability is considered “Required”. The requirements of the pyrolysis process 
are compared with the features provided by the selected five major IoT platforms, 
as shown in Table 1. All the essential requirements of the pyrolysis process were 
matching with the features provided by the AWS IoT platform. However, Azure 
lacked the required flexibility and the required factor Interoperability.

2.4 Communication Requirements 

Currently, wireless communication advances have countless open opportunities for 
industrial applications. They can be critical enablers for monitoring and controlling 
impossible tasks before due to low flexibility and cost [7]. For the past decades, 
requirements for the industrial-scale process have been discussed, but they are 
bounded to every application. 5G cellular communication, evolution from previous 
4G networks, has come with an improved set of characteristics that can increase 
the operational performance of industrial applications. Despite all the advantages, 
challenges such as interoperability, quality of service, ease of use, reach, cost, and 
security remain essential goals to be investigated to ensure overall benefit [8].
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Table 1 IoT platform features adopted from [5] 

Factors AWS Azure Google Cloud IBM Watson Oracle IoT 

Scalability Yes Yes Yes Yes Yes 

Flexibility Yes – Yes – Yes 

Data analytics Yes Yes Yes Yes Yes 

Disaster recovery Yes Yes No No No 

Stability Yes Yes Yes – – 

Security High High High High High 

Data ownership – Yes – – – 

Protocol support Yes Yes – Yes Yes 

System performance Yes – Yes Yes – 

Time to market Yes Yes – – Yes 

Legacy architecture Yes – – – Yes 

Attractive interface Yes Yes – No – 

Pricing model Bad Bad Good – – 

Cloud ownership Yes Yes Yes – Yes 

Interoperability Yes – – – Yes 

App. environment Yes Yes Yes Yes Yes 

Hybrid cloud Yes Yes – – – 

Platform migration Yes Yes – – – 

Previous experience Yes Yes – – – 

Edge intelligence Yes Yes Yes – Yes 

Bandwidth – – Good – –

5G technology achieves superiority due to its main three cornerstones: massive 
machine-type communications (mMTC), ultra-reliable and low latency communi-
cations (URLLC) Enhanced mobile broadband (eMBB) [3]. In Fig. 2, the commu-
nication means can be achieved by 5G wireless communication in the recycling 
process environment. The main argument for choosing this is scalability, flexibility, 
and cost. A wired communication system will need physical installation architec-
ture to increase the cost of a component’s change significantly. The communication 
requirements for the recycling process are as follow: (a) update time (process data) 
1.5 ms, (b) transmission time (process data) 0.5 ms, (c) distance between logical 
endpoints 250 m, (d) reliability (redundancy), (e) less than 50 devices connected at 
the same time. The requirements can be achieved by installing one 5G base station 
inside the recycling building to ensure full connectivity between devices and cloud 
servers and allow remote operability.
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3 Conclusion 

The industrial-scale pyrolysis process to recycle CFRP composite wastes was studied 
by implementing IoT technology. The study proposes implementing sensors and actu-
ators to collect data from the recycling plant and keeping in mind that the incoming 
composite wastes to be recycled will have varying composite types and properties. 
Therefore, the proposed IoT framework will adopt the recycling process conditions 
according to the composites to unify the standard pyrolysis setup. Furthermore, 
the methods involved in selecting a suitable IoT platform for the data collection, 
processing, storage, and visualization of results were also discussed. Overall, imple-
menting the proposed IoT framework will enhance the recycling process adaptability 
over various CFRP composite waste types. As a result, the proposed IoT framework 
will facilitate the pyrolysis process into efficient energy utilization, reliability, scal-
ability, and reduce the overall recycling time and cost. Furthermore, the information 
generated from the data collection and processing using the IoT platform can monitor 
and maintain the pyrolysis plant. Also, it is capable of influencing current and future 
recycling business decisions. 
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Approach of Automated ML Algorithm 
Selection for the Realization of Intelligent 
Production 

Johannes Wimmer , Carmen Constantinescu, and Bastian Pokorni 

Abstract For achieving the ambitious objectives of intelligent production, the arti-
ficial intelligence through its machine learning algorithms represents one of the most 
promising technology. The employment of machine learning algorithms for the opti-
mization of complex production processes faces the big challenge of selecting the 
suitable machine learning method which fits the optimization parameter objectives. 
This paper introduces our approach for automated selection of ML algorithms to 
be used for optimization of a specific production process. The approach and the 
corresponding method consists of the following main blocks: (a) production process 
definition, (b) ML performance, (c) selector constructor and (d) assessment and incre-
mental improvement of selector performance. The first component defines a typical 
production process or domain based on a well-established set of features, e.g. product 
quality inspection through process features as accuracy, material characteristics, etc. 
The ML performance construct contains precise defined performance of well clus-
tered ML algorithms based on established benchmarking. The third construct, the 
Selector, automatically realizes a perfect mapping between the production process 
features and the performance of the ML algorithms. The logic of this automated 
selection represents the innovation of our work. The last component assesses the 
selector algorithm based on a set of specific KPIs for each production domain or 
process. The incremental improvement of the selector is approached as well, closing 
the loop between all method components. The developed approach and method have 
as foundations our work on identifying critical production processes/domains as core 
of realizing the intelligent production and laborious developed collection of ML algo-
rithms, based on their performance data. These foundations and a motivation scenario 
are presented inside our paper to highlight the relevance of our research work. 

Keywords Intelligent production · Artificial intelligence ·Machine learning ·
Algorithm selection · AutoML
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1 Motivation, Research Gap and Problem Statement 
Towards Intelligent Production 

Artificial Intelligence (AI) in production is finding more and more widespread appli-
cation. Be it in maintenance, logistics, quality control or production control and 
planning. The use cases are diverse and promise great potential for companies that 
opt for AI in their production. The basis for this is available data and sufficient basic 
process and AI knowledge. Based on Big Data and the right experts, a wide range 
of applications can be implemented today. However, companies still find it difficult 
to identify the right use cases and to develop initial prototypes independently. They 
often lack the expert knowledge and a general approach to identify and implement 
AI use cases. Initial procedures like AutoML already exist but are still at a very high 
level and do not lead the user step by step to the final application [1]. There is a 
need for action especially in the area of translating industrial needs to AI use cases 
and find the right algorithm and models for it without data scientist and AI experts 
[2]. Solutions are either provided by ready-made algorithms and frameworks or, in 
science, one helps oneself with try and error and tries to find the right algorithm for 
the specific use case through targeted trial and error and comparing different models 
and their results. In practice, however, this costs a lot of time and requires expert 
knowledge that companies often do not yet possess. Both of them lead to high cost 
for AI cases in production these days. In the course of intelligent production, it will 
nevertheless be inevitable that production engineers will be able to identify use cases 
independently and also implement them cost- and timesaving. For this purpose, a 
methodology is to be developed that specifically helps in the selection of the appro-
priate machine learning algorithm and thus specifically supports the companies in 
implementing and piloting their own AI use cases. 

Research into intelligent production and the targeted use of AI differs from existing 
research into AI in that it is not about research into new fields of application for AI in 
production, as is already being done in many cases today, but about targeted research 
into the introduction of AI in production. This new approach requires a targeted 
focus on selecting the right algorithm for the diverse solutions in the individual 
areas of smart production [3]. Wherever data is generated or can be generated in 
production, a production engineer should be able to introduce an AI application in 
the future. AutoML procedures are already intended to provide assistance in this 
regard for non-experts in the field of AI [4]. However, these procedures do not cover 
the identification of new AI use cases and thus can only be used partially. The new 
approach to be researched includes and combines both the identification of new AI 
use cases and the selection of the most important features of the application and the 
appropriate algorithm. This should lead to a higher use of AI in production and faster 
development of new cases for the intelligent production of the future. 

The remainder of the paper is organized as follows. Related Work and State-of-
the-Art is summarized in Sect. 2. Section 3 presents the new approach and framework 
on AI Algorithm Selectors and Use Case identification in the intelligent production
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of the future. Section 4 concludes the paper with a short summary and gives an 
outlook on future work and planned next steps. 

2 State-of-the-Art and Related Work 

In this section the state-of-the-art in the domain of AI and Machine Learning and 
valuable approaches which we consider relevant for our work will be described. 

2.1 Artificial Intelligence 

Since the field of AI is complex and influenced by different disciplines, a clear defi-
nition of AI fields proves to be difficult. There is no uniform definition among AI 
researchers, and there is as yet no agreement on the most efficient approach to devel-
oping artificial intelligence [5]. Some experts focus on the IT aspect. This gives rise 
to AI domains such as “modelling”, “problem solving”. However, such classifica-
tions are not very useful, as they tend to focus on the fundamentals of AI rather than 
the areas of use. The four main research areas of AI are currently represented are 
language processing, image processing, expert systems, and robotics. The bound-
aries between the areas of AI are disappearing more and more. For example, all four 
areas are relevant for the use of an autonomous vehicle [6]. 

Next, we want to describe shortly the main sub domains of AI and current trends 
in this field. 

2.1.1 Machine Learning and AutoML Procedure 

Machine learning is an essential area of AI and is so popular that the term is often 
used as a synonym for AI. Basically, it is about improving learning based on data. 
The core of the field is testing the extent to which tasks are continuously solved 
better by the machine based on good training data or particularly large amounts of 
data from algorithms [7]. In the field of machine learning, algorithms are used which 
are capable of learning independently and optimizing themselves accordingly. An 
algorithm is a programmed command that processes the input data in a predefined 
form and leads to the output of results based on it. In machine learning, so-called self-
adaptive algorithms are used so that the machines can learn independently without 
having to intervene in the ongoing learning process. Large amounts of data are 
necessary to train the algorithms in such a way that they are able to master predefined 
tasks better and better without having to be programmed repeatedly. In order to 
promote these learning processes, extensive, high-quality data sets are necessary 
as training material. These training data are used to generate the new algorithms. 
After completion, these are continuously checked with further input data to arrive
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at better decision-making bases. In machine learning, different learning styles are 
distinguished from each other [2]. 

Until now, highly qualified, and experienced experts in the fields of ML algorithms 
and statistics were necessary to develop an ML application [8]. With AutoML, feature 
development and further steps of model training are performed automatically and 
with a high degree of accuracy [9]. In addition to static grid and random search 
methods, much more efficient evolutionary and Bayesian methods are also used [10]. 
Thus, ML applications also become directly accessible to domain experts without 
being dependent on a Data Scientist [8, 11]. 

2.1.2 Supervised and Unsupervised Learning 

In supervised learning, both the data set and the correct answer choices are already 
known. The algorithm only needs to be adapted so that the correct relationship 
between input and output data can be established. In the field of supervised learning, 
algorithms of classification as well as regression analysis are used [5]. 

In unsupervised learning, the system has no predefined target values and is 
supposed to identify patterns in the data on its own. The user has no prior knowledge 
about the similarity of the data. It is the algorithm’s job to identify patterns on its own. 
Therefore, the insights gained by the AI system may be beyond human comprehen-
sion. In the context of unsupervised learning, the algorithm is given unlabeled data 
and is expected to recognize a structure on its own. To do this, the algorithm deter-
mines groupings of data that have similar behaviour or properties. An example of such 
a use case is to identify people in social media (pattern recognition) who are suscep-
tible to believing false information, commenting positively on it, and forwarding 
it [6]. 

2.1.3 Reinforcement Learning 

In reinforcement learning, there is no ideal solution at the beginning of the training 
phase. The system has to determine solution paths independently step by step through 
a trial-and-error process in order to subsequently cancel or optimize them. This step-
by-step process is accelerated by “rewards” (for solution ideas that work) as well as 
“punishments” (for approaches that do not work). This learning style is most often 
used when there is limited training data or when the ideal outcome is not clearly 
definable. In addition, one uses procedures of reinforcing learning when something 
can only be learned from the interaction with the environment [5]. Reinforcement 
learning differs from supervised learning in that in supervised learning a training 
data set with labeled examples is provided by an external person and learned from. 
The goal of this type of learning is for the system to extrapolate its outputs to func-
tion correctly in situations that are not included in the training set. This behaviour 
is not sufficient for learning from interactions. In interactive problems, it is often 
impractical to obtain examples of the desired behaviour that are both correct and
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representative of all situations in which the system must act. In unfamiliar terri-
tory, a system must learn from its own experience. One of the current challenges of 
this discipline is the trade-off between investigation and exploitation. An example of 
augmented learning is Google’s AlphaGo computer program. This program improved 
its strategy in simulated games of the board game against itself so that it ended up 
defeating one of the strongest players Lee Sedol [5]. 

2.1.4 Deep Learning 

Deep learning is a subset of machine learning. The word “deep” refers to the number 
of layers in a neural network. Special networks are developed for this purpose that 
can take in large amounts of input data and process it within several layers. In contrast 
to simple neural networks, deep neural networks use special optimization methods 
that have a more extensive internal structure. Deep features and correlations are 
identified that relate the existing data points to each other. In Deep Learning, larger 
amounts of data can be processed and often more accurate results can be obtained than 
with traditional machine learning approaches [6]. In both Deep and Reinforcement 
Learning, the AI system learns autonomously. The difference between the two types 
of learning is that in deep learning, the AI system learns from a training set and then 
applies this learning to a new data set, while in reinforcement learning, the AI system 
learns dynamically by adjusting actions based on continuous feedback in order to 
maximize a reward [12]. 

2.2 Data Mining Models and Employment of Artificial 
Intelligence for Achieving Production Excellence 

The CRISP-DM (Cross-Industry Standard Process for Data Mining) model was 
developed in the mid-1990s by industry leaders and endorsed by more than 200 
data mining users and service providers. The model is free, documented and non-
proprietary. With the goal of promoting best practices in organizations, this model 
provides the industry with the necessary framework to deliver projects with better 
quality and speed. The CRISP-DM model breaks down the data mining process into 
6 phases: Business Understanding, Data Understanding, Data Preparation, Model 
Building, Testing and Evaluation, and Deployment [13]. 

Another methodology that is also used in a data mining study is SEMMA, which 
was developed by SAS Institute and divides the process into 5 phases, “Sample, 
Explore, Modify, Model and Assess” [14]. By following and correctly performing 
the phases of either of the above methods, members of the AI project can better 
understand the difficulties of the project and its planning. It also creates a roadmap 
so that it is easier to monitor the progress of the project.
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In Germany, only 10% of manufacturing companies are using AI, according to a 
2019 study by Fraunhofer IAO. Another 11% were in the process of preparing the 
introduction of AI in their company. However, just under 80% of companies had 
not yet launched their own initiative in this area or were currently in the process 
of assessing the potential [15]. The main use cases in Germany are in the area of 
intelligent assistance systems (413 use cases) and predictive analytics (369), as well as 
intelligent automation (320), according to a study by “Plattform Lernende Systeme” 
from 2021 [16]. 

Studies also show that small and medium-sized enterprises, as well as industry 
in general, often lack qualified specialists and the necessary AI expertise to identify 
and implement their own use cases [17]. This is precisely where the two approaches 
mentioned above are intended to support the experts, but they only very strongly 
describe the “what” and not the “how”. So there is still a need for action here, 
particularly in the systematic selection of use cases and the selection of the right 
AI model, in order to find more AI applications in the intelligent production of the 
future [18]. 

3 Approach and Reference Model for Intelligent 
Production 

The new approach to identify AI use cases in production and automatically selecting 
the appropriate algorithm towards Intelligent Production involves four steps as 
follows [19, 20]: 

1. The selection of the use case and the production area as well as the associated 
processes and mechanisms of action. In addition, the objective of the use case 
should be defined here. 

2. The selection of the appropriate ML method for the application area and concrete 
use case from an ML cluster and the corresponding mechanisms of action. In 
addition, it should be determined here whether and how much data is available 
for use or whether additional data must be generated. 

3. The selection of the best and most performant algorithm in the selected ML class 
from the available set of algorithms for the given objective. This step represents 
the main work in the further research project. 

4. The evaluation of the quality and performance of the selected and identified 
algorithm and the incremental improvement of the selection system, if necessary. 

The above mentioned four steps together with its component elements are 
presented in Fig. 1, by highlighting in diverse colours their internal structure. The 
individual steps consist of following elements:

Step 1: Production Area Selection:

– Guiding questions for a clear description of the use case; 
– Classification of the use case in a factory level of intelligent production;
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1. Selection of 
Production Level; 

Generic and Specific 
Use Case Scenario 

and Description 

2. Data-Driven 
Problem Definition; 

Definition of ML-Tasks 
of Use Case; Selection 

of ML-Method 

3. ML-Model and ML-
Algorithm Selector 
with Benchmarking 

and Feature Mapping 

4. Assessment and 
incremental 

Improvements 

Fig. 1 Steps of the new approach and their structure

– Classification in generic application scenarios; 
– Definition of the concrete objective of the use case. 

Step 2: ML-Method Selection: 

– Question and requirement profile of the concrete use case; 
– Mechanisms of action of the application and check if and how much data is 

available; 
– Matching the objective of the application with the mechanisms of action of the 

existing ML methods; 
– Final selection of the correct ML-Method. 

Step 3: ML-Model and -Algorithm Selection: 

– Clustering of possible algorithms according to data quantity and accuracy; 
– Selection of the top and most performant algorithm or Best-Practice-Algorithm 

as Benchmark for further improvements; 
– Implementation of the application and algorithm.
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Step 4: Quality and Performance Evaluation: 

– Measure the results of the implementation in terms of accuracy and error rate in 
the application; 

– Incremental improvement of the use case and the algorithm used. 

4 Conclusion and Future Work 

This paper describes the current situation of AI use cases in production and the 
associated procedure for identifying and implementing new use cases. Also, it was 
pointed out that new tools like AutoML are targeting to support industrial engineers 
and non-experts in the field of AI, but yet there is a complete approach missing how 
to identify and implement new use cases in the intelligent production step by step. 
A new approach for describing and finding suitable AI use cases in production was 
described and an approach and framework for the general procedure were presented. 

The new approach is intended to help translate production problems quickly 
and precisely into AI problem definitions and to help select the correct and best-
performing algorithm. This should save time and money and also enable non-AI 
experts to implement their own AI use cases in production and thus implement the 
intelligent production of the future. 

Future work is planned to be the description of the generic use cases in production, 
defining well separated use case classes and levels to identify possible use cases and 
questions quicker and more precise. Also, the conception of specific guiding ques-
tions for the specific use cases and the associated data-oriented problem description 
should be done in a next step which should help to describe the industrial use case 
and translate it into a concrete ML task. Finally, one of the major points is the devel-
opment of the concrete algorithm Selector for the intelligent production of the future. 
All of these aspects will be analysed, tested and evaluated in a planned demonstrator 
based on a research platform we use in ARENA2036 in the field of a cognitive 
digital twin combined with a quality measurement process in production and should 
be presented as a case study in the next paper. 
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A Case Study on Data Analytics Based 
on Edge Computing for Smart 
Manufacturing System 

S. K. H. Sit and C. K. M. Lee 

Abstract Competitiveness of an electronics manufacturing services (EMS) firm is 
being closely monitored and interrelated in production cost control and product reli-
ability performance level. Data analytics in massive manufacturing data can extricate 
huge business opportunities and values to the firms. Major challenge in data analytics 
application is heterogeneous and enormous of which dynamic data generated from 
continuously running production line reflects real-time velocity of production envi-
ronment, so that the factory management demands data analytics to provide real-
time solution for the improvement right on the spot. Cloud-based data analytics 
exhibits problems such as data capturing, storage, transfer latency and data quality 
that hinders the advancement of big data analytics in smart manufacturing horizon. 
Selection of appropriate data mining algorithm or techniques has been challenging to 
industry leaders in deriving desired patterns or model solving the exact problem they 
are facing. The aim of this research study is to illustrate the edge-based intelligent 
integrated information framework (INFO-I2) for the improvement of data quality 
in relevancy and enabling cloud-based data analytics to focus on product perfor-
mance augmentation (Pipino et al. in Commun. ACM 45:211–218, 2002 [1]). In 
the case study, edge devices had been used for not only real-time data collection 
but also localized failure analysis and predictive analytics to perform autonomous 
decision-making in different workstations through production process. Cloud-based 
computing performs efficient optimization analytics for product functionality perfor-
mance with those processed data which is an integrated production management 
system and knowledge base generated from localized data analytics of edge devices. 
The implementation of edge-based information framework improves the workflow
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management, eventually reduces manufacturing cost and improved product relia-
bility. The contribution of this paper is to demonstrate how the proposed cloud-
based manufacturing system architecture adopted both Cloud and Edge Computing 
to enhance product reliability and pave the way for smart manufacturing. 

Keywords Smart manufacturing · Data analytics · Cloud-based · Edge-based 
computing 

1 Introduction 

Smart manufacturing creates competitive advantage in manufacturing industry. In a 
smart manufacturing environment, more and more production systems and devices 
are connected seamlessly to the Internet so that a large volume of data can be collected 
throughout all phases of production processes. In electronics manufacturing services 
(EMS) industry, most are enthusiastic about the manufacturing knowledge not only 
in product design such as the adoption of programme/software, product industrial 
design (ID), but also in production technology know-how as the whole capability 
package [2, 3]. In such circumstances, customers tend to intensively get involved in 
every stage of production process; gather as many data from manufacturing layers as 
possible; accumulate all production data back to their own centralized cloud storage, 
then perform the data analytics with data storage in the corporate data centre or 
centralized cloud services [3, 4]. 

Fundamental factors of success to an EMS in the daily operation are strategic cost 
management and quality yield management [5, 6]. Big Data analytics in smart manu-
facturing environment serves to better cost and quality control management, while 
major challenges to implement cloud-based integrated smart production manage-
ment is the data processing ability of humongous expansion of data requiring the 
establishment and maintenance of a reliable cloud platform [7]. Quality of the data 
collected through production processes, connectivity of network from manufacturing 
site to data processing centre and instantaneity of the communication between manu-
facturing site and decision hub are other major challenges for those relying heavily 
on off-site centralized data analytics manufacturing system [1, 8]. 

Ren et al. [8] conducted comprehensive overview of big data in smart manu-
facturing and proposed a conceptual framework from the perspective of product 
lifecycle. To facilitate the new variety of applications and services to analyze a 
large volume of data and enable large-scale manufacturing collaboration, Qi and 
Tao [9] introduced a hierarchy reference architecture based on cloud computing, fog 
computing, and edge computing. Lee et al. [7] proposed an Industrial Internet of 
Things (IIoT) Suite, which consist of a Micro-services-based IIoT Cloud Platform 
and IIoT-based Smart Hub, to leverage the cost and emerging technology thresholds 
for industrialists in conducting industrial upgrading and transformation to achieve 
smart production and high value-added manufacturing processes.
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Apart from smart manufacturing reference architecture, Hu et al. [10] focused 
on vertical integration of intelligent manufacturing by implementing an intelligent 
robot factory (iRobot-Factory), which adopted a highly interconnected and deeply 
integrated intelligent production line. Their experimental results showed signifi-
cantly improvement in both assembly quality and the production efficiency, while the 
number of system instructions also decreased significantly. Though there are some 
open issues relating to cloud-end fusion, load balancing, and personalized robots to 
refer to promoting the emotion recognition and interaction experience of users, it’s 
important to lay the foundations for future research with edge computing for smart 
manufacturing and case study helps practitioners and researchers to realize how the 
latest technology is adopted by industry. 

2 Methodology 

2.1 Big Data Analytics in Smart Manufacturing 

The concept of smart manufacturing enables manufacturing companies to grasp their 
competitive advantage for making industry more efficient and sustainable. In modern 
manufacturing environments, more and more devices are connected to the Internet 
so that vast amounts of data are collected in database management systems and data 
warehouses during all phases of the product lifecycle such as product and process 
design, scheduling, materials planning, assembly, quality control, fault detection, 
equipment maintenance [11, 12]. 

It is widely recognized that conducting data analysis with massive manufacturing 
data not only can extract huge business values which enhance the competitiveness 
for the manufacturing companies, but also result in research challenges due to the 
heterogeneous data types, enormous volume, and real-time velocity of manufacturing 
data [13]. 

The application of big data analytics in the context of manufacturing processes 
and enterprises grew rapidly in recent years due to the wide adoption of Internet of 
Things (IoT). Choudhary et al. [14] stated that major data mining functions to be 
performed can be categorized in in five categories, characterization and description, 
association, classification, prediction, clustering and evolution analysis. Choosing the 
appropriate data mining algorithm, including the selection of techniques to perform 
the desired function to find the patterns in the data or deriving the model becomes 
challenges to industry leaders during the implementation of the latest technologies.
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2.2 Cloud-Based Data Analytics and Edge Computing 

The IIoT platform served as a base of application framework in dealing with the 
situation that huge quantities and numerous types of IoT devices in smart facto-
ries, warehouses and offices. However, the enormous extents of data exchange and 
communication, management, monitoring and control of IoT devices as well as the 
establishment and maintenance of a reliable cloud platform hinder industrialists to 
implement an integrated smart production management [15]. 

The IoT is a worldwide network of interrelated physical devices, which is an essen-
tial component of the internet, including sensors, actuators, smart apps, computers, 
mechanical machines, and people. Companies devoted to digital transformation take 
their future plants inspired by the IoT while computing capability becomes another 
limitation for them. Many research results on resource allocations in auction formats 
which have been implemented to consider the demand and real-time supply for smart 
development resources, but safety privacy and trust estimation issues related to these 
outcomes are not actively discussed. The existing resource assignment method in 
the smart production system cannot guarantee that resources meet the inherently 
complex and volatile requirements of the user are timely [16]. They demonstrated 
through experiments that when the IIoT equipment and gateways are effective, the 
utilization of each participant is improved to prove that effective allocation of the 
computing resources and the carrier is critical in the industrial internet of Things 
(IIoT) for smart production systems. 

In the continuously running production system, the effective allocation of the 
computing resources and the carrier is critical in the industrial internet of Things 
(IIoT) for smart production systems [16]. The sooner the problem can be identified, 
the faster the mistakes can be corrected so that the less defectives can be produced. 
However, cloud based manufacturing information system faces fundamental prob-
lems, such as not enough bandwidth in the factory for large volume data trans-
mission, latency created by different time-zone for customer and factory, network 
unavailability in the factory and delay related to security review on data transmis-
sion across boundary (e.g. headquarter in US and production facility in China), that 
restricts cloud-based computing information system in providing high-speed and low 
latency real-time applications to support continuously improvement in quality level 
of product reliability [15]. 

To achieve this, an integrated data analytics framework of using edge devices 
for real-time data collection, localized failure analysis, predictive analytics, and 
autonomous decision-making, and the cloud for aggregate data analysis, is proposed 
in this study (as shown in Fig. 1) [10]. Operation system optimization and trend 
analysis for overall product performance improvement was introduced in the case 
factory.
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Fig. 1 The cloud-based manufacturing system architecture adopted both cloud and edge computing 

3 Case Study 

In Electronic Manufacturing Service (EMS) environment, the design of corporate 
level cloud-based data analytics aims to serve programme/software debugging in 
optimization of product design as well as production defective analysis to improve 
product reliability. Therefore, all data collected through physical manufacturing 
system are requested to be transferred and stored in the “data centre” of cloud 
computing manufacturing system shown in Fig. 1. As most resources of the cloud-
based data analytic has normally been allocated to optimize and train the product 
operating system (software) to be smarter. Hence, analysing related to process or 
product reliability improvement have been put aside at lower priority in follow up. 
Those information normally take much longer time to arrive the factory comparing 
to software update instructions. 

In the case factory, there are testing stations through the entire assembly process 
that generate massive data of defectives. The factory established the edge-based data 
analytics manufacturing system, and the new manufacturing system architecture is 
as shown in Fig. 2. Instead of sending all measurement data to be centralized, only 
processed data which is an integrated production management system and knowledge 
base including product reliability improvement and DFM solution, will be sent. 
Examination of these data concludes causes of defectives and facilitates the engineers 
to work out the improvement solutions consequently. In such situation, cloud-based 
computing performs efficient optimization for product functionality and performance 
evaluation.

There are three steps for the implementation of the edge-based data analytics 
manufacturing system, as demonstrated in Fig. 2.
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Fig. 2 The edge-based manufacturing system architecture (INFO-I2)

3.1 Digitalization of Data Collection in Testing Process 

First, the factory converted manually operated testing stations into robotic/automated 
testing stations. Product performance measurements, such as computed calibration 
result performed by built-in programming in testing jigs had been collected and stored 
in the local server of testing robots. Real-time testing measurements and performance 
results (as shown in Fig. 3) in organized arrangement can be collected throughout 
testing processes. 

Fig. 3 Computerized testing measurement and performance result
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Fig. 4 Performance measurement for failure products 

3.2 Localization of Data Analytics with Edge-Based Failure 
Analytics 

The next step, massive testing data have been accumulated from production line, 
measurement figures on failure products had been extracted from the full list (as 
shown in Fig. 4). 

Throughout concentrated failure analysis (FA) on individual defective units, a 
mapping showing correlation concerning failure and cause(s) has been summarized, 
mechanisms and causes of failures related to quality issues of product reliability 
found from field return had been identified. Analysis result shows that most failures 
are not extraordinary events, and most of those are foreseeable and preventable. 

Edge-based computing focuses on intelligent FA to identify correlation between 
causes to failures through comparative data analytic based on massive performance 
measurement cumulated due to the use of automated testing fixture. Once any 
defectives been found in components, materials, design, and assembly had been 
found, the information will be inputted into the localized FA system in each testing 
fixture (edge node) as trained data to support future analytics. Through a train-and-
learn process, information becomes knowledge base for the testing of the related 
production process. 

3.3 Adoption of the Intelligent Integrated Information 
Framework (INFO-I2) 

INFO-I2 framework includes data collection from individual testing fixture, localised 
data analytics, and data transmission to centralized cloud-based information system. 
This paper uses Integrated Mobility Testing (IMT) as example to describe architecture 
of the INFO-I2 framework and it enables data analytics for different purposes and 
efficiently improves product reliability in timely managed manner.
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As shown in Fig. 5, Integrated Mobility Testing (IMT) is one of the 100% func-
tional testing in production line. It integrates multiple testing process into one work-
station. Multiple performance measurements have been recorded and stored in the 
local storage, known as edge nodes of this IMT testing fixture. The testing fixture 
then performs comparative analysis. According to predefined upper limit (UP) and 
lower limit (LL), the result of PASS or NG for every function been examined and 
alarms will be shown if there is a failure. By the time a result delivered to operator, 
measurements are stored in the testing fixture too. 

Fig. 5 Integrated mobility testing (IMT) architecture and measurements collected and stored in 
testing fixture storage
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Knowledge bases in each node then has been integrated into a comprehensive 
production process monitoring guideline. The integrated knowledge base could be 
used in preventing further failure events and makes it possible to undertake corrective 
actions to optimize the product performance. In addition, the system guarantees 
production quality and reliability and optimize production cost as long run. 

After the adoption of new manufacturing information system, the factory takes 
proactive actions in product reliability improvement; builds up engineering excel-
lence knowledge base for future product and process design with analytics outcome 
of edge-based INFO-I2 framework from continuously mass production. This signif-
icantly improves product quality level and product reliability. Customer complaint 
drops out of top 3 of the ranking list within 6 months after the implementation. 

4 Conclusion 

To conclude with the motivation of the research, “Cost and Quality” is the leading 
criteria to a company to be sustainable in the manufacturing industry. “Production 
yield or Process yield” is important in particular at a multistage production chain 
such as EMS manufacturing system. Smart manufacturing and predictive analytics 
become vital to drive production yield to a new horizon. Big data analytics, cloud 
computing and edge computing in smart manufacturing system is important to drive 
the production into a vital smart manufacturing paradigm. Application of big data 
analytics through production and quality control process creates competitive advan-
tage to manufacturing companies. The implementation of edge-based information 
framework improves the workflow management, eventually reduces manufacturing 
cost and improved product reliability. However, due to the resource limitation of 
edge severs, the conventional data analytics methods might be too complicated to be 
executed at edge servers. Therefore, the models of the data analytics methods need 
to be trained at remote cloud servers first and be transferred at local edge servers to 
enhance the processing capability. For future works, the authors suggest investigating 
lightweight data analytics schemes which can be deployed locally at edge servers 
approximate to users. 
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An Integrated Approach for Resilient 
Value Creation Among the Lifecycle: 
Using the Automotive Industry 
as an Example 

Florian Herrmann , Lukas Block , and Oliver Riedel 

Abstract Current semiconductor shortages, trade obstructions, as well as the 
COVID-19 pandemic have shown the urgent requirement to rethink existing 
economic and production structures as well as trade practices. Such global events 
revealed the susceptibility of value-added structures to environmental disruptions. 
Especially the complex and highly optimized value chains in the automotive industry 
were particularly affected. Lack of early warning systems, missing redundancies and 
ever-increasing dependencies between individual value-added partners can be seen 
as some of the reasons for the enormous effects the industry is facing. However, 
looking into the future, fast and flexible product changes might affect the supply 
chain in similar ways as the current events. To secure value creation and employ-
ment and to minimize the impact of future crisis, the industries structures must be 
made more resilient. This paper provides a contribution to this through an inte-
grated approach. This approach combines elements of linear value creation with a 
lifecycle-oriented perspective: The life cycle perspective considers temporal changes 
and dependencies between the individual supply chains of the life cycle phases. 
Subsequently, the value creation system is decomposed into manageable elements. 
The corresponding dependencies over selected life cycle phases are described. By 
creating scenario-robust value-added modules, risk within value-added systems is 
minimized. To illustrate the approach, a case study on automotive software and 
electronics is presented. Future changes regarding possible functions of an electric 
vehicle are anticipated and technical implications are derived on basis of a scenario 
analysis. Subsequently, the value-added module of integrated software and hardware 
development are examined in more detail and possible value-added configurations 
are displayed to indicate that the developed approach is suitable to generate robust 
supply chains. Interdependencies between value chains of multiple life cycle phases 
are discovered. Consequently, our approach provides additional value in the context
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of flexible products and services as well as their associated value-added processes 
and systems. 

Keywords Automotive industry · Product life cycle · Value chain 

1 Introduction 

The topic of resilience has already been the subject of numerous studies in recent 
years ranging from resilience for urban climate systems, living organisms through 
materials to organizational leadership [1–3]. The topic has gained particular impor-
tance for corporate planning in the context of industrial research as well as in the 
context of optimizing production facilities and production networks. The concept 
of supply chain resilience acquired attention with the publications of Christopher 
and Peck [4] and Sheffi [5] in the early 2000s. Their work focuses on the risks to 
business in the context of wider supply chains and to approaches and strategies to 
reduce these risks. Building up on this they deal with the question how investments 
to achieve greater resilience can be transformed into competitive advantage. The fact 
that this concept became a permanent fixture in the area of supply chain management 
was driven by two factors according to Pettit et al. [3]. Firstly, business environment 
was getting more and more turbulent and volatile triggered by globalization and 
related corporate strategies Secondly, the traditional risk strategies of the compa-
nies were not sufficient to meet the high expectations in becoming a more resilient 
organisation. New analytical approaches and a constant shift in culture were needed 
[3]. Consequently, researchers all over the world started to address a wide range of 
related research questions to make organizations and value networks more resilient. 
The research work covered topics such as the categorization of the capabilities and 
vulnerability, their interdependencies or the analysis of factors that drive resilience 
improvement [6, 7]. Further topics are resilience in connection with product innova-
tiveness and performance on a corporate level, the resilience of product systems or the 
role of collaborations to strengthen supply chain resilience [8–10]. The approaches 
and methods applied for these purposes include life cycle assessments and a broad 
diversity of modelling and simulation techniques (Discrete event simulations, agent-
based simulations or Petri-net modelling) [3, 9]. In addition to the previously sketched 
research fields various definitions for the terminus resilience were produced [4, 11, 
12]. A definition, which can serve as a generic approach in a business context was 
for example made by Fiksel [12] who understands resilience as “the capacity for 
an enterprise to survive, adapt, and grow in the face of turbulent change”. Others 
highlight within their definitions elements like resistance and recovery in relation to 
occurring disruptions or take an even stronger system perspective [3].
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2 The Automotive Industry in the Wake of COVID-19 

COVID-19, the aftermath of the “Ever Given” obstruction in March 2021 and the 
following semiconductor shortage revealed the susceptibility of value-added struc-
tures to environmental disruptions. This is especially true for the complex and highly 
optimized value chains in the automotive industry [13]: An analysis of a consulting 
company suggests, that the global automotive industry will produce about four 
million vehicles less in 2021 due to such disruptions [14]. 

However, not only the availability of components leads to challenges in the auto-
motive software and electronic supply chain. Unknown security vulnerabilities in 
microcontrollers, unforeseen performance spikes (e.g. in communication gateways) 
and future function extensions might lead to a changes in automotive design. Ulti-
mately, the design and thus the supply chain need to be altered within a few months 
(see e.g. [15]). Automotive manufacturers and other players in the industry are called 
upon to change their product portfolios, due to technological change on the product 
side. This results from the increasing electrification of drive systems and the growing 
digitalization in the context of vehicle connectivity and automation. In addition, the 
entire industry has been confronted for some time now with the structural challenges 
that have developed globally over time. Complex supply chains, interdependencies 
within supply chains or susceptibility to failure due to lack of redundancy can be 
added as examples [16]. 

In the course of the corona pandemic, the susceptibility of value-added structures 
to disruption became particularly apparent [16]. The effects of limited supply and the 
resulting narrow value-added chains combined with the supply strategies commonly 
used in industry, such as just-in-time or just-in-sequence, led to major problems in 
companies’ production networks. Furthermore, the pandemic also yielded to a crisis 
on the customer side. For example, vehicles could not be registered and brought to 
market as planned. Thus, existing but in the automotive industry no longer or only 
rudimentarily used approaches were moved into the focus of attention. For example, 
the regionalization of value creation, supplier management based on a wider number 
of suppliers, or the aspect of closed raw materials and material cycles were identified 
as possible ways out of the crisis [16–18]. In addition, there were calls for more 
proactive approaches. In the course of the Corona Pandemic it is not only about 
regaining the current state but much more important to develop approaches for the 
design of the “New Normal” [16]. In the face of future external uncertainties, the 
question now is how to design and build resilient supply and value systems with a 
stronger domestic focus. 

3 Materials and Methods 

There are many different approaches to the description and planning of value chains 
and networks. In the context of the distribution of value added to different partners
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or locations within a production network. Fleischer et al. [19] propose a planning 
approach. They introduce the term “value added module”, which can be understood as 
a unit of several value-added activities with defined characteristics, such as freedom 
from overlap or a defined initial and final state. This concept can contribute both 
in the decomposition of value chains and in the associated analysis and definition 
of necessary resources. Furthermore, it can be used to determine the scope of value 
added in the context of new products [20]. In existing work, the modules were 
formed one-dimensionally according to defined criteria. The question now arises 
how modules should be built, considering permanent changes over time, like we 
experience them currently. 

Manufacturing successful products is nowadays characterised by numerous inter-
faces and interactions with upstream and downstream processes and phases. Life 
cycle engineering can provide support by considering complex systems and their 
temporal dependencies from a system-oriented perspective. It thus forms a valu-
able extension of the previously described value-added module approach. Helpful 
descriptions of the different product phases for technical products and services can 
be found in the work of Spur and Krause [21], Meiren and Barth [22] or Block et al. 
[23] for example. 

Considering value chains as a system under temporal change might contribute 
to finding long-lasting or permanent value-added solutions: Direct dependencies 
exist between different life cycle phases and between different elements of the value 
chain. For example, properties regarding producibility or functions for the utilisation 
phase following production must be considered and implemented already during 
the development of many new products (see Design for X [24]). This may also 
change the suppliers and their relationship within the production networks. While, 
for example, the development and integration of hardware takes place at a defined 
point in time within the development and production process, the corresponding 
software can be installed during the utilisation phase, if the appropriate conditions 
are met. As a result, supply chains may well change over the life cycle of a product. 
An anticipatory design of value creation therefore enables a flexible reaction to 
disruptions, like technological change or pandemic interruptions. Thus, strategic 
foresight approaches can make valuable contributions for a more proactive approach, 
as opposed to the reactive approach to unforeseen events which is still widespread in 
industry. By developing scenarios, external drivers of change in terms of technology, 
market or regulatory issues can be systematically analysed and extreme events and 
their effects simulated [25]. This, in turn, makes it possible to anticipate various 
alternative developments and react quickly to them. 

4 Approach 

Our methodology is based on linking the linear value-added module perspective 
with the product life cycle concept and strategic foresight approaches. The life cycle 
perspective considers temporal changes and dependencies between the individual
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supply chains of the life cycle phases. The value creation system is decomposed into 
manageable elements and the corresponding dependencies over selected phases of 
the life cycle are described. Herewith, two main questions are addressed. On the one 
hand, the question of how value chains can be subdivided or modularised in order to 
be as resilient as possible in the face of uncertainty and possible future changes (Step 
1: Resilience-oriented modularisation of value-added). On the other hand, there is 
the question of how dependencies can be identified over different life cycle phases 
(Step 2: Resilience-oriented identification of dependencies). In order to answer these 
questions, a structural model (see Fig. 1) and a related procedure model (see Fig. 2) 
are described in the following. The necessary model elements are shown in Table 1. 

The structural model describes the relationships between the individual model 
elements and their interactions. The model’s core are alternative, future scenarios. 
These represent various possibilities for future value creation. On this basis, differ-
ences for value added can result in changes both within the product life cycle perspec-
tive and within the value chain perspective. Depending on the scenario, the life cycle 
phases of a product can differ for example in their characteristics. Furthermore, 
this can result in changes in the value-added chains within the individual phases
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Fig. 1 Structure model for the description of the dependencies of the model elements
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Fig. 2 Procedure for the identification of dependencies within specific processes and product 
evolution activities

of the lifecycle and guides the generation of scenario-robust value-added modules. 
Uncertainties regarding the achievement of objectives serve as input variables for 
generating the scenarios. The associated impacts are included in the analysis as risks 
and in turn determine the action measures to be taken. The disturbance variables and 
action measures are in turn dependent on the respective scenario. 

The definition of scenario-robust value-added modules requires consideration of 
both perspectives, the value chain and the product life cycle which are directly linked 
to the process steps (1) and (2) described above. As a starting point for the analysis, 
a single life cycle phase with different value chain alternatives (one per scenario) is 
selected. The various scenarios and their effects on the value chains are examined. 
Interesting value-added activities are identified. Identification can be supported using 
different assessment approaches, for example, considering resources or competence 
criteria. In addition, depending on the degree of novelty of the product, a selection 
can also be made at the product level by means of differentiating features [20]. 
Subsequently, they are bundled into value-added modules, to form coherent and for 
the organisation attractive value-added activities that are robust across the various 
scenarios. Appropriate criteria can be used in the context of module formation. These 
can, for example, address aspects such as process logic and testability, technological 
or spatial coherence and temporal sequence [20]. Depending on the value chain’s 
complexity of dimensions and the characteristics of the organisation, the frame of



An Integrated Approach for Resilient Value Creation … 311

Table 1 Overview of structural model elements 

Element Definition Examples 

Product life cycle All phases a product goes through 
from completion to withdrawal 
from the market 

E.g. product creation, product 
market, product disposal 

Value chain Process scope, which describes a 
defined section of the value 
creation performance of one or 
more value creation partners 

E.g. multi-level supplier network 
for a drivetrain component within 
the automotive industry 

Value-added module Coherent value-added element 
within a value chain, defined by 
corresponding criteria 

E.g. production of electrodes for 
battery cell manufacturing 

Resilience objectives Overarching objective to which the 
resilience efforts are geared 

E.g. flexibility, robustness, 
responsiveness 

Disturbance variable Variable that influences the system 
in a limitedly predicable or 
unforeseen way 

E.g. (natural) disasters, political 
unrest 

Action measures Action measures which are used to 
achieve the objective 

E.g. site selection, sourcing and 
resource strategy, deployment of 
digital tools, digitalisation of 
process and product data 

Scenario Alternative vision of the future 
based on key factors and 
corresponding projections 

E.g. scenarios for future mobility; 
dominance of battery electric 
drive systems versus 
hydrogen-based mobility

reference can be further limited to specific value-added activities within the value 
chain. It should be chosen in such a way that it is relevant for a player since it is 
either already part of his entrepreneurial activities today or will be in the future. 
Furthermore, it should also be reviewed whether upstream or downstream activities 
are integrated or, if necessary, outsourced to other partners. 

Once one or more value-added modules have been identified for a life cycle phase, 
the next step is to consider the dependencies on other life cycle phases (see Fig. 2). It 
must be checked whether activities already carried out by the player within other life 
cycle phases need to be adapted due to the re-definition of one or more value-added 
modules in the initially considered life cycle phase. Such adaption dependencies are 
identified either through dependencies of processes or dependencies within product 
evolution among different life cycle phases. In addition to a possible adjustment, it 
may also be that new activities are required to generate future added value or that 
completely new value creation potential is created by the changed conditions. If 
significant potential for new value creation is identified in another life cycle phase, 
the process can be restarted in this life cycle phase. Potential value-added modules 
are derived which would lead to an expansion of the current scope of value added. 
In the following we present the concept using the example of automotive software 
and electronics.
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5 Case Study: Automotive Software and Electronics 

We will apply our framework to a use case within the automotive industry, to proof 
that it is suitable to identify interdependencies between value chains of multiple life 
cycle phases. A possible, future change in functionality of an electric vehicle serves 
as an example: The battery and charging system of an electric vehicle is planned to 
be extended after the vehicle is already on the market: It should support bidirectional 
instead of only unidirectional charging (see e.g., [26]). As such, the value chains in 
all life cycle phases need to be prepared and resilient to such changes. Our approach 
generates such supply chains over all life cycle phases. 

The starting point of our framework (see Fig. 2) is the ‘usage’ phase in which the 
extension should take place. However, we look from it in an anticipating manner, as 
the vehicle is still in development. As such, the supply chain will also be prepared 
in an anticipating manner via our approach. 

In a first step, potential future function attributes are estimated, based on scenario 
analysis and market research (see e.g., [27, 28]). Subsequently, technical implications 
for the charging function are derived. In the exemplary case, they point to increased 
communication and coordination needs between the battery management system and 
the vehicle charging control unit as well as between the vehicle charging control unit 
and the charging station. Decoupling of software and hardware allows to implement 
the necessary functional adaptions in a reactive manner in software, whenever neces-
sary [29]. Possible alternations in hardware are done in an anticipating manner to 
save high adaption costs later [30]. However, these technical changes have effects 
on the supply chain and thus on the value-added modularization: Firstly, the initial 
design of the battery and charging system hardware have changed. Thus, the asso-
ciated activities in the value-added module of the lifecycle phase ‘production’ have 
changed, due to an anticipating product design. The definition of the value-added 
module must be adapted (see Sect. 4). The supplier increases the resilience of its 
core activity in the ‘production’ phase, to support the creation of value in future life 
cycle phases for the manufacturer. From the supplier’s perspective, the extension of 
its activities means a technological leap on the one hand, while securing its further 
existence. 

Secondly, the value-added module of integrated software and hardware develop-
ment might be split up. Future adaptions in software and communication must be 
integrated into the same value-added module, to obey to the freedom from overlap 
principle (see Sect. 3). The vehicle charging control unit, the battery and charging 
hardware as well as the battery management system are currently defined as one 
value-added module. The supplier of this module must now provide an extension 
option for bidirectional charging to its value-added module for some time in the 
future. This directly affects current contract design: The supplier must provide the 
extension option and the manufacturer might pay a surcharge in exchange. However, 
the original assumptions under which the modularization happened, does not hold 
anymore; for example, if the supplier lacks the experience to implement bidirectional



An Integrated Approach for Resilient Value Creation … 313

charging standards (e.g. [31, 32]). Externalizing only the software extension for bidi-
rectional charging as a separate value-added module in the ‘usage’ phase violates 
freedom from overlap. Thus, the original value-added module is split in advance. 
As such, two different value-added modules exist: (1) Hardware development and 
production for the battery system and charging and (2) software development for uni-
and bidirectional charge control. The supplier must now decide whether to subcon-
tract the software development to still supply the whole value-added module or to 
lose activity parts in the value chain ‘production’. Depending on the technological 
complexity, one or the other choice might be preferred. However, from the automo-
tive manufacturer’s perspective, the modules will now stay stable throughout possible 
changes in the lifecycle. The supply chain is robust against possible requirements for 
bidirectional charging in the future. Costs for resilience in this case include: Orga-
nizational costs for extended contract and development design as well as the option 
surcharge. 

However, the adaption in the supply chain of the ‘production’ and ‘usage’ phases 
effects the shape of the supply chain in development. The development toolchain for 
software and hardware is a central integration point for different suppliers and thus 
defines the shape of the supply chain in development. If suppliers or modules change, 
the toolchain must be flexible enough to adapt with little effort. In our case this means, 
that software extensions, especially for bidirectional charging, must be supported in 
an anticipatory manner; for example, within the testing suits and hardware-in-the-
loop testbeds. As such, the redefinition of the battery and charging value added 
modules has implications on the suppliers of these systems and the manufacturer’s 
supply chain in all life cycle phase. Our framework was able to reveal that in a 
structured and guided manner. 

6 Discussion and Conclusion 

Within this paper, a new approach for the description of value added under temporal 
change is presented. We combine linear value-added processes with a life cycle-
oriented perspective. This makes it possible to create scenario-robust value-added 
scopes on the one hand and, on the other, to address their interdependencies with 
further life cycle phases. Application of the framework was demonstrated using a case 
study of modern automotive software and electronics. The results indicate that the 
methodology is suitable to frame and identify scenario-robust value-added modules 
and point towards interdependencies between value chains of multiple life cycle 
phases. This is particularly important in the context of new products and services as 
well as their associated value-added processes and systems. 

However, more knowledge needs to be built up about the inner steps for the 
creation of resilient value-added modules. Fleischer et al. [19] as well as Herrmann 
[20] provide steps to build the value-added modules. Yet, they need to be adapted 
to fit our approach. Additionally, further fields of application are to be addressed
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in future work. Promising examples are the production of future drive and energy 
storage systems. 

To summarize, our methodological approach provides a framework to identify 
future challenges for and dependencies among different supply chains in a product’s 
lifecycle. It serves as a first step towards an anticipating and proactive approach to 
generate resilient value-added modules. This is particularly relevant in the wake of 
disruptive environmental changes, like technological process or a global pandemic, 
to ensure the survival of local and global value creation. It is intended to transfer 
elements of the described framework into an executable simulation tool. 
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Theory of Agency in Supply Chain 
Finance: Taking a Hermeneutic 
Approach 

Luca Mattia Gelsomino , Rob Dekkers, Ronald de Boer, 
Christiaan de Goeij, and Qijun Zhou 

Abstract This article investigates theory of agency as a theoretical underpinning in 
the field of supply chain finance. Specifically, through a hermeneutic approach, the 
authors examine the development of the theory, its postulations and assumptions, and 
its use in the field of supply chain finance. This leads to three conclusions: the theory 
is currently adopted rather superficially; there is potential for further developments 
by investigating non-standard configurations; and there is an increasingly relevant set 
of articles in supply chain finance that seems to be positioned within the boundaries 
of the theory of agency but makes no mention of it. 

Keywords Agency theory · Supply chain finance · Hermeneutic approach 

1 Introduction 

There is little doubt that the topic of supply chain finance has gained considerable 
attention both among practitioners and researchers. Focusing specifically on the latter, 
there is ample evidence of the relevance that the topic has acquired in purchasing 
and supply management and supply chain management in general (evidenced, for 
example, by the recent special issues on the topic published in 2019 by the Journal of 
Purchasing and Supply Management and the forthcoming one by the International 
Journal of Operations and Production Management). Within academic literature 
focusing on supply chain finance, calls for strengthening the theoretical background 
of the topic have been multiple and repeated over time [1–3]. Despite these calls, it 
is manifest that developments in the theoretical foundation of supply chain finance,
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simply put, lurk. As a simple but powerful image, one could simply notice that 
several of the recent publications, despite clear relevance for supply chain finance, 
seem to lack any significant theoretical grounding [as explicitly noted by 3]. On 
the long run, such an approach will surely be detrimental to advancing scholarly 
insight into supply chain finance, limiting and inhibiting proper scientific founda-
tions, which restrict knowledge transfer, development of practice and innovation 
through incoherent understanding of supply chain finance and its instruments. Taking 
these considerations, the discourse described in this paper focuses specifically on one 
theoretical underpinning, namely the theory of agency, which seems to be among 
the ones that provide the best explanatory power for the field of supply chain finance 
[4]. 

Three literature reviews focusing on supply chain finance [1–3], plus one focusing 
specifically on sustainable supply chain finance practices [5], have already been 
published, while several other reviews on topics partially overlapping with supply 
chain finance can be found in literature [e.g. 6]. Thus, this contribution does not aim 
at performing a further literature review but, against the backdrop of these and other 
existing contributions, poses the following questions: (i) how the theory of agency is 
explicitly or implicitly used in the supply chain finance discourse; (ii) what are any 
potential confusions or calls for additional scientific accuracy, and finally (iii) how 
future contributions in this area can advance by using the theory of agency. 

The authors of this paper, while being committed and engaged in the supply chain 
finance discourse, share the concern that confusion around the use of the theory of 
agency will erode scientific trustworthiness and rigorous in future publications, with 
missed opportunities for understanding of phenomena and applications for supply 
chain finance, and consequently lack of influence on innovative practices. With such 
concerns in mind, this paper describes how we used philosophical hermeneutics to 
interpret relevant literature and come to a common understanding and conclusions 
for improving the trustworthiness of studies that wish to theoretically ground their 
contribution in the theory of agency. The writing starts by illustrating our method 
(philosophical hermeneutics). It then proceeds to briefly summarising the theory of 
agency, focusing on its position within the field of supply chain finance, how we 
developed our research question, the processes that we undertook to address this 
question and the answers that we discovered. We discuss our interpretations with 
respect to the use of the theory of agency within the field of supply chain finance 
and end with recommendations for those who engage in research within this field of 
enquiry. 

2 Method  

As mentioned above, this article employs philosophical hermeneutics as a research 
method, as appropriate for interpretation of complex or conflicting issues in inter-
preting existing texts. Specifically, we rely on the work of Gadamer [7] and Shephard 
et al. [8]. While aiming at reaching a common understanding among the author team,
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there are two fundamental aspects of philosophical hermeneutic enquiry, as illustrated 
by Shephard et al. [8] and Gadamer [7, pp. 295, 403]. The first is an interpretation of 
text analysis that relates reading a text to having a conversation with it, so as to reach 
an understanding. The second describes the inevitability of interpretation being the 
product of productive or unproductive prejudices. 

The early discussion leading to this article was initiated by a subset of the author 
team, as part of a generalised conversation on the topic of supply chain finance as a 
scientific discipline, as a consequence of an earlier study [9] accepted for publication 
at the time. This led the authors to investigate the theoretical foundations of the topic, 
adopting a comprehensive approach aimed at broadly evaluate all possible theoretical 
underpinning within the topic. After an initial phase focused on a general examination 
of theoretical conceptualisations around supply chain finance, we decided to focus 
specifically on the theory of agency. This was accelerated by a presentation for a 
special interest group [10] in which a particular finding with regard to the theory 
of agency was further elaborated based on the earlier study. This led to a year of 
work in which the author team regularly met, exchanging insights and notes on this 
specific topic through videoconferencing as well as emailing. In discussion ideas 
and notes on the topic were shared and new and additional papers on supply chain 
finance, theory of agency or any other relevant topics were shared for further reading. 
Once questions arose in previous meetings were resolved, the new understanding of 
the topic was shared in notes and write-ups, and further readings were shared and 
discussed in subsequent meetings, re-starting the cycle. Eventually, after several 
rounds of discussion and analysis, we formulated the following research question: 
how does theory of agency implicitly or explicitly affect the conceptualisation and 
development of supply chain finance? 

3 Theory of Agency and Its Use in Supply Chain Finance 

Once chosen to focus on theory of agency in supply chain finance, we first decided to 
analyse the three publications that are commonly referred as the basis for theory of 
agency, namely: Mitnick [11], Ross [12], and Jensen and Meckling [13]. It appeared 
that the theory of agency describes risk sharing by dependent actors in a social-
economic relationship based on three principles, which can be derived from the 
three original sources. The first is that a principal delegates activities to an agent 
with the purpose to act on its behalf [11, pp. 1, 6; 12, p. 134; 13, p. 308]. The second 
principle is that there is an optimum for the allocation of resources, both in terms of 
performing the activity and its governance [12, p. 134; 13, p. 309]. The third principle 
is that access to information for finding this optimum is perfect for both the principal 
and agent, while sharing this information between themselves [11, p. 6;  12, p. 135]. 
All three sources [11, p. 13; 12, p. 138; 13, p. 308] indicate that the third principle 
may unlikely hold true, giving rise to the ‘principal-agent problem’ [11, p. 14].  

Despite the wide-ranging body of literature developed with direct reference to the 
theory of agency, it was surprising for us to realise that only two significant extensions
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from the original concept could be identified. The first, effectively summarised by 
Fayezi et al. [14], points to the extensive use of the so-called positive theory of agency 
within the domain of supply chain management. Explicitly coined by Jensen [15], 
the objective function can be considered normative, whereas the valuation function 
based on the availability of alternatives is positive. The second development emerged 
when reading Panda and Leepsa [16], who also refer to positive agency theory, and 
delineate it as explaining causes for the agency problem and costs associated with it. 
Furthermore, they [16, p. 79] point out that criticism of the positive agency theory 
has led to the emergence of the behavioural agency theory. This development for 
theory of agency focuses more on the agent’s behaviour than solely on the objective 
of the principal. These extensions mean that three variations for the theory of agency 
exist: theory of agency as the principal-agent problem, positive theory of agency and 
behavioural agency theory. 

After having eviscerated the history of the theory of agency and its development, 
we then felt comfortable returning to the analysis of supply chain finance. We decided 
to use the classical framework of postulations and underlying assumptions, presented 
by Gouldner [17]. Two of us did already have experience with this for another, unre-
lated study. We mapped out the underlying assumptions for postulations, divided into 
domain and background assumptions. These ‘implicit’ assumptions together with the 
‘explicit’ ones allowed us to further interpret and highlight potential shortcomings in 
the use of the theory in recent literature. Due to space restrictions, we cannot present 
more details on those specific assumptions, or the process that led to their discovery. 

In analysing various articles on supply chain finance that mentioned theory of 
agency, it became rapidly clear that a large group mentioned it en passant, without 
any apparent implication for their contribution. Examples include Liebl et al. [18] 
or Wetzel and Hofmann [19]. Despite claims that the theory of agency is one of 
the most widely used theories in supply chain finance, only a relatively minor and 
limited set of papers is actually using it as the theoretical underpinning of the contri-
bution. More importantly, out of those papers we could only find three that actually 
go beyond applying constructs from the theory ‘as is’ and investigate in-depth the 
implications emanating from analysing supply chain finance through the lens of the 
theory of agency. Specifically, Martin and Hofmann [20] highlight two instances of 
the principal-agent problem in the analysed cases for supply chain finance: between 
buyer and supplier and within the same company, between the finance (principal) and 
procurement and operations (agent), casting a light on the relevance that the theory 
might have for different ‘principal-agent constellations.’ Wandfluh et al. [21] identify 
a triad composed of the financial and purchasing departments in a buyer organisa-
tion (both principals) and the supplier (agent), expanding on literature focusing on 
the opportunistic opportunities for agents when multiple principals lack alignment. 
More marginally, Ali et al. [22, p. 3] sees the financial institution as the principal and 
the buyer as the agent, opposed to the mainstream view that investigates the buyer as 
principle and the supplier as agent. This first iteration led us to our first conclusion: 

The theory of agency tends to be applied sparingly and superficially in supply chain finance, 
causing risk of flawed research design and missed opportunities in research in this field.



Theory of Agency in Supply Chain Finance: Taking a Hermeneutic Approach 321

This has clear implications. For example, scrutinising the aforementioned studies 
highlighted the relevance of applying the theory not only at the level of the organi-
sation, but also to relationships between specific departments within firms involved. 
This resonated with us, because it aligned with findings from the Scottish focus 
group. Not doing so might cause problems, for instance when administrating a ques-
tionnaire. The identifications of (multiple) triads as relevant constructs for supply 
chain finance is equally relevant for future developments. However, a superficial 
understanding of the theory, which seems apparent in several contributions, is likely 
to taint the study design, limiting the possibility of adopting a triad as a unit of 
analysis from the very beginning. 

Starting Martin and Hofmann’s [23] remark regarding principal-agent configura-
tions, we then investigated potential non-standard configurations for principal-agent 
roles, to understand if other authors had picked this up or investigated it in parallel. 
We first looked into the entire literature, without focusing on supply chain finance, 
and we found papers that were mentioning the ‘reverse’ of roles between principal 
and agent [e.g. 24, 25]. Focusing on supply chain finance, only Dekkers et al. [4, p. 10]  
mentioned the notion of the reversal of roles when suppliers act as principal rather 
than agent. However, the inversion of roles in the principal-agent relationship, and its 
implications, are especially evident when analysing supply chain finance practices. 
As example serves the practice of reverse factoring. In it, a buyer authorises a finan-
cial institution to pay to its suppliers specific (‘approved’) invoices ahead of their 
contractual tenure. The financial institution will then charge the supplier a fee for the 
service and the buyer will repay the financial institution when the original contrac-
tual payment date is due [e.g. 26]. It is straightforward to examine this arrangement 
through the lens of theory of agency, with the supplier as the principal, delegating the 
action of ‘approving’ an invoice and authorising the financing act to the buyer (the 
agent), asking the latter to act on his behalf with the financial institution. However, 
streaming directly from the first conclusion, this does not seem to happen, as the 
theory is adopted often superficially. This led to our second conclusion: 

Adopting the theory of agency as theoretical lens with an inversion of roles between buyer and 
supplier might provide new opportunities for advancing the understanding of the principal-
agent problem in supply chain finance and supply chain management in general. 

Up to this point we limited our discussion to articles that were explicitly 
mentioning theory of agency. However, the search for papers that inversed the role 
of buyer and suppliers led us to realise that several contributions within the field of 
supply chain finance, especially from an analytical perspective, adopted some or all 
of the postulations and assumptions of the theory but did not mention it explicitly. 
Examples include Gelsomino et al. [27], Huang et al. [28] and Cai et al. [29]. All 
three papers do not explicitly discuss any theoretical background for their contri-
bution, other than analysing existing literature and employing common modelling 
techniques. However, all of them implicitly present postulations that are typical of 
the theory of agency (e.g. the existence of an optimal fee structure to find an equilib-
rium between a buyer and a supplier, or the fact that the principal has all information 
required for a rational decision). The lack of theoretical grounding is detrimental as
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it limits structured developments in the supply chain finance field. In this case, it 
limits the ability of modelling contributions to effectively challenge existing explicit 
or implicit assumptions in both the theory (e.g., fixed roles) and in the field under 
examination (e.g., are buyers always acting rational when offering supply chain 
finance to their suppliers? What are the consequences if they are not?). This leads to 
our third and final conclusion: 

Modelling contributions in supply chain finance should be more explicit in their theoretical 
underpinning, creating opportunities to challenge implicit or explicit assumptions in both 
the theory of agency and supply chain finance as a field. 

4 Conclusions 

This article has investigated the use of the theory of agency in the field of supply 
chain finance, through a hermeneutic approach. This process led us to three conclu-
sions, highlighting a certain widespread superficial use of the theory, the potential to 
investigate non-standard configurations and a subset of modelling papers that seem 
to sit within the boundaries of the theory but make no mention of it. Whereas we 
more or less expect the first conclusion, the scrutinising of a wide range of papers, 
not limited to the ones mentioned in this paper, we did not expect our journey to find 
the latter two in later stages of the development of our thinking. 

These three conclusions have implications for researchers, which are explained 
in the section above. However, they also bear clear, albeit indirect, implications 
for practice. As we illustrated in the introduction, sub-optimal use of the theory of 
agency is likely to cause an oversight of opportunities for development of supply 
chain finance, which will have an impact on the potential for academia to influence 
and foster innovation practices in this field. We see this conversational contribution 
as a call for a more critical use of the theory and, more importantly, a critical look 
at its explicit and implicit assumptions in supply chain finance and supply chain 
management. 
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The Role of Machine Learning in Supply 
Chain Management 
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Abstract The world experienced historic challenges in global demand management 
as a result of the covid-19 pandemic. Supply chains were abruptly interrupted with 
new traffic rules among countries and organizations confronted hard moments of 
absolute uncertainty with an extreme complex planning scenario while customers 
demanded resources on time in order to stay safe at home during confinement. For 
this reason, supply chain risk management and demand forecasting with artificial 
intelligence has become even more explored by the scientific community. In this 
context, this paper proposes an investigation of machine-learning projects’ contri-
bution for supply chain management in organizations, not only during the pandemic 
crisis, but during the last recent years. PRISMA approach was applied for a systematic 
literature review, limiting English written articles indexed at Scopus and complemen-
tary sources, such as Science Direct and IEEE. Results have defended the increas-
ingly important role of machine-learning projects in supporting organizations to 
plan their operational demands and activities, improving operational efficiency and 
strengthening strategic supplier selection even in challenging pandemic times. The 
main contribution is focused on examining theoretical relationships among recent 
approaches and address mutual strategic achievements through a diagram. Results 
presented by a summarized diagram exposed machine learning strategic value for 
demand forecasting, supply risk mitigation, lead-time reduction, greener operations 
and strategic supplier selection. Some common best practices observed revealed 
training and test segmentation, feature importance analysis and dimensionality reduc-
tion. Limitations are linked to further research suggestions, increasing the present 
bibliographic portfolio selection along with case-study implementations in order to 
extend connections between theory and practice.

T. C. Pfutzenreuter (B) · E. P. de Lima · S. E. G. da Costa · F. Deschamps 
Industrial and Systems Engineering, Pontifícia Universidade Católica do Paraná, Curitiba, Brazil 
e-mail: thais.pfut@gmail.com 

E. P. de Lima · S. E. G. da Costa 
Industrial and Systems Engineering, Universidade Tecnológica Federal do Paraná, Curitiba, Brazil 

F. Deschamps 
Mechanical Engineering, Universidade Federal do Paraná, Curitiba, Brazil 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
C.-Y. Huang et al. (eds.), Intelligent and Transformative Production in Pandemic 
Times, Lecture Notes in Production Engineering, 
https://doi.org/10.1007/978-3-031-18641-7_31 

325

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18641-7_31&domain=pdf
mailto:thais.pfut@gmail.com
https://doi.org/10.1007/978-3-031-18641-7_31


326 T. C. Pfutzenreuter et al.
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1 Introduction 

Managing risks in supply chains at a local or global scale has increasingly attracted 
attention from researchers and organizations in recent years. The field of supply 
chain risk management, which emerged in the early 2000s has now become more 
than the overlap of directly related areas such as enterprise risk management and 
supply chain management. With the increasement of big data analytics and artificial 
intelligence, machine learning projects have been implemented for supply chain 
risk management, operational performance assessments and improvements, greener 
operational workflows and systems and strategic supplier policies. The purpose of the 
present paper is to investigate the role of machine learning projects in supply chain 
management, sustained by a research design focused on applications from recent 
studies. 

2 Theoretical Background 

Machine learning is an interdisciplinary research area in the wider field of artificial 
intelligence, which reunites ideas from several branches of science, such as big 
data analytics, statistics and computational science. Machine learning is focused on 
developing fast and efficient learning algorithms that can make predictions based on 
historical data [3]. Therefore, machine learning is also known as predictive analytics, 
which aims to determine what is more likely to happen. 

Machine learning projects have been increasingly applied by healthcare environ-
ment, providing accurate diagnosis, helping to predict mental health disease [30] or  
obstructive sleep [28]. Its multidisciplinary has also reached the educational setting 
[13], sport results predictions [24] and even law field of practice [7], with predictive 
judicial analytics identifying behavioral anomalies and feature relevance in judicial 
decision-making. 

Some companies have applied artificial intelligence for customer retention [27], 
identifying potential customers based on purchase behavior [8] and even employee 
performance prediction through historical datasets [15]. In supply chain management 
environment, some works propose machine learning-based frameworks for managing 
the inventory at all nodes of the supply chain [21], implementing different algorithms 
for reinforcement learning to find near-optimal policies. 

Prediction of lead time and cycle time key performance indicators are critical 
for good production planning programs, since they are used to be built based on the 
assessment of these metrics. Gyulai et al. [12] applied a lead time prediction based on 
regression algorithms for a real flow-shop environment exposed to frequent changes
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and uncertainties resulting from the changing customer order stream. Wang et al. 
[32] have also used a recurrent neural network for short-term cycle-time forecasting 
of wafer lots. Moreover, machine learning has been used to improve manufacturing 
processes. In this context, Diaz-Rozo et al. [10] proposed a cyber-physical system 
for machine component knowledge discovery based on clustering algorithms using 
real data from a machining process. 

Demand volatility is also a challenging risk for supply chains. Hence, researchers 
and practitioners have focused on approaches for reducing unexpected demand 
volatility threats [9]. Therefore, machine learning has been a strategic resource to 
capture the behavior of volatile demand and diminish the uncertainty of policies 
replenishment [26]. 

3 Research Design 

The research design followed the method outlined in the Preferred Reporting Items 
for Systematic review and Meta-Analysis, PRISMA Statement [20]. The PRISMA 
flow chart performed is illustrated by Fig. 1. 

Machine learning and supply chain management themes were search with the 
reunion of 1st and 2nd axes linked by Boolean Operator “AND”. The initial conjunc-
tion of Scopus and other sources, such as Science Direct, resulted in 234 papers after 
duplicates removal and 63 English written and open-accesses papers were restricted. 
The final filter excluded articles that did not address the intended conjunction target 
of both themes and bibliographic portfolio composition resulted in 20 papers after 
the selection of the studies that best addressed the research purpose.

Fig. 1 Research design 
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4 Results 

4.1 Strategic Supplier Selection 

Efficient inventory management is extremely important for competitive financial 
performance and Priore et al. [26] argue that mapping unnecessary costs, assessing 
possible contract breaks, maintaining stable production schedules and smart inven-
tory policies are some essential actions for this accomplishment. However, best prac-
tices are challenging in the routine of a productive system, since facing a dynamic and 
unstable scenario requires rapid changes in planning and many management tech-
niques may not be sufficient for a good adequacy of stock policies in the long term. 
Machine-learning has contributed to improvements in supply chain management, 
based on demand forecasts and historical inventory flows. In this context, Priore 
et al. [26] went beyond the material flow data and proposed the construction of a 
dynamic structure with inductive learning, finding the most advantageous replace-
ment policy over time, reacting to changes. Variables such as cost structure, demand 
variability, delivery terms and stock policies of different partners were used to build 
the forecasting model and, among four alternatives, the selection of the best stock 
policy presented 88% of accuracy, enabling considerable cost savings compared 
to the static supplier policy management previously used by the organization. The 
researchers observed that the gains were even greater when the external environment 
was more volatile than expected. 

A smart supplier selection model was also developed by Cavalcante et al. [6] 
using supervised learning. Supply date and quantity of delivery data were strategi-
cally used as predictor variables to perform the supplier’s reliability qualification, 
along with a simulation model that covered external, internal material flow and 
delivery to customers. Hybrid algorithms were performed with Random Forest, 
Linear Regression and K-Nearest Neighbors. The application of the combined 
approaches empowered risk mitigation strategies in supply chain management. More-
over, risk supplier mapping and the simulation of internal operations enabled cost 
reduction and operational speed with digital supplier management. 

4.2 Demand Forecasting and Production Planning 

Forecasts have traditionally served as the basis for planning and executing supply 
chain activities, driving smart decisions, shortening lead times and an improving 
resource management. With the big data era, recent research [14] reviews the impact 
brought by this explosion of data on product forecasting and how such data can 
provide insights for consumer behavior [4] and price optimization [11]. Xia et al. [34] 
proposed a hybrid method based on machine-learning with adaptive input metrics to 
improve the accuracy of sales forecasts and used real data from three sophisticated, 
medium and basic fashion retailers in Hong Kong to validate the suggested approach.
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Bohanec et al. [3] complementarily explored the explanation of black box machine 
learning forecasting and propose an intelligent model in a real case of B2B sales 
forecasting. 

The promotional impact on sales was explored by Abolghasemi et al. [1]. 
The researchers investigated 843 real demand time series to simulate promotion 
scenarios bringing volatility to demand scheduling programs and implemented 
some machine learning approaches for demand forecasts. ARIMA with covariate, 
support vector regression and dynamic linear regression presented good results 
for volatile demand forecasting in promotion scenarios. Pereira and Frazzon [25] 
had a similar research ambition, introducing a data-driven approach that combines 
machine-learning demand forecasting and operational planning simulation-based 
optimization to adaptively synchronize demand and supply in omni-channel retail 
supply chains. The authors applied a combination of clustering and neural networks 
improved demand forecast, supporting an assertive identification of demand volume 
and location, which reduced lead-time and operational costs. Moreover, the study 
succeeded on building a connection between digital and physical environments in 
retail supply chain. 

Sales forecasting is also directly connected to more sophisticated production plan-
ning programs. Waschneck et al. [33] developed a real-time planning proposal based 
on reinforcement learning using multiple dispatch strategies and offline learning 
techniques. The approach applied Google DeepMind’s Deep Q Network agent algo-
rithm for Reinforcement Learning, achieving smart production control with deep 
neural networks and user-defined objectives to optimize scheduling. The proposed 
system was successfully validated in a small factory simulation. 

In a more recent global scenario, a predictive analytics project has been recently 
developed by Nikolopoulos et al. [22] during the COVID-19 pandemic with the 
purpose to predict epidemiological growth rates with machine- and deep-learning 
models, together with a hybrid approach based on nearest neighbors and clustering. 
The authors used five distinct countries databases for the study, including United 
States, United Kingdom, Germany, Singapore and India and succeeded on helping 
planners for assertive decisions during the uncertain pandemic period implementing 
excess demand for products predictions using google trends data and simulations for 
lockdown and restriction policies. 

4.3 Supply Risk Mitigation 

Supply chain risk mitigation has been given attention for machine learning applica-
tions in industry, since disruptive moments can cause meaningful high costs. In a 
risk mitigation case study, Brintrup et al. [5] applied interruptions forecast in the first 
layer of supply chain in an equipment manufacturer’s database. The training model 
required some challenges, once interruptions in industry represent a class imbalance 
where the sample of successful orders is much larger than interrupted orders. Hence, 
authors had to collect five samples per attribute for pre-processing, because with the
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excess of variables each attribute would become sparse, making statistical signifi-
cance more difficult. Delivery and supply time were some of the predictor variables 
and Random Forest presented the best result. However, the authors [5] discussed 
that the interruption forecast reached a better remarkable performance when agility 
variable was inserted in the pre-processing models, introducing knowledge from the 
historical capacity of suppliers to handle greater monthly variations. 

Ojha et al. [23] also defends supply chain risk propagation is a cascading effect of 
risks on global supply chains and proposes a holistic measurement approach based 
on Bayesian network for predicting the complex behavior of risk propagation and 
consequently improve supply risk management through the assessment of behavior 
risks. 

Transportation disruption represents likewise a critical risk for supply chains, 
which affects many involved stakeholders. After transportation disruption, market 
demand becomes hard to predict, forcing enterprises to improve market demand and 
inventory predictions. In this context, Liu et al. [17] successfully implemented an 
improved model of grey neural networks algorithm to help enterprises with demand 
predictions after the occurrence of transport disruptions. Another similar transport 
risk approach was managed by a cargo logistics, where no deviation is expected 
between actual arrival time from planned arrival time. Neither earliness nor tardiness 
is desirable for customer and freight forwarders. Shang et al. [29] investigated ways 
to forecast transport risks using a half-year of air cargo data, provided by a leading 
forwarder on 1336 routes served by 20 airlines. Using a Bayesian nonparametric 
model, the authors provide a tool for the forwarder to offer customized price and 
service quotes, which additionally enables a fair supplier evaluation and tell apart 
recurrent risks from disruption risks. 

4.4 Process and Operations 

Strategic management of operations and processes is essential for a competitive 
supply chain management. Lot cycle time reduction in semiconductor manufacturing 
industry was explored by Meidan et al. [19], that investigated the identification of the 
most influential predictor variables using conditional mutual information maximiza-
tion and sequentially applied the selective Naive Bayesian Classifier for selecting the 
minimal, most discriminative key-factor set for an accurate lot cycle time prediction. 
The achievement enabled better operational performance in industrial activities. 

Efficient inbound logistics plays also an important role in operational perfor-
mance, where processes depend on frequently changing information of products, 
assembly line planning and a high number of parts are dependent on different 
suppliers. Knoll et al. [16] contributed with an inbound logistics planning project 
supported by machine learning for internal process improvement. Even though 
inbound processes represent a small part in supply chain activities, its improve-
ment brings cost reduction to the whole supply system and facilitates the work of 
planners and specialists.
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Machine learning approaches have also been used as a tool for improving the oper-
ations of a third-part logistics. Tufano et al. [31] applied clustering algorithms with 
this purpose to define product families for the assignment of the workload processing 
recourse considering different product family scenarios and distinct tuning param-
eters. The impact of each clustering on operations is measured and assessed via 
logistic KPI dashboards. 

4.5 Sustainability and Green Supply Chain 

Big data analytics has contributed for mitigating social issues in the supply chain 
management. Mani et al. [18] concluded machine learning and big data have 
supported companies to predict various social problems including workforce safety, 
fuel consumptions monitoring, workforce health and security among many other 
issues, highlighting the importance of information management for social risk mitiga-
tion. Benzidia et al. [2] complementarily investigated the impact of big data analytics 
and artificial intelligence on green supply chain process integration and hospital envi-
ronmental performance. A conceptual model was developed to test a sample of data 
from 168 French hospitals using partial least squares regression-based structural 
equation. Results have shown the use of big data and artificial intelligence technolo-
gies has a significant effect on environmental process integration and green supply 
chain collaboration. 

4.6 The Role of Machine Learning in SCM 

Machine learning role in supply chain management is summarized by a diagram 
presented by Fig. 2. Performance measures including supply date, delivery volume, 
variability and supplier lead times are some of the commonly performance indicators 
collected by researchers and project managers to build machine learning predictions 
in supply chains.

The diagram summarizes mutual strategic outputs of recent projects, such as 
supply risk mitigation, lead-time reduction, greener systems and more reliable 
products and services, increasing customer satisfaction and enhancing strategic 
supplier selection along with green supply chain management. Common best prac-
tices highlighted by bibliographic portfolio composition revealed training and test 
segmentation, feature importance analysis and dimensionality reduction.
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Fig. 2 Diagram of machine learning role in SCM

5 Conclusion 

The main contribution of this paper consisted of strengthening machine learning 
contribution to strategic supply chain management, identifying important achieve-
ments by recent projects through different perspectives of demand forecasting, supply 
risk mitigation, operational processes and sustainability in supply chains. Results 
presented by a summarized diagram exposed machine learning strategic value for 
demand forecasting, lead-time reduction, greener systems and strategic supplier 
selection. Beyond these common achievements, training and test segmentation, 
feature importance analysis and dimensionality reduction were mutual approaches 
for high performing predictive analytics. We expect to cover some topics and limita-
tions left unexplored by this initial study, extending bibliographic portfolio compo-
sition and applying case-study analysis to complement the present investigation, 
connecting theory to practice. 
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Optimizing the Supply of Eucalyptus 
for Agroindustry: A Mathematical 
Programming Approach 

Moises Knaut Tokarski and José Eduardo Pécora Jr. 

Abstract Eucalyptus is the raw material for sectors such as furniture and cellulose, 
but it is also an important input for thermal energy, being used in several other 
industrial segments. The high price of agricultural commodities and the low price of 
eucalyptus affect the renewal of forest areas. The risk of supply in Paraná (Brazil), 
makes the cereal producers located in the state seek to implement strategies to ensure 
the supply of eucalyptus chips for drying soybeans and corn. The present work 
proposes a mathematical model for optimizing the allocation of forest units, reducing 
costs of leasing, and transporting chips between forest stands and grain receiving units 
in an 8-year production cycle, considering cuts in forests with ages ranging from 5 
to 8 years. The model was validated using a case study of a company located in the 
Paraná state, in which the optimization guaranteed the supply of chips in 10-grain 
receiving units and resulted in the choice of 7 out of 14 forest units available for 
leasing. The model also allows the analysis of the company’s business policies, such 
as verifying the impact of changing the minimum area for harvesting, or minimum 
transportation lot between a point of origin and a single destination. 

Keywords Chipping · Eucalyptus · Allocation · Optimization · Grain receiving 

1 Introduction 

Eucalyptus has several economic uses, both in the furniture sectors, as raw material 
in the pulp and paper chain, and as an input in the industrial process of several 
other activities, such as for drying soybeans and corn. In Paraná, the second-largest 
grain producer in Brazil, the supply of eucalyptus is threatened in the coming years, 
because there is no replacement of forest planting in the state. The competition of
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areas with agricultural commodities, which break monthly record prices, the low 
value paid for wood, due to a reflection of the high standing wood stock observed in 
previous years, added to the intensification of the verticalization of pulp industries 
in the region, makes that there is risk in the balance between supply and demand for 
wood in the coming years. 

Supply strategies are increasingly essential to avoid shortages or exposure to 
exorbitant future prices of eucalyptus for any type of use. We can observe in the 
market, as well as in the literature, a great organization of the pulp and paper industry 
about the planning and optimization of eucalyptus production processes, both in terms 
of scheduling and route composition to meet the industry demand, as presented in 
[1], as well as in the transport planning respecting seasonality restrictions due to 
snow and ice in Nordic countries, proposed by [2], and also in the optimal allocation 
of areas for planting, according to [3]. 

However, other activities that do not have forestry as the main component of the 
business, such as the marketing of grains, often neglect the strategic management 
of this input. There are also no studies focusing on process optimization for the 
supply of eucalyptus wood chips for energy use in grain drying, or in other industrial 
processes in academia. 

We propose an adaptation of the linear programming model presented in [3], to 
guarantee the optimal allocation of forest production units, reducing costs of leasing 
and transporting chips between the points of origin and the grain receiving units of 
a Parana state company that uses eucalyptus chips for drying soybeans and corn. 

The research methodology is provided as normative axiomatic modeling, 
according to [4], as it is an optimization based on a mix of empirical data and data 
generated for result validation. 

The next section describes the proposed problem, while in the third section the 
mathematical model is presented. In the fourth section, the model is tested and 
validated in a case study. Finally, the fifth section presents the conclusions of the 
work. 

2 Problem Description 

The Paraná State (Brazil southern) has two main agricultural cycle crops in one 
year, the soybeans on summer and second-crop corn cultivation (planted after the 
soybean harvest). These grains need to be dried to 13% of humidity to be able to 
commercialization and preserve the quality conditions. 

The study [5] indicate the average technical coefficients for drying soy and corn. 
According to this report, each crop has an average reference humidity for receiving 
the product from the crop. For soybean, the reference value is 18%, and for corn 
22%. Table 1 presents the consumption of eucalyptus chips, with a humidity of 35%, 
for the drying of 100 tons of each crop.

Normally, in Brazil southern, the cutting of eucalyptus for energy purposes occurs 
between 5 and 8 years of age of the forest mass. To achieve an annual harvest to stably
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Table 1 Consumption of eucalyptus chips (35% humidity) for soy and corn drying 

Culture Culture reference 
humidity (%) 

Product quantity (t) Eucalyptus chips 
consumption (t) 

Soybean 18 100 1 

Corn 22 100 3.375 

Source Adapted from [5]

Table 2 Average wood (m3) 
and chip production 
(m3 and t) per hectare and 
age in Paraná 

Age (years) Wood (m3) Chips (m3) Chips (t) 

5 200.0000 587.8571 176.3571 

6 240.0000 705.4286 211.6286 

7 280.0000 823.0000 246.9000 

8 320.0000 940.5714 282.1714 

Source Adapted from [6] 

meet the drying needs of the grain receiving units, the planting should be staggered in 
different areas, whether continuous or not. Considering the average annual increment 
of the state of Paraná of 40 m3 per hectare per year [6], the amount of wood available 
in one hectare varies from 200 to 320 m3, according to the age of the massif. Empirical 
data collected with companies operating in the state point out that by chopping one 
cubic meter of eucalyptus it is obtained approximately 2.94 m3, which is equivalent 
to 300 kg of chips, with 35% humidity. The eucalyptus and chip production data per 
hectare according to age are presented in Table 2. 

The study [7] shows that the transportation of the chips is one of the main costs 
associated with the promotion of this raw material in Paraná cooperatives, adding on 
average R$ 1.84 per kilometer per ton. 

Figure 1 demonstrates how the proposed optimization model works when deciding 
which of the listed areas should be leased and in which years there will have to be 
a harvest to guarantee the supply of the grain units. In the example illustrated, one 
can see the choice of forest units 1 and 3, origin 2 would not be leased. It can also be 
observed that the origins complete the cycle, according to their ages, in supplying the 
consumer units. Besides the rental value, the model considers the cost per kilometer 
and ton of chips transported between the points of origin and consumption, reducing 
the total cost of the operation.

The model enables strategic decision making in the medium term, not addressing 
the operational part, such as harvest periods, nor the order of loading trucks with 
chips. For these activities, we suggest adapting the model proposed by [1], which 
foresees the weekly scheduling of truck loading to meet wood consumption. The 
system proposed in the current study considers only the rental value and the average 
cost of displacement, not considering the investment in the acquisition of trucks, nor 
the marginal cost of chip production operation, i.e., the amount that would be spent
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Fig. 1 Decision-making 
scheme of the proposed 
model. Source Authors 
(2021)

to produce one ton of chip more than the capacity of the set of equipment responsible 
for harvesting and chipping the wood. 

3 Model  

This section presents the mathematical linear programming model proposed to solve 
this problem, divided into 4 items: sets, parameters, variables, and the model itself. 

3.1 Sets 

• O (origin points): o ∈ O = {1, …, N}  
• D (target points): d ∈ D = {1, …, N}  
• A (years): a ∈ A = {1, …, 8}.  

3.2 Parameters 

• Cost between origin points “o” and chip consumption “d”: Cod . 
• Demand at destination point “d” in the year “a”: Rda . 
• Production per hectare in the year “a” in origin “o”: Koa . 
• Leasing cost per hectare per year: Woa . 
• Total area, in hectares, by origin: Ho.
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3.3 Variables 

• Quantity of chips between points, expressed continuously: Qoda . 
• Allocation of harvest from the leased area in the year, being binary, with value 

one when area “o” is active in the year “a”. Otherwise, the value will be zero: Yoa . 
• Allocation of the forest mass leased in the period, being binary, with value one 

when the area is in the full cycle (eight years). Otherwise, the value will be zero: 
Vo. 

• Harvested area per year “a” in origin “o”, continuous variable: Noa . 
• If origin “o” will deliver to destination “d” in the year “a”, binary variable, being 

one when active and zero otherwise: Boda . 

3.4 Model 

Min  Z  =
Σ

a∈A

Σ

d∈D

Σ

o∈O 
Cod ∗ Qoda +

Σ

o∈O 
Wo ∗ Vo +

Σ

a∈A

Σ

o∈O 
Noa (1) 

Subject to:

Σ

o∈O 
Yoa ≤

Σ

o∈O 
Vo, ∀a (2)

Σ

d∈D 
Qoda ≤ Koa ∗ Noa, ∀o, a (3) 

Noa ≤ Ho ∗ Yoa, ∀o, a (4) 

Yoa ≤ Vo, ∀o, a (5)

Σ

a∈A 

Yoa ≥ Vo, ∀o (6)

Σ

a∈A 

Noa ≤ Ho ∗ Vo, ∀o (7)

Σ

o∈O 
Qoda ≥ Rda, ∀d, a (8) 

Qoda ≥ Boda ∗ 30, ∀o, d, a (9) 

Qoda ≤ Boda ∗ Koa ∗ Ho, ∀o, d, a (10)
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Boda ≤ Yoa, ∀o, a, d (11) 

Noa ≥ 5 ∗ Yoa, ∀o, a (12) 

Equation (1) presents the objective function that can be divided into three parts: 
the first is the sum of displacement costs between the origin and destination points 
multiplied by the amount of chips transported. The second is the sum of the rental 
value of each forest unit, when it is allocated (Vo = 1). It is considered that the 
harvesting cost per hectare is the same, regardless of the area in which it is occurring, 
thus the third part of the equation reduces the harvested area, so that unnecessary 
harvesting does not occur. 

The sets of constraints given by Eqs. (2)–(7) refer to the allocation of forest origin 
units, harvested area and chip production per year. Equation (2) limits the maximum 
number of active forests stands (harvested) in a year (Yoa) by the total number of 
active origins in the full cycle (Vo). Equation (3) limits the amount transported from 
one origin to all destinations by the maximum that the area can produce in that 
period. Equation (4) imposes that a massif has part, or all, of its area harvested in a 
period only if that origin is active in that year. Equations (5) and (6) link the annual 
allocation variables with period allocation, where a source that is not active in the 
cycle cannot be active in a single year (Eq. 5) and a massif that is active in the cycle, 
paying rent, must have at least part of its area harvested in at least one year (Eq. 6). 
Equation (7) makes sure that the total harvested area in the cycle is not greater than 
the area of the respective massif. 

Equation (8) guarantees meeting the demand for chip consumption by the grain 
storage units. While Eqs. (9)–(12) are sets of constraints that represent the company’s 
policy aspects: sets (9), (10) and (11) are responsible for guaranteeing a minimum 
lot for each destination, that is, a forest area should allocate at least 30 tons of chips 
for each grain unit, to fill the truck’s capacity and avoid allocating amounts like one 
or two tons between the points. The last equation represents the minimum area that 
the company considers feasible to harvest, in this case, at least five hectares should 
be harvested per year in an active area (Yoa = 1). 

4 Case Study 

This section will present the data and results of the case study based on a company 
located in the state of Paraná. The data is partly real and partly created for model 
validation.
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4.1 Data 

The case study considered 10-grain receiving units belonging to a company based 
in the Parana state. Both the locations and the static capacities are real. To calculate 
the estimated need for chips, the potential receipt of soy and corn grains was used, 
as well as the need for chips for drying them, described in Table 3 of this work. 
Table 3 presents the consumption data of each point for the first year of the cycle, 
with constant consumption throughout the analysis cycle, repeating the values for 
the other years. However, the model can calculate the variable supply if different 
demands per year are informed. 

The 14 origin points used were randomly generated and their respective areas 
and ages in the initial year. Consecutively, the production potential of each area was 
calculated according to the parameters presented in Table 4. Note that when reaching 
an age of 8 years during the cycle, the following year is considered as age zero, and 
the count restarts. In this way, a forest mass that is 8 years old in year 1 will be 6 years 
old in the last period of the cycle. Table 4 presents the origin data, while Table 5 
presents the production capacity per year, filtering only the units that are in cutting 
season per year, that is, between the ages of 5 and 8 years.

The model was programmed in C# language, by the Visual Studio application and 
solved by the Gurobi Solver 9.1. To calculate the distance, the Haversine formula was 
used, which results in the distance in a straight line, considering the curvature of the 
earth, from the latitude and longitude data of the points. For the cost of displacement, 
the value of R$ 1.84 per kilometer and per loaded ton was attributed.

Table 3 Consumption points and chip demand in tons per year 

Destination City State Static 
Capacity 

Latitude Longitude Chip 
Requirement 
(t/year) 

1 Carambeí PR 1.800 −24.94194 −50.013006 180.68 

2 Carambeí PR 30.900 −24.94414 −50.501289 3101.59 

3 Carambeí PR 2.810 −24.94274 −50.012986 282.05 

4 Carambeí PR 36.540 −24.94355 −50.501275 3667.70 

5 Imbaú PR 1.180 −24.4405 −50.07637 118.44 

6 Imbaú PR 4.610 −24.4407 −50.07644 462.73 

7 Imbaú PR 1.810 −24.4408 −50.07641 181.68 

8 Imbaú PR 9.620 −24.4404 −50.07644 965.61 

9 Imbituva PR 18.610 −25.2188 −50.05836 1867.98 

10 Imbituva PR 3.540 −25.2183 −50.05841 355.33 

11 Ponta Grossa PR 15.340 −25.15525 −50.013997 1539.75 

Total 126.760 12,723.54 

Source Authors (2021) 
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Table 4 Data on the forest masses that can be chosen as sources for the chips 

Origin City State Area (ha) Latitude Longitude Age at 1st 
Year 

Lease cycle 
cost (R$/ha) 

1 Carambeí PR 116 −24.9419 −50.3657 4 R$ 8000.00 

2 Carambeí PR 103 −24.9256 −50.9657 4 R$ 10,000.00 

3 Carambeí PR 95 −24.9445 −50.5016 4 R$ 10,400.00 

4 Imbaú PR 129 −24.4488 −50.0886 5 R$ 7920.00 

5 Imbituva PR 108 −25.5454 −50.0555 8 R$ 8800.00 

6 Imbituva PR 147 −25.5858 −50.0625 8 R$ 8000.00 

7 Ponta 
Grossa 

PR 52 −25.1818 −50.0155 1 R$ 8000.00 

8 Ponta 
Grossa 

PR 124 −25.1557 −50.0366 1 R$ 8000.00 

9 Ponta 
Grossa 

PR 67 −25.149 −50.0145 1 R$ 9600.00 

10 Ponta 
Grossa 

PR 84 −25.1545 −50.5152 1 R$ 8880.00 

11 Teixeira 
Soares 

PR 111 −25.4188 −50.0566 1 R$ 7600.00 

12 Tibagi PR 79 −24.5157 −50.4586 7 R$ 8000.00 

13 Tibagi PR 48 −24.6878 −50.5859 7 R$ 8000.00 

14 Tibagi PR 115 −24.5987 −50.1515 7 R$ 9240.00 

Source Authors (2021)

The base company of this study has well-established policies regarding minimum 
harvest area and minimum transport lot: 

• Minimum area for harvesting: You must only activate an origin if the harvest is 
equal to or greater than 5 ha. 

• Minimum transport lot: There should only be a flow of chips between an origin 
and a destination if the amount transported is equal to or greater than 30 tons. 

The model should reduce the costs of displacement and land leasing, guaranteeing 
that demand is met and respecting the physical and political restrictions of the process. 
As a premise, it is considered that the grain receiving units can store all the chips 
they need in a year, that is, they can receive all the raw material that will be used at 
any time of the year. 

Adaptations to cater for consumption points that do not obey this assumption can 
be made by adding a subset “P” of destinations with this characteristic in the model, 
that belong to the set “D” (destination points). In addition, it is also necessary to add 
a restriction like Eq. (9), changing the multiplier Boda by Yoa . In this way, all active 
origin in that year should deliver chips to points “P”, as presented in Eq. (13). 

Qopa ≥ Yoa ∗ 30, ∀p, o, a (13)
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Table 5 Chip’s production in tons per hectare per year, according to forest age 

Year Origin Age Production (t/ha) Year Origin Age Production (t/ha) 

1 4 5 176.36 5 9 5 176.36 

1 5 8 282.17 5 10 5 176.36 

1 6 8 282.17 5 11 5 176.36 

1 12 7 246.90 6 7 6 211.63 

1 13 7 246.90 6 8 6 211.63 

1 14 7 246.90 6 9 6 211.63 

2 1 5 176.36 6 10 6 211.63 

2 2 5 176.36 6 11 6 211.63 

2 3 5 176.36 7 5 5 176.36 

2 4 6 211.63 7 6 5 176.36 

2 12 8 282.17 7 7 7 246.90 

2 13 8 282.17 7 8 7 246.90 

2 14 8 282.17 7 9 7 246.90 

3 1 6 211.63 7 10 7 246.90 

3 2 6 211.63 7 11 7 246.90 

3 3 6 211.63 8 5 6 211.63 

3 4 7 246.90 8 6 6 211.63 

4 1 7 246.90 8 7 8 282.17 

4 2 7 246.90 8 8 8 282.17 

4 3 7 246.90 8 9 8 282.17 

4 4 8 282.17 8 10 8 282.17 

5 1 8 282.17 8 11 8 282.17 

5 2 8 282.17 8 12 5 176.36 

5 3 8 282.17 8 13 5 176.36 

5 7 5 176.36 8 14 5 176.36 

5 8 5 176.36 

Source Authors (2021)

4.2 Results 

All model constraints were satisfied, meeting the demand of the grain receiving 
units, activating 7 of the 14 available forest blocks. The area harvest limits, and their 
production capacities were respected according to their respective ages. No stock 
was generated at the points of origin, that is, all the wood harvested was chopped and 
forwarded to the destination units. The total cost in the period was R$ 9.06 million, 
of which R$ 4.35 million were for chip transportation and R$ 4.71 million for leasing 
the areas.
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Fig. 2 Forest units with harvested, surplus, and inactive areas. Source Authors (2021) 

Figure 2 shows the choice of forest production units, as well as their harvested 
area. It can be observed that units 1 and 4 have a surplus of the unharvested area in 
the period. In this scenario, this surplus is a waste since the rent paid corresponds 
to the total area, which is only partially being used. On the other hand, this is an 
opportunity for the company, which, based on this information, can decide between 
several options, such as: 

• Reviewing the lease contract, adjusting the actual area that will be used. 
• Use of the surplus area for other purposes, such as management for furniture. 
• Utilization of idle harvesting and chipping equipment (53% of the capacity used 

per year) and sale of chips to third parties. 

Policy analysis. By altering the sets of restrictions that define the company’s policies, 
it is possible to verify the impact of this change on the total cost of operation, serving 
as a basis for confirming or revising the policies adopted. In this work, the projection 
of costs will be made with the alteration of the minimum area for harvesting. 

Changing the minimum harvest area. Analysis of the impact of the minimum 
harvest area on cost was done with the change of the minimum area, in constraint 
Eq. (12). The other constraints were maintained and met. The tested instances and 
the costs resultants were: 

• Instance 0: Original problem, with a limit of 5 ha—cost: R$ 4.36 million. 
• Instance 1: 1 ha—cost: R$ 4.35 million. 
• Instance 2: 2.5 ha—cost: R$ 4.35 million. 
• Instance 3: 7.5 ha—cost: R$ 4.36 million. 
• Instance 4: 10 ha—cost: R$ 4.34 million. 
• Instance 5: 15 ha—cost: R$ 4.37 million. 

As shown on the list, instances 1 and 2 showed no difference about instance 0. 
One notices that the lowest value found was in instance 4, with a minimum of 10 ha 
harvested to activate the area. The cost reduction was R$ 5232.42 under these condi-
tions. The units chosen for harvesting were not altered with the modifications and 
the rental cost remained the same. The main differences observed were an increase 
in the area harvested at origin 1 and a reduction at origin 4, as shown in Fig. 3. A
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Fig. 3 Forest units with harvested, surplus, and inactive areas—instance 4. Source Authors (2021) 

secondary gain is the reduction of active forest units in year 4 of the cycle, which in 
instance 0 were three and in instance 4 were two, reducing the impact of equipment 
displacement between forest blocks. 

5 Conclusion 

The proposed model meets the objective of creating a tool that enables decision-
making regarding which forest units to lease, what is the ideal distribution of chips 
about the quantity transported between the origins and the consumption points, 
reducing the global cost of the operation. Besides this, it also allows the construction 
of scenarios that make it possible to evaluate the internal policies of the companies, 
validating them or suggesting changes to further reduce the strategic operational 
costs of this important activity of biomass promotion for grain drying. 

Complementary future work can be carried out on two fronts: the first is the adapta-
tion to consider costs not accounted for in the present work, such as the displacement 
of harvesting and chipping equipment, or even investment feasibility analysis. The 
second is the transformation of the model for strategic decisions for tactical opera-
tional optimization, as presented by [1], evaluation of their work. Papers outside the 
formatting will be removed from the evaluation process. 
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Abstract In recent years, the environment has become a hot topic among the 
government, society, and enterprises due to global warming, ozone depletion, and 
air pollution. Businesses are believed to be at the root of most environmental prob-
lems. To reduce environmental pollution and promote sustainable development, more 
and more TV manufacturers are adopting a green supply chain to achieve sustain-
able development and produce more environmentally friendly television (TV) sets. 
However, some green TV manufacturers are underfunded in the development and 
production process. In this paper, a green TV supply chain system composed of a 
financially constrained manufacturer and a reputable retailer is proposed to help the 
TV manufacturer successfully produce more green TVs. The supply chain model is 
established by using two financing tools. A time-dependent residual value is consid-
ered in the model, and the later the clearance time, the lower the residual value. We 
investigate the effects of time-dependent residual value on operational and financing 
decisions and measure the supply chain system’s profit risks. The following results 
are concluded: (1) The clearance time of unsold TV sets affects the retailer’s and 
the manufacturer’s decisions. (2) The financing equilibrium can be obtained under 
certain conditions. (3) The profit risks of the retailer increase with the order quantity 
and the clearance time. Numerical analysis is used to verify the derived results. 
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1 Introduction 

Along with the advance of electronic technology, through the tireless efforts of count-
less scientists, engineers, the television (TV) from the original large samples of 
laboratory, image fuzzy, to develop into an entered innumerable family, the main 
household appliances products, now the ultrathin, image is clear, powerful display 
products. In addition, due to the seriousness of the problems of pollution and energy 
consumption, the market share of energy-saving green TV is growing. At the same 
time, as TVs are constantly updated, more and more out-of-season products fall out 
of favor and can’t be sold during the selling season, so retailers face the problem of 
excess inventory. Therefore, considering the residual values of out-of-season TV sets 
has become a problem worth studying of supply chain management in recent years. 
It can not only reduce the profit loss of retailers but also contribute to environmental 
protection and sustainable development. 

Further, due to the large investment in TV research and development and the high 
production cost, some TV manufacturers, especially small and medium-sized enter-
prises (SMEs), are often restricted by the lack of funds in the production and supply 
process [1]. When these manufacturers run short of capital, downstream buyers are 
exposed to a shortage of goods, which affects the normal operation of the business. 
However, due to the lack of collateral or credit, these small manufacturers become 
more difficult and expensive in the financing process [2]. For solving this problem 
of capital shortage, supply chain finance (SCF) is widely adopted in the world, espe-
cially in developing countries. It uses the loan resources of core enterprises to help 
the enterprises of the supply chain to obtain financial help. Therefore, how to estab-
lish effective financing channels to solve the problem of capital constrains of SMEs 
has become a major problem. Most of the studies use post-shipment financing, the 
research on pre-shipment financing is still few. In addition, in many studies on SCF, 
many researchers ignore the residual value in short-term financing to simplify the 
calculation. Therefore, in their study, the residual value of unsold products was set 
to zero. There has been little systematic research in the SCF literature on the impact 
of residual value, especially based on time-dependent residual value. 

Therefore, to fill the above gaps, a green TV supply chain system composed 
of a financially constrained manufacturer and a reputable retailer is proposed to 
help the TV manufacturer successfully produce more green TVs. A time-dependent 
residual value is considered in the model, and the later the clearance time, the lower 
the residual value. We focus on two financing instruments, namely buyer-supported 
purchase order financing (BPOF) and advance payment discounting (APD) [3], to 
ease the capital constraints of the upstream manufacturer. Therefore, our research 
explores how to manage the corporate financial risks with time-dependent residual 
values in the green supply chain. Our main contributions are in three aspects: (1) 
The clearance time of unsold TV sets affects the retailer’s and the manufacturer’s 
decisions. (2) The financing equilibrium is BPOF under certain conditions. (3) The 
profit risks of the retailer increase with the order quantity and the clearance time.
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The rest of this research begins with the literature review in Sect. 2. Two models 
are built in Sects. 3 and 4. Section 5 analyzes the financing equilibrium and profit risk 
respectively. Numerical experiments are carried out in Sects. 6 and 7 summarizes 
and concludes the paper. 

2 Literature Review 

Two literature streams are relevant to the research: the study on dealing with the 
enterprise’s budget constraint by SCF and the combination of green supply chain 
management (GSCM) and SCF. 

Firstly, SCF is used to deal with the problem of enterprise budget constraints. 
Recently, Alan and Gaur [4] explored the role of inventory in both bank financing 
and trade credit. Khan et al. [5] investigated the impact of early-payment financing 
on supply decisions. Yan et al. [6] studied two financing methods that the loss-averse 
retailers could provide financial services (loans and investments) to help the cash-
strapped supplier and compared the two financing methods. Zhen et al. [7] established 
an SCF model in which a cash-constrained manufacturer could choose to borrow from 
a third-party platform, a retailer, or a bank, and studied the manufacturers’ financing 
strategy choice. The research on SCF mainly focuses on the capital constraints of 
retailers, but less on the capital constraints of upstream enterprises. 

Secondly, the closest thing to our work is the combination of GSCM and SCF 
research. It is widely known that GSCM aims to encourage supply chain parties 
to consider energy conservation and emission reduction when making decisions. 
Li et al. [8] established Stackelberg game models to study equilibrium decisions 
and profit coordination methods of GSCM. Ghosh et al. [9] focused on GSCM and 
developed a strategy based on advanced payment policies and trade credit facilities. 
Luo et al. [10] took into account both supplier financing and bank financing to handle 
the capital constraints. Xu and Fang [11] developed an emission-dependent model 
with partial credit guarantee and trade credit. Abdel Basset et al. [12] and Lin and 
He [13] also integrated SCF with GSCM. 

3 Model Description 

This study considers a newsvendor framework that there are three key participants: 
an SME manufacturer, a retailer, and a financial institution, all of whom are risk 
neutral. The manufacturer is strapped for cash and these parties in this supply chain 
collaborate to deal with the financial problem by using two supply chain financing 
tools. APD is that the retailer can finance the manufacturer by pre-paying for prod-
ucts at a discount before delivery. BPOF means that the manufacturer obtains funds 
from a financial institution based on a purchase order with the established retailer’s 
guarantee. Figure 1 displays a sequence of events. The notations are in Table 1.
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Fig. 1 The sequence of events of two financing instruments 

Table 1 Summary of 
notations 

Notation Description 

π Expected profit 

A Asset level 

L Short-term debt 

p Selling price 

α Proportional distress cost 

γ Proportional liquidation cost 

δ A portion of financial institution’s loss 

cp Production cost 

ck Capacity cost 

r Interest rate 

s Time-dependent residual value 

K Capacity level 

q Order quantity 

w Wholesale price 

d Discount rate 

λ A portion of purchase order value
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After the sales season ends, any leftover inventory is salvaged at s and it is time 
varying. The manufacturer has internal assets As and short-term debt Ls [14]. Ls 
is certain and it will expire before the sales peak. The capital market in our study 
is imperfect. That is, when a firm fails to pay its debts, it can either be liquidated 
or negotiated with creditors in an expensive restructuring process. In the case of 
liquidation, the cost of financial default is a proportion 1 − γ (0 < γ < 1) of firm  
value. In the case of reorganization, the cost of financial distress is a proportion 1 − 
α (0 < α < 1) of raised capital [3]. 

4 Models  

4.1 APD Model 

By adopting APD, the manufacturer’s profit and capacity in APD is 

π apd m = [
w(1 − d) − cp

]
N − ck K − (1 − α)[Ls − As + ck K − w(1 − d)q]+ 

(1) 

where N = min(q, K ). When Ls − As + ck K − w(1 − d)q < 0, the manufac-
turer continues to operate. Conversely, if Ls − As + ck K − w(1 − d)q > 0, the  
manufacturer goes to reorganization. 

The retailer’s expected profit is: 

π apd r = pEmin[D, N ] − w(1 − d)N + (a − bt)[N − D]+ 

− (1 − α)[Lr − Ar + w(1 − d)q]+ (2) 

Under APD, qapd∗ satisfies p − (p − a + bt)F
(
qapd∗) = w(1 − d) in contin-

uation and in the reorganization the optimal order quantity satisfies p − ( p − a + 
bt)F

(
qapd∗) = w(1 − d)(2 − α). The retailer balances the marginal effect of APD 

against the unit financial distress cost. 

Proposition 1 (1) Under APD, the earlier the clearance time of the TV, the buyer will 
order more products, which will bring higher profits; (2) Clearance time is inversely 
proportional to the discount rate. 

Proposition 1 first indicates that the clearance time of the TVs negatively affects 
the retailer’s order amount and profit. This is because that the earlier the clearance, 
the higher the residual value, the less loss to the retailer’s profit. Conversely, goods 
with a low residual value that are cleared late are ordered in fewer quantities. In 
addition, the lower the residual value of the TVs, the lower the discount rate offered 
by the manufacturer. Because when the residual value of the TV becomes lower, the 
financial risk of the retailer becomes higher. Therefore, the seller should offer a small 
d to the buyer to keep higher purchasing prices and thus release financial risks.
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4.2 BPOF Model 

In this case, the manufacturer’s profit is 

π bpof m = (w − cp)N − ck K − λwqr − (1 − α)(Ls − As + ck K − λwq)+ (3) 

Here N = min(q, K ). When Ls − As + ck K − λwq < 0, the manufacturer 
continues to operate. Conversely, if Ls − As + ck K − λwq > 0, the manufacturer 
goes to reorganization. 

The buyer’s expected profit function is: 

π bpof r = pE  min[D, N ] − wN + (a − bt)[N − D]+ 

− 
ÃS∫

AS 

δ

{

λwq − γ

[
(w − cp)N − ck K 
−λwqr + As − Ls

]}

φ(As)d As (4) 

And the optimal order quantity is 

qbpof ∗ = F−1

(
p−w−(δλw−δγ w+δγ cp+δγ λwr)

[
�( ̃AS)−�(AS)

]

p−a+bt

)
. 

Proposition 2 In BPOF, both π bpof r and qbpof ∗ are related to the time-dependent 
residual value. 

Proposition 2 suggests that if the order quantity exceeds the market demand, that 
is, there is surplus inventory. Items with high residual values which are cleared early 
will encourage to order more products because high residual values can help reduce 
losses and maximize profits. 

5 Financing Equilibrium and Profit Risk Analysis 

If either of the two financing instruments can satisfy the upstream manufacturer’s 
financial requirements, the downstream buyer will select one of them in the single 
financing condition. 

Theorem 1 In single financing, there is a unique threshold of the retailer’s internal 
asset level ωr exists, which makes the buyer preferred to choose BPOF if and only if 
Ar < ωr . Otherwise, APD is chosen. Besides, the value ωr is in inverse proportion 
to t. 

Theorem 1 reveals that ωr with early clearance time is higher than ωr with late 
clearance time. The reason is that goods with high residual value will encourage the 
retailer to have more orders, and at the same time, the increase of the order quantity 
will increase the inventory risks of the retailer, making the inventory in the backlog
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state. Therefore, if the retailer buys goods with a high residual value, the buyer’s 
asset level should be higher, so enough funds can be provided by the retailer to the 
manufacturer via APD financing. 

The profit risks if the retailer can be analyzed via a mean–variance analysis [15]. 
The variance of the profit in APD is: 

V
(
π apd r

) = ( p − a + bt)2 
⎡ 

⎣2Nn  − 2 
N∫

0 

xF(x)dx  − n2 
⎤ 

⎦ (5) 

where N = min(q, K ), n = ∫ N 
0 F(x)dx . 

In addition, the variance of the profit in BPOF is: 

V
(
π bpof r

) = ( p − a + bt)2 
⎡ 

⎣2Nn  − 2 
N∫

0 

xF(x)dx  − n2 
⎤ 

⎦ (6) 

where N = min(q, K ), n = ∫ N 
0 F(x)dx . 

Proposition 3 V (π apd r ) and V (π bpof r ) are increasing with q and t. 

Proposition 3 illustrates the retailer’s profit risks under two financing tools 
increases with the order quantity and the clearance time, that is, the higher order 
quantity leads to higher profit risks and the longer TV sets are cleared, the greater 
the risk to the retailer’s profits. 

6 Numerical Analysis 

In this section, the effects of time-dependent residual values on the manufacturer’s 
discount rate are investigated through some computational experiments. p = $580, 
α = 0.85, ck = cp = $120, a = 300 and b = 10. D obeys a normal distribution 
N(1000, 100). Further, in our paper, t is set to vary between 0 and 30. 

We show the effect of time-dependent residual values on the manufacturer’s 
discount rate in Fig. 2. As can be seen from Fig. 2, as the clearance increasing, 
the discount rate decreases. That is to say, when there is unsold TV, if t is large 
(i.e., t = 27), the discount rate at this time is less than the discount rate at t = 6. 
Since the residual value of the TV is low, the retailer will endure more losses during 
the clearance period. Hence, facing with high financial risks of the buyer, the seller 
should offer a lower discount rate to maintain a higher wholesale price to reduce his 
financial risks.
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Fig. 2 Impact of t on 
supplier’s discount rate 
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7 Conclusion 

To help the cash-strapped supplier obtain financing for producing more green TV 
sets, we studied an SCF systeam consisting of a manufacturer, a retailer, and a 
financial institution, and analyzed the effect of the time-dependent residual value on 
the participants’ optimal decision-making and financing strategy. Some important 
results and management implications are obtained: (1) The residual value of TV sets 
varies with the clearance time, which affects the retailer’s optimal order quantity as 
well as the manufacturer’s discount rate; (2) When the clearance time is lower than a 
certain threshold or the retailer’s internal asset level is lower than a certain threshold, 
the financing equilibrium is BPOF; (3) The profit risk of the retailer increases with 
the increase of order quantity and the clearance time. Future research directions can 
explore the risk preference and information asymmetry of supply chain participants 
in the model. 
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Fuzzy Multi-objective Mathematical 
Modelling for Distribution Planning 

Peter Adjei, Anibal Careaga-Campos, Gursel Suer, and Omar Alhawari 

Abstract This paper discusses a distribution planning model with n distribution 
centers (DCs) and m customers. Ideally, each DC serves customers in its zone. Each 
customer order may include multiple items. However, as the need arises, customers 
can also be served from other DCs to avoid delays to the customers. Besides, items 
in a customer’s order may also come from multiple DCs not to violate safety stock 
values established for each item in each warehouse. Furthermore, there are alternative 
transportation modes available with different costs and CO2 emission. Environmental 
issues have become increasingly popular and various studies have been proposed 
in the literature in recent years. Many corporates are increasing their sustainability 
efforts and becoming more responsible members of the society. We assume stochastic 
transportation leadtimes. They are assumed to be normally distributed with known 
mean and standard deviation values. There are multiple objectives considered in this 
study and they are: (1) minimize total shipping cost, (2) minimize probability of 
tardiness, (3) minimize the environmental impact of transportation, (4) minimize 
safety stock violations. A multi-objective fuzzy mixed-integer-non-linear program-
ming model is developed to handle all these objectives such that satisfaction level is 
maximized. The task is to determine which DC(s) will serve each customer. Two 
experiments are conducted, (i) the same network is experimented with multiple 
periods where inventory levels of items are revised at the end of each period based on 
the shipment made, (ii) multiple experiments are conducted with various parameters 
including number of customers, number of items in orders, transportation leadtime 
distributions, starting inventory levels, safety stock values and fuzzy operators. One 
of the important features of this study is that it combines both stochastic and fuzzy 
parameters in the same mathematical model, which has been rarely found in the 
literature.
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1 Introduction 

A supply chain includes primary internals elements such as sourcing, production, 
distribution, etc. [12]. As a focus of this paper, the distribution term refers to moving 
and storing items from the point of origin (suppliers) to the point of consumption 
(customers) in a supply chain [5]. This assures the importance of distribution planning 
in how products are retrieved and delivered from distribution centers to customers, 
which in turns impacts supply chain performance and customer satisfaction levels. 
Benjamin [2] addressed the issue of distribution planning in a supply chain by 
selecting the transportation mode considering multiple suppliers, customers, and 
a single product. Later, Zhou et al. [19], used genetic algorithm to tackle the problem 
of allocating customers to multiple distribution centers in a supply chain. Chan and 
Chung [3] proposed a genetic algorithm to tackle the problem of distributing products 
from number of sources to demand points. Farahani and Elahipanah [9] discussed 
the issue of just-in-time distribution in which a multi-objective model was proposed 
to achieve three objectives, and they are minimizing costs, backorders, and surpluses 
of products in a multi-period environment. 

In recent years, Tang et al. [18] studied the issue of distribution planning by consid-
ering multi-layer distribution system between suppliers and customers. In their work, 
a mixed integer linear model was used to solve the optimization problem of deter-
mining the optimal distribution centers and then assign customers to such facilities. 
Hsiao et al. [10] studied the distribution planning problem is a food supply chain 
with focus on identifying the best plan that ensures meeting customer requirements. 
A heuristic approach was developed to achieve objectives of minimizing the distri-
bution costs. Mohammed and Wang [14] addressed the distribution planning issue 
in supply chains in which various objectives such as minimizing the transportation 
costs, amount of CO2 emissions and product distribution time. Consequently, a fuzzy 
mathematical model was proposed to achieve the satisfactory level of the objectives 
considered. Molla-Alizadeh-Zavardehi and Shoja [15] stated that distribution perfor-
mance in supply chains is related to direct or indirect shipment. The direct shipment 
is considered when products are distributed from origin point to customers while the 
indirect shipment is not. Further, the authors mentioned that the classic transportation 
issues consider factors such as times and costs that are usually certain. Therefore, 
most of the existing optimization models ignore the uncertainty matter. According to 
Molla-Alizadeh-Zavardehi and Shoja [15], uncertain environment is resulted from 
different considerations such as traffic jam, machine breakdown, materials quality 
issues, etc. Based on that, the authors developed a fuzzy mathematical model for a 
responsive supply chain including multi products and direct shipment considering 
cost coefficients as trapezoidal fuzzy numbers. Cosma et al. [7] addressed the distri-
bution planning in which the transportation problem is considered. The problem was
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modelled as a distribution network including manufacturers, distribution centers and 
customers with an objective of minimizing the total distribution costs. Additionally, 
a heuristic algorithm, as a solution method, was developed to solve such a problem. 
Azizi and Hu [1] studied the distribution issue in supply chains in which the prob-
lems of the location of distribution centers, vehicle routing and direct shipment are 
considered simultaneously. Thus, a mixed integer linear programming model was 
developed to tackle the problems considered with an objective of minimizing total 
costs incurred. 

Further, the distrubution planning in supply chains has been addressed in literature 
including planning level (i.e. operational), transportation mode (i.e. truck), demand 
nature (i.e. stochastic) and periods of planning (i.e. multi-period) [3, 4, 13, 17]. 
However, the strategic planning level and deterministic demand were considered by 
Contesses et al. [6]. Also, Humair et al. [11] considered stochastic lead times and 
network inventory optimization in which closed-form equations were presented for 
the safety stock levels in a supply chain. Diabat et al. [8] incorporated uncertain lead 
times and demand in a problem concerned with determining location of distribution 
centers, assigning retailers to distribution centers, and minimizing shipment costs 
accordingly. In their work, Puga et al. [16] studied stochastic lead times and safety 
stock placement decisions. It was shown that in the case of having short lead times 
between distributions centers and retailers, distribution centers are more likely to hold 
safety stock while retailers offer fast delivery. On the other hand, only the retailers 
hold safety stock considering longer lead times. 

As compared to the aforementioned existing literature findings, this paper is distin-
guished by presenting the operational level of distribution planning in making related 
decisions such as minimizing shipping cost, probability of tardiness, the environ-
mental impact of transportation and safety stock violations More importantly, the 
main contribution of this paper is to fill the gap, existed in literature, in which none 
of the studies combined both stochastic and fuzzy parameters in the same mathemat-
ical model. The remainder of the paper is organized as follows. Section 2 describes 
the problem under study and the importance to why it should be studied. In Sect. 3, 
the proposed methodology is described. Numerical experiments are presented in 
Sect. 4. In Sect. 5, we conclude the paper. 

2 Problem Statement 

The objective of this study is to integrate supply chain modeling for a distribution 
system contemplating not only the minimization of distance traveled and total cost 
but including environmental concerns as well as inventory control. The problem 
explores a distribution system comprised of two distribution centers (DC’s) and ten 
customers (C’s). both DC’s can deliver to all customers using two different trans-
portation modes. Each transportation mode includes different distances, different 
lead times, and different CO2 emissions. Figure 1 shows the distribution network for 
one of the explored problems.
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Fig. 1 Distribution network 

3 Proposed Methodology 

A multi-objective mixed-integer-non-linear programming model is proposed to mini-
mize the distance traveled, minimize the CO2 emissions associated with selecting 
alternative transportation mode, minimize the probability of tardiness, and maintain 
healthy levels of inventory. Transportation time from the manufacturing plant to the 
customer is stochastic following normal distribution, and for that, it is important for 
customers to receive the ordered products within the established due date. Therefore, 
probability of earliness is defined to measure this aspect. In choosing the transporta-
tion mode, it is also important to minimize the carbon emission. For instance, truck 
is the fastest available mode and will increase the probability of earliness; however, 
it is expensive, and the carbon emission associated with this mode is high. 

3.1 Notation 

Indices: 

j Customer index 
m Distribution center index 
k Transportation mode index. 

Parameters: 

NC Number of customers
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NDC Number of distribution centers 
NK Number of transportation modes 
Lb1 Lower bound for satisfaction level of performance measure 1 
Ub1 Upper bound for satisfaction level of performance measure 1 
Lb2 Lower bound for satisfaction level of performance measure 2 
Ub2 Upper bound for satisfaction level of performance measure 2 
Lb3 Lower bound for satisfaction level of performance measure 3 
Ub3 Upper bound for satisfaction level of performance measure 3 
Lb4 Lower bound for satisfaction level of performance measure 4 
Ub4 Upper bound for satisfaction level of performance measure 4 
Dj Due date for customer j 
Qj Quantity ordered from customer j 
CEmjk Carbon emission associated with delivery from distribution center m to 

customer j by using transportation mode k 
tmjk Transportation cost from distribution center m to customer j by using 

transportation mode k 
μmjk Mean of transportation Leadtime from distribution center m to customer j 

when transportation mode k is used 
σmjk Standard deviation of transportation Leadtime from distribution center m 

to customer j when transportation mode k is used 
Im,o Current inventory level in distribution center m. 

Decision Variables: 

λ1 Satisfaction level—cost 
λ2 Satisfaction level—probability of tardiness 
λ3 Satisfaction level—carbon emission 
λ4 Satisfaction level—inventory level 
Xmjk 1 if customer order j is delivered from distribution center m by using 

transportation mode k, 0 otherwise 
PEmjk Probability of earliness if customer order j is delivered from distribution 

center m by using mode k 
Imo Starting inventory level in distribution center m 
Im Ending inventory level in distribution center m. 

3.2 Model 

Objective Function: 

Max z = λ1 + λ2 + λ3 + λ4 (1)
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Subject to: 

N DC∑

m=1 

NK∑

k=1 

Xmjk  = 1 j = 1, 2, . . . ,  NC (2) 

Im  = Imo  − 
NC∑

j=1 

NK∑

k=1 

Xmjk  Q j m = 1, . . . ,  NDC (3) 

PEmjk  = p
(
z ≤

(
D j − μmjk  Xmjk  

σmjk  Xmjk

))

m = 1, . . . ,  NDC, j = 1, . . . ,  NC, k = 1, . . . ,  NK (4) 

PEmjk  ≤ Xmjk m = 1, . . . ,  NDC, j = 1, . . .  NC, k = 1, . . . ,  NK (5) 

Z1 = 
NDC∑

m=1 

NC∑

j=1 

NK∑

k=1 

tmjk  Xmjk m = 1, . . . ,  NDC, j = 1, . . .  NC, k = 1, . . . ,  NK  

(6) 

Z2 = 
NDC∑

m=1 

NC∑

j=1 

NK∑

k=1 

pmjk m = 1, . . . ,  NDC, j = 1, . . .  NC, k = 1, . . . ,  NK  

(7) 

Z3 = 
NDC∑

m=1 

NC∑

j=1 

NK∑

k=1 

CEmjk  Xmjk m = 1, . . . ,  NDC, 

j = 1, . . .  NC, k = 1, . . . ,  NK (8) 

Z4 = min(Im) m = 1, . . . ,  NDC (9) 

λ1 = 1 − 
(z1 − lb1) 
(ub1 − lb1) 

(10) 

λ2 = 
(z2 − lb2) 
(ub2 − lb2) 

(11) 

λ3 = 1 − 
(z1 − lb1) 
(ub1 − lb1) 

(12) 

λ4 = 
(z4 − lb4) 
(ub4 − lb4) 

(13) 

Xmjk  ∈ {1, 0} m = 1, . . . ,  NDC, j = 1, . . . ,  NC, k = 1, . . . ,  NK (14)
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0 ≤ Pmjk  ≤ 1 m = 1, . . . ,  NDC, j = 1, . . . ,  NC, k = 1, . . . ,  NK (15) 

The objective function (1) seeks to maximize the satisfaction level for the four 
objectives. Constraint (2) ensures that each customer demand is met. Constraint 
(3) calculates the ending inventory in each distribution center, which is equal to 
starting inventory minus shipment made from the distribution center to customers. 
Constraints (4) and (5) captures the probability of earliness. The values of perfor-
mance measures are determined by constraints (6)–(9) for transportation cost, total 
probability, carbon emission and inventory level respectively. Constraints (10)–(13) 
calculates the satisfaction levels to the various objective values and the desired 
upper and lower bound. Constraint (14) is a binary constraint and (15) ensures the 
probability of earliness is between zero and one. 

4 Numerical Experiment 

Experiments are conducted in this section to validate the model but limited due 
to space restrictions. We implement the model in LINGO/WIN64 19.0.32 and solve 
various instances of the model. Data is generated with 10 customers and 2 Distribution 
Centers in our first experiment, the various customers a DC will serve is determined 
as shown in Fig. 2. The various probability of on-time delivery is also included, and 
results displayed. 

In the other experiments, varying leadtimes are considered to determine the 
optimal route as well as the particular DC to order from. As shown in Table 1, 
‘1’ indicates if a particular route is used and the corresponding DC for the various 
instances, and ‘0’ otherwise.

Table 2 gives a summary of the fuzzy parameters for the various instances with 
Table 3 presenting the beginning and ending inventory levels for the start and end 
of the experiment. We have used different weights for satisfaction levels using one-
dominant and three-equal scheme with two different values (0.4 and 0.7) as shown in

Fig. 2 Distribution with probability of on-time delivery 
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Table 1 Varying leadtimes calculations 

Customers Shorter leadtimes Mixed leadtimes Long leadtimes 

DC 1 DC 2 DC 1 DC 2 DC 1 DC 2 

Train Truck Train Truck Train Truck Train Truck Train Truck Train Truck 

1 0 0 0 1 0 1 0 0 1 0 0 0 

2 0 0 1 0 0 0 0 1 0 0 1 0 

3 0 1 0 0 1 0 0 0 0 1 0 0 

4 0 0 0 1 0 0 1 0 0 0 1 0 

5 0 0 1 0 0 0 0 1 1 0 0 0 

6 0 0 1 0 0 1 0 0 1 0 0 0 

7 1 0 0 0 0 0 0 1 0 0 1 0 

8 1 0 0 0 0 0 1 0 0 0 1 0 

9 1 0 0 0 0 0 1 0 0 0 1 0 

10 1 0 0 0 0 1 0 0 0 0 1 0

Table 2 Fuzzy parameter 
values and corresponding 
objective values 

Fuzzy parameters Short Mixed Long 

λ1 0.97 
0.97 

0.90 
0.90 

0.86 
0.84 

λ2 0.99 
0.99 

0.99 
0.99 

0.89 
0.92 

λ3 0.93 0.74 0.55 

λ4 1.00 1.00 0.99 
0.99 

Z 3.91 
2.97 

3.63 
2.89 

3.31 
2.76 

Table 4. The bold values show the higher weight for the corresponding performance 
measures for the mixed leadtime case. 

Table 3 Begining and 
ending inventory 

Beginning inventory 

I1 200 

I2 250 

Ending inventory 

Short Mixed Long 

I1 146 
146 

146 
146 

145 

I2 146 
146 

146 
146 

147
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Table 4 Satisfaction level with weights 

{0.4, 0.2, 0.2, 0.2} {0.7, 0.1, 0.1, 0.1} 

C1 C2 C3 C4 C5 C6 C7 C8 

λ1 0.90 0.90 0.90 0.90 0.91 0.89 0.90 0.90 

λ2 0.99 0.99 0.99 0.99 0.97 0.99 0.99 0.99 

λ3 0.74 0.74 0.76 0.73 0.75 0.72 0.76 0.74 

λ4 1 1 0.95 1 0.97 0.98 0.95 1 

5 Results and Conclusion 

The results of the experiment carried out are summarized in Tables 1, 2, 3 and 4. 
Based on these results we can conclude that train was the preferred mode when 
the distances were long (9/10 times). However, the use of distribution centers was 
relatively balanced in all cases. All satisfaction levels were high in all three cases 
except carbon emission, and as expected, the satisfaction level dropped significantly 
as the distances increased. Other satisfaction levels slightly dropped when long-
distance case was considered. Satisfaction level measuring carbon emission was 
more sensitive to the weights than other measures as shown in Table 4. 

We are planning to extend this model to consider multiple items and multiple 
periods with more customers and distribution centers in the future works. 
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Business Analysis of Electronic Device 
Manufacturers on Business Continuity 
Plans Under Uncertain Supply Chain 
Disruption Risks 

Kotomichi Matsuno, Noriyuki Hosokawa, and Takahiro Ohno 

Abstract Since the Great East Japan Earthquake in 2011, the importance of BCP 
has been recognized widely, as a result, formulation rate of BCP in Japanese manu-
facturing industry has increased to about 50%. However, nearly 80% of them are 
major manufacturers. There is a difficult task on supporting small and medium-sized 
manufacturers in developing BCP. In addition, in recent years, supply chains have 
become much more complex increasingly due to the globalization. Not only large-
scale supply chain disruptions such as natural disasters or industrial accidents, but 
also local and small-scale disruptions such as power outages or information system 
failures can cause enormous losses. Even if a BCP is formulated, whether it is an 
appropriate BCP or not has not been sufficiently discussed quantitatively. To support 
the manufacturers to formulate an appropriate BCP, in this study, a stochastic model 
of supply chain disruptions and a BCP model are created based on a supply chain 
consists of component suppliers, retailers and an electronics device manufacturer as 
the main participant. Loss mitigation effects by different levels of BCP are analyzed 
to help the manufacturer to formulate appropriate BCP according to the attributes by 
numerical simulation. 

Keywords Business continuity plan (BCP) · Supply chain disruption risks ·
Resilience 

1 Introduction 

Owing to disasters such as Hurricane Katrina 2005, Great East Japan Earthquake 
2011, Thailand Flood 2011, Kumamoto Earthquake 2016, and the recent Covid-
19, supply chains have suffered from heavy losses. Ho et al. [1] presented that 
supply chain disruptions cause significant losses to countless manufacturers, and 
make manufacturers get difficult in surviving in the market. Since the Great East 
Japan Earthquake in 2011, the importance of BCP has been recognized widely in

K. Matsuno (B) · N. Hosokawa · T. Ohno 
Waseda University, Tokyo, Japan 
e-mail: sidiwu@aoni.waseda.jp 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
C.-Y. Huang et al. (eds.), Intelligent and Transformative Production in Pandemic 
Times, Lecture Notes in Production Engineering, 
https://doi.org/10.1007/978-3-031-18641-7_35 

367

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18641-7_35&domain=pdf
mailto:sidiwu@aoni.waseda.jp
https://doi.org/10.1007/978-3-031-18641-7_35


368 K. Matsuno et al.

Japan. As a result, in the recent decade, the rate of BCP formulation and implemen-
tation in Japanese manufacturing industry has increased to about 50%. On the other 
hand, creating and keeping a more competitive supply chain is considered as the basis 
of business. So, risk hedging and recovery strategies decision-making with proper 
effectiveness analysis and evaluation is considered as the most important process in 
BCP formulation. 

Products such as LCD TVs and PCs in Japan market have already entered the 
stable period after the introduction and competition period. In competition period, 
according to commoditization of key components and production capacity over-
supply, intense price competition occurs among manufacturers. As a result, it is 
difficult for most of the manufacturers to achieve enough profit to get survived in the 
market. For these manufacturers with extremely low profit rate, a highly efficient BCP 
based on proper risk mitigation measures is necessary. Figure 1 shows the supply 
chain which consists of multiple component suppliers such as LCD panel manufac-
turers, motherboard manufacturers, power supply unit manufacturers and product 
manufacturer and multiple retailers. Product manufacturer assembles products with 
the components and sells products to retailers. 

In this study, profit of the electronic device manufacturer is analyzed to clarify 
the impact on components procurement disruptions caused by disasters of medium-
large scale earthquakes to a supply chain with long component procurement lead 
time. As a risk hedging and recovery countermeasure, multiple sourcing as robust 
countermeasure and multiple sourcing with production capacity reservation as robust 
and flexible countermeasure are proposed to verify the loss aversion effect. Different 
situation such as related areas of procurement activity, inventory level of components 
is also discussed according to the numerical experiments.

Fig. 1 Supply chain structure and component procurement disruptions due to disasters 
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2 Literature Review 

Many articles discussed the impact of disasters on supply chain disruptions as well 
as risk hedging and recovery countermeasures for supply chain participants since 
Great East Japan Earthquake 2011. Tokui et al. [2] examined the economic impact 
of supply chain disruptions immediately after the Great East Japan Earthquake and 
estimated the amount of production losses caused by the supply chain disruptions to 
at least 0.35% of the country’s GDP. Park et al. [3] discussed the Japanese manufac-
turing firms about their responses to the recent natural disasters such as earthquake, 
tsunami, and nuclear disasters. Based on case studies, several supply chain recovery 
processes after natural disasters as well as humanitarian disruptions were discussed 
and reflection points in terms of disaster planning and recovery responses were 
summarized. 

Except for articles based on qualitative analysis, surveys, etc., many articles 
focusing on the analysis of the effects of preventive and recovery countermeasures 
against supply chain disruptions caused due to disasters. Amanda [4] analyzed and 
confirmed the effect on reducing supply chain risks with different inventory place-
ment and back-up methodologies in a multi-echelon network. Both supply disrup-
tion risks and demand uncertainty were taken into consideration to run simulation to 
verify the effectiveness of risk mitigation. Masuda et al. [5] built several supply chain 
structural models and discussed the tradeoff relation between supply chain efficiency 
and robustness under supply chain disruption risks. Matsukawa et al. [6] visualized 
supply chains and studied countermeasures to mitigate supply chain disruptions risks 
in terms of redundancy, robustness, and flexibility. Chen et al. [7] focused on supply 
chain disruptions caused by Covid-19. Since it is a global pandemic, manufacturers 
are difficult to get recovered from their supply chain disruptions in a short period. 
A supply chain disruption preventive strategy was proposed by changing original 
product types. Also, a mixed integer linear programming model was developed with 
combining emergency procurement on the supply side and product type changing by 
the manufacturer as well as the demand side to maximize the total profit. 

In this study, as a robust and flexible countermeasure for risk hedging and recovery, 
capacity reservation (CR) for manufacturer is proposed based on multiple sourcing 
procurement. Effectiveness reducing opportunity loss due to procurement disruptions 
is to be confirmed. More related areas of a supply chain, higher disruption probability 
will be. Number of related areas of procurement activity which is one of the attributes 
of supply chain is considered as a decision variable to the probability of procurement 
disruptions. Moreover, inventory level of components which can be considered as 
another attribute of supply chain is taken to analyze the effectiveness of the proposal.
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3 Procurement Disruptions and Supply Chain Model 

3.1 Procurement Disruptions and Recovery Periods 

Procurement disruptions due to earthquake in Japan are focused to create the disrup-
tion model in this study. Occurrence probability of earthquakes and recovery period 
from earthquakes are key elements which should be decided during model creating. 
With the data about earthquakes over seismic intensity 6.5 in the last 10 years by 
Japan Weather Association in Table 1, average annual probability of an earthquake 
which seismic intensity is 7 could be estimated. Since seismic intensity 7 earthquakes 
occurred 4 times in 11 years including 2021, average annual occurrence probability 
is 0.36 and average monthly occurrence probability is calculated as 0.03. 

Table 2 shows the recovery periods of several electronic device manufacturers 
after the Kumamoto earthquake in 16th Apr. 2016. Date of partial recovery in the 
table is the date when production was restarted partially. Date of full recovery in the 
table is the date when production was recovered as the same as the capacity before 
earthquake. From Table 2, we can find that most of the average recovery periods was 
nearly 1 month after the earthquake.

Based on the above information about the occurrence probability of seismic inten-
sity 7 earthquake and average recovery period of electronic device manufacturers. 
Average monthly occurrence probability of object earthquakes is set to 0.03/month 
in Japan and average recovery period of electronic device manufacturers is set to 
1 month for running simulation.

Table 1 Earthquakes over seismic intensity 6.5 in the last 10 years in Japan [8] 

Date and time Epicenter Magnitude Max seismic intensity 

2021/2/13 23:08 Coast of Fukushima M7.3 Upper 6 

2019/6/18 22:22 Coast of Yamagata M6.7 Upper 6 

2018/9/6 3:08 Eastern Iburi of Hokkaido M6.7 7 

2016/4/16 3:55 Aso region of Kumamoto M5.8 Upper 6 

2016/4/16 1:25 Kumamoto region of Kumamoto M7.3 7 

2016/4/15 0:03 Kumamoto region of Kumamoto M6.4 Upper 6 

2016/4/14 21:26 Kumamoto region of Kumamoto M6.5 7 

2011/4/7 23:32 Coast of Miyagi M7.4 Upper 6 

2011/3/15 22:31 Western Shizuoka M6.0 Upper 6 

2011/3/12 3:59 Chuetsu region in Niigata M6.6 Upper 6 

2011/3/11 14:46 Sanriku offshore M7.9 7 
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Table 2 Recovery periods of electronic device manufacturers after Kumamoto earthquakes 2016 
[9] 

Business office Location Date of partial recovery Date of full recovery 

Renesas Semicond. 
Manuf. Co., Ltd., 
Kawashiri factory 

Kumamoto-shi Apr. 22, 2016 May 22, 2016 

FUJIFILM Kyusyu Co., 
Ltd 

Kikuyomachi Apr. 23, 2016 May 23, 2016 

Mitsubishi Electric Corp. 
Power Device Works 
Kumamoto 

Koushi-shi May 9, 2016 May 31, 2016 

Tokyo Electron Kyushu 
Ltd 

Koushi-shi Apr. 25, 2016 End of June, 2016 

Sony Semicond. Manuf. 
Co., Ltd., Kumamoto 
Tech. Ctr 

Kikuyomachi May 9, 2016 End of July, 2016

3.2 Supply Chain Model 

As introduced in Sect. 1, product manufacturer assembles products with the compo-
nents procured from suppliers and sells products to the retailers. In order the make 
the analysis simpler, a supply chain consists of a supplier, a manufacturer and a 
retailer which is shown in Fig. 2 is to be discussed. Comparing with order receiving 
cycle of products, procurement lead time of electronic devices components such as 
LCD panel is much longer. With reference to some cases, order receiving cycle of 
products is set to 1 month, lead time of component procurement is set to 3 months. 

Profit of manufacturer is considered as an indicator to clarify the impact on 
components procurement disruptions as well as effectiveness of risk hedging and 
recovery countermeasures. Formula (1) shows the profit of manufacturer which is 
the difference between sales amount and costs including component procurement 
cost, inventory cost and production cost.

Supplier Manufacturer 

Market 

RetailerComponents Products 

Fig. 2 A simplified supply chain structure based on Fig. 1 
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Table 3 Disruption probability for component procurement under different numbers of related 
areas 

Numbers of related areas 1 2 3 4 5 6 7 

Disruption probability 0.0043 0.0087 0.0130 0.0173 0.0216 0.0260 0.0303 

πm = 
N∑

n=1

{
pp min

(
In−1, qp.n

) − αcproc.qc.nltproc. 

− 1 
2 
cinv.qc.nltproc. −

[
c f + cv min

(
In−1, qp.n

)]}
(1) 

pp Product price 
qp.n Volume of product order from retailer 
In Inventory level of components 
cproc. Component procurement cost (per unit) 
qc.n Volume of component procurement 
ltproc. Component procurement lead time 
cinv. Inventory cost (per unit) 
c f Fixed cost of production 
cv Variable cost of production 
α Coefficient for determining procurement timing. If there is no remssainder 

of (n − 1)/ ltproc. α = 1 otherwise α = 0. 
Moreover, related area is an important attribute of supply chain. Japan consists of 

7 regions which are used for statistical by government officials. They are Hokkaido, 
Tohoku, Kanto, Chubu, Kinki, Chugoku-Shikoku and Kyushu-Okinawa. In this 
study, relation between number of related areas of component procurement activ-
ities and probability of disruptions is focused to verify the disruption impact. Table 3 
shows the relation which is calculated with number of regions in Japan and average 
monthly occurrence probability of object earthquakes discussed in 3.1. 

4 Models of Risk Hedging and Recovery Countermeasures 

4.1 Robust Countermeasure 

Generally, multiple sourcing is considered as a robust countermeasure for hedging 
disruption risks. Figure 3 shows a simple robust structure with one more supplier 
adding to Fig. 2. Profit of manufacturer in this structure is shown in Formula 2.
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Supplier 1 Manufacturer 

Supplier 2 

Market 

RetailerComponents 

Components 

Products 

Fig. 3 A simplified robust supply chain structure based on Fig. 2 

πm = 
N∑

n=1 

pp min
(
In−1, qp.n

) − αcproc.ltproc.(qc1.n + qc2.n) 

− 1 
2 
cinv.ltproc.(qc1.n + qc2.n) −

[
c f + cv min

(
In−1, qp.n

)]
(2) 

qc1.n, qc2.n : Volume of component procurement from supplier 1 and supplier 2. 

4.2 Robust and Flexible Countermeasure 

Supply chain coordination with capacity reservation (CR) was discussed in many 
articles such as Cheaitou et al. [10], Serel et al. [11]. In this study, CR is considered 
as a flexible countermeasure for reducing opportunity losses and keeping component 
inventory in a low level. Comparing with the robust supply chain discussed in 4.1, in 
the event of a disruption in component procurement from one supplier, it is possible 
to achieve more volume of components with CR. 

Figure 4 shows the cost structure with using CR. Manufacturer should make a 
lump-sum payment according to upper limit of capacity to supplier to reserve produc-
tion capacity in advance. Components can be purchased by normal procurement fee 
if the volume of components is less than upper limit of purchase volume which was 
decided beforehand. More components over upper limit of purchase volume can 
be purchased by slightly higher price if the manufacturer decide to utilize reserved 
production capacity. Figure 5 shows a simple robust and flexible supply chain struc-
ture with CR adding to Fig. 3. Profit of manufacturer in this structure is shown in 
formula 3. 

πm = 
N∑

n=1 

pp min
(
In−1, qp.n

) − 2lsCR  

− α[
cproc.ltproc.(qc1.n + qc2.n) + ccr ltproc.(qcr1.n + qcr2.n)

]

− 1 
2 
cinv.ltproc.(qc1.n + qcr1.n + qc2.n + qcr2.n) −

[
c f + cv min

(
In−1, qp.n

)]

(3)



374 K. Matsuno et al.

Fig. 4 Cost structure of capacity reservation (CR) 

Supplier 1 Manufacturer 

Market 

Supplier 2 

Retailer 
Products 

Components 

CR 

CR 

Components 

Fig. 5 A simplified robust and flexible supply chain structure based on Fig. 3 

qcr1.n, qcr2.n Volume of component procurement with using reserved capacity from 
supplier 1 and supplier 2 

ccr Component procurement cost (per unit) to qcr1.n and qcr2.n 
lsCR  : Lump-sum payment to one supplier for capacity reservation 

5 Numerical Experiments and Results 

Supply chain attributes including related areas of procurement and component inven-
tory level of manufacturer are considered to analyze the profit of manufacturer to 
clarify the loss aversion effect among simple model, robust model, robust and flexible 
model. Period of experiments is set to 3 years, and data for experiments is shown as 
below (Table 4).

Figure 6 shows total profit of manufacturer which is the average value of 50 simu-
lation runs with different number of related areas. Vertical axis is the ratio of profit
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Table 4 Numerical experiments data 

Est. product demand (month): 
1000 

Component proc. cost: 
10,000 

Component order lot size: 
3000 

Production cost (fixed): 
10,000,000 

Production cost (variable): 
1000 

Component proc. LT: 
3 months 

Act. product demand (month): 

N
(
1000, 2002

) Product price: 35,000 Inventory cost (month): 200

Fig. 6 Relation between numbers of related areas and total profit of manufacturer

to maximum profit which could be obtained in simple model without any disruptions 
in 3 years. More related areas of procurement, lower profit of manufacturer in simple 
model would be. With robust and flexible model, no significant reduction of profit 
has been confirmed with increasing in related areas. Figure 7 shows total profit of 
manufacturer under 5 procurement related areas relation with different component 
inventory level. In a high disruption probability procurement environment, effective-
ness of a slight increase in inventory level in simple model is confirmed. It is better 
to keep a lower inventory level due to the reserved capacity by robust and flexible 
model. 

6 Conclusions 

Three supply chain models by two supply chain attributes including number of 
procurement related areas and component inventory level are discussed in this study. 
The proposed robust and flexible model shows the best performance in losses aversion 
under procurement environment of large number related areas. Moreover, operation 
efficiency in normal times can also be kept by low inventory level with the proposed 
model. For the manufacturers that discussed in Sect. 1, the conclusions of this study 
can be used as reference for decision-making in BCP formulation.
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Fig. 7 Relation between component inventory level and total profit of manufacturer under 5 
procurement related areas
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A Vision for a Highly Automated Digital 
Local Manufacturing 
Network—Solutions and Challenges 

Mikael Collan , Jyrki Savolainen , Veli-Matti Virolainen , 
and Pasi Luukka 

Abstract There is a lot of evidence of the manufacturing strategy shift from mass 
production to the individual and decentralized micro-production, which in essence 
means a shift from low-cost country production to production at the place of 
consumption. This paper presents a vision for a highly automated digital urban manu-
facturing network, based on a central market mechanism for matching designers, 
customers, and producers operating digital-manufacturing machinery. The mecha-
nism proposed automatically clears the market by matching supply and demand, 
based on pre-given or auction-based bids with an optimal allocation. Contracting, 
profit-sharing and settlement are automated according to pre-specified market rules. 
Network participant profiles are used and updated to establish reputation and trust 
that are used in the allocation optimization. This paper presents the elements and 
logic of an automated digital urban manufacturing network on a technical level and 
discusses some of the benefits reached by shifting centralized production to decentral-
ized urban networks in a wider perspective. Practical implications to the real-world 
industries, where the presented vision is relevant are shortly discussed. 
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1 Introduction 

Industry 4.0 can be described shortly as a new digitally-driven manufacturing 
paradigm that is based on the efficient use of smart machines steered by massive 
amounts of data [1]. According to Li [2], in the center of Industry 4.0 is the integra-
tion of new technologies such as Additive Manufacturing (AM), cloud computing, 
Internet of Things (IoT) with people and with products. Four important disruptions 
that face the manufacturing industry can be summarized as: (i) the increase of data 
volumes; (ii) analytics and business intelligence; (iii) human–machine interaction; 
and (iv) the ability to transfer digital information to the physical world [3]. In vein 
with the industry 4.0 paradigm (or manufacturing 4.0) that follows from it, this 
paper sets out to discuss manufacturing systems that are highly digitalized and that 
are based on a high level of digital automation. The discussed systems reside within 
the areas of the second and the fourth types of disruption identified. 

Within the realm of highly digitalized manufacturing systems and network of 
systems, each machine- or system-instance can be understood as a unique cyber-
physical system (CPS) that has both a physical part and a virtual-counterpart that 
exists as a node in “cyberspace”—in other words, the tangible machines are mapped 
in a virtual model-space that maps the physical reality with high fidelity and enables 
the fully digital and automatic (machine-initiated) information flow between system 
nodes. This refers to the type of constructions, often enhanced with real-time data 
connections and asset-specific life-cycle data-management, referred to as Digital 
Twins [4]. Typically, digital twins depict equipment inside single factory premises 
and are in place to form efficient cyber-physical production systems (CPPS) by 
combining separate CPS-entities into a system model with the goal of operating the 
system with high technical and economic efficiency. Most often the complexity in the 
modern digital twins is reduced by the static nature of the set-ups—the system config-
uration changes are kept to a minimum or are not allowed. According to Oztemel and 
Gursev [5], there are already, multi-company initiatives, such as Industrial Internet 
Consortium from 2014, which aim to bring together operational systems and digital 
technology to the widest possible extent. 

Now, we leverage the thinking behind the digital twin and combining cyber-
physical systems in the context of manufacturing 4.0 to the broader view of the inter-
operation between digitally operating agents that represent the demand and supply 
of manufacturing goods and the presented envisioned case is that of a fully digital 
market mechanism for products manufactured directly from digital blueprints. The 
vision differs from what can be already found existing through “hubs”, ideas of fully 
automated “dark” factories (see, e.g., [5]) or digital marketplaces/platforms for addi-
tive manufacturing in that the operations are conducted without human involvement 
in the operational phase (while the system allows for manual access also) between 
digitally operating machines through the digital market mechanism. The point of 
reference here is the concept of “local manufacturing” or “urban manufacturing”, 
which refers to fleets of digital manufacturing facilities operating near customers and 
not necessarily within “factory” environments. See Fig. 1 for a high-level sketch of
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Fig. 1 A high-level illustration of the digital market mechanism 

a digital market mechanism. As the demand is digitally managed and, if demanded, 
routed to the production nodes closest to the demand there are consequences not only 
to manufacturing and to matching supply with demand, but also, and importantly, 
to supply chains and to what can be called “market positions” of agents in both the 
supply and the demand side. Importantly digital platformization of manufacturing 
may drive market power to the platforms in a similar way that has happened with 
the well-known platform businesses that have “captured” the retail markets of many 
standard goods internationally. Such platforms will disrupt also the value chains and 
the accumulation of value between the producers and the platform and thus will 
affect also the global manufacturing value chains (GVCs). 

The change brought by the change to local production and smaller manufacturing 
units has been acknowledged in previous literature. Despite the ongoing technical 
progress in the individual machine-to-machine communication protocols such as 
OPC-UA [6], the literature is lacking accounts on how to coordinate such systems 
in a way that would, even in theory, come close to the economics provided by the 
current paradigms of mass manufacturing. Here we address the question of how costs 
of networked small-scale manufacturing units can be brought down by proposing a 
centralized and automated digital market mechanism that can be used in efficient and 
dynamic coordination of a network consisting of multiple production nodes operating 
fully digitally and treating the network as a source of a large production capacity 
of goods. If the digital coordination is highly efficient the difference between single 
node high capacity and multiple node low-capacity network is made smaller. 

Täuscher and Laudien [7] define marketplaces as platforms that enable and 
support transactions between independent supply and demand-side participants. 
They observe that the winner-takes-all dynamics of marketplaces have attracted 
hundreds of firms to launch their own marketplaces. The research on eCommerce 
and its  ́ many forms are already active for more than three decades and a community 
of researchers in the Information Systems Science domain has contributed to the 
topic. While the “talk” is about a market-mechanism, or a market-place, the same 
issues have also been discussed in the supply chain literature. According to Mentzer 
et al. [8] supply chain can be defined as a set of three or more entities (organizations 
or individuals) directly involved in the upstream and downstream flows of prod-
ucts, services, finances, and/or information from a source to a customer. They have



380 M. Collan et al.

further identified three degrees of supply chain complexity: a “direct supply chain,” 
an “extended supply chain,” and an “ultimate supply chain.” An ultimate supply chain 
includes all the organizations involved in all the upstream and downstream flows of 
products, services, finances, and information from the ultimate supplier to the ulti-
mate customer. When we discuss a fully digital matching of supply and demand, 
for the sake of simplicity, we leave out the supply chain issue, while it underlies the 
production side of the equation. On a further note, it has been understood for a long 
time that global supply chains are in fact dynamic networks of interconnected firms 
and industries—this notion rings a familiar tone with what is proposed here. 

Analytics in this context can be categorized as Big Data Business Analytics 
(BDBA) which will provide means to gain value from ever-growing massive amount 
of data [9]. With big data, analysis of the data is concentrating on the following quali-
ties: velocity, variety, and volume [10]. This is then combined with business analytics 
where analysis is more concentrating on descriptive, predictive, and prescriptive 
analytics [11]. In manufacturing context with BDBA one can improve the visibility, 
flexibility, and integration of CPPS networks. Predictive and prescriptive analytics 
are in a key role in guiding companies to make solid decisions on the strategic direc-
tions [12]. Through BDBA we can evaluate CPPS networks through evidence-based 
data, predictive forecasting, mathematical modelling, operational and statistical anal-
ysis and through simulation and optimization techniques [9]. The systems required 
for the envisioned mechanism include the smart ability of splitting and matching 
demand with supply in an optimized way—the problem may seem trivial, but the 
difficulty grows with the number of network nodes included and if large orders must 
be split between multiple production nodes. 

All in all the next presented vision is a product of combining the real-world 
digitally operated manufacturing units with the concept of digital twins brought to 
the context of clearing supply and demand within a concentrated market mechanism 
that can operate quasi-autonomously. As so far always, human is in the loop in that 
most decision-making, pre-approved or not, has at some point landed at a human desk. 
Next, we present the vision, then some conclusions are drawn and future research 
directions discussed. 

2 Vision for an Automated Digital Local Manufacturing 
Network 

The vision presented here is based on a marketplace-mechanism that intelligently and 
automatically matches the demand for local manufacturing with the supply. The type 
of products that are described are standard and ready-made designs with material 
specifications included, for example spare parts for existing machinery within a given 
context (industry). The vision is based on the notion of having a digital product store 
that lists, with pricing and other information the products available for purchase 
(Design store/depository in Fig. 2). The demand is of the type “product + quantity”
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Fig. 2 Blueprint for a matching mechanism in a digital marketplace for the coordination of supply 
and demand for local manufacturing of standard products 

and may include specification of speed at which the ready product must be delivered 
at the latest and must include the maximum acceptable price and may specify other 
requirements, for example the “reputation” required of the production nodes. Also, 
if there are requirements for “risk management” in terms of splitting large orders 
between multiple production nodes, such operations can be done either within the 
envisioned system or at the demand end. At some point, the credit of the demanding 
agent is checked (if not pre-approved). 

The store is at the same time a depository of designs that are typically owned by 
the designer and that are used in the production of the products by the production 
nodes. Often the designers are owners of production nodes. Proprietary designs (for 
which the rights remain at the designer) can be added to the store by the design 
nodes and must include standardized information that is common and available for 
all designs. In a modern digital store-environment, products (here designs) will have 
a rating system that allows those who have bought the designs to rate them. The 
above-described design sharing constructions have been already implemented in the 
hobbyist 3D-printing online platforms [13]. In the case of the fully automated system 
proposed here, it must be able to distinguish between the design rating and the rating 
of the production node that has manufactured the design—both will have a separate 
rating of their own.  

As the price of a given product is relative to each producer and the quantity 
purchased the pricing information is of high relevance in the store. Each production 
node must provide information about their node-specific capacity (quasi-real-time) 
and pricing (or pricing as a function of the quantity and delivery speed) for each 
design/product they are ready and able to manufacture to the store. The information is 
considered binding that is, non-negotiable and pre-approved by the production node; 
this is required for the market-mechanism to function properly. Also, the delivery 
information and cost for each production node must be considered ex-ante—this is 
now for the most part trivial, but if high quantities are demanded or demand is for
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delivery on short notice, the orders may have to be split between production nodes, 
causing a combined logistics-cost calculation to take place. 

The orders (demand) and the supply are matched by the system (Clearing engine), 
as  shown in Fig.  2, and if necessary, automatically split between the production nodes. 
After the matching of the order, the node-specific orders are created and matched with 
the necessary designs that are fetched from the store and relayed to the production 
nodes. In a highly automated configuration, the designs may even be automatically 
placed on a production queue of a modern additive manufacturing unit. Some issues 
with the proprietary designs remain, for example, how can one ensure that designs are 
not misused by the production nodes after they are received. Encryption of designs 
and on-demand automatic decryption of designs within the production devices or 
other ways to solve digital-rights issues in this context are interesting issues—for 
as long as good universal answers to these problems exist, trust remains a key issue 
within local manufacturing networks. 

Payment of goods takes place according to a pre-approved schedule that may 
be based on triggers such as the delivery of goods (partly or fully), or on time-
based tranches. The payment for the use of the designs may or may not follow 
the schedule for the payment of products. Payment can also be contingent on the 
delivery, in which case information on delivery will trigger payments. Pre-approved 
contracting and payment scheduling allows fully automated transactions to take place 
after triggering information is provided to the system. 

3 Summary and conclusions 

In the context of digital local manufacturing, data in various forms is the key 
commodity. The driver is the information about the demand that can be attracted if a 
well-functioning and reliable network for standardized product delivery is in place, 
in other words, when a credible marketplace for acquiring the demanded goods and 
services exists. In the modern world of business, the marketplace is typically digital. 
What we know of digital business in general holds also for the digital manufacturing 
business: smooth access to the marketplace, standardization of products and payment 
are key underlying factors for success, knowledge of the existence of the market-
place is pivotal for the demand to gather around it, and trust in many forms drives the 
business. The owner of the marketplace is the owner of the information and thus sits 
on a valuable commodity that can be used to create additional value in many ways. 

If the evolution of digital marketplaces for 3D-printed products and additive manu-
facturing services will most likely concentrate at first around specific industry areas in 
a way that designs and products for the area are available via a given marketplace. The 
marketplaces may be driven by specific industry participants in collaboration or by 
third parties that even represent the demand. In a modern industrial environment, the 
demand for the envisioned system can, for example, be driven by a sufficiently large 
set of predictive maintenance driven facilities, where the demand is generated by the 
need to replace worn parts in the facilities—in such cases, the orders can realistically
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(and in line with the vision) be automated and handled directly by the predictive 
analytics systems [14]. In such a case the marketplace could, for example, be run by 
the maintenance-providing agents. A next step in the evolution of the marketplaces 
may be a similar type of consolidation that has been seen with established platforms, 
where various groups of “contexts” are represented on a single platform—sold items 
ranging from books to healthcare products, from collectibles to machine tools. The 
consolidation may be driven by platform technology or by excellent marketing and 
“making the platform known”—the platform that everyone knows will get the most 
demand traffic, which in turn will cause it to be most desirable from the point of view 
of the supply-side actors. 

The platformization of digital manufacturing means that those that are early 
adopters of successful platforms may come out of the game as winners, also stan-
dards within winning platforms in terms of manufacturing technology and various 
other issues such as delivery and quality terms, may become overall de facto industry 
standards, which inevitably will also affect device manufacturers who are in no uncer-
tain terms forced to adhere to standards or provide multi-standard devices. Digital 
interfacing will become more important than before—machines that are unable to 
communicate with the platform are losing out on business or must be converted 
via a “translator” to gain access—costs will be incurred in such cases. Pricing is 
driven down as happens in markets, where numerous competing actors are providing 
services—high-quality high-reliability service providers with good reputations, a 
connotation for trust, may reap higher added value. 

The implications of the autonomous machine-to-machine digital information-
based market mechanisms as discussed above are not known. What the demands of 
such mechanisms for contracting, cryptography, supply chain- and risk management 
are, is still an open question. What we know from past research helps to formulate 
relevant hypotheses and guides us forward, but what the most important specific 
challenges and drivers are remain unknown. 
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Digital Supply Chain and Blockchain: 
A Living Lab Perspective 

Luca Mattia Gelsomino , Terrence Bos, and Michiel Steeman 

Abstract Living labs are not new. However, they are often framed in literature as 
methods for user-centric innovation management. We argue that a living lab can 
be seen as a research methodology within the field of cooperative inquiry, as an 
operationalisation of concepts such as action research and engaged scholarship. To 
do so, we present the case of a living lab in the Netherlands, focused on data sharing 
technologies, and analyse how it generates research output with clear pragmatic value 
as well as addressing interesting research challenges. Finally, the paper positions the 
methodology against existing concepts within cooperative inquiry. 

Keywords Living lab · Action research · Blockchain technology 

1 Introduction 

Living labs are not new. For several years now they have been the focus of attention 
for academics in the field of innovation management [e.g. 1]. Typically, living labs 
are positioned as methods to generate innovation in a collaborative and participatory 
design with the final user of said innovation. However, little attention has been paid 
to the possibility of living lab to be an effective methodology to generate research 
results. Within the scope of cooperative inquiry methods (e.g. action research, collab-
orative frameworks) a living lab can provide fertile grounds for research involvement 
in a practical problem and succeed in generating pragmatic value that would other-
wise be difficult to reach. To elaborate on this point, we aim at focusing on the 
specific case of Blockchain Technology (BCT). BCT revolves around the creation 
of decentralized systems, self-executing contracts and intelligent assets controlled 
over the internet and it is forecasted to lead to an influx of decentralised control over 
supply chains. Combined with innovative technologies (e.g. internet of things) BCT
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is expected to allow for improved information sharing, fostering trust and collabo-
ration between companies, for the benefit of the entire supply chain. Several BCT-
focused initiatives and consortia in the logistics and supply chain management areas 
have been launched in recent years, such as TradeLens, Batavia, we.trade and Marco 
Polo. Besides these initiatives, new and established technology providers (including 
TradeIX, Centrifuge, and Tradeshift), have started using BCT in the same areas. 

Academic efforts are equally plentiful. For example, Treiblmaier [2] presents a  
framework for the development of BCT-based middle-range theories. Babich and 
Hilary [3] highlight academic challenges in the field of operations and supply chain 
management and focus on the need to regulate and govern the use of BCT within 
supply chains. Sternberg et al. [4] analyse BCT adoption for provenance of prod-
ucts, highlighting how attention towards the topic has so far translated in a scarcity 
of empirical evidence. Rogerson and Parry [5] recommends additional empirical 
evidence to be collected, with specific emphasis on longitudinal efforts. 

In view of the difficulties that are presently experienced both practically (in effec-
tive adoption of an otherwise promising technology) and theoretically (in studying 
such adoption), we aim at provide evidence of how an alterative methodology, relying 
on the activities and results of a living lab focused on data sharing technology 
(including BCT) can provide insights on how to overcome existing obstacles and 
generate research results that are both of pragmatic value as well scientifically sound. 
Thus, our objective is to provide evidence of the relevance of living lab as research 
methodology, building on the practical case of a living lab in the Netherlands that 
aims at studying use case for data sharing in logistics and supply chain (including 
BCT adoption). By doing, we aim at expand the current view about existing theoret-
ical perspectives on living lab [6] and reflect on the role of researchers in generating 
actionable and yet rigorous knowledge [7] within the domain of living labs, building 
on recent calls for leading and concurrent pathways from theoretical work to impact 
generation [8]. 

2 Literature Review 

A Living lab is design research methodology to tackle complex problems. It aims 
at tackling the innovation process cooperatively, involving the innovation user. The 
living lab is traditionally identified by three dimensions: (i) being a test-bed for 
innovation involving final users, (ii) being a setting for users to define innovations 
and (iii) being an innovation network [1, 6]. A Living lab aims to foster innovation, 
but a living lab in itself can also be seen as an innovative approach, within the 
domain of process innovation [9]. This attains to the way in which innovation should 
be organized so the desired outcomes will be realized. Although living labs are not 
a novel methodology for design research, further research should be conducted to 
gather a better understanding of the design of the living labs related to the desired 
outcomes [6, 10]. A living lab can be seen as a form of design methodology which 
is research-led and has a participatory mindset; within that scope the interaction
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with users can be either open or closed and the focus can be on value capturing or 
value creation: a value capturing strategy focusses on exploiting the potentialities 
of the existing technology. A value creation strategy aims at exploring opportunities 
provided by new technology [1]. In terms of practical structure a living lab tends 
to be characterised as open or closed: in an open living lab everyone has the right 
to participate, while a closed strategy has a limited accessibility because users who 
participate are pre-selected. 

Looking to living labs in more detail, Hossain et al. [10] distinguishes seven key 
characteristics of living labs: Real-life environments; stakeholders; activities; busi-
ness models and networks; methods, tools and approaches; challenges and outcomes. 
According to Wolfert (2010) the living lab approach incorporates the strengths of the 
prototyping approach because of its iterative method and the aim for a rapid develop-
ment of a workable solution. A disadvantage of this approach is that essential steps 
in the development process can be left out. In general terms, living lab literature sees 
those instruments as either environment for stakeholders (including users) to eval-
uate and experiment with innovation, a methodology for generating innovation or as 
systems aspiring to gather feedback from various contexts and innovation activities 
[10]. The link between living labs and cooperative inquiry, such as action research, 
is not entirely new in literature [11], and the impact that a living lab can have on 
research, especially around applied sciences, is noted [12]. However, to the best of 
our knowledge this has not yet been fully addressed. 

3 Methodology 

As anticipated, this study relies on the activities of Spark!, a living lab located in the 
Netherlands and focused on developing use cases around the topic of data sharing 
innovation in logistics and supply chain management, including BCT. The Spark! 
Living lab focuses on investigating and developing use cases in the field of data 
sharing applied to physical assets in supply chain and logistics. Beyond practically 
developing these use cases together with the companies involved, a main goal is to 
build a repository knowledge for parties, especially SME’s, that want to experiment 
with data sharing. The program started in 2019 will end in 2021. The living lab’s work 
revolves around ‘use cases’, practical issues related to the topics object of the lab that 
are experienced by one or more companies within a supply chain. The use cases are 
developed by a project board and supported by a validation board composed of both 
practitioners and researchers. The execution is delegated to the project manager and 
the subproject leaders. The subproject leaders are managing the use cases. For each 
use case an innovation approach is carried out in four steps: ideate, analyse, develop 
prototype and run experiment. 

Within the context of Spark!, researchers perform activities through action 
research [13, 14]. The study specifically focuses on one large corporate (called ‘X’ in 
short) within Spark!, which joined the Lab to evaluate the potential for data sharing 
(including evaluating BCT adoption) improvement in their supply chain. Despite
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being part of a global group, the use cases object of the analyses were focused on 
the European branch of the company. The corporate’s European branch focused on 
processing and freezing food collected mostly from European suppliers and distribute 
it to European customer in the horeca industry. The company is involved in two use 
cases, which were put forward by management and refined together with researchers 
from the lab. Data collection took place in several different forms: (i) an initial ‘intake 
interview’ was performed with every company involved in the use case, in which 
to map out the company supply chain, operations and financial processes, as well 
as measure key variables such as relationship and level of trust with other supply 
chain members; (ii) interview have been performed by the research team with other 
relevant parties that will be influenced by innovation streaming from the work of 
the living lab, such as a customer of the corporate; (iii) per ‘use case’, meetings 
have been held periodically to discuss and present the advancements in the work, 
including both the research team and representatives from the companies involved in 
the use cases; (iv) a survey sent to the X’s suppliers to acquire core information about 
their view in respect to the use case that was of their interest; (v) several site visits at 
different companies, to validate information acquired through other methods, map 
processes and perform basic ethnographic research. Data collection was intertwined 
with feedback sessions, either in plenary consortium meetings or with practitioners, 
to provide feedbacks on the data collected and discuss next steps, actions planned 
and implementation. 

4 Analysed Case 

As discussed, the analysed case pertains to a food producer active in processing 
and freezing food for distribution to the horeca sector in Europe. Following the 
‘preliminary’ part of the cycle proposed by Maestrini et al. (2016), the research team 
first identified the appropriate areas for action. These were summarised in two use 
cases: on the supplier side the management of supplier certifications, and on the 
buyer side temperature management for condition goods. 

4.1 Food Safety Certification 

The first of the two analysed use cases pertains to certification for food safety. All 
direct suppliers of X are required (by current legislation) to provide a specific certifi-
cate attesting that they follow food safety requirements. The vast majority of suppliers 
are being certified by the same certification body. The certification process presents 
some clear challenges for the actors involved, namely: for X, an un-certified supplier 
cannot be included in the order scheduling. Considering that there appears to be 
some kind of seasonality in certification, X might find itself in the situation in which 
orders cannot be placed with several suppliers, since the due date for delivery falls
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after the expiration day of the certificates. For suppliers, a similar problem occurs. 
While on one side they might not be strongly incentivised to anticipate the renewal of 
a certificate (which cost money and results in certificate effectively lasting less than 
their nominal time span), they risk to loose orders from X. For the certification body, 
more transparency and visibility on the certification process will improve the quality 
of their services and provide an overall better experience to their direct customers 
(the supplier); it also means less time spent on managing request for additional 
information from X. 

On top of this actor-specific challenges, all three parties lament that they have 
to spend time (and, thus, money) in calling, emailing and sharing information in 
unstructured manners, for example sharing Excel files with list of certified suppliers. 
This increases the probability of errors and the time required to properly manage 
the process. At the same time, it’s unlikely that a simple online repository can serve 
the purpose of solving these issues. While the quality of the relationship between 
the parties cannot be described otherwise than very good, two issues are clear: (i) it 
remains a transactional principal-agent relationship and (ii) as the use case takes place 
within the European Union, the General Data Protection Reform (known as GDPR) 
applies. As such, privacy concerns are paramount: regarding point (i), there might be 
potential situations or cases in which a supplier might not want other parties to know 
the status of their certification process at a specific moment in time (for example due 
to issues that might cast doubts on their reliability); whether X accesses information 
about certification of a specific supplier (which likely include at least some data 
covered by GDPR), it should be with the explicit consent of that supplier. 

More in general, a platform for data sharing of food certificates could be extended 
by all parties (X, certification body and suppliers) to multiple actors not involved 
in this specific use case, which makes the use of BCT more relevant and increase 
potential benefits. As such, the living lab focused on developing a prototype for a data 
sharing platform that allows the certification body to share food-safety certificates 
and other relevant information with X regarding the certification of X’s suppliers, 
with the supplier’s consent, with a certain degree of security (e.g. data immutability) 
provided by the adoption of BCT. 

4.2 Temperature Management for Conditioned Goods 

The second use case pertains to measuring and monitoring temperature from the 
end of the production process (where the product is frozen) and the arrival of the 
product to the warehouse of the logistics service provider, where it is then stored 
for delivery to customers. The current temperature management process is managed 
by physically ‘sticking’ temperature sensor in the boxes of products at pre-defined 
moments in time (either by X or one of the LSPs), the employee responsible for 
the measurement (e.g. the truck driver) records the temperature on paper and, later 
on, in an excel file. The Excel files with all the temperature are not per se shared 
with the other supply chain partners, unless there is a specific complaint from the
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downstream supply chain (i.e. the horeca sector). However, those are reported to be 
extremely rare. However, two points do make the use case relevant for X and the 
involved parties: (i) there are discussion between X and the two LSPs with respect 
to the temperature the moment in which the products are taken over by the LSP. The 
contrast comes from actors wanting both to minimise the energy (and, sometime, 
time) spent to freeze products. X aims at providing products at the highest possible 
temperature, while the two LSPs aims at taking over products that are already at the 
lowest possible temperature; (ii) X aims at improving and extending its distribution 
network, including for example modal transportation including inland sea and rail 
as well as road. This very likely implies additional legal entities involved, as well 
as more loading and unloading, which might affect temperature of the products and 
make temperature tracking more difficult. 

As such, the living lab setup an experiment focused on installing sensors for 
real-time temperature monitoring throughout the entire process from the end of 
the production line to arrival at the LSP warehouse, shared with interested parties. 
Although the experiment is still ongoing, it will allow for higher control over 
temperature and identification of issues related to temperature management. 

5 Results and Discussion 

The high level of uncertainty that characterises the definition of the research problem 
tackled within the consortium affects both the research as well as the pragmatic 
results, and requires several iterations of the ‘preliminary cycle’ to frame the problem 
correctly, meaning a constant reiteration between researcher and practitioners. This 
level of uncertainty is not limited to a potential lack of knowledge on a new 
phenomenon, as BCT can be, but is also a combination of other factors as, for 
example, the number of participants and the lack of visibility in the supply chain. It 
is a matter of environmental uncertainty. 

A practical example comes from the second of the two use cases presented in 
the previous section. A first iteration with X led the research team towards the 
investigation of research possibilities within the temperature management from the 
LSP warehouse towards customers. Investigations with LSPs and customers led to 
the understanding that that process was not as critical as initially thought, and shifted 
the focus of the effort on the process between the end of production and the arrival at 
the LSP warehouse. Within this process, it was initially difficult to determine what the 
theoretical framework might be, meaning that the companies involved had a general 
‘hunch’ that additional data could improve the process, but where not sure of what 
exactly could be done with additional data, or what specific mechanism could bring 
benefits. Thus a cycle of ‘what can be done’ and ‘what is useful’ was performed, to 
arrive to the definition of an experiment (in practical terms, not methodological) that 
could provide data and clarify to the involved parties the value of additional visibility 
on temperatures.
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The second emerging perspective is related to the emerging of contradictions 
among actors in relation to the problem setting. Sometimes, parties simply have 
different perspectives that cannot be easily reconciled. For example, in the first of 
the two use cases there is a strong level of uncertainty regarding the behaviour of the 
other parties involved. After a first phase of relative alignment, X manifested some 
concern over a perceived lack of involvement from the side of the certification body, 
which they perceived as (potentially) opportunistic behaviour. A similar conflict 
revolves around involving suppliers: although they play a clear role in the use case, 
X and the certification body are both concerned about how and when to approach 
them. They are uncertain about their behavioural response. Even within X itself there 
are similar problems: suppliers relationship pass through key procurement employees 
that are, essentially, key account managers. Those stakeholders also present different 
perspectives than the managers involved in the living lab and are wary of opportunistic 
behaviour. 

We see the presence of behavioural uncertainty as a limit to the pragmatic value 
of the research effort. In a more traditional approach (e.g. a case study) the detection 
of behavioural uncertainty could be, in itself, theoretically interesting and the focus 
of a potential contribution on, for example, understanding or explaining why BCT 
is adopted or not in a specific context. However, this would have limited pragmatic 
value, at least for the companies involved in the consortium. They are already aware 
that they are uncertain about other parties’ behaviour, and don’t need that to be 
explained to them. For them, the role of behavioural uncertainty in such pilots is 
clear and not difficult to predict, or understand. Therefore, behavioural uncertainty 
in this context becomes an obstacle to overcome to arrive to a problem definition 
that has pragmatic value for the companies involved. Arriving to a ‘good’ (meaning: 
both theoretically sound as well as pragmatically valuable) problem statement in this 
context implies an active effort from researchers to eliminate behavioural uncertainty, 
through direct involvement. In the specific case, feedback rounds and meetings with 
the different parties were specifically held, led by the research team, to work out 
differences in perspectives and limit the space for opportunistic behaviour, limiting 
behavioural uncertainty. This clarified the scope of the use case and led to identify 
a more pragmatically valuable research question, verting around understanding the 
role for digitalised data sharing on existing supply chain relationships. 

5.1 Living Lab as a Research Method 

The issues illustrated in the previous section lead to the strengths of the living lab 
approach from a research methodology perspective. These revolve around two main 
issues. 

The first relates to how is it possible to define a theoretical framework leading 
to pragmatic value when high levels of uncertainty affect the area of investigation. 
Essentially: how to define a theoretical framework, select a research question and 
collect data to answer it, when there is no indication of where actionable impact (to
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refer again Voss, 2020) is going to be, because the practitioners are—while research 
takes place—working on developing innovation. From a researcher that does not take 
into consideration cooperative inquiry, in such a case there are two possible outcome: 
either to focus on what can be measured at the present moment (which, however, is 
likely of little pragmatic value, as explained above) or wait, as an external agent to 
the innovation process, until the context is ready to produce actionable results (as 
explained by Voss, 2020, p. 539), which however disincentives researchers. In this 
sense, the involvement of researchers in the living lab for the specific purpose of 
‘using’ the living lab as a methodology for research activities allows to go beyond 
this level of uncertainty (through back and forth communication, room to experiment, 
and so on) and address pragmatic value. 

This first point, however, could be extended to other forms of cooperative inquiry, 
and is not unique of this specific case under analysis; however, a second issue is 
indeed unique. This relates to ensuring validity and reliability of the data collected. 
When the issue under investigation presents high levels of complexity and its area 
of application spans naturally over multiple actors in a supply chain, it’s natural to 
inquire with more scrutiny whether data collected is valid and reliable. First of all, a 
topic such as BCT adoption requires multiple perspectives, even on the research side, 
to be fully understood: supply chain management, computer science and general IT 
management knowledge are critical to ensure that data collected is both valid and 
reliable. The living lab helps in this sense by naturally including in the same team 
researchers from different domains. Second, as actors in the supply chain provide 
from time to time conflicting perspectives, it is important to have the possibility to 
constantly go back to them with new evidence and test new ideas. This seems to 
be technically more difficult in a typical action research environment, in which you 
should move from data gathering to analysis, to action, to implementation, to feed-
back [13]. What if the data collected is contradicting in nature and cannot lead to 
action? This is a concept expressed by Maestrini et al. [15], that illustrate how the 
‘traditional’ action cycle needs additional steps to account for the ‘messy’ relation-
ship between a buyer and a supplier, leading to the ‘action cycle reloaded’. We argue 
that this concept should be extended when the relationships are even more than the 
single buyer–supplier dyad, and that the living lab is the right structure to do so, as it 
provides the possibility to naturally cycle back at essentially every step of the action 
research process. 

We are not aiming at reinventing the wheel. Our positioning of the living lab is well 
within existing conceptualisation of cooperative inquiry. Our view of a living lab as 
research methodology clearly builds on existing literature on action research, which 
in turns is seen as ‘the most dominating approach’ [16] within engaged scholarship, 
the general idea of collaboration within a learning to enhance scientific knowledge 
as well as pragmatic value [17]. Moreover, in our view the living lab is also closed 
to what is known as a ‘collaborative research framework’ between academics and 
practitioners [18], or more generally to the concept of generating actionable knowl-
edge in the field of innovation [e.g. 7]. However, we argue that the living lab is 
a specific operationalisation of these concepts that differ from the one presented 
in those contribution in the sense that it provides restricted capacity (working on
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a selected number of use cases, while Gastaldi and Corso [2013, p. 76] mention 
working with 300 practitioners at the time) but at the same time focusing more on 
the specific use case, collecting in-depth data and allowing the process of building 
theory ‘from the particular to the general in small steps’, which is typical of action 
research [13]. 

In conclusion, what we argue is that a living lab is not necessarily, as depicted in 
literature so far, only a process of generating innovations in complex context, but that 
it has a role within cooperative inquiry methodologies for scientific research. It can, 
essentially, be used as a collaborative research framework to tackle specific research 
questions in areas in which there is a relatively high number of actors involved 
and high uncertainty in defining a theoretical framework. It allows to tackle uncer-
tainty in the behaviour of supply chain partners and in the environment surrounding 
complex innovation processes through constant and repeated feedback between a 
multi-domain research team and practitioners involved in the process. 

6 Conclusions 

The main theoretical implication of our contribution lies in framing the living lab 
as a research methodology within cooperative inquiry. We provide some insights, 
based on the experience within one of those Labs, of the obstacles and insights that 
can emerge from adopting this perspective. In this sense, our practical implications 
relates to lesson learned in managing Spark!, which can provide useful insights for 
future endeavours of research teams that wishes to adopt a similar approach. The 
most relevant points can be summarised as followed: first, a critical issues arises in 
keeping stakeholders updated on the current situation of the projects. This is due 
to the volume and concurrency of the different activities going on at the same time 
within the Lab. The constant back and forth in one-on-one and consortium meetings 
that, on one side, allows for good data and good management, on the other side takes 
time and effort and, if not done properly, leads to disenfranchise of some stakeholders 
and limit the value of the overall effort. Second, the capacity of the lab is limited. In 
this sense, there is a clear trade-off between managing cases properly (also linking to 
the first point), so that the most valuable results (from both a practical and theoretical 
perspective) can be achieved, and extending the work to more use cases, which 
improve the chances for generalisability. Third, we made use of both graduate and 
undergraduate students in supporting and operative roles. This provides some relieve 
to the capacity issues, but on the other side leads to the involvement of students that, 
especially at the undergraduate level, have a tenure within the lab that is significantly 
shorter than the time required to reach most meaningful milestones. This implies that 
students are either involved in a research process that might not be self-contained or 
that they might have to step in mid-way through an existing process. Both of these 
lead to tension in managing the need for students to reach their own milestones (e.g. 
graduation) while at the same time provide useful work for the lab.
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Finally, there are of course limitations. As the activities of Spark! are still under-
going, there’s still unclarity on the final results that it can achieve, both practically 
and theoretically. This implies that our contribution at this stage cannot yet be fully 
supported by the empirical evidence coming from the activities of the lab. More-
over, even if Spark! would provide enough empirical evidence to support our claims, 
it would still be one single case, and our insights would have to be extended and 
validated in different settings. 
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Proposal of a Firefly Algorithm 
with Three Types of Functionally 
Differentiated Fireflies 

Masaki Nagai and Ikuo Arizono 

Abstract Firefly algorithm (Firefly Algorithm; FA) is one of the swarm intelligence 
algorithms. FA is known as the algorithm that is based on the flashing behavior 
of fireflies and their associated behavioral patterns. Specifically, FA associates the 
objective function with the light intensity of fireflies, and searches for the optimal 
solution based on the feature that fireflies are attracted to those with higher light 
intensity than themselves. In this way, we can find the optimal solution. However, 
since FA only uses the information of the other firefly with light intensity stronger 
than itself, it may not be able to find the optimal solution if the firefly with the highest 
light intensity falls into the local solution. On the other hand, while fireflies in nature 
are naturally distinguished into males and females, in general FA, all fireflies are 
defined as the same functional group with no gender and uniform behavioral patterns. 
Therefore, FA do not have the diversity of behaviors and may not be possible to 
properly solve problems due to uniform behavior patterns. In this study, we propose 
an algorithm that distinguishes the sexes of fireflies in FA and defines different 
behavioral patterns for female fireflies. By achieving diversity in the movements of 
fireflies, we aim to avoid the defined FA system falling into local solution and find the 
optimal solution. The proposed FA system is applied to the maximization problem of 
mathematical function, and the effectiveness of the system is verified by comparing 
it with existing FA systems in previous studies. 

Keywords Firefly algorithm · Optimization problem · Swarm intelligence 

1 First Section 

In recent years, solving optimization problems has become very important. On the 
other hand, many optimization problems are becoming larger and more complex 
every year, making it difficult to find an exact optimal solution [1]. Therefore, optimal 
solution algorithm called meta-heuristics, which can efficiently obtain approximate
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solutions with a certain degree of good accuracy in a realistic time, are attracting 
attention [2]. Among them, swarm intelligence algorithm has been attracting attention 
as optimal solution algorithm known as ant colony optimization (ACO) and particle 
swarm optimization (PSO), which are inspired by the collective behavioral patterns of 
organisms [3–6]. Here, Firefly Algorithm (FA) exists as one of the swarm intelligence 
algorithms [7–9]. 

The Firefly Algorithm (FA), proposed by Yang [7] in 2007, is an optimization 
algorithm inspired by the flashing behavior of fireflies and related behavioral patterns. 
FA associates the objective function with the light intensity of fireflies, and searches 
for the optimal solution based on the feature that fireflies with higher light are attracted 
to it. In the conventional firefly algorithm, all fireflies have been defined as agents 
in the algorithm with the identical function and behavior pattern. However, since 
the function and behavior pattern of all fireflies are the same, FA do not have the 
diversity of behaviors and may not be possible to properly solve problems due to 
uniform behavior patterns. 

In this study, we investigate a functionally differentiated firefly algorithm that 
considers the sex of the firefly. In addition, we define two types of functions in 
firefly groups, which are defined as female fireflies, after defining the functional 
differentiation by sex. In this way, we can achieve diversity in the behavioral patterns 
of fireflies in a functionally differentiated system. As the consequence, we verify that 
the diversity in the behavioral patterns of fireflies in the functionally differentiated 
system will give us better solutions. 

2 Overview of the Yang’s Firefly Algorithm (FA) 

This section describes FA that will be compared in this study. FA is the algorithm 
for optimal solution search proposed by Yang [7], who was inspired by the flashing 
behavior of fireflies. A firefly as an agent in FA is attracted to other fireflies and 
searches for a global solution according to the following three rules:

• All fireflies are unisex so that one firefly will be attracted to other fireflies regardless 
of their sex.

• Attractiveness is proportional to their brightness, thus for any two flashing fireflies, 
the less brighter one will move towards the brighter one. The attractiveness is 
proportional to the brightness and they both decrease as their distance increases. 
If there is no brighter one than a particular firefly, it will move randomly.

• The brightness of a firefly is affected or determined by the landscape of the objec-
tive function. For a maximization problem, the brightness can simply be propor-
tional to the value of the objective function. Other forms of brightness can be 
defined in a similar way to the fitness function in genetic algorithm. 

According to these rules, the individual fireflies in the FA system behave in such 
a way that the system as a firefly swarm searches for the optimal solution.
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Here, the power to attract other fireflies is called attractiveness. The attractiveness 
of a firefly is determined by its l intensity, and the farther the distance between the 
firefly and the comparison target, the weaker the intensity of the light reaching the 
target. Therefore, the attractiveness of a firefly is expressed by the following equation: 

β = β0e
−γ r2 i j  , (1) 

where γ is the light absorption coefficient, ri j  is the distance between fireflies i and 
j with position vectors xi and x j , and β0 is the intensity of attraction when ri j  = 0. 
The distance ri j  is expressed by the following equation: 

ri j  =
∥
∥xi − x j

∥
∥ = 

 ⎡
|
|
√

d
Σ

k=1

(

xi,k − x j,k
)2 

. (2) 

Firefly i is attracted by firefly j , which has higher light than itself, and moves 
according to the following equation: 

xi = xi + Δxi , (3)

Δxi = β0e
−γ r2 i j

(

x j − xi
) + α

(

rand  − 1 
2

)

. (4) 

Note that α is a coefficient that controls the random walk and is a constant in 
the conventional FA, and rand  is a uniform random number between 0 and 1. The  
fireflies with the highest light intensity move randomly without being attracted by 
other fireflies, and their movement is described by the following equation: 

xi = xi + α
(

rand  − 1 
2

)

. (5) 

3 Firefly Algorithm with Distinct Males and Females 
(FADMF) by Takeuchi et al. 

Firefly Algorithm with Distinct Males and Females (FADMF) is one of the firefly 
algorithms proposed by Takeuchi et al. [10] in 2016. In the nature, the sex of fireflies 
is existent. Referred to this, in FADMF algorithm, the sex of fireflies as agents in 
algorithm is distinguished, and then the movements of female and male fireflies are 
defined separately. In nature, female fireflies have larger bodies and male fireflies 
have larger eyes, and male fireflies find female fireflies by using their larger eyes and
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move toward them. On the other hand, female fireflies are characterized by their low 
mobility. 

Then, in FADMF, the function of male fireflies is defined in the same way as 
that of Yang’s FA. On the other hand, the function of the female firefly is defined 
separately from that of the male firefly. Specifically, a distance attenuation factor V 
and an attractiveness attenuation factor W are introduced for the movement of female 
fireflies to reduce their movement distance in comparison with male fireflies and make 
them less attracted to distant fireflies. Also, it has been assumed that male fireflies 
are attracted to all fireflies but female fireflies are attracted only to male fireflies. The 
equation for the migration of female fireflies is defined by the following equation: 

β = β0e
−γ r2 i j  / W , (6) 

xi = xi + Δxi /V . (7) 

Further, Takeuchi et al. [10] have given the coefficient α in Eq. (5) as the time-
varying parameters for male and female fireflies, respectively. Then, the equation for 
the parameter α of the male firefly is given as follows: 

α(t) = α(0)
(

10−4 /0.9
)t/tmax 

. (8) 

On the other hand, the equation for the parameter α of the female firefly is given 
as follows: 

α(t) = α(0)
(

10−4 /0.9
)t/2tmax 

. (9) 

Here, tmax is the upper limit of the number of search loops 

4 Proposal of a Firefly Algorithm with Three Types 
of Functionally Differentiated Fireflies 

Although the behavior patterns defined separately for each sex in FADMF by 
Takeuchi et al. [10], these behavior patterns are defined by an identical behavior 
principle that each firefly is are attracted by more attractive fireflies. Therefore, the 
behavioral principle of FADMF is similar to FA. This means that FA and FADMF 
is weak in the system ability to avoid falling into a local solution. Then, the optimal 
solution may not be able to find by these algorithms. 

In this study, we consider a new firefly algorithm due to firefly groups that 
follow several different behavioral principles. Due to the existence of firefly groups 
with several different behavioral principles, the proposed firefly algorithm will be 
diverse. In the proposed algorithm, there are three different functionally differenti-
ated behavior patterns in agents. The first is the behavior pattern in a male agent,
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which is attracted to all fireflies with larger light than itself, just like the same func-
tional agent in conventional FA [7] and the male agent in FADMF [10]. Then, the 
attraction strength, distance, and travel equations of the male firefly are the same as 
those of the FA and are expressed in Eqs. (1)–(4), respectively. 

Further, the second and third are behavior patterns in two types of female agents. 
Note that these behavior patterns in two types of female agents in this paper are 
different from the behavior pattern of female agents in FADMF [10]. Although 
two types of behavior patterns in female fireflies in the proposed algorithm have 
a common feature in the point that they walk randomly, they have the respective 
behavior patterns each type of female fireflies. In concrete, there are two patterns 
of the female firefly behaviors of a long random distance travel and a short random 
distance walk. Remark that the behavior patterns of a long random distance travel 
and a short random distance walk are not fixed to individual female fireflies but are 
switched depending on the environment in which the female fireflies are placed. The 
magnitude of the random walk is set to be small for the top 50% of female fireflies 
in terms of light for all female fireflies, and the magnitude of the random walk is set 
to be large for the bottom 50% of female fireflies. Then, the random-walk of female 
fireflies with top 50% light intensity is described as 

xi = xi + 0.5α(t)

(

rand  − 1 
2

)

, (10) 

and the random walk of female fireflies with bottom 50% light intensity is described 
as 

xi = xi + 5α(t)

(

rand  − 1 
2

)

. (11) 

Remark that the firefly with the highest light intensity, whether it is even a male 
firefly or female firefly, moves randomly without being attracted by other fireflies, 
and the movement of the firefly with the highest intensity is described by Eq. (5) with 
the time-varying coefficient α(t) given by Eq. (8), where Then, the equation deriving 
the coefficient α(t) is described as Eq. (8) in all of the male and female fireflies. 

In our proposed algorithm, the behavior principle is not identical. In concrete, 
the female firefly in the proposed algorithm behaves randomly based on her own 
situation and does not depend on the light intensity information of other fireflies. 
This feature clearly achieves functional differentiation from the conventional FA 
and FADMA. Through the functional differentiation by three behavior patterns in 
agents, we consider that the proposed algorithm can achieve system diversity and 
applicability. On the other hand, in FADMF algorithm by Takeuchi et al. [10], both 
behavior patterns are governed by a common behavioral principle in that they depend 
on the light intensity information of other fireflies.
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5 Numerical Verification 

In this section, the algorithms in the conventional FA, FADMF by Takeuchi et al. and 
the proposed algorithm are applied to the maximization problem of mathematical 
optimization and compared in terms of solving ability. The usefulness of the proposed 
algorithm is demonstrated by applying the three models to several multimodal func-
tions and comparing the number of optimal solutions found and the maximum value 
found. 

The bivariate function f (x1, x2) as the testing function is represented by the 
following equation: 

f (x1, x2) = 80 − [

x2 1 + x2 2 − 10 cos(2π x1) − 10 cos(2π x2) + 20]. (12) 

The shape of the graph of f (x1, x2) is shown in Fig. 1. The function f (x1, x2) 
is a multimodal function and has a maximum value of 80 at (x1, x2) = (0, 0). The  
fireflies are sorted in order of decreasing light intensity, and a loop is defined as the 
time until all the fireflies finish their migration and the light intensity is updated. A 
loop is defined as one trial until the number of loops reaches 500, which is 100 trials. 

Next, we explain the discrimination method for finding the optimal solution. The 
light intensity of the firefly with the highest light intensity among 40 fireflies is 
recorded as the maximum value, and at each loop, the maximum value is compared 
with the solution found by the firefly. If the solution found by the firefly is larger, 
the maximum value is updated. This is continued until the number of loops reaches 
500, and the maximum value at the end of 500 loops is recorded as the best solution. 
If the best value is within 0.05 error of the true maximum value 80 of the function,

Fig. 1 The shape of f (x1, x2) 
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the best solution is found, and the number of optimal solution detections is counted. 
If no optimal solution is found, the search ability is evaluated by comparing the best 
values found. The average, maximum, and minimum values of the best values found 
are recorded, and it is verified whether it is possible to obtain a good value among 
them even when an optimal solution cannot be found. 

6 Verification Results 

As shown in Table 1, the proposed algorithm found the optimal solution more times 
than FA and FADMF, and it can be said that the proposed algorithm found the optimal 
solution as often as 98 at the end of the loop. Also, the proposed algorithm found 
the most optimal solution when applied to two bivariate functions different from 
function f (x1, x2). Next, Table 2 shows that, the proposed algorithm could not find 
the optimal solution in some cases for function f (x1, x2), the minimum value of the 
best solution found was 78.8987, which was higher than 75.0204 for FA and 75.0198 
for FADMF. In addition, when applied to two bivariate functions different from the 
function f (x1, x2), the proposed algorithm confirms that the minimum value of the 
best solution found is close to the maximum value of the function. In the case of a 
function with many local solutions, such as the function f (x1, x2) shown in Eq. (12), 
FA and FADMF cannot escape from the local solutions, indicating that the optimal 
solution cannot be found. 

Next, we explain Fig. 2. Figure 2 shows the time evolution of the best solution in 
a trial. In Fig.  2, the horizontal axis is the number of loops t and the vertical axis is 
the best solution.

In Fig. 2, for FA and FADMF, the value of the best solution suddenly becomes 
large at only one point, and then there is no change in the value of the best solution, 
indicating that the two algorithms have fallen into a local solution. On the other hand, 
in the proposed algorithm, the value of the best solution changed significantly at two

Table 1 Number of times an 
optimal solution was found in 
100 trials in f (x1, x2) 

Algorithm 100 loops 300 loops 500 loops 

FA 5 7 8 

FADMF 11 12 12 

Proposed algorithm 58 84 98 

Table 2 Average, maximum, 
and minimum of the best 
values for 100 trials in 
f (x1, x2) 

Algorithm Average Max min 

FA 78.2293 79.9999 75.0204 

FADMF 79.1612 79.9999 75.0198 

Proposed algorithm 79.9014 79.9999 78.8987 
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Fig. 2 Time evolution of the best solution in a trial

points, and then our algorithm was able to search for a better solution even after some 
time passed. 

7 Conclusion 

In the proposed algorithm, by having a female firefly that randomly walks on the 
system, the female firefly randomly searches for a region with a good solution even 
when the male firefly falls into a local solution, and the solution of the system as a 
whole can escape from the local solution. By differentiating female fireflies according 
to the size of their random walks, female fireflies in relatively good solutions do not 
move significantly from that state and maintain their good solution state. On the
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other hand, female fireflies in relatively unfavorable solution states are set to move a 
larger distance, so that these fireflies can move a larger distance to reach the region 
that gives them better solution states. In this study, the proposed algorithm with such 
functional differentiation enabled us to construct an algorithm with a better solution 
seeking ability than the conventional FA or Takeuchi et al.‘s FADMF. 
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Applying Overall Equipment 
Effectiveness to Pipe Jacking Tunneling 
in Construction Industry 

Horng-Chyi Horng and Wen-Zhuan Xu 

Abstract Overall Equipment Effectiveness (OEE) is a performance evaluation tool 
that measures equipment productivity with key indicators. In addition to construction 
industry, OEE has been widely used in different industries, such as manufacturing, 
food processing, semiconductor, medical service, etc. However, the characteristics of 
construction industry are the same as that of most manufacturing, that is, profits and 
revenue come from the effectiveness of machinery and equipment usage. Therefore, 
this research develops a method called equipment performance management system 
(EPMS) to evaluate the performance of the propulsion equipment of pipe jacking 
tunneling using OEE. This EPMS is applied to a real world case study to demon-
strate how to define, calculate, and analyze these performance indicators of the pipe 
jacking tunneling machinery and equipment. The case study proves the feasibility 
of the research method, which is helpful for reflecting operating performance and 
identifying root causes of potential problems in time so that immediate improvement 
or rectification actions can be implemented to avoid further losses of the company. 

Keywords Overall equipment effectiveness (OEE) · Construction engineering ·
Underground pipeline engineering · Pipe jacking tunneling machine 

1 Introduction 

Nakajima [1, 2] introduced a method called Overall Equipment Effectiveness (OEE) 
under the concept of Total Production Maintenance (TPM) to evaluate business 
performance. OEE is a performance evaluation tool that can measure equipment 
productivity with key indicators. It reflects production losses by calculating avail-
ability, performance rate, and quality rate, and provides targets for continuous
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improvement to enhance equipment productivity. In addition to manufacturing, 
OEE is also widely used in different industries, such as food processing industry, 
semiconductor industry, and medical service industry. 

The profits and revenue of construction industry are the same as that of most manu-
facturing, that is, come from the effectiveness of machinery and equipment usage. 
Moreover, machinery and equipment are especially important to the construction 
engineering industry than the manufacturing industry. The suspension of construc-
tion operations due to machinery and equipment problems will not only cause delays 
in the construction project, inconvenience for passers-by and residents, but also 
affect the image of the company and induce intangible losses. Therefore, equipment 
performance evaluation has particularity and potential feasibility in the construc-
tion engineering industry. Therefore, this research selects the construction engi-
neering industry’s underground pipeline engineering and the pipe jacking tunneling 
machinery and equipment as the research object. It is expected to provide companies 
with a systematic approach to promote equipment performance evaluation, which 
will be applied to the diagnosis of equipment efficiency and provide directions for 
companies to improve their overall performance. 

1.1 OEE 

OEE is a quantitative indicator to measure equipment productivity, which can be used 
to express the ratio of actual production capacity to target production capacity. In 
other words, OEE is an important basis for evaluating whether equipment assets have 
achieved return on investment, and can also be used as a way to evaluate the effec-
tiveness of production system improvement tool. The OEE indicator is composed 
of three major elements, as in Eq. (1), namely 1. Availability (A), the percentage of 
time the equipment actually operates, to evaluate the available time of the equipment 
in the current state; 2. Performance rate (P), the production speed of the equipment; 
3. Yield rate or quality rate (Q), that is, the good product ratio of equipment production 
[3]. 

OE  E  = A × P × Q (1) 

Availability (A). The availability is the time utilization of the equipment, and can be 
expressed as the ratio of the actual operating time to the planned operating time as in 
Eq. (2) which specifically reflects the stop loss of equipment failures and adjustments. 
The planned operating time is the total shift time minus planned maintenance of the 
equipment. The planned operating time deduct the stop losses, the time during which 
the equipment is not in operation, such as unplanned maintenance, fault repair, setup 
and changeover, and equipment idleness, is called the actual operating time. 

Availabili t y (A) = actual operating t ime/ planned  operating  t ime (2)
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Performance rate (P). The performance rate is composed of operating speed rate 
and net operating rate, as shown in Eq. (3). The performance rate is used to compare 
the difference between the design speed and the actual manufacturing speed of the 
equipment, without considering the production quality. The operating speed rate can 
reflect the difference between the designed standard cycle time and the actual cycle 
time of the equipment. If the equipment production is not disturbed and the produc-
tion speed (actual cycle time) is also stable, the expected output of the equipment will 
be the ratio of the operating hours to the actual cycle time. But during equipment 
operation, there may be minor disturbances or short-term shutdowns, causing the 
actual production speed to be different from the designed production speed of equip-
ment. The net operating time is the actual output in the working hours multiplied by 
the actual production cycle time of the product. 

Per  f  ormance  rate  (P) = operating speed rate × net  operating  rate  
= net  operating  t ime/actual  operating  t ime (3) 

Quality rate (Q). The quality rate refers to the ratio of good products after deducting 
defective products from the actual output during the actual operating time. The 
denominator is the actual output, and the numerator is the actual output minus the 
number of defects and the number of reworks. It can also be viewed as the value 
time divided by the net operating time, as shown in Eq. (4). The value time refers to 
the yield of good products expressed in terms of time, that is, the number of good 
products multiplied by the standard cycle time of the equipment. 

Quali t y rate (Q) = (actual output −number o f de f ects)/actual output 

= value t ime/net  operating  t ime (4) 

Substituting Eqs. (2), (3), and (4) into Eq. (1), OEE can be expressed as the value 
time divided by the planned operating time, as shown in Eq. (5). 

OE  E  = value t ime/planned  operating  t ime (5) 

OEE is a very popular tool for evaluating the productivity in manufacturing 
processes [4–6], maintenance [7–9], supply chain [10, 11], and enterprise resources 
[12, 13]. In addition to manufacturing industry, it has also been implemented in other 
industry or field, such as mining [14], transportation [15, 16], food industry [17, 18], 
and sustainability [19, 20]. 

1.2 Productivity in Construction Industry 

Productivity is among the top three project performance indicators addressed over 
the last decade in ASCE’s Journal of Construction Engineering and Management
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[21]. Braglia et al. [22] reviewed a total of 25 articles in the field of indicators for 
construction productivity and found that many of them are cost-based approaches 
such as Tomas et al. [23] and Ayele and Fayek [24], where costs incurred are the 
only input factors considered as input variables in their productivity metrics. The 
main drawback of cost-based approaches is that cost induced by low productivity of 
the construction project cannot be found and intervened in time to minimize losses. 
Other reviewed articles address construction productivity, on the other hand, by 
placing emphasis on country-specific measurement, work-specific or project-specific 
applications, or aggregation to industry level. 

Braglia et al. [22] further developed a metric called Overall Construction Produc-
tivity (OCP) based on the framework of OEE and lean manufacturing concepts to 
identify losses and causes of Engineering-to-Order (ETO) supply chain of a hospital 
construction project. Weerasinghe and Silva [25] directly applied the concept of 
OEE to qualifying machine effectiveness in building industry. However, as far as the 
development and research directions in pipe jacking and micro-tunneling field [26], 
there is a lack of research on evaluating the performance of the propulsion equipment 
of pipe jacking tunneling using OEE. 

2 Methodology 

The research method of this study takes four steps: 1. establishing the operation 
process of equipment performance management system (EPMS); 2. analyzing the 
loss structure of equipment; 3. defining and symbolling each equipment performance 
indicator (EPI), along with its calculation method; and 4. Constructing the analysis 
procedure of EPI. 

2.1 The Operation Process of EPMS 

To effectively apply OEE to evaluate the performance of the propulsion equipment 
of pipe jacking tunneling, the operation process of EPMS must be established first. 
As in Fig. 1, operating data collection is switched on once the propulsion equip-
ment of pipe jacking tunneling was delivered to the construction site. The office of 
engineering management then calculates and monitors EPIs in real time, and also 
generates EPI reports periodically. These reports are then submitted to a periodic 
executive meeting to review all EPI. If any EPI are abnormal, a problem-solving 
team will analyze immediately to find out root-causes as well as implement correc-
tive measures. Any corrective measure is evaluated by an improvement objective to 
see whether standardization is necessary to be made for guiding future operation of 
the propulsion equipment.
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Fig. 1 The operation process of equipment performance management system (EPMS) 

2.2 The Loss Structure of Propulsion Equipment 

As defined in Sect. 1 for OEE and illustrated on the right-side diagram of Fig. 2, the  
planned operating time is the total operating time minus planned downtime, such 
as maintenance and downtime caused by improper schedule of the equipment. The 
planned operating time deduct the stop losses, the time during which the equipment is 
not in operation, such as unplanned maintenance, fault repair, setup and changeover, 
and equipment idleness, is called the actual operating time. During equipment oper-
ation, there may be minor disturbances or short-term shutdowns, causing the actual 
production speed to be different from the designed production speed of equipment 
(so-called speed loses). The net operating time is the actual output in the working 
hours multiplied by the actual production cycle time of the product. Finally, the 
value time refers to the yield of good products expressed in terms of time, that is, the 
number of good products multiplied by the standard cycle time of the equipment. 
Therefore, quality losses are number of defects multiplied by the standard cycle time 
of the equipment. 

During the advancement of the propulsion process, there may be irregular 
advancing or re-advancing due to cement pipe rupture, causing the actual advancing 
length to be longer than the original designed advance length. These extra advancing 
lengths are the defects in propulsion. The quality losses are thus the extra equipment 
operating time to complete these extra lengths. The extra equipment operating time 
causes by quality problems cannot be effectively separated from extra equipment 
time caused by speed losses during the propulsion process. Therefore, as showed in 
Fig. 2, the speed loses and quality losses are combined into speed & quality loses 
(SQL) on the right-side diagram.

Fig. 2. The loss structure of propulsion equipment. 
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Fig. 2 The loss structure of propulsion equipment 
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Table 1 Major EPIs for the performance of the propulsion equipment 

EPI Symbol Calculation 

Propulsion progression proportion PPP Advancing length completed / Total 
construction length 

Utilization U POT/TOT 

Overtime ratio OT OOT/ROT 

Availability A AOT/POT 

Performance rate (revised) PQ VT/AOT 

2.3 The Definitions of EPIs 

In addition to OEE, there are other EPIs necessary for reflecting operating perfor-
mance and identifying root causes of potential problems in time. Table 1 lists these 
EPIs, as well as their symbols and calculations. 

2.4 The Analysis Procedure of EPI 

The analysis procedure of EPI and corresponding corrective actions for each poor EPI 
performance are illustrated in Fig. 3. A total of four stages in the analysis procedure: 
1. Making sure propulsion progression proportion (PPP) is ahead of project schedule; 
2. Making sure utilization (U) is reasonable when taking into account overtime ratio 
(OT); 3. Making sure revised performance rate (PQ) is good enough; and 4. Making 
sure acceptable availability (A) is achieved.

3 Real-World Case Study 

Case study of the EPMS utilizes company AAA, a construction engineering company 
in Taiwan who undertakes government sewage engineering bids and business related 
to propulsion equipment maintenance/repairs. During research period, company 
AAA has a sewage engineering project that utilization two set of propulsion equip-
ment. The following demonstration of the analysis procedure of EPIs uses data 
in June, 2020. At review point, PPP of the project is 4.55% higher than original 
scheduled. 

In the second stage of analysis procedure, confirming U is reasonable when taking 
into account OT. The diagram on the left-side of Fig. 4 shows the proportion of the 
case study divided into ten-week period of the propulsion equipment time allocated 
to the construction site. When PPP is reached, the case study’s U is high, which means 
that the remaining capacity of the equipment is low. The analysis can be directed to 
the appropriateness of OT.
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Fig. 4 The U and PQ of the case study 

The third stage is to understand the degree of PQ. The diagram of the right-side of 
Fig. 4 shows the propulsion equipment PQ of Company AAA in ten-week period. It 
can be observed that the highest is 87.83% in the tenth week. PQ below 50% occurred 
in the first, second, and third week. Evidently the degree of PQ is poor. The direction 
of improvement in this situation is to conduct education and training, improve the 
technical ability of the propulsion operator, or overhaul and maintain the equipment 
to improve the performance of the propulsion equipment. 

The fourth stage is to evaluate the extent to which the propulsion operation is 
disturbed and the failure to operate smoothly, that is A. During the propulsion oper-
ation, the amount of time lost during the stop will directly affect A. The low value of
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Fig. 5 The major stop losses 
of the case study 

A means that the propulsion operation often suffers from equipment abnormalities 
or propulsion preparation time and other stop losses. Figure 5 is a Plato plot that 
summarized the stop losses in three categories: equipment setup, abnormal waiting, 
and other losses. Apparently, the most urgent corrective actions company AAA has 
to do are avoiding equipment abnormalities and shortening equipment setup time. 

4 Conclusions 

There are two major factors that affect the overall competitiveness of the construction 
engineering project. One factor is safety, quality, and completion on schedule. The 
other is resources such as manpower, equipment, and materials are used effectively. 
Safety, quality, and delivery time can increase market competitiveness, whereas the 
effectively usage of resources can reduce costs and losses, and thus increase overall 
profits. This research develops a method called EPMS to evaluate the performance of 
the propulsion equipment of pipe jacking tunneling using OEE. This EPMS is applied 
to a real world case study to demonstrate how to define, calculate, and analyze these 
performance indicators of the pipe jacking tunneling machinery and equipment. The 
case study proves the feasibility of the research method, which is helpful for reflecting 
operating performance and identifying root causes of potential problems in time so 
that immediate improvement or rectification actions can be implemented to avoid 
further losses of the company. 
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How Moderator Variables Affect 
Scheduling Objectives in Unpaced 
Mixed-Model Assembly Lines 

Frederik Ostermeier , Nikolai West , and Jochen Deuse 

Abstract Besides the sequence itself also additional factors serving as moderator 
variables affect the value of scheduling objectives. For mixed-model assembly lines, 
especially number and heterogeneity of different products, their volume mix propor-
tions, average workload of the jobs to process and the degree of grouping of identical 
jobs within the sequence play a major role. By means of a simulation study based 
on data from a real unpaced mixed-model assembly line in the automotive industry, 
this work analyzes the impact of these moderating variables on various scheduling 
objectives. The analyzed scheduling objectives encompass flow-related objectives 
like mean flow time, productivity-related objectives like makespan, customer-related 
objectives like mean earliness, the supplier-related objective part usage rate varia-
tion and the human-related objectives mean learning effect and mean deterioration 
effect per job. Simulation scenarios are defined that differ regarding number and 
heterogeneity of products from three homogeneous to seven more heterogeneous 
products. Within every simulation scenario the volume mix proportions of the prod-
ucts, and inherently also the average workload of jobs, are systematically varied. 
Every simulation scenario is analyzed for five sequence types differing in the degree 
of grouping of identical jobs. For almost all scheduling objectives, strong depen-
dencies on the volume mix proportions can be perceived, particularly for mean flow 
time. Homogeneous volume mixes with a dominating product in the mix often lead 
to other objective values compared to heterogeneous volume mixes that allow using 
alternation effects between various products in a sequence. Concerning degree of 
grouping, while some scheduling objectives like part usage rate variation are always 
strongly affected by the degree of grouping for every volume mix, other objec-
tives like throughput show strong dependence only for some mixes and makespan
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does not even show any tendency. Average workload plays a less important but still 
recognizable role as moderator variable for most objectives except for throughput for 
which workload is a major explanatory factor. Number and heterogeneity of different 
products has a strong impact on mean learning and deterioration effects. 

Keywords Mixed-model assembly lines · Flowshop scheduling ·Moderator 
variables 

1 Introduction 

The impact of a schedule as independent variable on a scheduling objective as depen-
dent variable does not only depend on the schedule itself but also on several third 
variables, the moderator variables. A moderator variable is a “variable that affects the 
direction and/or strength of the relation between an independent […] and a dependent 
[…] variable” [1]. Since the early days of scheduling, it has been known that these 
variables affect the height of the objective values and the desirability of schedules 
[2]. There is a plenitude of moderator variables with impact on scheduling, especially 
on mixed-model assembly line scheduling. 

On a mixed-model assembly line, several similar products, that can be understood 
as variants, are assembled in a non-restricted sequence of jobs [3]. These variants are 
according to [4] products whose characteristics vary from a basic product configu-
ration only to an extent that still allows the joint production of these products on the 
same line due to a sufficient production-related similarity in operations, and even in 
a sequence with no restriction on the assignment of jobs to a position as no setups 
are required between units of different variants. 

Scheduling a mixed-model assembly line is challenging as the impacts of a 
schedule on the scheduling objectives are not always intuitive and straight-forward. 
Tactical design decisions resulting in the line balance often play a major role in 
moderating the impacts of a schedule since the schedule interacts with the line 
balance by mitigating imbalances between jobs of different variants and between 
stations where a job has different processing times [5]. If a line is almost perfectly 
balanced, scheduling would play merely a minor role [6]. Indeed, industrial mixed-
model assembly lines are rarely perfectly balanced [7] and the mitigation effect of 
scheduling is crucial. 

These interactions between the schedule and the line balance have yet been 
addressed by various studies (cf. [8]). Less academic interest has been set on the 
operational moderator variables. While the line balance is a static input, the opera-
tional moderator variables may change on a daily basis [9, 10]. These encompass, 
among others, number and heterogeneity of different products, their volume mix 
proportions, average workload of the jobs to process and the degree of grouping of 
identical jobs within the sequence. This work will put its focus on the impact of these 
operational moderator variables on the relation between the schedule and scheduling
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objectives. What is known in literature about their impact, is briefly outlined in the 
following:

• Product mix: The product mix denotes the number and heterogeneity of products 
for instance regarding required operations and the resulting processing times on 
stations. Mixed-model assembly lines generally perform worse if the product mix 
becomes too heterogeneous and too many different products are produced [11].

• Volume mix: Strongly related with the product mix is the volume mix, i.e. the 
distribution of volume percentages per product, influencing the performance of 
mixed-model assembly lines significantly [12, 13]. For instance, [10] showed the 
effect that the volume mix has on throughput in a production system with multiple 
products.

• Workload: Average workload, denoting the sum of processing times of the jobs 
currently in the production system, has long been known for its moderating 
impact on scheduling [2, 14]. Moreover, the workload does not only influence 
the objective values, but also their perceived importance [15].

• Degree of grouping: The degree of grouping of jobs of the same variant at subse-
quent positions in the sequence has a significant impact on several scheduling 
objectives such as flow time and makespan [12] depict the flow time as a function 
of the batch size with an optimum at medium degrees of grouping. Aloulou et al. 
[16] show that makespan is increased for high degrees of grouping. Felbecker 
[17] comes to similar results indicating that low and medium degrees of grouping 
are advantageous. 

This work aims at analyzing the impacts of these four operational moderator 
variables on the relation between the schedule as independent variable and various 
scheduling objectives as dependent variables for mixed-model assembly lines. To 
analyze these relations, a structured simulation study is conducted based on data 
from a real mixed-model assembly line in the automotive industry. The results of 
these simulation studies are analyzed by testing several hypotheses on the impacts 
of the moderator variables. 

Section 2 introduces the explored moderator variables as well as the scheduling 
objectives and describes the methodology used to analyze the impact of these oper-
ational moderating variables on the scheduling objectives. The results are presented 
in Sect. 3. Section 4 concludes this work and explores topics for future research. 

2 Methodology to Analyze the Impact of the Moderator 
Variables 

This work is based on the simulation study and the results presented in [18]. Within 
[18] the impact of five different sequence types on 13 scheduling objectives has been 
analyzed with a focus on the question which sequence type is preferred for which 
scheduling objective under which conditions. The conditions considered have been
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different number and heterogeneity of products, volume mixes, average workloads, 
and degrees of grouping within each analyzed sequence. This work does no longer set 
its focus on the preferred sequence types but on the impacts of these four moderator 
variables on the values of the scheduling objectives. 

In the following subsections, the most important information on this work’s study 
is given: in Sect. 2.1 on the scheduling objectives as dependent variables, in Sect. 2.2 
on the sequences as independent variables and in Sect. 2.3 on the moderator variables. 
Section 2.4 finally describes how hypothesis on the gained simulation results are 
tested. For a more detailed description of the entire study settings, the case data, the 
simulation and the simulation results please refer to the previous work of [18]. 

2.1 Scheduling Objectives as Dependent Variables 

The considered scheduling objectives can be grouped into productivity-, flow-, 
human-, supplier- and customer-related objectives and are summarized in Table 1. 
The formula to compute them are described in [18]. 

Table 1 Scheduling objectives 

Objective category Objective (Symbol) Description 

Productivity-related Makespan (Cmax ) 
Throughput (T H ) 

= time span from the start time of a 
job set on the first station to its 
completion time on the last station 
= number of units completed 
within a scheduling period 

Flow-related Mean flow time (FT  M) 
Flow time variance (FT  V  ) 

= average time-in-system of a job 
captures the time from the start on 
the first station to the completion 
on the last station 
= coefficient of variation of the 
single job flow times 

Customer-related Mean earliness (ME  A) = average time jobs are completed 
earlier than their due date 

Human-related Mean learning effect (MLE) 
Mean deterioration effect (MDE) 

= mean gain per job in processing 
times compared to the normal 
processing times due to learning 
effects (e.g. routine gains) 
= mean increase per job in 
processing times compared to 
normal processing times due to 
deterioration effects (e.g. fatigue) 

Supplier-related Part usage rate variation (PU V ) = average hourly demand rate per 
part
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2.2 Sequences as Independent Variables 

In total, the impact of 570 different sequences on the scheduling objectives have 
been simulated. 95 sequences respectively can be grouped to each of the following 
sequence types:

• No grouping: Identical jobs are kept apart from each other with the maximum 
space possible between them within the sequence.

• Minimum Part Set (MPS): The smallest set of jobs having the same volume mix 
proportion as the entire job set to be scheduled is repetitively produced. Within a 
MPS, the jobs are sorted according to the shortest processing time.

• Groups of 4: Identical jobs are grouped as packages of four within the sequence, 
with each job still being processed as a single job. These groups of four units are 
spaced maximally from each other in the sequence.

• Groups of 12: Analogously to groups of 4, sequences with groups of 12 are 
created.

• Maximum grouping: Identical jobs are successively positioned directly after 
another in the sequence. The job groups are sorted according to the shortest 
processing time. 

2.3 Moderator Variables 

All explored sequences of a sequence type vary systematically with respect to the 
moderator variables and each sequence contains information concerning the four 
moderator variables number and heterogeneity of products, volume mix, average 
workload and degree of grouping of identical jobs.

• Concerning number and heterogeneity of products, scenarios are introduced 
that differ in the product composition. The first two scenarios 3.1 and 3.3 encom-
pass products 1 to 3 with similar workload and processing time to station distribu-
tion. The second two scenarios 5.1 and 5.5 include two additional low-workload 
products 4 and 5 with a differing processing time to station distribution but still 
the same number of stations used. The third two scenarios 7.1 and 7.6 include two 
additional high-workload products 6 and 7 that even require a higher number of 
stations used compared to the other five products. Thus, both number and hetero-
geneity of products increase over the scenarios. Every scenario consists of 95 
explored sequences with 19 sequences analyzed for each sequence type.

• Within each of the six scenarios, the volume mix percentages are altered in a  
structured way. The volume percentage of a main product is gradually reduced 
from 95 to 5% in 5%-steps such that for every sequence type 19 sequences are 
explored. The remaining volume percentage is uniformly distributed between 
the other products considered in a scenario. The main products are product 1 in 
scenarios 3.1, 5.1 and 7.1, product 2 with a similar workload in scenario 3.2,
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product 5 as product with the smallest workload in scenario 5.5 and product 6 as 
product with the highest workload in scenario 7.6.

• Within every scenario, average workload is systematically varied in dependence 
of the volume mix percentage. It stays quite constant in scenarios 3.1 and 3.2, 
while it increases in scenario 5.5 and decreases in scenarios 5.1, 7.1 and 7.6 with 
the volume mix percentage of the main product being reduced from 95 to 5%. 
The height of the average workload reaches its maximum in scenario 7.6 and its 
minimum in scenario 5.5.

• For each of the 19 volume mix points in every scenario, five different sequences are 
created that differ regarding the degree of grouping. The five sequences created 
belong to the sequence types presented in Sect. 2.3. 

2.4 Hypothesis Testing 

With each sequence containing information on the four moderator variables, the study 
setting allows to analyze the simulation results by means of hypothesis testing. Based 
on graphical analysis of the figures presented in [18], hypothesis are formulated that 
are then tested on the data set of the simulation results. 

The hypotheses always follow the same formulation logic, for instance: With a 
more heterogeneous volume mix, MFT  decreases. Several hypothesis have been 
tested on the simulation results for each moderator variable and the results are 
presented in Sect. 3. 

3 Impact of Moderator Variables on Relation Between 
Schedule and Scheduling Objectives 

3.1 Number and Heterogeneity of Products 

For the number and heterogeneity of products, scenarios 3.1, 5.1 and 7.1 are compared 
as from 3.1 over 5.1 to 7.1 the number and heterogeneity of products increases under 
similar conditions. For every volume mix point of a sequence type, it is checked 
whether the objective value increases/decreases from scenario 3.1 over 5.1 to 7.1. 
The results are presented in Table 2.

What is already known from [18] is that the favorability among different 
sequencing types does not change but that the actual height of objective values 
is changed. This effect is particularly prevalent for MDE  and MLE  which show a 
strong dependency on the number and heterogeneity of products. For other objectives 
such as ME  A  and MFT  the impact is not as straight-forward, but a tendency can 
still be observed.
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3.2 Volume Mix 

For the volume mix, the objective values of every sequence type within a scenario 
are compared for every pair of adjacent volume mix points. The results are presented 
in Table 3.

In general, homogeneous volume mixes with a dominating product in the mix 
often lead to other objective values compared to heterogeneous volume mixes that 
allow using alternation effects between various products in a sequence. A strong 
dependency is observed especially for MFT  and MLE  both decreasing with a 
more heterogeneous volume mix. For other objectives like PU V and V FT  , the  
relationship is less strong, in particular for sequence types with a low degree of 
grouping. 

3.3 Degree of Grouping 

For the degree of grouping, the objective values of sequence types with a different 
degree of grouping are compared within a scenario for the same volume mix point. 
Please note that the results for the MPS are not considered as it cannot be clearly stated 
whether MPS leads to a higher or lower degree of grouping especially compared to 
other sequence types with a low degree of grouping. The results are presented in 
Table 4.

With a sequence with a higher degree of grouping, PU V and MLE  almost always 
increase and V FT  decreases. For the other objectives, at least a tendency can be 
observed except for makespan for which not even a tendency is observable. 

3.4 Workload 

For average workload, for every sequence type the objective values for adjacent 
volume mix points within a scenario are compared. The results can be found in 
Table 5. In comparison to the other moderator variables, lower dependency values 
are observed for average workload. Average workload plays a less important but still 
recognizable role as moderator variable for most objectives except for throughput 
and mean flow time for which workload is a major explanatory factor.

4 Conclusion and Future Research 

The impacts of moderator variables on the relationships between schedules and 
scheduling objectives are not straight-forward. The presented results show that at least
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some strong relationships exist. A more heterogeneous volume mix helps to decrease 
the mean flow time, yet it comes at costs of smaller mean learning effects. Higher 
degrees of grouping lead to higher part usage rate variations, higher mean learning 
effects per job and a higher flow time variance. With increasing average workload, 
throughput decreases and mean flow time increases. The number and heterogeneity 
of products particularly impacts mean learning and deterioration effects. 

This contribution provides merely a first step in the exploration of the impact 
of operational moderator variables on the relationship between schedules and 
scheduling objectives. The relationships have to be analyzed for data sets of other 
mixed-model assembly lines in order to assess whether the observed relationships 
also hold under different conditions. Moreover, this study indicates that there is 
seldom one dominating moderator variable but that all four investigated moderator 
variables have at least some explanatory powers. Hence, multiple regression models 
need to be used to explore their joint explanatory power. 
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Proposal of the Algorithm for Solving 
the Component Assignment Problem 
in a Linear Consecutive System 
with Three Failure Modes 

Taishin Nakamura 

Abstract Recently, a dual linear consecutive system with three failure modes was 
proposed. This system contains two parallel subsystems consisting of n components 
arranged in a line. The system fails if (1) subsystem 1 has at least k1 consecutive 
failed components, (2) subsystem 2 has at least k2 consecutive failed components, or 
(3) the system has m consecutive pairs of failed components. This system has diverse 
applications, such as road lights on highways. To design a reliable system, this study 
addresses the problem of finding the component arrangement that maximizes the 
system reliability, assuming that the components are functionally exchangeable. A 
simple enumeration method can theoretically find the optimal arrangement, but it 
is computationally expensive and impracticable for larger numbers of components. 
Furthermore, no algorithm for efficiently finding the optimal arrangement of a dual 
linear consecutive system with three failure modes has been established. Thus, this 
study develops a branch-and-bound-based algorithm to solve the component assign-
ment problem for a dual linear consecutive system with three failure modes. For 
an efficient reliability computation in the proposed algorithm, we combine a recur-
sive equation with the branch-and-bound method. This results in the elimination 
of redundant computations. Furthermore, we derive a condition for pruning based 
on system reliability, which can reduce the number of enumerated arrangements. 
Through numerical experiments, we confirm the usefulness of eliminating redundant 
computations and pruning based on system reliability by comparing the proposed 
algorithm with the enumeration method. The proposed algorithm can improve the 
reliability of real-world systems expressed as dual linear consecutive systems with 
three failure modes. 
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1 Introduction 

With technological advancements in various fields, the number of components in 
related systems is increasing, and their structure is becoming more sophisticated. As 
a result, practical systems are becoming increasingly complex, and it is increasingly 
difficult to ensure the reliability of such systems. Reliability is a major attribute 
used to evaluate the performance of practical systems. It is generally defined as the 
probability that a system will perform satisfactorily for at least a given period of time 
under a specific condition of use. 

In recent decades, researchers have aimed to maximize the reliability of various 
systems with different structures. Various reliability models have been proposed for 
practical systems. Such system models can be classified into two categories: those 
with a single failure criterion and those with multiple failure criteria. A consecutive-
k-out-of-n: F system has a single system failure criterion. This system consists of n 
components arranged in a line and fails when k consecutive components fail. Salvia 
and Lasher [1] extended this system to two dimensions, i.e., a connected-(r, s)-out-
of-(m, n): F lattice system. This system consists of mn components arranged in an 
m × n lattice; it fails if there is at least one r × s matrix in which all components fail. 

Systems with multiple failure criteria have also been proposed. Tung [2] presented 
an (n, f, k) system. This system consists of n components arranged in a line and 
fails if there are at least f failed components or at least k consecutive failed compo-
nents. Cui et al. [3] proposed an ⟨n, f, k⟩ system. This system consists of n compo-
nents arranged in a line and fails if there are at least f failed components and at 
least k consecutive failed components. In addition, Boehme et al. [4] defined a two-
dimensional system with multiple failure criteria. A connected-(1, 2)-or-(2, 1)-out-
of-(m, n): F lattice system, which comprises components arranged in an m×n lattice, 
fails if two or more consecutive failed components exist in any one row or column. 

Recently, Peng et al. [5] proposed a dual linear consecutive system with three 
failure modes. This system consists of two consecutive-k-out-of-n: F subsystems 
arranged in parallel. As shown in Fig. 1, the system fails if (1) subsystem 1 contains 
at least k1 consecutive failed components, (2) subsystem 2 contains at least k2 consec-
utive failed components, or (3) the system has m consecutive pairs of failed compo-
nents, where m ≤ k1 and k2. For simplicity, the dual linear consecutive system with 
three failure modes is referred to as the DLC (k1, k2, m)/n system in this paper, 
where k1, k2, and m are failure criteria parameters. DLC (k1, k2, m)/n systems have 
diverse applications in many fields. For example, consider a highway that needs road 
lights on both sides during nighttime. Road lights are installed at regular intervals, 
e.g., 20 m. When a certain number of consecutive lights on the same side are broken, 
there will be insufficient light in that area. Additionally, consecutive pairs of failed 
lights on both sides can lead to a dark area. Such situations may affect the traffic. 
Thus, such road lights can be modeled as a DLC (k1, k2, m)/n system.

The main purpose of reliability optimization is to design a reliable system to 
prevent accidents and reduce the causes of failure. Reliability optimization has 
recently received considerable attention in academic and industrial research. This
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Subsystem 1 

Subsystem 2 

consecutive components fail. 

consecutive components fail. 

consecutive pairs of components fail. 

: component fails. 

: component works. 

Fig. 1 Three failure modes of a DLC (k1, k2, m)/n system

study addresses the component assignment problem (CAP) as a reliability optimiza-
tion problem. Assuming that components are functionally exchangeable, different 
component arrangements will result in different system reliabilities. Hence, the 
system reliability can be improved by optimally assigning components to positions 
in the system. Accordingly, this problem involves finding the component arrange-
ment that maximizes system reliability. Determining the optimal arrangement will 
contribute to designing reliable systems. 

A simple enumeration method can theoretically determine the optimal arrange-
ment. Specifically, this method enumerates all of the arrangements (permutations), 
evaluates the reliability of the system for each arrangement, and ultimately determines 
the optimal component arrangement that achieves the highest reliability. However, 
this method is computationally expensive and thus impracticable when the number 
of components is not small. Furthermore, no study has established an algorithm for 
efficiently determining the optimal arrangement of DLC (k1, k2, m)/n systems. 

The aim of this study is to develop an exact algorithm for efficiently solving 
the CAP for DLC (k1, k2, m)/n systems. To decrease the computational burden, 
we provide a reliability computation method that can be regarded as an alternate 
expression of the existing method [5]. The combination of the proposed method 
and algorithm can achieve efficient computation by eliminating redundant calcula-
tions. Furthermore, using the system reliability, we reduce the number of enumerated 
arrangements; specifically, arrangements that cannot be optimal are removed. Hence, 
the proposed algorithm is based on the branch-and-bound (B&B) approach. Finally, 
the efficiency of the proposed algorithm is investigated through computational 
experiments. 

2 CAP in the Dual Linear Consecutive System with Three 
Failure Modes 

2.1 Assumptions, Notation, and Formulation 

First, we assume that (1) each component and the system can have only two states: 
working or failed; (2) all components are mutually statistically independent; (3)
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the component reliabilities are given; and (4) the components are functionally 
interchangeable. 

The symbols and notations used in this paper are as follows. For i = 1, 2 and 
j = 1, 2, . . . ,  n, let  (i, j) be the j-th position of subsystem i . The symbol π(i, j ) 
represents an index of the component assigned to position (i, j ) for i = 1, 2 and 
j = 1, 2, . . . ,  n, where π(i, j ) ∈ {1, 2, . . . ,  2n}. In addition, an arrangement of mn 
components in which component π(i, j) is assigned to position (i, j ) is given by

⊓ =
(

π(1, 1) π(1, 2) 
π(2, 1) π(2, 2) 

· · ·  π(1, n) 
· · ·  π(2, n)

)
2×n 

. (1) 

For τ ∈ {1, 2, . . . ,  2n}, let  τ be an index of the component; the reliability of 
component τ is pτ, where p1 < p2 <  . . .  <  p2n without loss of generality. 
Hence, pτ indicates the reliability of the τ-th least reliable component. The vector 
p represents a 2n-vector of the component reliabilities ( p1, p2, . . . ,  p2n). Here, if 
R(n; (k1, k2, m), p;⊓) is the reliability of the DLC (k1, k2, m)/n system under 
arrangement ⊓ with component reliabilities p, then the CAP is to determine an 
arrangement that maximizes the reliability of the DLC (k1, k2, m)/n system (⊓∗), 
i.e.,

⊓∗ = argmax⊓∈ΩR(n; (k1, k2, m), p;⊓), (2) 

where Ω is a set of all arrangements. 

2.2 Related Studies 

This subsection presents previous studies on the DLC (k1, k2, m)/n system. Peng 
et al. [5] introduced a DLC (k1, k2, m)/n system and derived a recursive equation to 
compute the system reliability. 

Generally, newly introduced reliability system models often coincide with conven-
tional models under certain restrictions of the design parameters [6]. For example, a 
DLC (k1, k2, m)/n system with (k1, k2, m) = (2, 2, 1) becomes a connected-(1, 2)-
or-(2, 1)-out-of-(2, n): F lattice system. Recently, Sui et al. [7] investigated a prop-
erty that can be used as a necessary condition that optimal arrangements must satisfy. 
Moreover, they developed an algorithm to determine the optimal arrangement of a 
connected-(1, 2)-or-(2, 1)-out-of-(m, n): F lattice system. Furthermore, Hwang and 
Shi [8] investigated the properties of the optimal arrangement of a connected-(2, 1)-
out-of-(2, n): F lattice system, and Omura et al. [9] developed an algorithm to deter-
mine the optimal arrangement of a connected-(m, 2)-out-of-(m, n): F lattice system. 
Subsequently, Nakamura and Yamamoto [10] developed an algorithm to determine 
the optimal arrangement of general connected-(r, s)-out-of-(m, n): F lattice systems. 
Furthermore,
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Several studies have aimed to obtain the optimal arrangement of components for 
the above systems. However, an algorithm for determining the optimal arrangement 
of DLC (k1, k2, m)/n systems has not yet been reported. Thus, this study develops an 
algorithm for efficiently obtaining the optimal arrangement of a DLC (k1, k2, m)/n 
system. 

3 Recursive Equation to Compute the System Reliability 

This section presents a recursive equation for computing the reliability of the DLC 
(k1, k2, m)/n system. Here, system reliability is the objective function of the CAP. 
Peng et al. [5] derived a recursive equation to compute the reliability of DLC 
(k1, k2, m)/n systems. However, this study proposes a new recursive equation as 
an alternative expression of the existing equation [5]. 

The concept of the system reliability computation is to decompose the DLC 
(k1, k2, m)/n system into several smaller systems in which some components have 
certain conditions. Consequently, the reliability of the DLC (k1, k2, m)/n system 
can be expressed recursively as the summation of the reliabilities of the smaller 
systems. Here, for j = 1, 2, . . . ,  n; h1 = 0, 1, . . . ,  k1; and h2 = 0, 1, . . . ,  k2, let  
R( j; (h1, h2)) denote the probability that the following three conditions are satisfied: 

(1) The DLC (k1, k2, m)/j system does not have any failure modes; 
(2) In subsystem 1, components π(1, j − h1 + 1), π(1, j − h1 + 2), . . . ,  π(1, j ) 

fail, and π(1, j − h1) works; 
(3) In subsystem 2, components π(2, j − h2 + 1), π(2, j − h2 + 2), . . . ,  π(2, j ) 

fail, and π(2, j − h2) works. 

Figure 2 illustrates the smaller system in which some components have conditions 
h1 and h2. 

Using the definition of the smaller system, we compute the reliability of the DLC 
(k1, k2, m)/n system using the following recursive equation. 

Theorem 1 (a) For j = 1, 2, . . . ,  n; h1 = 0, 1, . . . ,  k1; and h2 = 0, 1, . . . ,  k2,

Subsystem 1 

Subsystem 2 

consecutive components fail. 

consecutive components fail.There exist no failure modes. 

: component fails. 

: component works. 

Fig. 2 Smaller system in which some components have conditions h1 and h2 
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R
(
j; (

h1, h2
)) = 

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨ 

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ 

pπ(1, j) pπ(2, j )
Σ 

(
g1,g2

)∈A 
R
(
j − 1; (

g1, g2
))

h1 = 0 and  h2 = 0, 

pπ(1, j )
(
1 − pπ(2, j)

) Σ 
0≤g1≤k1−1 

R
(
j − 1; (

g1, h2 − 1
))

h1 = 0 and  0  < h2 < k2,

(
1 − pπ(1, j)

)
pπ(2, j )

Σ 
0≤g2≤k2−1 

R
(
j − 1; (

h1 − 1, g2
))

0 < h1 < k1 and h2 = 0,
(
1 − pπ(1, j)

)(
1 − pπ(2, j )

)
R
(
j − 1; (

h1 − 1, h2 − 1
))

0 < h1 < k1 and 0 < h2 < k2, 

0 other wise, 

(3) 

where 

A = {(h1, h2)|min{h1, h2} < m for h1 = 0, 1, . . . ,  k1 
− 1 and h2 = 0, 1, . . . ,  k2 − 1}. (4) 

As the boundary condition, for, 

R(0; (h1, h2)) =
{
1 (h1, h2) = (0, 0), 
0 otherwise. 

(5) 

(b) 

R(n; (k1, k2, m), p;⊓) =
Σ 

(h1,h2)∈A 

R(n; (h1, h2)). (6) 

The main difference between the recursive equations derived in here and the 
existing recursive equations [5] is the way the DLC (k1, k2, m)/n system is decoosed. 
In the derived recursive equation, the system is decomposed into smaller systems in 
which some components have specific conditions. However, in the existing recursive 
equations [5], the system is decomposed into smaller subsystems with different sizes. 
This difference results in a relatively simple summation of the derived recursive 
equations. 

4 Proposed B&B-Based Algorithm 

Herein, we present a B&B-based algorithm for determining the optimal arrangement 
of a DLC (k1, k2, m)/n system. The framework of the proposed algorithm is similar 
to that in Nakamura and Yamamoto [9] for finding the optimal arrangement of a 
connected-(r, s)-out-of-(m, n): F lattice system. 

The key concept of a B&B algorithm is detecting and discarding candidates that 
cannot be part of the optimal arrangement. Partial arrangements that do not lead to 
an optimal arrangement can be eliminated from further searches. This elimination 
corresponds to pruning the branches of the search tree. Incorporating the condi-
tions for pruning accelerates the B&B algorithm by reducing the number of candi-
dates for the optimal arrangement. In the proposed algorithm, when enumerating
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the component arrangements, we assign the components in the order of positions 
(1, 1), (2, 1), (2, 1), (2, 2), . . . ,  (n, 1), (n, 2) in the depth-first search tree. To find 
the optimal arrangement efficiently, pruning should be performed as many times as 
possible. This algorithm includes the following two conditions: 

(1) Pruning to eliminate symmetrical arrangements; and 
(2) Pruning based on system reliability. 

The reliabilities of systems with symmetrical arrangements are the same. For 
example, the arrangement obtained by rotating the left and right ends of the orig-
inal system will have the same system reliability. Hence, only one symmetrical 
arrangement is retained, which can gradually reduce the number of candidates and 
improve the efficiency of obtaining the optimal arrangement. We apply the following 
conditions to eliminate all symmetrical arrangements except one. 

Condition 1 

(a) For k1 = k2: 
When a component is assigned to position (2, 1), pruning is performed if 
π(1, 1) < π(2, 1) is not satisfied. 

(b-1) When the number of components in each subsystem (n) is even:  
When a component is assigned to position

(
1, n 2 + 1

)
, pruning is performed 

if π
(
1, n 2

)
< π

(
1, n 2 + 1

)
is not satisfied. 

(b-2) When the number of components in each subsystem (n) is odd: 
When a component is assigned to position

(
1, n+1 

2 + 1
)
, pruning is performed 

if π
(
1, n+1 

2 − 1
)

< π
(
1, n+1 

2 + 1
)
is not satisfied. 

Combining the B&B method with the recursive equation in Theorem 1 can 
enhance the performance of the proposed algorithm. First, the recursive equation 
can reduce the time complexity of the reliability computations. When searching for 
the optimal arrangement, we compute the reliabilities of DLC (k1, k2, m)/n systems 
with common partial arrangements several times. Memorization allows the storage 
of the previously computed system reliabilities to eliminate redundant computations, 
thus drastically reducing the time complexity. 

The algorithm then decides whether to prune the current branch or assign a further 
component based on an upper bound of the reliability for a partial system. If the upper 
bound does not exceed the incumbent value (the maximum system reliability obtained 
so far), then further assignment of components cannot lead to a solution better than 
the incumbent value.
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Condition 2 
When a component is assigned to position (2, j ) ( j = 1, 2, . . . ,  n), pruning is 
performed if the following is not satisfied: 

Rmax ≤
Σ 

(h1,h2)∈A 

R( j; (h1, h2)), (7) 

where Rmax is the incumbent value (the maximum system reliability obtained thus 
far), and set A is given by Eq. (4). 

It is evident from the recursive equation derived in Sect. 3 that the system reliability 
is a monotonically non-increasing function with respect to the number of assigned 
components. 

5 Efficiency Investigation 

This section presents the results of numerical experiments to evaluate the effective-
ness of the proposed algorithms. The performance criterion was the computation 
time required to obtain a solution. The experiments were performed in a program 
written in the C++ programming language and compiled with Visual Studio 2019. 
All experiments were performed on a computer with an Intel(R) Core(TM) i7-9700 
(3.00 GHz) CPU with 8.00 GB RAM and Microsoft Windows 10. The component 
reliabilities pτ(τ = 1, 2, . . . ,  2n) were randomly generated from a uniform distribu-
tion on [0.00, 1.00]. The numerical experiment results are the average computation 
times for 10 instances with different random number seeds. 

Herein, we compare the proposed algorithm with the enumeration method. The 
proposed algorithm computes the system reliability for each j , whereas the enumer-
ation method computes it after all of the components are assigned. As a result, the 
enumeration method does not include Condition 2. Table 1 lists a comparison of 
the computation times required to find the optimal arrangements of DLC (3, 3, 2)/n 
systems; N/A indicates a failure to obtain an optimal arrangement in 48 h. Because 
the proposed algorithm becomes more advantageous as the number of components 
in each subsystem increases, we conclude that eliminating redundant computations 
and pruning based on the system reliability are useful for efficiently obtaining the 
optimal arrangement. 

Table 1 Computation times required to find the optimal arrangements of DLC (3, 3, 2)/n 
systems [s] 

n (# of components in each subsystem) 5 6 7 8 

(A) proposed algorithm 0.02 3.13 160.41 21,096.21 

(B) enumeration method 3.45 542.43 114,762.18 N/A 

Ratio: (B)/(A) 154.67 173.53 715.43 – -
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6 Conclusion 

In this study, we developed a B&B-based algorithm that can efficiently solve the 
CAP for DLC (k1, k2, m)/n systems. For an efficient reliability computation in the 
proposed algorithm, we provided a recursive equation combined with the B&B 
method that can eliminate redundant computations. Furthermore, we derived a 
pruning condition based on the system reliability. Through numerical experiments, 
we confirmed the usefulness of eliminating redundant computations and pruning 
based on the system reliability by comparing the proposed algorithm with the enumer-
ation method. The proposed algorithm can help improve the reliability of real-world 
systems expressed as DLC (k1, k2, m)/n systems. 

Generally, the efficiency of solving large-scale combinatorial optimization prob-
lems can be enhanced by utilizing the properties of each problem. Further studies 
could derive pruning rules for a B&B method based on the properties of the CAP 
for DLC (k1, k2, m)/n systems, which would improve the efficiency of the proposed 
algorithm. 
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Metaheuristics Based Profit-Oriented 
Optimization Model for the Hazardous 
Waste Location Routing Problem 

Amani Junaidi and Takashi Irohara 

Abstract Hazardous Waste Management is defined as the safe and efficient handling 
of hazardous waste to decrease its toxicity to humans and the environment by means 
of proper transportation, processing, and disposal. Hazardous waste is generated 
by different sectors, including the medical sector, industrial sector, domestic sector, 
among others. Industrial hazardous waste consists of chemicals and compounds of 
a complex structure, which poses a great risk for public health and the environment 
alike. This potential risk heavily influences decision-makers when choosing a suit-
able location for establishing a waste processing facility. Therefore, the process of 
designing a hazardous waste transportation network comes with many challenges. 
This paper presents a profit-oriented mixed-integer linear programming model for 
the hazardous waste location-routing problem, with the main objective of maxi-
mizing the overall profit in the network and conditions focusing on minimizing the 
associated risk in terms of population exposure. The transportation network includes 
waste generators which are, in this case, factories, along with three different types of 
hazardous waste processing centers: treatment, recycling, and disposal centers. The 
formulated problem is coded in Python and optimally solved by Gurobi Optimizer. 
Furthermore, to deal with the NP-hard nature of the problem for large numerical 
instances, a metaheuristics algorithm based on non-dominated sorting genetic algo-
rithm II (NSGA-II) is applied, and the model is solved with both NSGA-II and 
Gurobi to investigate the improvements done by utilizing the genetic algorithm. A 
case study is conducted for the textile industry in Jordan, as to put the proposed 
model into practice. 
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1 Introduction 

Hazardous Waste Management (HWM) has been a topic of concern in recent years. 
Hazardous materials (hazmat) generated by the industrial sector remain as one of the 
biggest threats to humans and the environment, as most manufacturers are located 
in developing countries with loose regulations on waste management and disposal. 

Research on hazardous waste transportation has been mostly focused on the 
design of networks on a strategic level through the Facility Location Problem (FLP). 
Nonetheless, there have been many recent research efforts addressing HWM on an 
operational level through the Vehicle Routing Problem (VRP). The Location Routing 
problem (LRP) tackles the design of a transportation network on both strategic and 
operational levels. In this paper, we present a profit-oriented mixed-integer linear 
programming model (MILP) for the hazardous waste location-routing problem, with 
conditions focusing on the associated risk. The transportation network consists of 
factories along with three different types of waste processing centers: treatment, 
recycling, and disposal centers. 

In general, there are two main sources of profit in hazmat transportation networks: 
income from the polluter pays principle, and income from sales of electricity gener-
ated by energy recovery [1]. However, this paper focuses on the profit generated 
from the repurposing of recycled hazardous waste, by reusing it in manufacturing 
processes or selling it commercially. In the case of developing countries, this would 
be an appealing approach to encourage companies to invest in waste recycling, by 
offering a new lens on how profit can be generated. 

The formulated problem is coded in Python and optimally solved by Gurobi 
Optimizer. A non-dominated sorting genetic algorithm II (NSGA-II) is proposed 
to tackle the NP-hard nature of the problem and obtain the non-dominated Pareto 
solution in a reasonable time. Lastly, a case study is conducted for the textile industry 
in the North and Central regions of Jordan, as to put the proposed model into practice. 

2 Literature Review 

Interest in hazmat logistics has been rapidly increasing over the past two decades. 
One of the earliest known literature efforts in hazmat transportation management is 
Glickman [2] where they address the problem of railroad shipments of hazardous 
materials with the purpose of avoiding populated areas. 

Holeczek [3] published a review on hazmat truck transportation problems where 
the following classification was proposed according to the contribution of the papers: 
(a) Risk assessment (b) Routing (c) Routing and location (d) Network design (e) Toll 
setting. Risk assessment and routing problems made up most of the research content, 
while LRP made up only 10% of the 290 papers included in the survey.
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There have been many recent efforts to expand the research done on hazmat 
LRP. Zografos and Samara [4] remains one of the earliest studies where a multi-
objective model was proposed aiming to minimize transportation risk, travel time, 
and disposal risk. Wang et al. [5] constructed a nonlinear integer open location-
routing model for relief distribution considering travel time, total cost, and reliability. 
Beneventti et al. [6] considered different types of hazmat in a multi-objective model 
that maximizes the minimum weighted distance between hazardous facilities and the 
exposed population. 

Heuristics are also heavily employed in hazmat LRP. Martínez-Salazar et al. [7] 
focused on solving the bi-objective LRP by metaheuristic algorithms by reduction 
of distribution cost and balance of workloads. Pichka et al. [8] addressed the two-
echelon open location routing problem with hybrid heuristic, while Nedjati et al. 
[9] investigated a bi-objective integer linear programming model that minimizes the 
waiting time and lost demands. 

When it comes to research focusing on potential profit, Boyer et al. [10] proposed 
the idea of minimizing the cost of the hazmat transportation network by considering 
the income from selling recycled waste, while Aydemir-Karadag [1] integrated the 
polluter pays principle and income from sales of electricity generated by energy 
recovery as means to maximize the profit. 

Our proposed model considers both the profit generated by selling recycled waste, 
as well as the annual profit of factories as an indication of how the overall profit of 
the network is affected. To the best of our knowledge, our approach of tackling the 
overall profit in the hazmat transportation network is yet to be studied. 

3 Problem Description and Formulation 

3.1 Problem Framework 

The proposed hazardous waste transportation network is shown in Fig. 1, where the 
generation points of hazardous waste are factories. In the first stage, the generated 
waste is classified into three main categories: (1) Recyclable (2) Treatable (3) Non-
recyclable and non-treatable. In accordance with that, the waste gets transported 
to either a recycling center, treatment center, or a disposal center and in different 
directions.

In the case of waste transported to recycling centers, there are three possible 
outcomes: (1) Successfully recycled waste that can be repurposed or sold (2) Recy-
cled waste that cannot be repurposed and goes to industrial landfills as non-hazardous 
residue (3) Waste that is not successfully recycled and gets transported to hazardous 
waste disposal centers. 

In the case of treatment centers, the waste that is successfully treated can either 
be transported to recycling centers depending on the chemical composition or gets 
directly transported to industrial landfills. However, akin to the case of recycled
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Fig. 1 The proposed hazardous waste transportation network

waste, untreatable waste gets transported to hazardous waste disposal centers for its 
final disposal. Lastly, hazardous waste that is deemed as non-recyclable and non-
treatable gets directly transported to a hazardous waste disposal center, where it is 
either stored in special containers or incinerated. 

3.2 Mathematical Model 

The proposed location-routing problem decides: (a) The number and locations of 
each type of waste facilities (b) The quantity of waste transported through different 
routes in the network. The main objective of the proposed model is to maximize the 
total profit of the network, with conditions focusing on limiting the transportation 
risk in terms of population exposure. the assumptions of the proposed model are as 
follows: 

• The problem is assumed to be a truck transportation problem. 
• The amount of the generated waste is known and deterministic. 
• The percentages of the three types of generated hazardous waste are known and 

fixed. 
• There are no capacity constraints for roads and vehicles, however, there are 

capacity constraints for waste facilities. 
• Transportation costs are based on the length of routes and fuel prices. 
• Every node can be a candidate location for all three types of waste facilities at the 

same time. 
• Population density is assumed to be non-uniformly distributed along a trans-

portation link depending on a maximum set distance from the nearest city 
center.
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• There are budgetary constraints concerning the investment cost for establishing 
waste facilities. 

Model formulation 

The notations of the proposed mathematical model are shown in Table 1. The model 
formulation is as follows: 
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Table 1 Mathematical model 
notations 

Notation Definition 

Sets 

I Set of origin nodes (1,..., i) 

J Set of destination nodes (1,..., j) 

S Set of factory nodes (1,..., s) 

T Set of treatment center nodes (1,..., t) 

R Set of recycling center nodes (1,..., r) 

D Set of disposal center nodes (1,..., d) 

Parameters 

gs Quantity of generated hazardous waste at factory (s) 

ct i j Unit transportation cost from origin node (i) to  
destination node (j) 

co i Unit operation cost at node (i) 

cc i Annual investment cost of a facility at node (i) 

ui j Population density per km2 from origin node (i) to  
destination node (j) 

pmr Minimum amount of waste required to establish a 
recycling facility at node (r) 

pxi Maximum capacity of a waste facility at node (i) 

v Unit revenue from selling recycled hazardous waste 

mr Amount of waste transported to recycling facility (r) 

rs Annual revenue of a factory (s) 

di j Distance on route (i, j) 

ζi Budget for opening a waste facility at node (i) 

λi j Level of maximum  allowed risk on route (i, j) 

Decision variables 

qt i j Quantity of transported waste from origin node (i) to  
destination node (j) 

qn i Quantity of waste processed at a facility at node (i) 

xi Binary variable, 1 if a facility is established at node 
(i), 0 otherwise

xi ∈ {0, 1}, ∀i ∈ I (13) 

Objective function (1) maximizes the total profit of the network. Constraint (2) 
controls the transportation risk. Constraint (3) ensures the flow balance of transported 
waste and that all generated waste is successfully transported. Constraint (4) ensures 
that all transportation routes start from a valid source node i and end at a valid desti-
nation node j. Constraints (5–7) indicate the allowed directions of transported waste.
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Constraint (8) is a budgetary constraint. Constraints (9–10) are capacity constraints, 
and constraints (11–13) are positivity and binary variable constraints. 

4 Computational Results 

The model was solved using Python via Gurobi 8.1.1 on Intel Core i5-8250U 
1.60 GHz CPU and 8 GB RAM computer. Due to the NP-hard nature of LRP [11] a  
metaheuristic genetic algorithm was developed to solve different sizes of the problem. 

The parameter λij (level of maximum allowed risk) is integrated into the problem, 
which is represented as a percentage of the amount of transported waste. This is 
done to focus on controlling the transportation risk under a certain level. This value 
is set to 0.3 based on the conducted sensitivity analysis and the average value used 
in previous literature. 

A non-dominated sorting genetic algorithm II (NSGA-II) is developed. This 
approach was chosen since it has been proven to be superior in solving LRP models 
[9]. Moreover, due to the complicated nature of the decision variables in our model, 
NSGA-II was chosen due to its flexibility in integrating other solution methods. For 
our problem, a combinational approach was developed where NSGA-II decides the 
binary decision variables, then in the evaluation part of the algorithm we solve a linear 
programming model to get the values of the continuous decision variables. The base 
algorithm was adopted from Pymoo library [12]. An overview of the implemented 
algorithm is shown in Fig. 2. Multiple experiments were conducted as shown in Table 
2. The values of the parameters used are: (1) Half uniform crossover with 0.5 rate 
(2) Bit-flip mutation with 0.02 rate (3) Population size of 100 (4) 1500 generations. 

As observed from the results, the GAP percentages indicate the superiority of the 
algorithm’s performance, especially as the size of the problem increases. In instances 
larger than 40 facilities, Gurobi solver was not able to achieve a good solution within 
the specified one-hour run time, while NSGA-II could get remarkably better results 
in less than half of the run time. With an average GAP of 5.7% and in accordance with

Fig. 2 Overview of the implemented algorithm
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Table 2 Computational results via Gurobi optimizer and NSGA-II algorithm 

Number of 
facilities 

Gurobi results NSGA-II results 

(T, R, 
D) 

f GAP (%) CPU time (s) f GAP (%) CPU 
time (s) 

5 (1, 2, 2) 305.0 0 18.9 305.0 0 6.2 

10 (2, 4, 4) 375.2 0 58.5 375.2 0 27.8 

20 (5, 8, 7) 396.2 0 560.8 396.2 0 151.5 

30 (9, 11, 
10) 

521.3 0 1136.3 521.3 0 329.2 

40 (11, 15, 
14) 

2519.0 2.4 3600.0 2567.2 0.4 925.1 

41 (11, 16, 
14) 

3714.8 7.1 3600.0 3914.9 1.6 932.8 

42 (12, 16, 
14) 

4937.4 15.3 3600.0 5498.6 3.5 958.5 

43 (12, 16, 
15) 

8111.2 38.3 3600.0 9828.3 14.1 988.2 

44 (12, 17, 
15) 

9336.2 48.0 3600.0 12,276.6 12.5 1022.2 

45 (13, 17, 
15) 

10,317.1 67.8 3600.0 14,985.6 15.5 1034.3 

46 (13, 17, 
16) 

11,745.2 77.6 3600.0 17,994.1 15.9 1148.9 

47 (13, 18, 
16) 

NA (not feasible) 19,756.2 NA 1274.5 

* Number of factories for all instances is set as 4

the complexity of the model, the proposed algorithm has proved to yield satisfactory 
results for medium and large size problems. 

Case study: Jordan 

In order to investigate the solution for a large size problem, the model was applied 
to the waste management network in the North and Central regions of Jordan. Those 
regions were chosen due to the prominent presence of textile factories. According 
to the Netherlands Enterprise Agency [13] the textile sector in Jordan has grown by 
35% in the span of five years between 2012 and 2017. However, the generated waste 
remains disposed of in an unmanaged manner. 

The candidate locations were chosen according to the locations of pre-existing 
waste collection centers, as well as some additional locations in non-densely popu-
lated areas. The necessary information including the population densities, distances, 
and locations of existing facilities were taken from the report published by Japan 
International Cooperation Agency in 2016 [14]. Data on annual profits of textile
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factories were taken from Jordan textile incoming trade mission to the Netherlands 
report published in 2018 [15]. 

The problem was solved with a dataset of 54 factories and 18 candidate locations 
of waste facilities via the developed NSGA-II algorithm. Figure 3a illustrates the 
convergence curve of the algorithm, based on the best fitness value of each generation. 
The algorithm stabilizes after around 550 generations, noting that it was terminated 
after one hour of run time. A map showing the chosen locations of waste facilities 
and the corresponding population densities is shown in Fig. 3b. 

The best solution found in terms of profit is around 31 million EUR annually. This 
value seems reasonable as a combined profit of the network, since most factories are 
small and medium size with an annual profit of less than 1–2 million EUR. Moreover, 
the chosen locations show the trade-off between the profit and potential transportation 
risk, where some locations were chosen in relatively densely populated areas due to 
the larger profit resulting from lower transportation cost. Nonetheless, it is worthy 
to mention that the highest populated areas shown in purple in Fig. 3b have been 
avoided while still choosing locations as close as possible to where most factories 
are located. 

5 Conclusions 

In this study, we proposed a profit-oriented mixed-integer linear programming model 
for the hazardous waste location routing problem. The main contribution of this 
research is to offer a new lens on how to consider the overall profit in hazmat 
transportation networks. The mathematical model was solved by Gurobi solver and 
NSGA-II algorithm due to its NP-hard nature. The computational results confirm 
the superiority of the proposed algorithm in solving medium and large size problems 
within an acceptable time. The model was then applied to real life case study in 
Jordan and yielded reasonable and applicable results.
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A Bi-Objective Integer Linear 
Optimization Model for Post-Departure 
Aircraft Rerouting Problem 

Miriam F. Bongo and Charlle L. Sy 

Abstract In as early as the 1980s, air traffic flow management actions (ATFM), 
as supplementary strategies to match the demand for air travel with the available 
resource capacities, have been widely discussed and evaluated based on its imple-
mentation and probable trade-offs between conflicting and diverse interests of stake-
holders in the commercial aviation industry. Among the ATFM actions—ground 
holding, airborne holding, speed controlling, and rerouting—rerouting is found to 
be a viable recourse particularly when flights are already at its en-route phase, where 
the presumed and more favored based on safety considerations, holding of flights 
on the ground, becomes completely infeasible. Some research works put forward 
relevant solution approaches including deterministic and stochastic mathematical 
programming models, machine learning algorithms, and simulation models. Despite 
the relevance and validity demonstrated by such models in testbed environments, even 
on a large-scale basis, these models failed to sufficiently capture the individual and 
collective interests of stakeholders altogether. Considering that the decision process 
in the air transportation system is taken part by stakeholders (i.e., airlines, air traffic 
control), previous research works tend to satisfy only one stakeholder by incorpo-
rating one or more of its interests (e.g., cost minimization, reduction of distance 
traveled). Such a case does not take full regard to how a stakeholder-specific solution 
might affect another stakeholder’s preference. Therefore, this paper aims to address 
the post-departure aircraft rerouting problem by proposing a multiple stakeholder-
based target-oriented robust-optimization (MS-TORO) approach that incorporates 
the individual interests of stakeholders. A hypothetical case study is conducted to
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illustrate the proposed model. It can be noted that a significant shift of route pref-
erence occurs as goals are aligned in terms of the individual interests of the stake-
holders and that of their collective goal. The results of this work can provide practical 
insights to stakeholders in the course of decision-making in a particular area of the 
air transportation domain. 

Keywords Airline · Air traffic management · Aircraft rerouting · Multi-objective 
optimization · Safety 

1 Aircraft Rerouting Problem 

As soon as the aircraft flies past the departure fix and is at the en-route airspace, 
it becomes a part of the system under evaluation as in Fig. 1. Suppose that at this 
point a disruptive event has occurred and has significantly affected the capacity of the 
original route established in the flight plan. Specifically, the capacity of the route is 
reduced, if not totally unavailable for utilization. Therefore, the set of aircraft at the 
given period awaiting rerouting clearance is prompted to take on an alternate route. 
For simplicity purposes, the set of aircraft considered is assumed to belong to the same 
air carrier, thus, maintaining the consistency of decision as may be necessary for the 
rerouting process. For an alternate route to be selected, it has to satisfy the preferences 
of multiple decision-makers. These decision-makers are represented by stakeholders 
of the airport management, airline industry, and air traffic management [1]. Each 
stakeholder has an individual auxiliary interest they tend to achieve; collectively, a 
common goal is prioritized by these stakeholders. The airport management seeks to 
maximize the utilization of resources, specifically the airspace in this case [2]. On 
the other hand, the airline industry aims to achieve the minimum cost associated with 
rerouting flights to an alternate route [3]. Lastly, air traffic management pursues an 
expeditious and orderly flow of air traffic along with the top priority of maintaining 
the safety of flight operations [4].

While these stakeholders have endeavored to uphold their individual auxiliary 
interests, the interest of maintaining a safe operation of flights in all phases, especially 
the critical ones, is attended to by the stakeholders with utmost priority among others 
[4]. Since safety in the context of the air transportation domain is relatively diffi-
cult to quantify [5], a more suitable indicator during the en-route phase to establish 
safety can be represented by maintaining a minimum separation distance between 
aircraft to prevent conflicts among aircraft [6]. The minimum separation distance 
between aircraft is patterned after a prescribed standard established by the ICAO 
[7]. Generally, an alternate route is considered to be safer when it can potentially 
prevent conflicts by providing more separation distance between flights while accom-
modating all flights at a given period. During a disruptive event, the capacity of 
routes is dramatically reduced, if not restricted, thereby becoming the main cause of 
congestion [8]. Such an effect poses a major threat to the stakeholders particularly
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Fig. 1 System of an en-route flight subject to a rerouting procedure (Adapted from Reynolds, 2014)

since disruptions caused by adverse weather, for instance, calls for a tactical plan-
ning scheme. That is, implementing a course of action on the day of operations. As 
disruptions occur at the tactical planning level, there exists uncertainty in capacity 
of routes. This phenomenon, together with the cost implications of rerouting an 
aircraft at its en-route phase, forms part of the decision-making process endeavored 
by stakeholders to address with urgency. 

Case-specific, the aircraft rerouting problem, although is widely tackled in the 
literature and has given rise to significant solutions to address one or more of its 
problem areas, still presents an immense avenue for further improvement due to the 
shortcomings on how prior decision processes are framed as well as the solution 
approaches formulated. To advance the body of knowledge in aircraft rerouting, it 
becomes a necessity to shape the issue focusing on aircraft post-departure phase with 
a collaborative decision-making process involving the common goal of ensuring 
safe operation of flights and the individual auxiliary preferences of each stake-
holder concerned (e.g., airport management, airline industry, air traffic management). 
Among other goals, the safety of aircraft operations as represented by the minimum 
separation distance between aircraft traversing around the same path specifically 
needs to be set as an objective function given that the topmost priority of stake-
holders points towards ensuring safe operations. Also, in recognition of the dynamic 
and unpredictable variations of resource capacities during disruptions, the uncertainty 
of resources, specifically routes in airspaces, is deemed appropriate to be treated as 
a target-oriented robust optimization problem. 

Previous research works viewed the rerouting problem through the lens of only one 
stakeholder (e.g., airline industry), thus, formulated solution approaches according 
to their individual goals (e.g., minimizing total delay costs) [9, 10]. Setting the 
rerouting problem in such a way neglects the preferences of other stakeholders (i.e., 
airport management, air traffic management) involved in the decision process as well 
as the general goal of the air transportation domain. It is essential to satisfactorily
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cover the system-wide preference of all stakeholders in order to arrive at a globally 
acceptable solution. Thus, setting the solution approach with respect to safety in 
aircraft operations while taking into consideration the preference of stakeholders 
as system constraints enables a more comprehensive and all-encompassing solution 
satisfying not only one stakeholder but all that is involved. 

At a closer level, the rerouting process can be a rather complex and rigorous 
decision problem that requires a huge sense of urgency especially when the need for 
rerouting occurs at the post-departure phase of a flight. Stakeholders, as decision-
makers, tend to frame solutions that satisfy their own interests and present such 
solutions to other stakeholders for probable implementation. For instance, when 
disruptions occur and require immediate rerouting decisions, airline companies typi-
cally request a rerouting to air traffic controllers which might be disagreeable to 
both entities due to conflicting preferences. While pilots prefer a shorter alternate 
route that can supposedly allow a flight to traverse from one sector to another at a 
minimum flight time, air traffic controllers may not issue a clearance to pilots to take 
on that route due to potential traffic issues at hand [11]. On the other hand, a longer 
alternate route that provides more room for controllability and conflict avoidance 
may appear favorable to air traffic controllers but is considered otherwise for pilots 
who consider the economy of aircraft operations. Therefore, framing the rerouting 
decision process according to the individual auxiliary interests of stakeholders as 
well as their collective goal can provide a solution that minimizes the penalization 
of stakeholders while ensuring that the common goal is satisfactorily achieved. Such 
a manner enforces a collaborative effort between stakeholders which allows for the 
individual auxiliary interests to be incorporated in the decision-making process while 
sustaining the fulfillment of their common goal. 

As disruptions occur during regular aircraft operations, the uncertainty of resource 
capacities becomes evident which prompts decision-makers to take on measures 
that shall impose the least impact on the entire network of flights. Unfortunately, 
the presence of uncertainty in the general air transportation domain, specifically in 
rerouting, has been treated as stochastic in nature notwithstanding that the probability 
density functions associated with such uncertain parameters may be difficult to obtain 
at the same time quantify [1, 12]. 

Therefore, it is necessary to design a modeling framework that embeds the theo-
retical and mathematical foundations of the stakeholder theory and the classical 
TORO model, respectively, for the aircraft rerouting problem. This framework must 
be developed to ascertain that the interests of multiple stakeholders are balanced 
accordingly via multiple targets at the same time deal with uncertainties in an effi-
cient manner. The proposed multiple stakeholder-based TORO approach closely 
follows the mathematical properties of the classical TORO approach including the 
elimination of specific assumptions on the probability density functions of uncertain 
parameters. However, unlike the classical TORO approach, the proposed framework 
will allow decision-makers to specify different targets and a different set of solutions 
that satisfy each target. That is, the different risk profiles of multiple stakeholders can 
be distinguished along with the corresponding solutions that suit their profiles. While
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a different set of solutions can be generated based on the risk profiles of multiple 
stakeholders, an overall solution can be obtained by compromise of solutions. 

2 A Bi-Objective Collaborative Model 

A novel multiple stakeholder-based target-oriented robust optimization approach 
(MS-TORO) model is developed based on the need for a framework that shall balance 
the interests of multiple stakeholders with inherent diverse, often conflicting, inter-
ests. The proposed model also integrates the mathematical properties of the classical 
TORO model developed by Ng and Sy [13] by extending the satisficing solution 
to an index that represents the degree of fulfillment to each stakeholder’s interest. 
Also, the proposed model can be applied to systems that involve the participation 
of multiple stakeholders in the decision-making and the evidence of uncertainty as 
well. Some examples of such systems include the supply chain, logistics, enterprise 
management, and air transportation domain. 

As a case application, the proposed MS-TORO model is formulated to address 
the post-departure rerouting problem which satisfactorily considers key points in the 
decision process such as the collaborative decision making among stakeholders, the 
incorporation of safety as a focal objective of the model proposed, and the consid-
eration of uncertainty in resource capacities. To the best of the author’s knowledge, 
this work is the first to propose a new framework that addresses a pressing issue 
in the air transportation domain. With the application of the proposed MS-TORO 
model, system targets can be carefully accounted for along with the inherent uncer-
tainties present in the system characteristics of this domain. This methodological 
advancement is a huge leap from the traditional approaches previously presented in 
the literature which only focuses on either the deterministic version of the air traffic 
flow management problem or its stochastic version which still apparently renders 
inadequate due to how it handles uncertainty in the system. Therefore, stakeholders 
may be able to effectively frame policies on the rerouting problem with the aid of 
the proposed model given that the level of uncertainty can be clearly distributed 
established all throughout the decision planning horizon. 

2.1 Model Formulation 

Consider a set of flights scheduled to depart to two different destination points. At 
the en-route phase, the flights are assumed to experience air traffic congestion which 
prompts the stakeholders to implement a rerouting procedure. Suppose that there exist 
three independent alternate routes for each destination point. These alternate routes 
vary according to its length and costs associated with it. Suppose further that two 
stakeholders—airline industry and air traffic management—need to collaborate in the 
most immediate manner to arrive at an agreeable solution to the rerouting procedure.
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Typically, the rerouting process can also be participated by another stakeholder, the 
airport management, but for the case of this paper, it is assumed that this stakeholder 
is indifferent to whatever alternate route may be chosen with respect to the interests 
of the two other stakeholders. 

Note further that the airline industry aims to minimize its operating cost while 
performing the rerouting procedure. On the other hand, air traffic management is 
concerned with minimizing the probable delays to be accumulated should a longer 
alternate route is chosen. The proposed MS-TORO model aims to support a choice 
problem of selecting a candidate alternate route for the scheduled flights to take. 
Therefore, the proposed model is patterned after an integer linear programming 
model with the following model components: 

Decision variables. For the case of this paper, we refer to the formulations presented 
in the research work of Bongo and Sy [14] with a further reference to Bertsimas and 
Stock-Patterson [15]. The decision variables represent the set of alternate routes that 
flights may traverse to reach its destination point. Note that the rerouting procedure at 
the en-route phase is considered for this case, therefore, no implementation of other 
air traffic flow management actions (e.g., excess ground holding, airborne holding, 
or speed controlling) is assumed to be taken. Note further that the rerouting process 
is only intended to search for another feasible route to reach the intended destination 
point; as such, no diversion of flights is also regarded. Specifically, the decision 
variable involved in the proposed rerouting model is represented as follows: 

wd 
j =

{
1, if a flight going to destination d selects route j 
0, otherwise 

Notation: For the model formulation, the following notations are used: 

J Set of routes, 
D Set of destination points, 
f Set of flights, 
c Cost of using alternate route j, 
k Stakeholders, 
τ k Performance target of stakeholder k, 
R Capacity of alternate route j. 

Objective function: In the event of a post-departure aircraft rerouting problem, the 
airline industry and air traffic management each uphold a goal to satisfy their own 
interests. For the first objective function, the airline industry seeks to minimize oper-
ating costs composed of using an alternate route. For the second objective function, 
the air traffic management aims to minimize the delays incurred (i.e., in time units) in 
traversing an alternate route that is relatively longer than the initial route established. 
The two objective functions are rather conflicting as satisfying the first objective 
may imply the selection of an alternate route that is not necessarily favorable to the 
second objective. Therefore, to reconcile this difference in perspective, the proposed
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model introduces a metric to represent the deviation of performance targets of stake-
holders. Such a metric is designed to arrive at a solution that is agreeable between 
stakeholders to a certain degree. As such, the deviation metric, θ , is minimized. To 
put this into context, consider the following objective function as in Eq. (1): 

min θ (1) 

Constraints: To consider the bi-objective model with respect to the interests of the 
airline industry and the air traffic management, these objectives are translated as 
constraints along with the following system constraints as follows: 

n∑
j=1

(
cd j · wd 

j

) ≤ τk(1 + θ ) ∀d ∈ D (2) 

n∑
j=1

(
rd j · wd 

j

) ≤ τk(1 + θ ) ∀d ∈ D (3) 

n∑
j=1

(
f · wd 

j

) ≤ R ∀ j ∈ J, ∀d ∈ D (4) 

n∑
j=1 

wd 
j = 1 ∀ j ∈ J (5) 

wd 
j ∈ {0, 1} (6) 

0 ≤ θ ≤ 1 (7)  

Constraints (2–3) represent the objective functions of the stakeholders each trans-
lated into a constraint. In specific, constraint (2) accounts for the objective of the 
airline industry to minimize operating costs composed of the cost of using a flight 
route. This constraint should be lesser than or equal to the deviated performance 
target as represented by τk(1 + θ ). .. On the other hand, constraint (3) represents 
the objective of the air traffic management to minimize total delays incurred due to 
the rerouting procedure. This constraint should also be lesser than or equal to the 
performance target of the air traffic management and its corresponding deviation as in 
τk(1 + θ ). The performance targets of stakeholders correspond to their target budget 
and target delays, respectively. Constraint (4) enforces that the number of flights 
considered should not exceed the capacity of an alternate route in terms of number 
of aircraft. Constraint (5) ensures that only one alternate route is selected. As for 
constraint (6), this defines that the decision variable wd 

j is a binary variable. Lastly, 
constraint (6) specifies that the deviation metric, θ , can only take on a numerical 
value within the closed interval 0 to 1.
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3 Results and Discussion 

Consider a hypothetical scenario of post-departure aircraft rerouting problem as 
follows. Suppose there are 30 flights en-route to two particular destination points 
(i.e., 15 flights scheduled for each destination). Suppose further that an air traffic 
congestion is noted during the en-route phase which calls for the implementation of 
a rerouting procedure. For both destination points, there are three alternate routes 
with various characteristics in cost, length, and capacity (see Table 1). Assuming that 
the ground resources such as slots and gate assignments will be made available once 
the rerouted flights reach their respective destination points, the airline industry and 
air traffic management then have to confer and decide on an alternate route that will 
satisfy both interests. Note that the airline industry has set a performance target of 
$200 as budget allocation while the air traffic management has set a performance 
target of 25 min in terms of total delay incurred due to the rerouting procedure. The 
proposed model with the parameters set is run in a Demo Lingo/Win64 software with 
results shown in Table 2. 

Implementing the proposed model provides a choice of an alternate route for each 
destination point that is agreeable between the two stakeholders involved. Recall 
that the airline industry and air traffic management apparently have a conflicting 
interest as, for instance, with respect to cost implications, the airline industry would 
typically select the least expensive route (e.g., route A and route D for destination 1 
and destination 2, respectively). On the other hand, the air traffic management would

Table 1 Parameters of the proposed model 

Destination Alternate route Cost (in $) Length (in NM) Delays (in 
minutes) 

Capacity (in no. 
of aircraft) 

1 A 329 100 40 20 

B 500 90 30 18 

C 400 75 15 15 

2 D 100 75 25 15 

E 300 85 35 17 

F 500 75 25 15 

Table 2 Computational 
results 

Destination Alternate route Results Deviation metric 

1 A 1 0.645 

B 0 

C 0 

2 D 1 

E 0 

F 0 
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favor an alternate route that will result in the least delays in time units (e.g., route C 
and route D or F for destination 1 and destination 2, respectively). 

With the proposed MS-TORO model, a compromise solution can be obtained as 
in Table 2 showing that alternate route A and route D for destination 1 and desti-
nation 2, respectively, should be selected to satisfice both stakeholders’ interests. 
Such compromise can be made possible when the deviation metric is observed. That 
is, by selecting route A and route D, the stakeholders should be able to adjust its 
performance targets to 64.5% such that a solution that satisfices its own interest and 
another may be generated. The deviation metric further implies that (1) the airline 
industry should extend its performance targets (i.e., budget allocation) to as much as 
$329 and (2) the air traffic management should also adjust its delay allowance to as 
high as 41 min. This is so that for an agreeable solution to be obtained, corresponding 
adjustments to the performance targets should be on the part of both stakeholders 
involved. 

4 Concluding Remarks 

This paper presents a novel approach to simultaneously consider the conflicting 
interests of stakeholders. This approach is termed multiple stakeholder-based target-
oriented robust-optimization (MS-TORO). The proposed model aims to generate a 
solution that can satisfice the interests of stakeholders by introducing a deviation 
metric that signifies the extent to which adjustments on the performance targets 
should be made. A hypothetical case scenario in a post-departure aircraft rerouting 
problem is presented under two distinct destination points. The results primarily show 
that despite the initial conflict in the interests of stakeholders, the proposed model 
is able to develop compromise solutions that can simultaneously consider various 
interests. 

Such a contribution to the literature is deemed significant as real-world applica-
tions do involve the participation of decision-makers with various, often conflicting, 
interests. Therefore, a solution approach that can handle such a case need to be devel-
oped; one that is computationally tractable and does not require considerably long 
computational times. 
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Forecasting the Economic Number 
of Times Sheet Metal Subject 
to Corrosion Should Be Painted Before 
Replacement 

R. Assis and P. Carmona Marques 

Abstract The present paper describes a method for forecasting the economic 
number of times a sheet metal, integrated in a structure, and subjected to high corro-
sion, must be repainted before its thickness reaches a minimum limit, advising for its 
replacement. Within this approach, one is acknowledged of all the relevant costs orig-
inated, predictably, over the life cycle of the sheet metal, demonstrating the utility 
of combining descriptive functions (of the physical phenomena from the field of 
materials engineering) with financial analysis’ functions, thus completing what one 
can properly call—technical–economic analysis—whose opportunity is verified so 
many times in engineering economy and maintenance. 

Keywords Economic analysis · Optimization · Forecasting · Decision-making 

1 Introduction 

There are many cases of dimensioning in engineering in which the decision variable, 
safeguarding security, and environmental impact aspects, can assume different values 
(standardized by manufacturers and often described in technical tables). The selection 
of the most reliable value results, in the last analyses, of the ponderation of several 
costs, predicted along the structure element’s life cycle, considered relevant to the 
decision support process. This value of the decision variable makes the sum of all 
the costs minimum (investment, exploration, and deactivation). It is, therefore, the 
optimum value from the economic perspective, which should ideally be the elected
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from several alternatives. This is, with no doubt, a matter of great importance, when 
one takes conscience that engineers receive mostly a technological education, and 
of which, in matters of economic and financial analyses, they are practically out of 
bounds. Opportunities to introduce economic rationality into decisions, at the level of 
the project, or at the level of productivity improvements throughout the exploration 
phase of much equipment, are therefore lost. In fact, it is a widespread and incorrect 
practice to decide only based on the lowest acquisition price (cost of investment). 
Being resources always scarce, it is consensual to say that it is important to select 
the most economical alternative among all viable alternatives (according to other 
criteria). However, what is many sometimes forgotten (or unknown?) is that being 
more economical means presenting the smallest cost of the life cycle and not the 
smallest investment [1–4]. 

There are structures that work in immerse hostile environments (liquid or gaseous) 
that degrade with relative velocity. After some time of their service entrance, occurs 
the first stage of partial recovery of exposed materials, to which others will follow. 
This recovery is carried out applying surface protection materials (painting, metal-
lization, etc.). After some time, the physical characteristics of some parts of the struc-
ture will have degraded to minimum safety limits, making it inevitable to replace 
some of its components. Steel sheets forming part of the side and the deck of vessels, 
or of the side walls and tanks for chemical treatment by immersion, are some exam-
ples. This type of structure often has a life expectancy of some decades of years, 
which makes it economically feasible to partially substitute constituent materials for 
the structure rather than the radical decision for definitive slaughter [5–7]. 

In this type of situation, each stop for costs of materials, application costs, shipyard 
occupancy costs and opportunity. The latter are proportional to the immobilization 
time. On the other hand, degradation is contained for some time, stretching the life 
of the exposed materials. When the minimum limit of some measurable physical 
characteristic (thickness) is reached at some point in the structure, the degraded 
component (sheet metal, profile, etc.) must be replaced immediately. In practice, 
it will be replaced as soon as the last measurement is known, and further surface 
recovery is deemed unnecessary. At this time, costs will normally be much higher 
than a painting operation. 

2 Methods 

Supposing the case of a sheet metal in those conditions, in which the thickness 
constitutes the critical parameter. A problem of this nature can then be formulated as 
follows: once the initial thickness e0 and the minimum thickness limit em are known, 
what should be, in terms of economic perspective, the ideal number of painting 
times n of the sheet metal before its thickness reaches values very close to the 
minimum thickness limit em? or in another way, what should be the fraction Δe of 
the permissible degraded tolerance range of the thickness (e0 − em) that minimizes 
the sum of the cost of replacing the sheet metal (investment) and the cost of various
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painting operations (maintenance) over the lifetime, i.e., until the minimum limit 
thickness is reached? 

Assuming also known the values: (i) the cost of replacing the sheet metal with a 
new one Cs (material, disassembly and assembly, painting, shipyard, and opportu-
nity), (ii) the cost of a painting operation Cp (painting, shipyard, and opportunity), 
(iii) the minimum rate of return i% that the company has established as policy for 
this type of investments, (iv) and the time of a painting operation T (periods) before 
the degradation restarts. 

The next step consists in knowing the expected evolution of the thickness of the 
sheet metal in function of time (degraded function). This evolution is, normally, of 
the following type [8]. 

e = e0 − α × tβ (1) 

where: e = thickness of the sheet metal over t periods (weeks, months, years, etc.), 
e0 = initial thickness of the sheet metal, α = initial velocity of degradation, t = time 
(months, years, etc., or generally, periods), and β = acceleration of degradation. 

The graphical representation of the past function can be observed in Fig. 1. 
However, whenever the plate reaches the thicknesses (e0 − Δe), (e0 − 2 × Δe), 

(e0 − 3 × Δe), …, (e0 − n × Δe), to values very close to em, the sheet metal will be 
repainted. Therefore, its degradation will be interrupted n times during n.T units of 
time. Thus, if the restart of the degradation occurs at each point on the curve where it 
was previously interrupted, that function ceases to be continuous and starts to present 
levels which at instants 0, t1, t2, t3, …, tn, each with the duration of T periods, as in 
Fig. 2. 

Fig. 1 Time evolution of the 
thickness of the sheet metal 
without painting time 
intervals 

Fig. 2 Time evolution of the 
thickness of the sheet metal 
with painting time intervals
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This approach consists in calculating, for each decrement of thickness (Δe) and 
adopting the constant price method, the total cost equals the sum of the investment 
cost (i.e., the cost of replacing the degraded sheet with a new one) and the maintenance 
cost (i.e., the cost of painting which will be followed to extend its life). Once the 
total cost of each alternative is known, the optimum value can be selected, which 
obviously corresponds to the lowest value of that. As the life span of the sheet metal 
for each alternative is different, as it varies proportionally with the frequency of the 
paintings, and assuming the continuity of the life of the equipment of which the 
sheet metal is an integral part, the appropriate method for comparing costs of each 
alternative should be that of uniform cost equivalent (or income) [10]. The costs to 
take into consideration are then [8]: 

1. The sum of the costs of painting operations that will take place at times t1, t2, 
t3, …, tn, standardized for the time interval between now and the time ts (instant 
in which the sheet will be replaced again), equivalent to the sum of N times the 
cost Cp of a painting operation and updated at the periodic rate ip%. 

Ap =
(
A/P; i p; ts

)
. 

N∑

1 

Cp.
(
P/F; i p; tn

)
(2) 

2. The cost of replacing the standard Cs sheet at the periodic rate ip% for the time 
interval between now and the time ts, 

As = Cs .
(
A/P;ip;ts

)
(3) 

The cash-flow diagram representing these costs can be seen in Fig. 3. In this,  it  
was assumed that the instant of analysis (today or instant 0) coincides with one of 
the instants in that the plate has just been replaced and will go into service. 

Fig. 3 Cash flow showing the moments of the foreseen painting operations and the sheet metal 
replacement
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Adding up the two costs As and Ap for each considered alternative of thickness 
decrease Δe, the optimum value Δe, the one that corresponds to the lowest total 
uniform cost, is found. The solution may be obtained by a numerical calculation 
method. 

3 Case Study and Results 

Let us assume the case of sheet metals on the deck of a vessel. Surface degradation 
occurs in a very heterogeneous manner, with areas of higher incidence occurring. In 
the new state, the sheet has a thickness of 10 mm, and it is specified that no point on 
its surface should ever have a thickness of less than 6 mm. The registration of this 
type of vessel and the anticipated conditions of use (or resulting from laboratory), 
one can estimate the values of the expression parameters of the temporal degradation 
(in months) of the thickness: α = 0.2 and β = 2.0. The average time during which the 
paint sufficiently protects the plate, i.e., without any signs of superficial corrosion, 
is 6 months in accordance with vessel’s company. Each painting operation shall 
be carried out during the operating time of the vessel (at sea or on a shipyard). 
The estimated costs of each painting and the general replacement of the sheet are, 
respectively, 10 Ke and 15 Ke. The minimum real annual interest rate set by the 
company for investments in the field of maintenance is 24%. Let us first represent 
the cash flow diagram if the instant of analysis coincides with the instant when the 
vessel leaves the yard—in the new state or after a replacement of the sheets—and 
(re)starts its activity (Fig. 4). 

The analysis of this problem does not allow the representation of the result by a 
continuous function. The result must be found by attempts testing several possible 
values of the thickness decrease Δe. Let us assume discrete variations of the decre-
ment multiples of 0.5 mm. The thickness of the sheet metal starts at 10 mm and 
can be reduced up to 6 mm. Assuming the magnitude of the decrement Δe to be 
0.5 mm, one gets 4/0.5 = 8 alternatives. Suppose, too, that the degradation function 
is resumed at the point where it was suspended each time the sheet metal is cleaned 
and repainted. The costs are then:

Instant t1 is given by: t1 = T + t01. 
And the thickness e1 is given by: e1 = e0 − Δe. 
Given that: e1 = e0 − α × t01 β 

It comes that: t01 = [(e0 − e1) ÷ α]1/β 

Therefore: e1 = 10 − 0.5 = 9.5 mm.

Fig. 4 Planned cash flow 
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Table 1 Sheet metal 
thickness reduction with time 

Thickness (mm) Month 

10 0 

9.5 7.58 

9 14.24 

8.5 20.74 

8 27.16 

7.5 33.54 

7 39.87 

6.5 46.18 

6 52.47 

So, t01 = [(10 − 9.5) ÷ 0.2]1/2 = 1.58 months, and t1 = 6 + 1.58 = 7.58 months.
Proceeding one gets: e2 = e0 − 2 × Δe, and e2 = 10 − 2 × 0.5 = 9 mm. 
So, t12 = [(10 − 9.0) ÷ 0.2]1/2 = 2.24 months, and t2 = 2 × 6 + 2.24 = 
14.24 months. 
And: e3 = e0 − 3 × Δe, and e3 = 10 − 3 × 0.5 = 8.5 mm. 
So, t23 = [(10 − 8.5) ÷ 0.2]1/2 = 2.74 months, and t3 = 3 × 6 + 2.74 = 
20.74 months. 

Or, in next Table 1: 
Thus, obtaining the instants, or the months from the state of the new sheet metal, 

in which, foreseeably, the paintings must take place (second column of the previous 
table). The replacement of the sheet metal should take place at time ts = 52.47 months. 
Let us now calculate the pertinent costs. However, before proceeding, an effective 
monthly interest rate given that the annual interest rate ip is known must be found. 
The monthly interest rate ip is equal to [8]: 

i p = (1 + i)1/ f −1 = (1 + 0.24)1/12−1 = 1.81% month 
where: i = annual interest rate, and f = frequency of capitalization in a year (12 

times in the present case). 
So, looking at the uniform costs of painting and replacing the sheet metal, e.g., 

the uniform cost of a substitution that will take place within 52.47 months will be: 

As = 15,000 × (A/P; 1.81; 52.47) ∼= 445 e/month 

And the uniform cost of painting Ap until then: 

AP = 10, 000 × [(P/F; 1.81; 7.58) + (P/F; 1.81; 14.24) 
+ (P/F; 1.81; 20.74) + . . .  + (P/F; 1.81; 46.18)] 
× ( A/P; 1.81; 52.47) ∼= 1313 e/month 

So, the total uniform cost AT will be:
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Fig. 5 Monthly cost variation with the magnitude of Δe 

AT = As + Ap = 445 + 1313 = 1758 e/month 

The total costs of other alternatives of Δe must be calculated. One starts with 
Δe = 0.5 mm, which is the smallest value that can be measured, continuing with 
increments of 0.1 mm, if at least one painting operation will be carried out. After 
computing the rationale in an EXCEL® spread sheet, the result is depicted in a graph 
(Fig. 5). 

As the graph shows, the minimum monthly cost is achieved for Δe = 2 mm. In 
Fig. 5, the graph of the total uniform cost of the twenty alternatives of Δe show 
a few points of sudden inflection (peaks). These points exist since the number of 
painting operations per unit of time does not vary continuously over the life span of 
the sheet metal, as the last painting operation is carried out always when it is noticed 
that the thickness of the sheet metal at that instant is less than (em + Δe). In fact, 
searching, for instance, the interval encompassing points Δe = 1.9, 2, and 2.1 mm, 
the following reasons are found: 

• When Δe = 2.1 mm, the first and only painting operation would take place 
at 9.24 months (when the sheet metal had reached the thickness of 10 − 2.1 
= 7.9 mm). The uniform cost of the single painting operation and the cost of 
replacing the plate at time 10.47 months (when it had reached the thickness of 
6 mm) would be, respectively, 1004 e/month and 1777 e/month. 

• When Δe = 2.0 mm, the first and only painting operation would take place at 
9.16 months (when the plate had reached the thickness of 10 − 2 = 8 mm). The 
uniform cost of the single painting operation and the cost of replacing the plate 
at the time 16.47 months (when it had reached the thickness of 6 mm) would be, 
respectively, 600 e/month and 1061 e/month, and 

• When Δe = 1.9 mm, the first painting operation would take place at 9.08 months 
(when the plate had reached the thickness of 10 − 1.9 = 8.1 mm) and the second 
operation at 16.36 months (when the plate had reached the thickness of 10 − 2 ×



470 R. Assis and P. Carmona Marques

1.9 = 6.2 mm). The uniform cost of these two painting operations and the cost of 
replacing the plate at the time 16.36 months (when it had reached the thickness 
of 6 mm) would be respectively 1136 e/month and 1067 e/month. 

That is, while the uniform cost of replacement of the sheet metal is progressively 
reduced by the lengthening of the useful life, the cost of the painting operations is 
influenced by the variation of the number of paintings per unit of time and therefore 
oscillates. It is interesting to note that, for the same reason, there are still two other 
singular points, which are: Δe = 0.8 and 1 mm. 

4 Discussion 

Although conceptually simple, since only mathematical concepts of the degrading 
function, financial conversion, interest rate and optimization were used, the calcu-
lations proved to be extensive and somewhat complex, advising the use of auto-
matic calculation, for example in a spreadsheet—today available to any technician 
or manager. It should be noted that one assumes that the degradation function would 
be resumed at the point where it had been suspended each time the sheet metal is 
cleaned and painted. However, this may not always be the real situation. It was not 
one’s intention to consider considerations of this nature, but only to demonstrate 
the usefulness of combining the descriptive functions of physical phenomena in the 
field of engineering, with functions of financial analysis, thus completing what one 
might dubbed, properly, of technical–economic analysis. The search for solutions 
and forecasting in this context constitutes, in the context of scarce resources, an 
obviously necessary practice. The case treated in this article allows to highlight how 
the tools of financial analysis can complete future decisions in engineering practices. 
Indeed, it does not seem evident that any empirical rule could replace the method 
one used in its resolution. With one advantage: the method allows generalization and 
thus the moment of analysis may be any of convenience. That is, with the aid of a 
short computer program, at any time a measurement of the sheet metal thickness is 
made, and its value is entered in a specifically developed software, the forecast of 
how much time is remaining before the next painting operation must take place is 
obtained. 
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Task Allocation Problem Between 
Human–robot Collaboration Team 

Ahmed Abide Tadesse, Kung Jeng Wang, and Chiuhsiang Joe Lin 

Abstract The advent of industry 4.0 facilitates the use of collaborative robots near 
humans. But this proximity brings about some critical challenges. The task allocation 
problem is one of the top challenges that deserve the serious attention of researchers 
to attain a successful human–robot collaboration. The main aim of this study is to 
summarize the existing literature on the topic of the task allocation problem in the 
human–robot collaboration context. In this paper, we reviewed the task allocation 
problem from the perspectives of definitions and terminologies, different types of 
allocation methods, evaluation criteria, implementation procedures, and application 
phases. 

Keywords Industry 4.0 · Human robot collaboration · Task allocation problem 

1 Introduction 

Researchers and practitioners in developed countries are moving forward in adopting 
the new paradigm shift named industry 4.0. It is a swift change from the traditional 
automation of mass production systems to the new era of customized production 
with the help of autonomous machines and whole inclusive automation. It can be 
achieved through the Internet of Everything (IoE) as in the ideal cyber-physical 
production systems [1]. Even though the core idea of industry 4.0 is trying to liberate 
machines from the intervention of a human, still in some areas specially in assembly 
operations the role of the human is almost impossible to replace [2]. On the other 
hand, the current market behavior is trending into mass customization. Which means 
automation of every production process is out of the window.
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Fig. 1 Human robot collaboration in assembly operation setting 

As a result, the immediate solution for such problems would be using manual oper-
ation. However, many developed countries are facing an acute shortage of trained 
assembly workers [3, 4]. Thus, instead of fully-relying on manual assembly or 
automation, a hybrid production system (see Fig. 1) comprises of robots and humans 
as a team is the best solution to the challenges faced by modern manufacturers [3, 
4]. 

Collaborative robots have a wide range of applications in wide area of sectors 
such as: industrial assembly operations, medicine, teaching and learning, elderly 
and aged care, emotion feedback systems, entertainment, space exploration, and 
military. Assembly operations are welcoming the idea of using collaborative robots 
in their production process. 

A successful human robot collaboration can be achieved by considering the critical 
requirements of an HRC team. Safety, communication, task allocation, establishing 
shared goal, learning and trust are among the crucial factors of a successful human 
robot collaboration team. 

The practical implementation of the HRC team in an industrial environment is full 
of difficulties, especially in assembly operations. Task allocation is among the top six 
serious challenges identified by researchers and practitioners [5]. Thus, researchers 
and practitioners in the field of HRC system design and integration should give 
due consideration to the task allocation problem (TAP) while designing [6]. Task 
allocation is the assignment of responsibilities for each member of the collaboration
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team. A common approach to the problem is decomposition of tasks into a sequence 
of atomic actions and assign the sub task to the most suitable agent after evaluating 
with some criteria [7]. 

In this paper, the investigators discussed task allocation problem from the 
problem definition, the different types of allocation methods, evaluation criteria, 
implementation procedures and application phase perspectives in the contemporary 
literature. 

2 A Task Allocation Problem 

Task allocation problem is the extension of the traditional task assignment problem in 
the field of combinatorial optimization. In task assignment the objective is assigning 
two or more tasks to two or more agents available for assignment having in mind 
achieving total assignment cost as minimum as possible. Task assignment problem 
would start first from a given job by analyzing tasks that can be assigned to operator, 
robot or both. While assigning a multitude of criteria would be considered (see Fig. 2). 

2.1 Task Allocation Concept and Terminologies 

In the literature, different researchers used twelve terminologies while addressing 
the task allocation problem (Refer Fig. 3). This paper suggested six categories and 
contexts that make the terms in different research outputs contextualized. First, 
researchers used; task allocation, task assignment, activity allocation, work allo-
cation, and task distribution to refer the general concept of TAP. The term applied in

Fig. 2 A generic task assignment procedure 
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the second category is “mission assignment”; which represents the assignment of a 
specific goal for an agent. While in the third category, “role assignment” is referring 
to the authority of an agent over the other team member. Whereas; in the fourth 
category, “task allocation (fixed)” and “dynamic task allocation” signifies the task 
allocation period and updating conditions. Fifth, “task-allocation”, “subtask alloca-
tion”, and “ Task decomposition “ are terms used to indicate the hierarchy of a task. 
Lastly, the phrases “task scheduling” and “online task rescheduling” represents the 
task sequence and timing considerations. 

Fig. 3 Classification of human robot task allocation problem terminologies
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Table 1 Task allocation methods 

No Methods Authors 

1 Optimization techniques 
Multi objective 
Stochastic integer programming 

[2–29] 

2 Heuristics 
Genetic algorithm 

[7, 22, 28] 

3 Decision making approach 
Multi criteria decision making 
Markov decision process 

[2, 3, 6, 9, 11, 13, 14, 17, 21, 23, 25, 30, 31] 

4 Task analysis approach 
Task classification 

[3, 15, 21, 23, 27, 29] 

3 Application Phases and Task Allocation Methods 

3.1 Task Allocation Application Phases 

Task allocation problem could be studied at different stages of a business life cycle. 
Whenever an initial investment is considered, TAP can be studied while appraising 
technical, economic, and market feasibility. If the firm is in the design phase after 
having a confirmation from the feasibility stand point, then here again TAP should 
be addressed in relatively deeper sense (see Fig. 4). At this phase TAP should be 
considered while dealing with system design, layout design, and product design. 
On the other hand, an existing business may initiate a project to shift from manual 
operation to HRC. At this phase TAP should be tackled in greater depth with the 
consideration of the maximum possible factors (see Table 2).

3.2 Task Allocation Methods 

In the existing literature, optimization and decision-making approaches are most 
widely used methods of task allocation. While, other methods such as heuristics, 
task and system analysis approaches are less utilized (see Table 1). 

4 Evaluation Criteria of TAP and Verification Methods 

4.1 Evaluation Criteria 

In this section, we have presented the criteria used to evaluate and decide a task 
allocation between human and robot. After surveying the existing literature, we find
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Fig. 4 Task allocation in different phases of business cycle

out 28 criteria employed by researchers while addressing task allocation problem 
(see Table 2). We analyzed and formulated them in to eight major factors. Time 
factor, capability factor and ergonomic factor are the most popular and widely used 
factors among researchers. Safety, production system factor and cost has got moderate 
attention. Fewer researchers used work place and task factors as a criterion for their 
evaluation. 

4.2 Implementation and Verification Methods 

As shown below in Table 3; simulation, experiment, pilot study, case study, proof of 
concept, numerical example and industrial application are the verification methods 
widely presented in the literature. Simulation and experimental verification methods 
are the most widely used techniques for model validation.
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Table 2 Task allocation 
assessment criteria 

No Criteria Author 

1 Ergonomics Factor
-Agent effort
-Personalization
-Cognitive load
-Trust 

[2, 9, 10, 19, 29, 30] 

2 Safety Factor [2, 9, 10, 19, 29, 30] 

3 Agent Capability Factor
-Dexterity
-Skill
-Knowledge
-Competences
-Quality
-Contribution to goal
-Work load
-Experience
-Preference 

[2, 9, 10, 19, 29, 30] 

4 Task Factor
-Suitability
-Complexity 

[3, 15, 21, 27, 29] 

5 Time Factor
-Cycle time
-Deadline
-Lead time
-Completion time
-Production time 

[26] 

6 Cost Factor [2, 9, 10, 19, 29, 30] 

7 Work place Factor
-Adaptability
-Personalization 

[2, 9, 10, 19, 29, 30] 

8 Production system Factor
-Feasibility
-Production Rate
-Failure rate
-Performance 

[2, 9, 10, 19, 29, 30]

Table 3 Model verification methods 

No Methods Authors 

1 Simulation [5, 13, 14, 15, 17, 18, 29, 30] 

2 Experiment [2, 3, 8, 9, 11, 12, 16, 21, 22, 24] 

3 Case/Pilot study [1, 6, 10, 17, 19, 25] 

4 Theory/Proof of concept [4, 20, 26] 

5 Numerical example [27, 28, 31, 32] 

6 Industrial application [7, 12]
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5 Conclusions 

Human–robot collaboration is becoming a viable solution for assembly operations. 
In this paper, we have reviewed the task allocation problem in the human–robot 
collaboration system. The task allocation problem is about assigning the role and 
responsibility of an agent. In this paper, we have summarized 14 terminologies used 
in the literature into six major categories based on the concept, goal, authority, allo-
cation and updating period, task scheduling and sequencing, and task hierarchy. 
This survey identified the four stages of a business cycle: initial investment, design, 
system change, and improvement; TAP studied. Researchers used a variety of evalu-
ation criteria while assigning tasks between humans and robots. We have categorized 
into eight distinct groups. 

This study exhibited that simulation and experimental methods are the widely 
adopted method by researchers. Practical application of HRC in industrial scenario 
is scarce so future studies could use this opportunity to further investigate TAP. 
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An Exact Algorithm for the Monitoring 
Problem by Using Drones 

Gwang Kim, Jongmin Lee, and Ilkyeong Moon 

Abstract Drones are recently used for monitoring incidents in smart cities such as 
crime, transportation, disaster, etc. In this study, we present a monitoring problem 
by using drones. The monitoring problem is represented as a submodular maximiza-
tion problem with a partition matroid constraint. The problem is known as NP-hard 
in general. If incidents that come up in a city lead to severe consequences, more 
effective solutions to monitor the incidents are needed to prevent as much damage as 
possible from the incidents. We develop an exact algorithm to solve the monitoring 
problem. We present two types of valid inequalities that are used to construct the 
exact algorithm. We also prove that the two types of the valid inequalities are valid 
in the monitoring problem. By using (near)-optimal solutions of drone operations 
from the exact algorithm, we can minimize losses from the occurrences of incidents. 
Numerical tests are also presented to show the performance of the algorithm. 
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1 Introduction 

Drone, known as Unmanned Aerial Vehicle (UAV), is a type of aircraft that has no 
human pilot on board. Drones are used in diverse areas such as the military, agricul-
ture, and so on [1, 2]. In addition to the areas, city administrators have been consid-
ering drones for monitoring incidents that come up within the city such as pollution, 
transportation, and disaster [3, 4]. As the size of a city grows and the concept of a 
smart city appears, administrators have been starting to find the appropriate ways to 
monitor the city. Drones are becoming an implemental way for monitoring big cities. 
Operations by using drones would be efficient because drones have the property of 
moving around in the air contrary to stationary sensors [5]. It is possible to monitor 
the city with a relatively small number of drones. As the size of the city to monitor 
is bigger and the number of drones used increases, it becomes more challenging to 
properly operate drones to achieve effective monitoring. 

In this study, we present a monitoring problem by using drones. Given a two-
dimensional space, we consider a set of drones to monitor and a set of targets 
(locations) to be monitored. During a period, each drone moves to a point from 
the previous point. The distances between the two points are limited because the 
maximum distance for each drone in one period is set depending on drone specifi-
cation, weather, city environment, etc. After each drone moves, it monitors a subset 
of targets that are positioned within its own bounded monitoring radius from the 
drone. The problem in this study follows Elfes sensing model, which is one of the 
probabilistic sensing models, to represent utility obtained from monitoring [6]. Each 
target gets its own utility depending on the monitoring situation from the drones. 
As the distance between a drone and a target gets closer, the utility gets increased. 
The objective of the monitoring problem by using drones is to maximize the sum of 
utilities obtained from all targets in a period. Each drone has possible points in each 
period depending on the previous point of the drone. The solutions to the problem 
become a set of located points of all drones that are moved from the previous point. 

The objective function of the problem is nondecreasing and submodular. A 
submodular function has a property of the marginal gain diminishing, which can 
correspond to the discrete counterpart to concave functions [7]. There has been liter-
ature on the monitoring or sensing problems considering submodularity [8, 9]. The 
constraint of the problem is to choose each point of all drones from all possible 
points, which corresponds to a partition matroid. Therefore, the monitoring problem 
by using drones is represented as a submodular maximization problem with a partition 
matroid constraint. The problem is generally known as NP-hard [10]. 

There have been studies on monitoring problem that is related to a submodular 
maximization problem. Krause et al. [11] and Shamaiah et al. [12] proposed a sensor 
placement (selection) problem to monitor large networks. The objective functions 
of the research follow submodularity. In Rezazadeh and Kia [13], a problem of 
persistent monitoring for event detection is proposed and a sequential greedy algo-
rithm is presented to deal with the submodularity of the objective function. Most 
of the literature tends to present algorithms to deal with monitoring problems that
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consider submodularity. The authors obtained approximation solutions of greedy-
type algorithms and proved the performance guarantees by using the property of 
submodularity [14–16]. However, if incidents that come up in a city lead to severe 
consequences, more effective solutions to monitor the incidents are needed to prevent 
as much damage as possible from the incidents. In this study, an exact algorithm to 
obtain (near)-optimal solutions to the monitoring problem is presented. We design 
the algorithm by using two types of valid inequalities and show the performances of 
the algorithm through numerical experiments. 

This paper is organized as follows. Section 2 explains the problem statements 
and describes the monitoring problem by using drones mathematically. In Sect. 3, 
we present two types of valid inequalities and an exact algorithm by using the valid 
inequalities. Section 4 provides numerical experiments to validate the algorithm. We 
conclude the paper in Sect. 5. 

2 Problem Description 

In this section, we define a monitoring problem to maximize the sum of the utilities 
obtained from all targets in a period. We consider a set of drones D = {1, . . . ,  N } and 
a set of targets T = {1, . . . ,  M}. Each drone moves to a point in a given space and 
monitors a subset of targets that are positioned within its own bounded monitoring 
radius from the drone. It is assumed that all targets are stationary and target t is 
located at Oτ . . We decide the next points of drones based on the previous points 
of the drones. Let the (next) points that drones are located be L D = {l1, . . . ,  lN }. 
It is also assumed that each drone has its own maximum distance that a drone can 
move during a unit period and drone d has a monitoring range of rd . Based on the 
Elfes sensing model [6], the probability that drone d detects an incident at target t is 
defined as follows: 

p(ld , t) =
{
exp(−λd‖ld − Ot‖), if ‖ld − Ot‖ ≤ rd 
0, otherwise 

(1) 

where ld is the point of drone d and λd is a detection decay factor of drone d. There 
might be more than two drones that monitor the same target. This means that we 
calculate the joint utility of target t as follows: 

Ut (L D) = 1 −
∏
ld∈L D 

(1 − p(ld , t)) (2) 

where we assume that detection probabilities of drones are independent. The objec-
tive of the problem is to maximize the sum of utilities obtained from all targets in 
a period. Therefore, we design the objective function of the monitoring problem by 
using drones as follows:
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max 
L D 

U (L D) =
∑
t 

Ut (L D) (3) 

Each drone is allowed to move to only one point among the possible points, which 
can be a constraint of the problem. The constraint is represented as a condition for 
partition matroid [10]. 

The objective function of the problem is a non-decreasing and submodular set 
function. There is a set function f : 2X → R. . Given any two sets (A and B) such as 
A ⊂ B ⊆ X and an element w /∈ B, U (·) is submodular if f (B ∪ {w}) − f (B) ≤ 
f (A ∪ {w}) − f (A). . This paper follows a similar manner of proof procedure that 
objective function (3) is non-decreasing and submodular in Theorem 1 of Lee et al. 
[16]. 

3 Exact Algorithm 

As shown in Sect. 2, the monitoring problem by using drones corresponds to a 
submodular maximization problem with a partition matroid constraint. Because the 
problem is generally known as NP-hard, it might be difficult to obtain optimal solu-
tions within a reasonable time. This paper presents an exact algorithm to obtain 
optimal solutions to the problem. To solve the problem efficiently, we present two 
types of valid inequalities and use the inequalities to construct an exact algorithm. 
Before dealing with the inequalities, we focus on the partition matroid constraint 
of the problem. Instead of the set function, we represent the constraint as a form 
of integer programming to present the valid inequalities. We design the form to 
match the set function (L D) with an IP expression. If drone d is allowed to move 
to nd points from the previous point in a period, we can define nd decision vari-
ables (xd1, xd2, . . . ,  xdnd ). If the drone moves to kth point among nd points, we set 
xdk = 1; otherwise 0. Drone d has to satisfy

∑nd 
j=1 xd j  = 1 which is equal to a 

partition matroid constraint. We present a mathematical formulation (Formulation 
1) using

∑nd 
j=1 xd j  = 1 for all drones (d ∈ D). The formulation below will be used 

in the first iteration of the exact algorithm. 
[Formulation 1] 

max ub 

s.t. 
nd∑
j=1 

xd j  = 1, ∀d (4) 

xd j  ∈ {0, 1}, ∀d, j and ub ∈ R (5) 

where ub is the objective value of Formulation 1 and plays a role in an upper bound 
of the monitoring problem. In the first iteration of the exact algorithm, the value of
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ub becomes +∞. As valid inequalities related to ub are added as constraints, the 
upper bound gets decreased. 

Using the decision variables, we present two types of valid inequalities based on 
a feasible solution X that is an IP expression of set L D . X =

{
X1, X2, . . . ,  X N

}
and 

Ld corresponds to Xd for all drones (d ∈ D). Let Xd be a set of feasible solutions 
of drone d. We use  xdk such that xdk = 1 for a given X in the inequalities below. 

ub ≤ U (X) + 
N∑

d=1

[
U

(
X ∪ {wd}

) − U (X )
] ∗ (1 − xdk) (6) 

ub ≤ U (X ) + 
N∑

d=1

[
U ({vd}) −

{
U (X ) − U

(
X\Xd

)}] ∗ (1 − xdk) (7) 

where wd = argmaxwU (X ∪ {w}) − U (X ) and vd = argmaxvU ({v}) such that 
w, v ∈ Xd , ∀d ∈ D. We prove that the two types of valid inequalities are valid in 
the monitoring problem. 

3.1 Proofs of Valid Inequalities 

We prove that Inequality (6) by using a feasible solution X is valid in the monitoring 
problem. First of all, we know that U (·) is submodular. In Nemahuser et al. [10], 
if U (·) is submodular, then U (B) ≤ U (A) + ∑

w∈B\A[U (A ∪ {w}) − U (A)] is 
satisfied. In Formulation 1, there exists an arbitrary feasible solution (X, ub) such 
that ub ≤ U (X). 

ub ≤ U (X ) 

ub ≤ U (X ) +
∑

w∈X\X 
[U (X ∪ {w}) − U (X )] (8) 

ub = U (X ) + 
N∑

d=1

∑
w∈Xd\Xd 

[U (X ∪ {w}) − U (X )] 

ub = U (X ) + 
N∑

d=1

∑
w∈Xd\Xd 

[U (X ∪ {w}) − U (X )] ∗  (1 − xdk) (9) 

Inequality (8) is from U (B) ≤ U (A) + ∑
w∈B\A[U (A ∪ {w}) − U (A)]. 

Inequality (9) follows from the definition of wd . It means that ub ≤ U (X ) +
N∑

d=1

[
U

(
X ∪ {wd}

) − U (X)
] ∗ (1 − xdk)) is valid in the monitoring problem.



488 G. Kim et al.

We also prove that Inequality (4) by using a feasible solution X is valid in the 
monitoring problem. In Nemahuser et al. [10], if U (·) is submodular, then U (B) ≤ 
U (A) + ∑

w∈B\A[U ((A ∩ B) ∪ {v}) − U (A ∩ B)] − ∑
w∈A\B[U (A) − U (A\{v})] 

is satisfied. As with the proof of Inequality (7), there exists an arbitrary feasible 
solution (X, ub) such that ub ≤ U (X ). 

ub ≤ U (X ) 

ub ≤ U (X) +
∑

v∈X\X 
[U ((X ∩ X ) ∪ {v}) 

− U ((X ∩ X ))] −
∑

v∈X\X 
[U (X) − U (X\{v})] (10) 

ub ≤ U (X) +
∑

v∈X\X 
U ({v}) −

∑
v∈X\X 

[U (X) − U (X\{v})] (11) 

ub = U (X ) +
∑N 

d=1

∑
v∈X\Xd 

U ({v}) 

− 

⎡ 

⎣∑
v∈X 

[U (X ) − U ((X )\{v}))] −
∑

v∈X∩X 

[U (X ) − U (X\{v})] 
⎤ 

⎦ 

ub = U (X ) + 
N∑

d=1

∑
v∈Xd\Xd 

U ({v}) ∗ (1 − xdk) 

−
[∑N 

d=1

∑
v∈Xd 

[U (X) − U (X\{v})
]

−
∑N 

d=1

∑
v∈Xd∩Xd

[
U

(
X

)
U (X\{v})] ∗  (xdk)

]

ub ≤ U (X ) + 
N∑

d=1

∑
v∈Xd\Xd 

U ({v}) ∗ (1 − xdk) 

−
[∑N 

d=1

∑
v∈Xd 

[U (X) − U (X\{v})
]

−
∑N 

d=1

∑
v∈Xd

[
U

(
X

)
U (X\{v})] ∗  (xdk)

]
(12) 

ub ≤ U (X ) + 
N∑

d=1 

[U ({vd}) ∗ (1 − xdk) 

−
[∑N 

d=1

∑
v∈Xd 

[U (X ) − U (X\{v})
]

−
∑N 

d=1

∑
v∈Xd

[
U

(
X

)
U (X\{v})] ∗  (xdk)

]



An Exact Algorithm for the Monitoring Problem by Using Drones 489

ub = U (X ) + 
N∑

d=1

[
U ({vd}) ∗ (1 − xdk) − 

N∑
d=1

[
U (X ) − U

(
X\Xd

)] ∗ (1 − xdk) 

ub = U (X ) + 
N∑

d=1

[
U ({vd}) −

{
U (X) − U

(
X\Xd

)}] ∗ (1 − xdk) (13) 

Inequality (10) is from U (B) ≤ U (A) + ∑
v∈B\A[U (( A ∩ B) ∪ {v}) − U (A ∩ 

B)] − ∑
v∈A\B[U (A) − U (A\{v})]. Inequality (11) follows from the submodularity 

of U(.). Because we know
(
Xd ∩ Xd

) ⊆ Xd and U (·) is submodular Inequalities 
(12) is satisfied. Inequality (13) follows from the definition of vd . It means that ub ≤ 

U (X)+ 
N∑

d=1

[
U ({vd}) −

{
U (X ) − U

(
X\Xd

)}]∗ (1 − xdk) is valid in the monitoring 

problem. When the two inequalities are added in Formulation 1 as constraints, they 
play a role in decreasing the upper bound of the monitoring problem. In Sect. 3.2, 
an exact algorithm is presented by using Formulation 1 and the two types of valid 
inequalities. 

3.2 Exact Algorithm by Using Valid Ineqalities 

In this subsection, we develop an exact algorithm to solve the monitoring problem 
by using the two types of valid inequalities. Contrary to the greedy-type algorithms, 
the exact algorithm can obtain (near)-optimal solutions to the monitoring problem. 
It is more useful when incidents that come up in a city lead to severe consequences. 
The exact algorithm is described as follows. 

1. Initialize. Let  UB  ← +∞  and LB  ← −∞. 
2. Termination check. If(UB  − LB)/UB  ≤ ∈, then terminate the algorithm. 

Otherwise, go to Step [3]. 
3. Solve Formulation 1. Let  (X , ub) be the optimal solution of Formulation 1. Then, 

UB  ← ub. 
4. If LB  ≤ U (X), then LB  ← U (X ). 
5. Using X„ add Inequalities (3) and (4) to Formulation 1 as constraints. Return to 

Step [2]. 

Let ∈ be the gap between the upper bound (UB) and lower bound (LB) of the  
monitoring problem. In the first iteration of Step [3], when Formulation 1 is solved, we 
can get an arbitrary solution that is satisfied with feasibility. As the valid inequalities 
related to ub and X are added as constraints, the upper bound gets decreased. If the 
condition of Step [2] is satisfied, X , which is the current solution of the monitoring 
problem, becomes the (near)-optimal solution.
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4 Numerical Experiments 

In this section, numerical tests were conducted on the monitoring problem by using 
drones. All experiments were performed on a CPLEX version. 20.1. We selected 
the appropriate number of drones and the number of targets in consideration of the 
realistic situation. The drones and the targets were randomly generated from points 
in a two-dimensional space. 

First of all, we conducted numerical tests to analyze the process to obtain the 
optimal solution. When executing the exact algorithm, it reduces the optimality 
gap between the lower bound and the upper bound by adding two types of valid 
inequalities for each iteration. To validate this process, we compared the computation 
times and the number of constraints added where ‘1- optimality gap (%)’ is 60%, 
75%, 90%, and 99%, respectively. For the data set, we set |D| =  10, |T | =  20 
and |D| =  20, |T | =  40 to reflect the real situation in this experiment. We 
executed 50 runs for each data set and averaged the results. The time limit was set 
to 3600 s. Figure 1 represents two plots for comparing the number of constraints 
added when ‘1-optimality gap (%)’ is 60%, 75%, 90%, and 99%, respectively. 
As a result of the experiment, the solution improved smoothly as the constraints 
were added until ‘1-optimality gap (%)’ reached 90%. However, we confirmed 
that considerable computation time and the number of constraints added were 
required to improve ‘1-optimality gap (%)’ from 90 to 99%, especially in the case of 
|D| =  20, |T | =  40. Figure 2 represents two plots for comparing the computation 
times when ‘1-optimality gap (%)’ is 60%, 75%, 90%, and 99%, respectively. We 
confirmed a similar tendency as in Fig. 1. When ‘1-optimality gap (%)’ is 99%, it 
can be seen that the difference in computation time is much larger. In addition, in the 
all cases of |D| =  10, |T | =  20, we obtained the optimal solutions less than 10 s. 

For the large data set, we set |D| =  30, |T | =  60 to assume a complex situation 
in this experiment. Also, to analyze the effect of the initial solution, we compared 
two methods (Random & Greedy). In Random, we start the exact algorithm by using 
an arbitrary solution that is satisfied with feasibility. In Greedy, we set an initial

Fig. 1 Comparison of the 
number of constraints added 
when ‘1-optimality gap (%)’ 
is 60%, 75%, 90%, and 99%, 
respectively
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Fig. 2 Comparison of the 
computation times when 
‘1-optimality gap (%)’ is 
60%, 75%, 90%, and 99%, 
respectively

Fig. 3 Comparison of the 
computation times when 
‘1-optimality gap (%)’ is 
60%, 75%, 90%, and 99%, 
respectively 

solution based on the greedy algorithm. We executed 10 runs for each method and 
averaged the results. The time limit was set to 3600 s. Figure 3 represents plots of the 
two methods for comparing the computation times when ‘1-optimality gap (%)’ is 
60%, 75%, 90%, and 99%, respectively. We observed that the computation times to 
improve the solution increase exponentially. In some cases, ‘1-optimality gap (%)’ 
did not reach 99% due to the time limit. Comparing the performances of the final 
solution, on average, was 91.90% in Random and 93.32% (Greedy). Depending on 
the way to set initial solutions, the performances of the exact algorithm would be 
different. 

5 Conclusions 

Drones can be an efficient way to monitor the city because they have the property of 
moving around in the air. In this study, we presented a monitoring problem by using 
drones. Because the size of the city is bigger and the consequences of the incidents that
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come up within the city are more unexpected, it is necessary to propose an effective 
operation of monitoring by using drones to prevent as much damage as possible. We 
designed an exact algorithm to solve the monitoring problem. The exact algorithm 
can obtain (near)-optimal solutions by using two types of valid inequalities. We also 
proved the validity of the inequalities as constraints. We showed that the performances 
of the exact algorithm (the computation times and the number of constraints added) 
through numerical experiments. 

For future research, other algorithms to cover the monitoring problem should be 
developed in terms of effective and efficient performances. Also, there might be 
uncertain situations such as failure in monitoring targets in the problem. In this case, 
we can consider the monitoring problem as an application of stochastic programming. 
The solutions from stochastic programming will become more risk-averse strategies 
of drone movements. 

Acknowledgements This work was supported by the National Research Foundation of 
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A Two-Level Induced OWA Procedure 
for Ranking DMUs Under a DEA 
Cross-Efficiency Framework 

Amar Oukil 

Abstract Cross-efficiency (CE) evaluation is an extension of data envelopment anal-
ysis (DEA) used to fully rank decision-making units (DMUs). The ranking process 
is carried out on the matrix of CE scores, where an ultimate efficiency score is 
computed for each DMU through an adequate amalgamation process. In this paper, 
we propose a ranking procedure that computes the ultimate scores over two aggrega-
tion levels, which involve ordered weighted averaging (OWA) induced by different 
preference settings. First, the preference voting system embedded under the CE 
matrix is employed to derive aggregate votes as inner quantifiers of the consensual 
importance of the DMUs. Next, the preference order induced from the aggregate 
votes is adopted as a ground for rearranging the rows of the original CE matrix prior 
to the ultimate calculation of the efficiency scores. To substantiate the impact of 
subjectivity on the structure of the ranking patterns and, hence, assess the robust-
ness of the proposed procedure, the induced OWA is implemented with different 
optimism level values. The proposed methodology is applied for selecting the best 
material handling equipments (MHE) within a sample of 25 real-life MHEs, collected 
from catalogues of MHE manufacturers and vendors. 

Keywords Induced ordered weighted averaging · Data envelopment analysis ·
Preference voting · Aggregation 

1 Introduction 

The cross-efficiency (CE) [1] data envelopment analysis (DEA) continuous its 
upsurge as one of the most potent tools for ranking homogeneous decision making 
units (DMUs) that utilize multiple inputs (resources) to create multiple outputs (prod-
ucts/ services) [2–5]. The application spectrum of CE is broad and includes premium
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allocation [6], supply chain management [7], ranking players [8, 9], portfolio selec-
tion [10], supplier selection [11], stock selection [12], ranking dispatching rules [13], 
and selection of material handling equipment [14], to mention only a few recent areas. 

Under a CE setting, each DMU uses its weight profile to evaluate its peers and the 
outcome is typically a vector of peer and self-efficiency scores. The amalgamation 
of the latter scores produces the ultimate scores needed to rank the DMUs. Exam-
ples of amalgamation mechanisms involve nucleolus solutions [15], Shapley values 
[16], Shannon entropy [17], evidential reasoning [18], Ordered Weighted Averaging 
(OWA) operators [19], and induced OWA (IOWA) operator [20]. Contrary to OWA, 
the IOWA enables the scores to be ordered with criteria suitably defined by an order-
inducing variable rather than magnitudes. As a result, the ranking patterns that are 
produced are more consistent and widely accepted. 

In our paper, we develop an aggregation procedure that extracts the order-inducing 
variables from the preference voting system embedded under the CE matrix [21] 
over two levels. First, aggregate votes are duly derived as inner quantifiers of the 
DMUs’ consensual importance perceived from a preset optimism perspective. The 
aggregate votes are adopted, in the next level, as the order-inducing variable for 
calculating the ultimate efficiency scores. To substantiate the impact of subjectivity on 
the structure of the ranking patterns and, hence, assess the robustness of the proposed 
procedure, the IOWA operator is implemented with different optimism level values. 
The proposed methodology is applied for ranking a set of 25 material handling 
equipments (MHE) models collected from catalogues of MHE manufacturers and 
vendors. 

2 Methodological Background 

DEA is a non-parametric approach for evaluating DMUs’ performance relative to 
an efficiency frontier. Conventional DEA models include CCR [22], and BCC [23]. 
For more on these models’ development, see, e.g., [24] and [25]. A recent review on 
DEA can be found in [26]. 

2.1 Self- And Cross-Efficiency Models 

Assume a set of K DMUs, each using M inputs w to yield N outputs z. The perfor-
mance of each DMU d, identified with the values of its inputs wid  (i = 1, . . . ,  M) 
and outputs z jd  ( j = 1, . . . ,  N ), can be evaluated through its self-efficiency 
score e∗ 

dd or the cross-efficiency (CE) scores e
∗ 
pd allocated by its peers p, for 

p = 1, . . . ,  K , p /= d. 
The earliest DEA self-evaluation model is CCR, whose input oriented multiplier 

formulation is:
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(CCR) 

e∗ 
dd = max 

NΣ

j=1 
z jd  μ jd  

Subject to: 
MΣ

i=1 
wid  νid  = 1 

NΣ

j=1 
z jkμ jd  − 

MΣ

i=1 
wikνid  ≤ 0 k = 1, . . . ,  K 

μ jd  ≥ 0 j = 1, . . . ,  N 
νid  ≥ 0 i = 1, . . . ,  M 

where e∗ 
dd , the self-efficiency score of DMU d, can be perceived as the optimal 

appreciation of d to itself [27]. Meanwhile, the associated multipliers μ∗ 
jd  and ν

∗ 
id  , 

represent the weights selected by DMU d to quantity the influence of output z jd  and 
input wid  , respectively, on achieving its most advantageous self-evaluation [28]. 

Although model (CCR) can categorize DMU d as efficient (e∗ 
dd = 1) and ineffi-

cient (e∗ 
dd < 1), it may fail to achieve full ranking if several efficient DMUs occur 

[29]. We resort to the theory of DEA cross-efficiency (CE) [1] to cope with this 
situation. 

Under a CE paradigm, each DMU d is permitted to evaluate its peers with its best 
own weight profile (μ∗ 

dν
∗ 
d ). Yet, one may find different optimal solutions (μ∗ 

dν
∗ 
d ) 

for the same objective e∗ 
dd , resulting in more than one CE score for the same CE 

evaluation and, hence, multiple ranking patterns. To palliate such a dearth, a number 
of alternative secondary goal models have been developed in the DEA literature (see, 
e.g., [30]), including the MRA model [31]. The prominence of the MRA model stems 
from its flexibility in allowing a specific DMU d to evaluate its peers with customized 
weight profiles, instead of the sole and unique set (μ∗ 

dν
∗ 
d ) Consequently, discrimina-

tion is amplified early over the ranking process. The MRA model is formulated as 
follows. 

(MRA) 

e∗ 
pd = max 

NΣ

j=1 
z j pμ j p  

Subject to : 
MΣ

i=1 
wi pνi p  = 1 

NΣ

j=1 
z jkμ j p  − 

MΣ

i=1 
wikνi p  ≤ 0 k = 1, . . . ,  K , k /= p 

NΣ

j=1 
z j pμ j p  − e∗ 

dd 

MΣ

i=1 
wi pνi p  = 0 

μ j p  ≥ 0 j = 1, . . . ,  N 
νi p  ≥ 0 i = 1, . . . ,  M 

(1) 

e∗ 
pd is the CE score of DMU p, as assigned by the assessing DMU d, using the weight 

profile (μ∗
pν

∗
p) that maintains d’s self-efficiency at its former level e∗ 

dd . Such a state 
is reinforced via constraint (1), which, simultaneously, reduces the feasibility space
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of CCR model and implies, with the maximization objective, that e∗ 
pd ≤ e∗ 

dd for all 
p = 1, . . . ,  K , p /= d. 

In judgmental words, e∗ 
pd represents also the level of appreciation of d toward 

its peer p. Thus, it appears that, no matter the objectivity of the underlying DEA 
evaluation framework, each DMU’s intrinsic value is only a reflection of an inner 
subjectivity. Subsequently, the efficiency scores e∗ 

pd and e
∗ 
dd , p = 1, . . . ,  K and d = 

1, ..., K , are merely preferences under the most objective setting; DEA mathematical 
models. 

Once the peer-evaluation of a DMU p is completed, it is presented with a set 
of CE scores e∗ 

pd The next step consists in using some aggregation procedure to 
amalgamate these scores, along e∗ 

dd , and produce p’s ultimate efficiency score. Most 
CE approaches employ the arithmetic average as a device but the latter may fail 
to reflect the true performance of a DMU. Indeed, assigning equal weights to all 
efficiency scores means ignoring the relative importance of each score. To allow a 
more reasonable pondering of the relative importance of self- and CE scores from the 
viewpoint of the decision maker (DM), we use OWA [32] weights for the aggregation. 

2.2 OWA Operator 

The OWA operator is a multiple criteria aggregation tool that enables a reason-
able incorporation of the DM’s attitude throughout the decision process [33]. It is 
broadly applied in several disciplines, such as defects prioritization [34], selection of 
dispatching rules [35], and CE aggregation [19, 36, 37], to mention just a few areas. 

An OWA operator with a weigh vector γ ∈ [0, 1]K [0, 1]K is a function 
g(ϑ p; γ ) = 

KΣ

l=1 
γlϑpl where ϑpl is the value of the lth factor of the argument 

ϑ p = (ϑp1ϑp2...ϑpK  ) and γl is the associated OWA weight, with 
KΣ

l=1 
γl = 1. 

The OWA weight vector γ can be generated in a way that echoes the subjec-
tivity level of the DM. Although there are several approaches for generating these 
weights (see, e.g., [38]), the minimax disparity models are the most frequently used 
approaches. In our study, the following model, due to Wang and Parkan [39], is used. 

(WP) 

min δ 
s.t. 
K −1Σ

l=1

(
K −l
K−1

)
γl = α α  ∈ [0, 1] 

(2) 

KΣ

l=1 

γl = 1 (3)
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−δ ≤ γl − γl+1 ≤ δ l = 1, . . . ,  K − 1 
γl ≥ 0 l = 1, . . . ,  K 

(4) 

Model (WP) aims at minimizing the deviation δ between successive aggregation 
weights γl and γl+1, l = 1, ..., K , as formulated by the set of constraints (4). The 
parameter α on the right hand side of constraint (2), represents the level of optimism 
of the DM, also known as orness value [33]. The extreme values of α are α = 0 
and α = 1, which correspond to purely pessimistic and purely optimistic DMs, 
respectively. A neutral attitude is quantified with α = 0.5. Thus, orness values 
0.5 < α  <  1 reflect DMs that are just optimistic. Optimism being a subjective 
stance, the variability of α offers an opportunity to incorporate a broader range of 
DM’s subjectivity levels over the ranking process in a regulated manner. 

3 A Two-Level Induced OWA Procedure for Ranking 

The DEA-based methodology that we propose deploys as illustrated in Fig. 1.
As explained in the methodological background, self and cross-evaluation systems 

may involve CCR and MRA models to produce the CE matrix, whereas subjectivity 
regulation refers to the choice of an appropriate OWA model to generate the aggre-
gation weights under a specified optimism level α. The preference-voting system as 
well as the two IOWA levels will be detailed in the next sections. 

3.1 Preference Voting 

Once the cross evaluation is completed, the resulting CE matrix E for d = 1, ..., K , 
is as follows 

E = 

⎡ 

⎢ 
⎢ 
⎣ 

e∗
11 e

∗
12 . . .  e∗ 

1K 

e∗
21 e

∗
22 . . .  e∗ 

2K 

. . .  . . .  . . .  . . .  
e∗ 
K 1 e

∗ 
K 2 . . .  e∗ 

KK  

⎤ 

⎥ 
⎥ 
⎦ 

Column e∗
p in matrix E holds the CE scores of DMU p as assigned by all assessing 

DMUs d ( d = 1, . . . ,  K ). Thus, e∗
p symbolizes the collective evaluation of DMU p 

for p = 1, . . . ,  K . Thus, the CE matrix E can be implicitly viewed as a voting 
framework where each DMU holds a dual status of candidate and constituent, and 
deemed free to vote without outer influence [39]. The strength of such an approach 
resides in the collective consensus among DMUs [36] that the associated preference-
voting system aptly reflects. 

Cross ranking entails associating to the CE matrix E a preference voting matrix
⊝ through the following steps:
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Fig. 1 A two-level induced OWA ranking procedure

Step 1: Sort separately each row-vector of CE scores e∗ 
d = (e∗ 

d1e
∗ 
d2...e

∗ 
dK  ) in 

descending order to determine the preference of the assessing DMU d towards each 
peer p. The higher the value of e∗ 

dp  the more important is p from d’s perspective. 

Step 2: Assign to each score e∗ 
dp, p = 1, ..., K , the corresponding rank position ρdp. 

This leads to the cross-ranking matrix R where
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R = 

⎡ 

⎢ 
⎢ 
⎣ 

ρ11 ρ12 . . .  ρ1K 

ρ21 ρ22 . . .  ρ2k 

. . .  . . .  . . .  .  . .  
ρK 1 ρK 2 . . .  ρKk  

⎤ 

⎥ 
⎥ 
⎦ 

Each rank position ρdp. can take a value f , with 1 ≤ f ≤ K , and f can occur 
more than once in the same column p, indicating that DMU p has been ranked f th 
by more than one assessing DMU d. 

Step 3: Count ϑp f  the number of DMUs that ranked DMU p at the f th position and 
build the preference voting matrix ⊝, where

⊝ = 

⎡ 

⎢ 
⎢ 
⎢ 
⎣ 

ϑ11 ϑ12 ... ϑ1K 

ϑ21 ϑ22 ... ϑ2K 

... ... ... ... 
ϑK 1 ϑK 2 ... ϑKK  

⎤ 

⎥ 
⎥ 
⎥ 
⎦ 

Each DMU p is associated with a preference voting vector ϑ p = (ϑp1ϑp2...ϑpK  ), 
where ϑp f  is the number of votes in support of ranking DMU p at the f th position, 

with K = ΣK 
f =1 ϑp f  voters. Thus, matrix ⊝ encompasses the importance of each 

DR from a cooperative stance, entailing all DMUs. As such, the importance scale 
that ⊝ reflects is much more consensual. 

With the importance scale determined via ⊝, the ranking of the DMUs can still 
not be performed without a priori ranking scores. Intuitively, the average voting score 
would appear as a valid metric; an option that is inevitably discarded because the 
total number of votes in each row p is the same i.e., K = ΣK 

f =1 ϑp f  , leading to equal 
averages. However, knowing that the importance of the votes ϑp f  over each row p is 
already established through the rank orders, the Induced OWA operator [40] might 
be an appropriate ground for the aggregation process, as shown in the following 
section. 

3.2 Induced OWA Aggregation 

In OWA operator, the arguments are reordered based on their magnitudes, prior to the 
aggregation. The induced OWA operator (IOWA) [40] is an important extension of 
OWA operator where the arguments’ ordering is merely induced by order-inducing 
variables [41, 42]. The order-inducing variable can be defined depending on the 
type of information used for ordering, which may involve importance, consistency, 
preference, or any other type.
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Induced OWA level 1 

In regard to the CE framework, the preference voting system embedded under the CE 
matrix E reflects the inner importance of the DMUs, which remains consistent with 
the observed values of the inputs and outputs as well as the secondary goal DEA model 
adopted to compute E. As such, the preference-voting matrix ⊝ can be legitimately 
considered as an order-inducing variable for the first IOWA aggregation level (see 
Fig. 1). Meanwhile, the DM’s attitude towards the arguments of the aggregation 
process is measured via his/her optimism level, which expresses the outer preference. 
As opposed to the former preference, the latter can be regulated through diversifying 
the values of the optimism level α. For each specified α, model (WP) is solved 
to generate a vector γ = (γ1, ..., γK −1, γK ) of OWA weights. Given a vector of 
votes ϑ p = (ϑp1ϑp2...ϑpK  ) related to DMU p, using vector γ as an aggregation 
device enables the relative importance of the votes to be realistically weighted from 
a collective standpoint. Thus, the aggregate vote υp associated to DMU p can be 
calculated as: 

υp = 
KΣ

l=1 

γlϑpl. (5) 

High values of υp imply necessarily that a high number of DMUs voted for DMU p 
to be in leading rank positions regardless of the magnitude of the CE score that was 
attached to each vote. 

Sorting the elements of vector υ = (υ1, ..., υK ) from the highest to the lowest may 
yield a ranking pattern that is sufficiently robust, yet, ignoring the CE score context 
may affect the reliability of the results. Thus, we propose a second aggregation level 
that restores the CE scores as a basis for the ultimate ranking process. 

Induced OWA level 2 

The vector of aggregate votes υ = (υ1, ..., υK ) can be viewed as an order-inducing 
variable for the second IOWA aggregation level. At this level, given that each row of 
matrix E is associated with an aggregate vote υp, a sorted vector υ can be used as 
a device for reordering the rows of E from the best consensual perspective. Let EO 

denote the reordered CE matrix E 

E O = 

⎡ 

⎢ 
⎢ 
⎣ 

eo 11 e
o 
12 . . .  eo 1K 

eo 21 e
o 
22 . . .  eo 2K 

. . .  . . .  . . .  . . .  
eo K 1 e

o 
K 2 . . .  eo K K  

⎤ 

⎥ 
⎥ 
⎦ 

The ultimate efficiency score φp. can be calculated for each DMU p, p = 
1, . . . ,  K , by an OWA aggregation on the corresponding column eo p as:
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φp = 
KΣ

l=1 

γle
o 
pl. (6) 

φp. can be viewed as a fusion of the inner and outer preferences over the ranking 
process. 

4 Illustrative Examples 

To illustrate the proposed approach, we use the numerical example in [43], which 
consists of 12 manufacturing systems Sk, k = 1,…, 12, described with 2 inputs to 
produce 4 outputs. The data sample is provided in Table 14 in the Appendices. 

All computations relating to LP optimization were carried out using IBM-ILOG 
CPLEX version 12.6.4, which was embedded under the C++ code of the ranking 
algorithm. The optimal solutions of the CCR model are provided in Table 1. 

As bold highlighted in Table 1, 7 out of 12 systems are identified as efficient and, 
hence, self-efficiency fails to achieve full discrimination among the manufacturing 
systems. To achieve full ranking, we implement the proposed procedure, which starts 
by solving model (MRA) 11 times for each DMU p, p = 1, ..., 12. The corresponding 
CE matrix E is produced in Table 2. 

Table 1 Self-efficiency scores for 12 DMUs 

DMU S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

e∗
dd 1 1 0.982 1 1 1 1 0.961 1 0.954 0.983 0.801 

Table 2 Peer evaluation scores for 12 DMUs 

DMU S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

S1 1 1 0.982 1 1 0.977 1 0.961 0.797 0.857 0.983 0.801 

S2 1 1 0.890 1 1 0.851 0.882 0.911 0.644 0.736 0.923 0.780 

S3 1 0.959 0.982 0.927 1 0.932 1 0.927 0.422 0.760 0.977 0.801 

S4 1 1 0.953 1 1 1 1 0.961 0.996 0.915 0.953 0.801 

S5 1 1 0.982 1 1 0.995 1 0.961 0.885 0.954 0.977 0.801 

S6 0.915 0.920 0.904 1 0.988 1 1 0.919 1 0.862 0.865 0.758 

S7 1 0.990 0.982 1 1 1 1 0.961 1 0.954 0.983 0.801 

S8 1 0.977 0.949 1 1 0.962 1 0.961 0.753 0.833 0.951 0.794 

S9 0.831 0.815 0.839 0.995 0.916 1 1 0.850 1 0.919 0.818 0.701 

S10 0.764 0.704 0.904 0.956 1 0.951 1 0.860 0.849 0.954 0.714 0.720 

S11 1 0.966 0.924 0.896 0.927 0.954 1 0.945 0.672 0.783 0.983 0.759 

S12 1 0.984 0.953 1 1 0.967 1 0.950 0.724 0.795 0.953 0.801
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The next step consists in cross-ranking the systems in the light of the CE scores 
that are assigned. The cross- ranking matrix R is as presented in Table 3. 

For instance, ρ16 = 10 means that S1 ranked S6 at the 10th position, while nine 
systems were ranked 1st. By examining column S6, we can count the number of votes 
ϑ6 f in favour of ranking S6 at the f th position. Thus, it appears that ϑ6 10  = 6 systems 
ranked S6 at the 10th position, ϑ61 = 4 systems ranked S6 at the 1st position, and 
ϑ66 = ϑ69 = 1 indicates that only one system ranked S6 at the 6th and 9th positions. 
As a result, the preference-voting matrix⊝, shown in Table 4, is drawn by following 
the same reasoning for each system, 

Table 3 Cross ranking matrix R for 12 DMUs 

DMU S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

S1 1 1 1 1 1 10 1 1 11 12 1 1 

S2 1 1 9 1 1 10 5 7 11 12 8 6 

S3 1 11 4 5 1 10 1 7 12 9 8 6 

S4 1 1 11 1 1 1 1 1 9 10 12 1 

S5 1 1 9 1 1 10 1 1 12 1 11 1 

S6 6 12 11 1 5 1 1 8 1 10 9 7 

S7 1 12 1 1 1 1 1 1 1 1 1 1 

S8 1 10 8 1 1 9 1 5 12 11 7 6 

S9 7 11 12 4 5 1 1 8 1 6 10 9 

S10 7 12 11 5 1 6 1 8 4 1 10 9 

S11 2 9 4 7 4 10 2 8 11 12 1 6 

S12 1 8 6 1 1 10 1 7 12 11 9 1 

Table 4 Preference-voting matrix ⊝ for 12 DMUs 

DMU 1 2 3 4 5 6 7 8 9 10 11 12 

S1 8 1 0 0 0 1 2 0 0 0 0 0 

S2 4 0 0 0 0 0 0 1 1 1 2 3 

S3 2 0 0 2 0 1 0 1 2 0 3 1 

S4 8 0 0 1 2 0 1 0 0 0 0 0 

S5 9 0 0 1 2 0 0 0 0 0 0 0 

S6 4 0 0 0 0 1 0 0 1 6 0 0 

S7 10 1 0 0 1 0 0 0 0 0 0 0 

S8 4 0 0 0 1 0 3 4 0 0 0 0 

S9 3 0 0 1 0 0 0 0 1 0 3 4 

S10 3 0 0 0 0 1 0 0 1 2 2 3 

S11 3 0 0 0 0 0 1 2 2 2 1 1 

S12 5 0 0 0 0 4 1 0 2 0 0 0
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In Table 4, the columns represent possible rank positions of each DMU. Row S7 
reveals that 10 out of 12 DMUs voted in favour of S7 to be first, suggesting that S7 is 
likely to be the leading system, followed probably by S5 which collected 9 votes for 
the first rank position, along with a single vote for the 4th position and two votes for 
the 5th position. Obviously, the picture is now better than the one reflected through 
self-efficiency. Even here, although holders of leading positions can be foreseen for 
some data samples, the picture is generally fuzzier, with most DMUs presenting 
blends of votes that render any speculation almost impossible. 

Noting that the total number of votes in each row p is K = 12, for p = 1, ..., 12, 
the average voting score is excluded as an option for ranking the DMUs. However, 
it is always possible to exploit the importance scale prompted from the preference-
voting matrix ⊝ and apply an OWA operator to derive an aggregate vote υp for each 
row p. 

We start by solving model (WP) for K = 12 to generate a vector γ = 
(γ1, ..., γ12) of OWA weights. We use a broad range of DM’s subjectivity levels α ∈ 
{0.55, 0.60, 0.65, 0.69} as a way to adequately appraise the robustness of the ranking 
process through diversifying the decision contexts. The OWA weights produced for 
each value α are displayed in Table 5. 

Using formula (5), we compute the vectors of aggregate votes υ presented in 
Table 6.

For example, the aggregate weights in row S1 column α = 0.55 is calculated by 

multiplying column α =0.55 in Table 5 by row S1 in Table 4, so that υ1 = 
12Σ

l=1 
γlϑ1l = 

0.10449 × 8 + 0.10064 × 1 + 0.09679 × 0 + … + 0.06218 × 0 = 1.18462. 
Note that the votes do not require a reordering prior to the aggregation since the 

order is already established via the voting system.

Table 5 OWA weights generated for different subjectivity levels α with K=12 
OWA α = 0.55 α = 0.60 α = 0.65 α = 0.69 
γ1 0.10449 0.12564 0.14679 0.16372 

γ2 0.10064 0.11795 0.13526 0.14910 

γ3 0.09679 0.11026 0.12372 0.13449 

γ4 0.09295 0.10256 0.11218 0.11987 

γ5 0.08910 0.09487 0.10064 0.10526 

γ6 0.08526 0.08718 0.08910 0.09064 

γ7 0.08141 0.07949 0.07756 0.07603 

γ8 0.07756 0.07179 0.06603 0.06141 

γ9 0.07372 0.06410 0.05449 0.04679 

γ10 0.06987 0.05641 0.04295 0.03218 

γ11 0.06603 0.04872 0.03141 0.01756 

γ12 0.06218 0.04103 0.01987 0.00295 
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Table 6 Aggregate votes and associate row-ranks for different subjectivity levels α 
DMU α = 0.55 α = 0.60 α = 0.65 α = 0.69 

υp rp υp rp υp rp υp rp 

S1 1.18462 4 1.36923 4 1.55385 4 1.70154 4 

S2 0.95769 10 0.91538 10 0.87308 10 0.83923 10 

S3 0.96538 8 0.93077 9 0.89615 8 0.86846 8 

S4 1.18846 3 1.37692 3 1.56538 3 1.71615 3 

S5 1.21154 2 1.42308 2 1.63462 2 1.80385 2 

S6 0.99615 7 0.99231 7 0.98846 7 0.98538 7 

S7 1.23462 1 1.46923 1 1.70385 1 1.89154 1 

S8 1.06154 6 1.12308 6 1.18462 6 1.23385 6 

S9 0.92692 12 0.85385 12 0.78077 12 0.72231 12 

S10 0.93077 11 0.86154 11 0.79231 11 0.73692 11 

S11 0.96538 9 0.93077 8 0.89615 9 0.86846 9 

S12 1.09231 5 1.18462 5 1.27692 5 1.35077 5

From the aggregate votes υp, we work out the associated ranks rp presented along 
υp in Table 6. The ranks rp are needed for reordering the rows of CE matrix E in the 
second IOWA aggregation level. Based on the resulting ranks, the structure of EO is 
the same for  α = 0.65 and α = 0.69 but slightly different for α = 0.60. Accordingly, 
the reordered CE matrix EO for α = 0.55 is as shown in Table 7. 

The advantage of EO resides in the fact that it standardizes the order of the CE 
scores for all the columns. Instead of sorting the elements of each column separately, 
based solely on their magnitudes (traditional OWA procedure), the order is induced

Table 7 Reordered CE matrix EO for α = 0.55 
DMU S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 

S7 1 0.990 0.982 1 1 1 1 0.961 1 0.954 0.983 0.801 

S5 1 1 0.982 1 1 0.995 1 0.961 0.885 0.954 0.977 0.801 

S4 1 1 0.953 1 1 1 1 0.961 0.996 0.915 0.953 0.801 

S1 1 1 0.982 1 1 0.977 1 0.961 0.797 0.857 0.983 0.801 

S12 1 0.984 0.953 1 1 0.967 1 0.950 0.724 0.795 0.953 0.801 

S8 1 0.977 0.949 1 1 0.962 1 0.961 0.753 0.833 0.951 0.794 

S6 0.915 0.920 0.904 1 0.988 1 1 0.919 1 0.862 0.865 0.758 

S3 1 0.959 0.982 0.927 1 0.932 1 0.927 0.422 0.760 0.977 0.801 

S11 1 0.966 0.924 0.896 0.927 0.954 1 0.945 0.672 0.783 0.983 0.759 

S2 1 1 0.890 1 1 0.851 0.882 0.911 0.644 0.736 0.923 0.780 

S10 0.764 0.704 0.904 0.956 1 0.951 1 0.860 0.849 0.954 0.714 0.720 

S9 0.831 0.815 0.839 0.995 0.916 1 1 0.850 1 0.919 0.818 0.701 
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Table 8 Ultimate efficiency scores and associated DMUs’ ranks for 12 manufacturing systems 

DMU α = 0.55 α = 0.60 α = 0.65 α = 0.69 
φp urp φp urp φp urp φp urp 

S1 0.96702 5 0.97484 4 0.98266 4 0.98891 4 

S2 0.95241 6 0.96187 6 0.97122 6 0.97874 5 

S3 0.94281 7 0.94807 7 0.95423 7 0.95880 7 

S4 0.98347 3 0.98552 3 0.98804 3 0.98987 3 

S5 0.98841 2 0.99035 2 0.99342 2 0.99542 2 

S6 0.96896 4 0.97226 5 0.97521 5 0.97771 6 

S7 0.99175 1 0.99334 1 0.99493 1 0.99620 1 

S8 0.93597 8 0.94128 8 0.94631 9 0.95045 9 

S9 0.81964 11 0.82940 11 0.83531 11 0.84158 11 

S10 0.86416 10 0.86834 10 0.87217 10 0.87538 10 

S11 0.93169 9 0.94020 9 0.94862 8 0.95539 8 

S12 0.78085 12 0.78483 12 0.78944 12 0.79288 12 

from the aggregate votes and applied to the whole row. Such a strategy aims to 
enhance the consistency of the aggregation process. Therefore, the ultimate efficiency 
scores φp are calculated for each column of EO using formula (6) and the resulting 
values and associates ranks urp are exhibited in Table 8. 

Here, if we consider φ3 for α = 0.55, it is computed by multiplying the column-

vector of OWA weights in Table 5 by column e3 in Table 7 so that φ3 = 
12Σ

l=1 
γleo 3l = 

0.10449 × 0.982 + 0.10064 × 0.982 + … + 0.06218 × 0.839 = 0.94281. 
Regardless of the subjectivity level α, the ranking patterns identify S7 and S12 as 

the best and the worst manufacturing systems, respectively. Generally, the DMUs 
preserve the same rank positions with only a few position swaps, where the rank gap 
does not exceed one in the worst case. The fact that the ranking patterns exhibit the 
same structure for all subjectivity levels may also indicate that the variability of the 
DM’s attitude does not affect the ranking process. Moreover, it is manifest that the six 
leading manufacturing systems are S1, S2, S4, S5, S6 and S7 are all strongly efficient 
DMUs, as bolded in Table 8. This supports the effectiveness of the proposed approach 
in enhancing discrimination since the occurrence of multiple efficient DMUs is the 
main issue with self-efficiency. All these ingredients testify in favor of the robustness 
of the proposed ranking procedure. 

In order to ascertain the robustness of the proposed ranking procedure, we use 
two additional examples from the literature. The ranking algorithm is implemented 
for each new set of DMUs under decision making conditions that involve different 
subjectivity levels α ∈ {0.55, 0.60, 0.65, 0.69}. 

The first additional example is drawn from [44] and comprises 14 bank branches, 
each defined with 3 inputs and 4 outputs The full set of data is available in Table 15 
in the Appendices. Table 9 presents the results for this example.
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Table 9 Ultimate efficiency scores and associated DMUs’ ranks for 14 bank branches 

DMU e∗
pp α = 0.55 α = 0.60 α = 0.65 α = 0.69 

φp urp φp urp φp urp φp urp 

B1 1 0.67338 13 0.68048 13 0.68759 13 0.69327 13 

B2 1 0.98922 2 0.98861 2 0.98800 2 0.98751 2 

B3 1 0.95909 3 0.96646 3 0.97382 3 0.97971 3 

B4 1 0.87059 8 0.87767 8 0.88475 8 0.89041 8 

B5 0.90411 0.78806 10 0.79278 10 0.79749 10 0.80126 10 

B6 1 0.99157 1 0.99442 1 0.99727 1 0.99955 1 

B7 0.78209 0.73808 12 0.74419 12 0.75031 12 0.75520 12 

B8 1 0.93685 4 0.94687 4 0.95689 4 0.96490 4 

B9 1 0.53205 14 0.56218 14 0.59232 14 0.61642 14 

B10 1 0.89569 5 0.91262 5 0.92956 5 0.94311 5 

B11 0.96685 0.87556 7 0.88719 7 0.89882 7 0.90812 7 

B12 0.85225 0.79251 9 0.80239 9 0.81226 9 0.82016 9 

B13 0.90491 0.74935 11 0.75883 11 0.76831 11 0.77589 11 

B14 1 0.89535 6 0.90635 6 0.91735 6 0.92615 6 

The bold highlighted rows in Table 9 refer to the efficient bank branches. It is 
visible that seven out of nine efficient banks are taking the lead, namely, B2, B3, B4, 
B6, B8, B10, and B14, which advocates again in favour of the discriminating potential 
of the new ranking approach. Moreover, the ranking patterns are ostensibly similar 
no matters the DM’s optimism level. 

The data sample of the second example is the same used in [45], which involves 
14 airlines, defined with 3 inputs and 2 outputs (see Table 16 in the Appendices). The 
associated ultimate efficiency scores φp and related ranking patterns are reproduced 
in Table 10.

A same stance is further established through the results shown in Table 10 where 
all the efficient DMUs (bold highlighted rows in Table 10) are found on the top of 
the list besides the steadiness of the ranking patterns, which preserve the overall 
structure across different optimism levels in spite of slight rank position swapping 
between A7 and A10 for α = 0.69. 

Consequently, with these supporting examples, the conclusion on the robustness 
of the ranking procedure is more corroborated. 

5 Application 

The proposed procedure is applied for selecting the best material handling equipment 
(MHE) model to purchase. We use a sample of 25 MHE, collected from manufacturers



A Two-Level Induced OWA Procedure for Ranking DMUs Under … 509

Table 10 Ultimate efficiency scores and associated DMUs’ ranks for 14 airlines 

DMU e∗
pp α = 0.55 α = 0.60 α = 0.65 α = 0.69 

φp urp φp urp φp urp φp urp 

A1 0.86836 0.77251 12 0.79069 12 0.80886 12 0.82248 12 

A2 0.33794 0.23164 14 0.23666 14 0.24169 14 0.24580 14 

A3 0.94752 0.80379 10 0.82523 10 0.84668 10 0.86317 10 

A4 0.95809 0.84210 8 0.86201 8 0.88193 8 0.89692 8 

A5 1 0.91547 4 0.93234 4 0.94921 4 0.96316 4 

A6 0.97658 0.79536 11 0.81569 11 0.83603 11 0.85123 11 

A7 1 0.85832 6 0.87711 6 0.89590 6 0.90919 7 

A8 0.85876 0.76098 13 0.77693 13 0.79289 13 0.80525 13 

A9 0.94774 0.82137 9 0.83910 9 0.85684 9 0.87147 9 

A10 1 0.85159 7 0.87305 7 0.89450 7 0.91390 6 

A11 1 0.93544 2 0.95155 2 0.96767 2 0.98057 2 

A12 1 0.91576 3 0.93477 3 0.95378 3 0.96964 3 

A13 1 0.93931 1 0.95853 1 0.97775 1 0.99313 1 

A14 1 0.88545 5 0.90471 5 0.92397 5 0.93851 5

and vendors’ catalogues, where each MHE is described with 2 inputs and 2 outputs, 
as shown in Table 11.

The input variables include the total cost of MHE and the floor space it uses. The 
total cost comprises the costs to purchase and setup the equipment and its components. 
For example, it is the purchasing cost of the AGV, its track, software, and battery 
charger, as well as the cost of installing the track and testing the AGV system. The 
floor space refers to the area occupied by the equipment or used for its movement. 

The output variables are the weight capacity, the salvage value and the flexibility of 
a MHE. The weight capacity allows supporting and carrying loads, and is a common 
attribute among transfer, storage, and unit load equipment. The salvage value is the 
estimated resale value of an MHE at the end of its life-cycle. Flexibility expresses the 
sum of actions and features of MHE in performing operations, estimated as shown 
in Table 12.

The new ranking algorithm is run with the proposed data set. The CE matrix E, 
the preference-voting matrix⊝, and the OWA weights produced over the application 
case are given in Tables 17, 18 and 19, respectively, in the Appendices. 

Using formula (5), we compute the vectors of ultimate efficiency scores φp 
presented in Table 13, and we work out the associated ranks urp.

Irrespective of the optimistic level α, there is no doubt that the leading MHE is 
m25, which swap position with m07, the next top MHE, for the optimism level α = 
0.68. Moreover, 5 out of 6 MHE that are on top of the list, specifically m25, m07, 
m02, m04, m05 and m23, have been classified strongly efficient in the self-efficiency 
evaluation, as bold highlighted in Table 13. This confirms again the contribution of
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Table 11 Data sample for MHE selection 

ID Inputs Outputs 

Floor space (ft2) Cost ($) Capacity (Ib) Flexibility 

m01 R. conveyor Relius 108.3 10,885 25,000 4 

m02 R. conveyor Reno 80 8288 17,600 4 

m03 R. conveyor Hytrol 86.7 8700 18,000 4 

m04 R. conveyor TGW 102 9250 30,000 4 

m05 B. conveyor Douglas 125 8700 27,000 4 

m06 B. conveyor Reno 112.5 11,060 25,000 4 

m07 B. conveyor Conveyor 
direct 

81.7 7640 18,000 4 

m08 Swing reach truck 
Raymond 

170 37,000 5500 6 

m09 Swing reach truck 
Drexel 

140 39,000 6000 6 

m10 Swing reach truck 
Crown 

150 37,500 5000 6 

m11 Swing reach truck 
Bendi 

195 45,000 6000 6 

m12 Lift truck Bendi B3 180 24,000 5500 5 

m13 Lift truck Bendi B4 195 19,000 5000 5 

m14 Lift truck CLARK 233 18,500 5000 5 

m15 Lift truck Hyster 161 22,000 6000 5 

m16 Lift truck Toyota 179 25,000 5000 5 

m17 AGV Corecon R301 163 200,000 5000 5 

m18 AGV Falcon F150 121 262,500 6000 5 

m19 AGV Amerden 
FLA2200 

108 240,000 6000 5 

m20 AGV Amerden 
FLB2000 

113 210,000 6000 5 

m21 AGV JBT 108 195,000 5000 5 

m22 VLM Hanel 95 69,350 132,450 7 

m23 VLM Kardex 91 60,900 264,550 7 

m24 VLM Vidmar MAV 75D 99 63,750 132,000 7 

m25 VLM Vidmar MCV 
75D 

78 51,500 150,000 7
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Table 12 Flexibility matrix of MHEs 

Action and Feature R conveyor B conveyor Swing reach 
truck 

Lift truck AGV VLM 

Transfer • • • • • 

Lift • • • • 

Load • • • • 

Unload • • • • 

Store • 

Variable path • • 

Overhead/ V. space 
use 

• • • 

No labor for load 
transfer 

• • • • 

Aisle space saving • 

Handling and 
processing 

• • 

Item 
security/protection 

• 

Flexibility 4 4 6 5 5 7

the proposed ranking approach to boosting discrimination while keeping consist the 
outcomes. 

On another hand, the ranking patterns present slight dissimilarities, observed only 
for the top 10 MHEs, as shown in Fig. 2.

While m02, m03, m04 and m23 preserve the same ranks no matters the value of 
α, the pairs (m07, m25), (m05, m24),(m07, m25) and (m01, m22), swap positions at 
α = 0.68. The MHE m05 and m22 appear as the only MHE that shift position at α 
= 0.65, exhibiting a maximum gap of 2 rank positions between α = 0.60 and α = 
0.68, which remains practically acceptable. In practice, such “tight” dissimilarities 
may be perceived as more alternatives to select amongst if the market circumstances 
are less favorable to the ideal alternative. 

In the light of the above discussion, the procurement manager can opt to purchase 
m25 or m07, depending on the operating as well as the market conditions, which may 
be suitably quantified via an optimism level α. 

6 Conclusion 

In this paper, we discussed a new approach for ranking DMUs under a CE evaluation 
framework. The novelty of the proposed approach resides in its handling of the CE 
aggregation process under a two-level Induced OWA procedure that exploits inge-
niously the preference-voting system embedded under the CE matrix. Such approach
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Table 13 Ranking patterns of MHEs for different subjectivity levels α 
MHE e∗

pp α = 0.55 α = 0.60 α = 0.65 α = 0.68 
φp urp φp urp φp urp φp urp 

m01 0.80827 0.68377 10 0.68937 10 0.69491 10 0.69801 9 

m02 1 0.88514 3 0.89009 3 0.89505 3 0.89802 3 

m03 0.92958 0.82592 5 0.83099 5 0.83605 5 0.83907 5 

m04 1 0.77369 6 0.78207 6 0.79026 6 0.79451 6 

m05 1 0.69077 9 0.69980 9 0.70852 8 0.71266 7 

m06 0.79078 0.66348 11 0.66909 11 0.67464 11 0.67772 11 

m07 1 0.89512 2 0.90141 2 0.90769 2 0.91144 1 

m08 0.60703 0.47850 15 0.47551 15 0.47258 15 0.47094 15 

m09 0.68580 0.53652 12 0.53200 12 0.52759 12 0.52512 12 

m10 0.66168 0.51829 13 0.51435 13 0.51050 13 0.50835 13 

m11 0.52081 0.40982 19 0.40706 19 0.40437 19 0.40287 19 

m12 0.53293 0.43663 17 0.43611 17 0.43561 17 0.43534 17 

m13 0.51943 0.43915 16 0.44008 16 0.44101 16 0.44156 16 

m14 0.51622 0.39249 20 0.39483 20 0.39710 20 0.39823 20 

m15 0.59313 0.48541 14 0.48476 14 0.48414 14 0.48380 14 

m16 0.53130 0.43276 18 0.43198 18 0.43123 18 0.43081 18 

m17 0.34181 0.21682 25 0.21077 25 0.20481 25 0.20140 25 

m18 0.46045 0.23564 24 0.22614 24 0.21673 24 0.21126 24 

m19 0.51587 0.26175 23 0.25105 23 0.24046 23 0.23430 23 

m20 0.49305 0.26696 22 0.25712 22 0.24741 22 0.24177 22 

m21 0.51587 0.28210 21 0.27187 21 0.26177 21 0.25592 21 

m22 0.82105 0.71092 8 0.70483 8 0.69889 9 0.69541 10 

m23 1 0.87056 4 0.87236 4 0.87416 4 0.87474 4 

m24 0.79824 0.72066 7 0.71629 7 0.71206 7 0.70958 8 

m25 1 0.91809 1 0.91335 1 0.90876 1 0.90601 2

throws more objectivity on the ranking process as it does not necessitate from the 
DM to set his/her preferences a priori. 

We used a data sample of 12 manufacturing systems to illustrate different steps of 
the ranking mechanism. The latter sample has been used, along two other samples 
of DMUs drawn from the literature, to investigate the robustness of the patterns 
produced over the ranking process. The algorithm has been deployed using different 
operating conditions, reflected specifically through a range of optimism levels of the 
DM. The results indicate primarily that ranking with the IOWA aggregation approach 
leads to ranking patterns that are robust enough. 

The proposed procedure has been applied to address the problem of selecting 
the best MHE model to purchase from a set of available options in the market.
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Fig. 2 Ranking positions of the top 10 MHE

Further research may investigate the outcomes of the proposed two-level Induced 
OWA procedure when considering the rational behaviour of the DM [46] or interval  
cross-efficiency [47]. 

Appendix 

See Tables 14, 15, 16, 17, 18 and 19. 

Table 14 Data set of 12 manufacturing systems [43] 

DMU Outputs Inputs 

y1 y2 y3 y4 x1 x2 

S1 42 45.3 14.2 30.1 17.02 5 

S2 39 40.1 13 29.8 16.46 4.5 

S3 26 39.6 13.8 24.5 11.76 6 

S4 22 36 11.3 25 10.52 4 

S5 21 34.2 12 20.4 9.5 3.8 

S6 10 20.1 5 16.5 4.79 5.4 

S7 14 26.5 7 19.7 6.21 6.2 

S8 25 35.9 9 24.7 11.12 6 

S9 4 17.4 0.1 18.1 3.67 8 

S10 16 34.3 6.5 20.6 8.93 7 

S11 43 45.6 14 31.1 17.74 7.1 

S12 27 38.7 13.8 25.4 14.85 6.2
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Table 15 Data  set of 14 bank branches [44] 

DMU Outputs Inputs 

y1 y2 y3 y4 x1 x2 x3 

B1 484,000 4,139,100 59,860 2,951,430 140,000 42,900 87,500 

B2 384,000 1,685,500 139,780 3,336,860 48,800 17,400 37,900 

B3 209,000 1,058,900 65,720 3,570,050 36,600 14,200 29,800 

B4 157,000 879,400 27,340 2,081,350 47,100 9300 26,800 

B5 46,000 370,900 18,920 1,069,100 32,600 4600 19,600 

B6 272,000 667,400 34,750 2,660,040 50,800 8300 18,900 

B7 53,000 465,700 20,240 1,800,250 40,800 7500 20,400 

B8 250,000 642,700 43,280 2,296,740 31,900 9200 21,400 

B9 407,000 647,700 32,360 1,981,930 36,400 76,000 21,000 

B10 72,000 402,500 19,930 2,284,910 25,700 7900 19,000 

B11 105,000 482,400 49,320 2,245,160 44,500 8700 21,700 

B12 94,000 511,000 26,950 2,303,000 42,300 8900 25,800 

B13 84,000 287,400 34,940 1,141,750 40,600 5500 19,400 

B14 199,000 694,600 67,160 3,338,390 76,100 11,900 32,800 

Table 16 Data set of 14 airlines [45] 

DMU Outputs Inputs 

y1 y2 x1 x2 x3 

A1 26,677 697 5723 3239 2003 

A2 3081 539 5895 4225 4557 

A3 124,055 1266 24,099 9560 6267 

A4 64,734 1563 13,565 7499 3213 

A5 23,604 513 5183 1880 783 

A6 95,011 572 19,080 8032 3272 

A7 22,112 969 4603 3457 2360 

A8 52,363 2001 12,097 6779 6474 

A9 26,504 1297 6587 3341 3581 

A10 19,277 972 5654 1878 1916 

A11 41,925 3398 12,559 8098 3310 

A12 27,754 982 5728 2481 2254 

A13 31,332 543 4715 1792 2485 

A14 122,528 1404 22,793 9874 4145
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Table 19 OWA weights generated for different subjectivity levels α with K=25 
OWA α = 0.55 α = 0.60 α = 0.65 α = 0.68 
γ1 0.05108 0.06215 0.07323 0.07988 

γ2 0.05015 0.06031 0.07046 0.07655 

γ3 0.04923 0.05846 0.06769 0.07323 

γ4 0.04831 0.05662 0.06492 0.06991 

γ5 0.04738 0.05477 0.06215 0.06658 

γ6 0.04646 0.05292 0.05938 0.06326 

γ7 0.04554 0.05108 0.05662 0.05994 

γ8 0.04462 0.04923 0.05385 0.05662 

γ9 0.04369 0.04738 0.05108 0.05329 

γ10 0.04277 0.04554 0.04831 0.04997 

γ11 0.04185 0.04369 0.04554 0.04665 

γ12 0.04092 0.04185 0.04277 0.04332 

γ13 0.04000 0.04000 0.04000 0.04000 

γ14 0.03908 0.03815 0.03723 0.03668 

γ5 0.03815 0.03631 0.03446 0.03335 

γ16 0.03723 0.03446 0.03169 0.03003 

γ17 0.03631 0.03262 0.02892 0.02671 

γ18 0.03538 0.03077 0.02615 0.02338 

γ19 0.03446 0.02892 0.02338 0.02006 

γ20 0.03354 0.02708 0.02062 0.01674 

γ21 0.03262 0.02523 0.01785 0.01342 

γ22 0.03169 0.02338 0.01508 0.01009 

γ23 0.03077 0.02154 0.01231 0.00677 

γ24 0.02985 0.01969 0.00954 0.00345 

γ25 0.02892 0.01785 0.00677 0.00012 
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Simulation Optimization 
for Multi-product (s, S) Inventory Policy 
with Stochastic Demand 

Ilkay Saracoglu 

Abstract In this study, the inventory management problem of a wholesaler company 
that supplies and distributes products according to uncertain demand is discussed. 
This study constructs a multi-product multi-period (s, S) inventory policy considering 
items with uncertain demand and determines the maximum inventory level (S) and 
reorder point (s) for each item to minimize the total inventory cost for the wholesaler 
company in question, considering budget constraint. (s, S) policy means that an order 
is triggered as soon as the inventory position declines to or below the reorder point (s) 
and difficult to determine the (S) values. The order size is chosen so that the inventory 
position increases to (S). Since it is a multi-product and multi-period system, and 
demand has stochastic structure the results getting from mathematical model are 
validated by using simulation optimization model. 

Keywords Multi-period ınventory policy · Continuous review policy · Stochastic 
demand · Simualtion optimization 

1 Introduction 

Inventory management problems have a significant place in literature since they play 
an important role in supply chain management. The principal objective of inventory 
management is to improve the level of customer service and to reduce the costs 
related to inventory. It should be noted that inventory models always attempt to 
attain an answer to the question of when and how much to order. Thus, inventory 
management addresses the question of how much inventory should be kept in stock 
so that the desired service level could be achieved. Supply chain management, on the 
other hand, connects manufacturing and storage activities by way of transportation 
and balances demand, supply, and cash flow. Inventory management determines the 
necessary inventory level to counter balance the cost of capital in the case of keeping 
excessive inventory with the penalty cost occurring with inventory shortage. Dealing
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with conflicting objectives, effective inventory control could provide a significant 
advantage. The key factor affecting the solution is the demand structure, whether 
it is deterministic or probabilistic. In real life, demand usually has a probabilistic 
structure. However, in some cases, the simpler deterministic approach might be 
adopted to come to a solution. Another important factor for inventory models is cost. 
A further influential factor is lead time. This can be a random or fixed period of 
time. As well as these factors, it might be indispensable to supplement the model 
with certain constraint conditions. One of the most important conditions is the budget. 
There might also be a constraint condition with respect to storage area. Some products 
might deteriorate in time. Hence, shelf life is a significant element, as well. 

This paper develops a solution methodology for multi-product multi-period (s, S) 
inventory models that calculates the optimal maximum inventory level and reorder 
point under the constraints of budget with stochastic demand structure. The approach 
used to solve this problem consists of two stages. In the first stage, a mathematical 
model is presented for the inventory policy with continuous review (s, S) inventory 
system considering that the products have a deterministic demand structure. As a 
result of solving this model with LINGO optimization software, optimum (s, S) level 
information is obtained for each product. In the second stage, the ARENA simulation 
model and simulation optimization approach with stochastic demand structure, which 
is not taken into account in the current mathematical model, are presented to test 
whether the minimum cost is reached under the desired budget constraint, using the 
information obtained from the first stage. 

The remainder of this paper is organized as follows: Literature review is presented 
in Sect. 2. Problem statement and formulation are developed in Sect. 3. An illustrative 
experimental study is given in Sect. 4. Finally, conclusions and recommendations 
for future research are provided in Sect. 5. 

2 Literature Review 

In this paper, a multi-product multi-period (s, S) policy to minimize average total 
inventory cost of the wholesaler company is proposed by considering stochastic 
demand and budget constraint. This has been one of the most commonly applied 
policies in the literature. To begin with, [1] analyzed continuous review (s, S) policy 
where demand is defined as a discrete valued process. He presumed that the (s, S) 
policy is allowed for complete backlog of unsatisfied demand. He considered that 
the procurement cost consists of a fixed cost, a variable cost and holding cost. Next, 
[2] analyzed the continuous review inventory system with constant lead time and 
complete backlog of unsatisfied demand under (s, S) policy. On the other hand, 
considered continuous review perishable inventory models with lost-sales and back-
logging [3]. Expected average cost is tried to be minimized under the (s, S) inventory 
policy with zero lead time and fixed lifetime assumptions and the demand shows a 
stationary Poisson process. The (s, S) policies applied on perishable items have been 
studied by researchers such as [1, 3–6].
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When multi-period studies are reviewed, they are observed to be mostly used for 
lot-sizing problems in production. Firstly, [7] addressed (Q, r) policy assuming the 
multi-period inventory problem with single item. They tried to minimize the cost 
without any constraints. Veinott [8] applied a dynamic nonstationary multi-product 
inventory model and considered backlogged. Lapierre and Ruiz [9] analyzed the 
logistic system of a hospital to minimize the sum of inventory and labor costs with 
multi-product. Saracoglu et al. [10] developed multi-product multi-period (Q, r) 
inventory model with budget, storage and lifetime constraints. Liu [11] analyzed 
an economic lot sizing (ELS) problem for single item and multiple periods with 
both upper and lower inventory bounds. Qiu et al. [12] proposed robust dynamic 
model for a single product with considering uncertainty demand according to the (s, 
S) policy. Movahed and Zhang [13] developed optimal (s, S) inventory policy for 
three-level supply chain with uncertain demand and lead time. Kleijnen and Wan 
[14] illustrated simulation optimization for (s, S) inventory policy to minimize the 
inventory cost excluding shortage cost with constraint of service level. Noordhoek 
et al. [15] proposed scatter search based simulation–optimization model to determine 
the (s, S) inventory polices for multi-echelon distribution networks by considering 
fill rate constraint. 

3 Problem Statement and Formulation 

3.1 Proposed Mathematical Method 

This study solves inventory problem of a wholesaler by using multi-period (s, S) 
model because of the uncertain demand structure. In a way similar to (Q, r) policy, 
(s, S) inventory policy is a system that procures order when the inventory level 
drops to the level of reorder point. Yet, unlike (Q, r) policy, order amount (quantity) 
is hereby calculated by the equation Q = S−s. S, is the order-up-to level. In this 
paper, we assume that multiple products, lead time is fixed and constant, shortages 
are allowed. The problem is to formulate a model that minimizes the average total 
inventory cost (ATIC) subject to constraints on budget. The following notations are 
used to illustrate the ILP formulation of the proposed multi-product multi-period (s, 
S) continuous review inventory model. 

Sets and Indices: 

I number of products, where, i = 1, 2, . . . ,  I . 
T number of planning periods, where, t = 1, 2, . . . ,  T . 

Parameters: 

di,t demand for product i in period t. 
mdi expected mean demand during the lead time for product i. 
Li lead time for product i.
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pci unit purchasing price for product i. 
oci ordering cost for product i, per order. 
shci unit shortage cost for product i. 
hci unit holding cost for product i, per period. 
Ii,0 initial inventory level for product i in period 0. 
ub_si the upper bound of the reorder point for product i. 
ub_Si the upper bound of the maximum inventory level for product i. 
Budget  available budget limit. 
M big number. 

Decision variables: 

Ii,t ending inventory level for product i in period t. 
I + 
i,t positive inventory level for product i in period t, I + 

i,t = max
{
0, Ii,t

}
. 

I − 
i,t inventory shortage for product i in period t, I − 

i,t = max
{
0, −Ii,t

}
. 

Qi,t order quantity for product i in period t. 
Si maximum inventory level for product i. 
si reorder point for product i. 
Xi,t 1, if beginning inventory level of product i is less than reorder point in period 

t, 0 otherwise. 
Zi,t 1, if ending inventory level of product i in period t is positive, 0 otherwise. 

Our aim is to minimize ATIC; therefore, the objective function is the total of the 
holding cost (THC), ordering cost (TOC) and shortage cost (TSC) for one period of 
the planning horizon. Consequently, the objective function (1) of the multi-product, 
multi-period (s, S) policy model is given in the equation below: 

Min  Z/T = 
I∑

i=1 

T∑

t=1 

hci · I + 
i,t + 

I∑

i=1 

T∑

t=1 

Ui,t · osi + 
I∑

i=1 

T∑

t=1 

shci · I − 
i,t (1) 

Constraints 
If 

Ii,t−1 ≤ si i = 1, . . . ,  I, t = 1, . . . ,  T (2) 

Then 

Qi,t−I + 
i,t + I − 

i,t + I + 
i,t−1−di,t = 0 i = 1, . . . ,  I, t = 1, . . . ,  T (3) 

Else 

I + 
i,t−1 − I + 

i,t + I − 
i,t − di,t = 0 i = 1, . . . ,  I, t = 1, . . . ,  T (4) 

and 

Qi,t = 0 i = 1, . . . ,  I, t = 1, . . . ,  T (5)
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I + 
i,t−1−si + 1 ≤ M · (1 − Xi,t ) i = 1, . . . ,  I, t = 1, . . . ,  T (6) 

si−I + 
i,t−1 ≤ M · Xi,t i = 1, . . . ,  I, t = 1, . . . ,  T (7) 

Qi,t−I + 
i,t + I − 

i,t + I + 
i,t−1−di,t ≥ −M · (1 − Xi,t ) i = 1, . . . ,  I, t = 1, . . . ,  T (8) 

Qi,t−I + 
i,t + I − 

i,t + I + 
i,t−1−di,t ≤ M · (

1 − Xi,t
)

i = 1, . . . ,  I, t = 1, . . . ,  T (9) 

I + 
i,t−1 − I + 

i,t + I − 
i,t − di,t ≥ −M · (1 − Xi,t

)
i = 1, . . . ,  I, t = 1, . . . ,  T (10) 

I + 
i,t−1 − I + 

i,t + I − 
i,t − di,t ≤ M · (

1 − Xi,t
)

i = 1, . . . ,  I, t = 1, . . . ,  T (11) 

Qi,t ≤ M · Xi,t i = 1, . . . ,  I, t = 1, . . . ,  T (12) 

Si − I + 
i,t−1 − Qi,t ≥ −M · (1 − Xi,t ) i = 1, . . . ,  I, t = 1, . . . ,  T (13) 

Si − I + 
i,t−1 − Qi,t ≤ M · (1 − Xi,t ) i = 1, . . . ,  I, t = 1, . . . ,  T (14) 

I − 
i,t ≤ M · Z(i, t) i = 1, . . . ,  I, t = 1, . . . ,  T (15) 

I + 
i,t ≤ M · (1 − Z(i, t)) i = 1, . . . ,  I, t = 1, . . . ,  T (16) 

Ii,t = I + 
i,t − I − 

i,t i = 1, . . . ,  I, t = 1, . . . ,  T (17) 

1/T 
I∑

i=1 

T∑

t=1 

Qi,t · pci ≤ Budget (18) 

Si ≤ ub_Si i = 1, . . . ,  I (19) 

si ≤ ub_si i = 1, . . . ,  I (20) 

si − Si ≤ 0 i = 1, . . . ,  I (21) 

Xi,t , Zi,t ∈ {0, 1} i = 1, . . . ,  I, t = 1, . . . ,  T (22) 

si , Si , Qi,t , Ii,t , I 
+ 
i,t , I 

− 
i,t ≥ 0, integer  i  = 1, . . . ,  I, t = 1, . . . ,  T (23)
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Equation (2) provide that if the beginning inventory level is lower than the reorder 
point level, an order quantity Qi,t is opened. Equation (3) shows that inventory 
balance equation. Equation (4) ensures that if the beginning inventory level is greater 
than the reorder point, no order is placed. Equations (6–12) were transformed the 
model from nonlinear to linear structure. Equation (9) is used to determine whether 
an order has been placed or not. Equations (13) and (14) added to determine the 
order quantities. Equations (15–17) explain on-hand and shortage inventory level. 
Equation (18) defines the budget constraints. Equations (19) and (20) explain that 
the ordered quantities and reorder points should be less than or equal to the upper 
bound values specified for each product. Equation (21) ensures that the reorder point 
is less than the maximum inventory level. Equation (22) define the binary variables. 
Equation (23) ensures that the integer restrictions for all the variables are used in the 
model. 

3.2 Proposed Simulation Optimization Method 

As the number of products and the number of periods increase, it is not possible to 
obtain optimum results in acceptable times with the mathematical model. Creating 
a stochastic mathematical model is quite complex. Therefore, the mathematical 
(ILP) model has been developed considering the deterministic demand structure. 
By using the developed ILP, the maximum inventory level and reorder point levels 
were obtained for each product. The optimum results obtained were used as input 
values in the simulation. In the simulation, the demand structure is considered as 
stochastic. In the simulation, it was possible to work in a shorter time and with more 
periods. The model established in the simulation is given in Fig. 1.

The simulation model was developed in Arena Version 16.00 like [16]’s book 
(s, S), the inventory policy model gives an example for a single product. Using 
this example, a model was developed for multiple products. In addition, another 
difference of the model is that if the inventory level drops to a negative level at the 
end of the period, the next inventory at the beginning of the period is assigned as 0. 
Thus, the backorder is not allowed, and the unmet demand is lost. In this section, 
simulation approach, which has an embedded simulation optimization by using the 
OptQuest for ARENA for deciding the optimal or near optimal (s, S) inventory 
policy. OptQuest engine combines meta-heuristics of tabu search, scatter search, 
neural networks algorithms in one search algorithm. Simulation optimization was 
used for (s, S) inventory policy by [17–19]. 

4 Experimental Study 

The company assumed in this paper is a wholesaler performing drug distribution with 
a single regional storage. We selected four products to show the performance of the
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Fig. 1 Flowchart of the simulation model
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model. Input data of the products are shown in Table 1. Firstly, ILP model are solved 
and obtained the solutions according to the deterministic demand for each product by 
using LINGO 18.0 software. If number of products and periods are increased, global 
optimal solution is not reached with a reasonable time. Because of the time restriction, 
24 period was selected to solve the model. Next, we determined the lower and upper 
bound values for our (si, Si) decision variables. The lower (lb_si, lb_Si) and upper 
bound values (ub_si, ub_Si) are listed in Table 2. Upper bound of si is determined 
according to the formulation of the expected demand during the lead time and safety 
stock by multiplying four times. Upper bound of Si is calculated summation of the si 
and economic order quantity (EOQ) by multiplying four times. After calculating the 
(si, Si) values according to the ILP model without considering the budget constraint, 
simulation model was constructed with stochastic demand data sets. The results of 
the ILP model is shown in Table 3. The simulation model solutions were obtained 
from an ARENA Student Version 16.0 software. All test problems were solved on an 
Intel ® Core™ i7-1051U CPU@ 1.80 GHz and 8.00 GB RAM. Normal distribution 
was considered for four products with mean demand and standard deviation of the 
lead time. These values are generated for all products (107, 46), (49, 19), (96, 45) 
and (161, 40), respectively. 

Simulation model was run with 10 replications and 156 weeks. The average total 
inventory cost that the wholesaler will obtain at the end of the planning horizon is 
estimated as $96.72 under the $4000 budget constraints. This inventory cost level 
can be reached by placing orders of Si = {414, 245, 398, 863} order quantities at si

Table 1 Initial data for products 

Products 1 2 3 4 

Li (week) 1 1 1 1 

EOQi (unit) 269 167 251 677 

pci ($) 12.83 15.30 13.17 3.04 

hci ($) 0.09 0.11 0.09 0.02 

oci ($) 30 30 30 30 

shci ($) 14.14 16.83 14.49 3.34 

Ii,0 (unit) 0 0 0 0 

mdi (unit) 107 49 96 161 

Standart deviation of lead time demand (sdi) 46 19 45 40 

Table 2 The lower and upper bounds for the (s, S) variables 

Products 1 2 3 4 

lb_Si 0 0 0 0 

ub_Si 1543 890 1428 3404 

lb_si 0 0 0 0 

ub_si 469 224 423 694
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Table 3 The results of the ILP model are illustrated in Table 2 

Products 1 2 3 4 Total 

si 118 30 97 48 

Si 287 166 286 769 

Average purchasing cost 1353.53 612.64 1425.65 476.01 3867.83 

Average total inventory cost 24.00 14.88 23.04 13.29 75.21

= {141, 75, 112, 241} inventory levels. Ten independent replications were applied 
for the proposed simulation optimization approach; the details of the best solution 
obtained are presented in Table 4. The computational time for an average replication 
was 2737.07 s. The result obtained by using OptQuest is shown in Fig. 2. This  
figure shows the graph of the simulation number and objective values for the $4000 
budget constraints. Constructed simulation model in ARENA run with (si, Si) values 
obtained from ILP model results for deterministic demand. Figure 3 shows that if we 
used ILP model solutions for stochastic demand, ATIC would be expected average 
$173.83. When the budget decreases, the amount of shortage increases. Whichever 
product has a low shortage cost, it tries to meet the budget constraint by not allowing 
it to purchase from that product. According to Table 4, if the budget is $2000, it is 
seen that no purchase was made because the product 4 was the lowest priced product. 
Average purchasing cost for each period is expected between the range of $3832 and 
$4297 with %95 significant level (Fig. 3). 

Table 4 Solution results with different level of budget constraints 

Budget constraints Products 1 2 3 4 Total 

Budget ≤ $4000 s 141 75 112 241 

S 414 245 398 863 

ATPC ($) 1385.32 806.39 1287.84 510.54 3990.11 

ATIC ($) 28.62 21.82 30.33 15.93 96.72 

Budget ≤ $5000 s 148 79 135 245 

S 424 216 461 876 

ATPC ($) 1380.23 797.39 1276.90 518.00 3972.53 

ATIC ($) 28.77 21.62 29.38 15.87 95.65 

Budget ≤ $3000 S 227 0 137 0 

S 407 890 302 0 

ATPC ($) 1383.03 0 1274.72 0 2657.76 

ATIC ($) 35.46 818.23 27.69 529.86 1411.26 

Budget ≤ $2000 s 107 224 0 0 

S 107 325 0 2179 

ATPC ($) 1128.90 829.56 0 0 1958.46 

ATIC ($) 259.79 38.17 1333.82 529.86 2161.65
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Fig. 2 The results from OptQuest 

Fig. 3 Deviation of the total purchasing cost
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5 Conclusion 

In this paper, we formulated multi product and multi period (s, S) inventory 
models, with the objective of minimizing average total inventory cost under budget 
constraints. We found that an optimal solution cannot be reached with ILP in a 
reasonable computational time, if the number of products and periods increase. For 
this reason, we proposed a simulation optimization approach since the problem of the 
wholesaler case studied is a larger sized problem. We show that ILP model and simu-
lation optimization how to use together to solve the inventory management problem 
very efficiently. 

In future research, this model can further be generalized to include the variable 
lead time and consider different constraints such as capacity, lifetime, service level. 
In the proposed model, a solution can be sought by considering the safety stock level 
as the lower bound value of the reorder point. In addition, we will generalize the 
model to handle supply chain management problems including multi echelon in the 
model. 
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Multi-manned Assembly Line Balancing 
Problem in a Diesel Engine 
Manufacturing Company: A Real-World 
Case Study 

Leonardo dos Santos Batista and Leandro Magatão 

Abstract This article presents a real-world case study for a multi-manned assembly 
problem issued in an engine manufacturing company: the balancing optimization for 
a mixed-model production line. In order to describe the real line-balancing problem, 
the article focuses firstly on the presentation of business needs, and layout and model 
restrictions assigned. A specific feature called dual station synergy is identified during 
an early phase of development, which requested mathematical model tailoring, herein 
described. The use of a mixed-integer linear programming model to solve the problem 
is presented, as well as its satisfactory results, with reduction of 9% in the cycle 
time with respect to the current practical solution. As a highlight, this study relied 
on the physical validation of the proposed mathematical solution in a productive 
environment of diesel engines. 

Keywords Multi-manned assembly line balancing problem (MALBP) ·
Real-world automotive industry application · Mixed integer linear programing 
(MILP) 

1 Introduction 

The automotive industry is known for being a segment that constantly seeks for 
productivity increase, which often demands large-scale production systems based on 
assembly lines. In this context, it is commonly necessary to search for reductions in 
operational cycle time. Many works can be found in the literature for minimizing 
the cycle time in a line-balancing problem; they are known as Simple Assembly 
Line Balancing Problem of type 2 (SALBP-2), and contributions to this topic were 
surveyed by Battaïa and Dolgui [1]. 

In real cases with a large size product, it is possible for more than one operator 
to work on the product at the same station, removing the SALBP restriction of only
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allowing one worker per station and featuring this case as a Multi-manned Assembly 
Line Balancing Problem (MALBP). This article documents a real case of MALBP in 
a diesel engine manufacturing company that required a customized solution approach 
and was optimally solved through an exact technique. 

In Sect. 2 the problem is detailed, presenting the company background and the 
driven business needs. In Sect. 3 the cyclical methodology used to proceed from data 
collection until optimal solution release is presented. Moreover, the development 
and tailoring of a Mixed-integer Linear Programming solution is commented. Sect. 4 
presents the results of this study in terms of productivity, according to latest released 
solution. Sect. 5 contains the authors’ conclusions along with suggestions for future 
developments. 

2 Problem  

2.1 Company Background 

The presented problem was identified in a company in the automotive sector, more 
specifically in a production line for diesel combustion engines for application in heavy 
vehicles, called herein simply as Line A. Its stations are positioned sequentially in 
serial straight layout and its cycle time is fixed; it is a paced assembly line [2]. 

Line A will be upgraded to meet two business needs. The first refers to the increase 
in production capacity, reflected in a target of reducing cycle time by approximately 
15%. The second business need to be accomplished is to adapt current Line A layout 
to enable the production of a new set of products. This change will modify current 
settings based as a single model line to a mixed-model line, both characterized by 
Scholl and Becker [2] and illustrated in Fig. 1. 

Currently, the production management implemented for Line A adopts a line 
balancing optimization process based on the operational experience of engineers

Fig. 1 Assembly lines for 
single and multiple products 
[2] 
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Table 1 Current and future conditions for Line A 

Current conditions Future conditions 

Product model Production 
volume (%) 

Takt time 
(unit of time) 

Product model Production 
volume (%) 

Takt time 
(unit of time) 

A 89 1339 A 16 1134 

Other models 11 B 53 

C 5 

D 21 

Other models 5 

and technicians who work there. Over time, successive adaptations were made 
empirically, seeking to optimize the balance for the high runner model. 

Considering the future conditions demanded, it is clearly identified the need for 
an optimized balancing proposal based on future Line A process. However, line 
balancing changes of this magnitude are hardly executed in an empirical way. 

The demanded adaptations of Line A are summarized in Table 1. Note: Cycle time 
and related values, when presented in absolute terms, were multiplied by a common 
factor, known by the authors, to ensure the company’s data confidentiality policy; 
the values are given in units of time (u.t.). Table 1 indicates that the production mix 
(diversity of different products or production volume of each model) will be affected 
in future conditions; in current condition, product A accounts for 89% of all the 
produced combustion engines. In addition, a considerable cycle time reduction is 
expected (from 1339 to 1134 u.t.), but the complexity of produced models B, C, and 
D are similar to A product; thus, improvements in, for instance, line balancing and 
layout are indeed necessary. 

2.2 Dual Stations 

Line A is currently composed by 11 workstations and 14 operators that operate 
individually in single stations or in pairs in dual stations, with the freedom to move 
in a range of positions around the engine. This feature is a characteristic of MALBP, 
which can be further observed in Michels et al. [3]. 

Part of the already planned improvement of Line A is the layout adequacy, with the 
availability of one more workstation and the allocation of one more worker. Setting 
this way, the line future condition will involve 12 workstations and 15 operators, 
as showed in Fig. 2. This condition is considered as a baseline for this study. Note: 
Due to physical constraints in the production area, the new station is planned to be 
positioned in the end of current workstations sequence, as indicated in Fig. 2.
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Fig. 2 Line A workstations layout with workers allocation 

2.3 Product Positioning 

During the initial validation phase of this project, a specific operational condition 
was found, which needed to be considered in the development of the optimal line 
balance proposal: the product positioning in dual stations. Due to the large size of 
the engine with respect to the operators, the product must be adequately positioned 
for a better access of the operator to the area where each assembly task is realized. 
This fact contributes, for instance, to reduce fatigue. 

This positioning is a semi-automated task (Sikora et al. [4]), done in the product 
transporter carrier. For stations where only one operator works, this movement 
happens only once in a simple way to fit ergonomic conditions. However, it becomes 
more complex when observed in dual stations, due to the need of synergy between 
tasks that can be done simultaneously in each product side, by two different oper-
ators. Setting an optimal product height for a specific assembly in one side of the 
product may restrict the assembly possibilities in the opposite side, as illustrated in 
Fig. 3. 

The alternative adopted to consider this condition and related customization in the 
mathematical model is presented in Sect. 3.2. In essence, the mathematical model 
determines: the tasks to be executed by each operator, in each product side, and 
for each product positioning. Thus, a series of product positioning decisions in dual 
stations are modeled. For the best knowledge of authors, no paper has already detailed 
addressed this feature.

Fig. 3 Product height positioning condition in dual stations 
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3 Proposed Methodology 

3.1 Way of Work Proposed 

The data used in real cases of MALBP needs to be constantly reviewed due to some 
factors that may impact boundary and baseline conditions, such as worker dexterity 
increase and changes on the production environment. Considering this condition, a 
cyclical method divided into 5 steps was adopted for conducting this study, which is 
hereafter detailed: 

1. Data collection: Identify assembly tasks and sub-tasks, which will be considered 
in the mathematical model and its respective process time for each product model. 
The product assembly content is delimited in this step. 

2. Precedence restriction identification: Set logical and ergonomic constraints that 
must be considered between tasks to establish a feasible assembly distribution. 
For instance, the turbo must be assembled before fuel pipes to guarantee correct 
positioning of both components. 

3. Resource restriction identification: Set constraints connected to available 
resources in each station, such as equipment and layout conditions. In this step 
it is defined the viable reallocations for each assembly task. 

4. Line balance optimization proposal: Distribute the related tasks in available 
stations, guided by a specific objective function and according to established 
restrictions. This step is made with the aid of a mathematical model. 

5. Solution verification: Virtual or physical verification of the line balance opti-
mization proposal. In this step, the solution feasibility is verified along with the 
identification of new constraints or necessary adjustments on the mathematical 
model. 

When these 5 steps are concluded, a new balancing version is released. The results 
that are further presented in Sect. 4 are part of the 6th and the latest balancing solution 
released, which is provided according to the described methodology. 

3.2 Mathematical Model 

The proposed mathematical model relies on a Mixed Integer Linear Programming 
(MILP) approach. The formulation proposed by Sikora et al. [4] was the basis for the 
model development, but customizations were necessary to include different terms in 
the objective function, and to correctly represent dual-stations positioning conditions. 
The objective function (o.f.) main terms are illustrated in Eq. (1): 

minimizez = k ∗ 10 ∗ Cycle_T ime_Re f  

+ k/10 ∗ Max  Di  f  _Stations + k/10 ∗ Max  Di  f  _Workers
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+ k ∗ sum(〈t, s〉inTS : 〈t, s〉notinT Sini  )T S[〈t, s〉] 
+ k ∗ sum(〈s1, s2〉inT  woSideEquil)|ST ime[s2] − ST ime[s1]| 

(1) 

The o.f. involves the minimization of five terms, weighted by a k factor. The first 
one is the Cycle Time (Cycle_T ime_Re f  ), which is a priority to the production 
system. The second and third involve the maximum temporal difference between 
stations (Max  Di  f  _Stations) and workers (Max  Di  f  _Workers); these terms are 
used to try to equilibrate the workload between different stations and workers, even 
when no more improvements in cycle time are viable. In fact, solutions with equal 
cycle time (e.g., in case of a bottleneck station), but with different workloads in 
stations/workers are possible, and these terms contribute to finding better practical 
solutions in this condition. There is a specific term related to the minimization of 
changes with respect to the initial line condition, indicated in the T Sini  set. Thus, 
minimizing changes of tasks between stations is also a factor to be considered. The 
last term is responsible for minimizing the difference between the assembly time in 
the two sides of dual stations, in different engine positionings. 

Basically, the variable ST ime[index_of  _station] receives the total time asso-
ciated to a specific station, which is determined by the sum of all allocated tasks 
(indicated by the binary variable T S[〈t, s〉]) multiplied by the duration of each task. 
The cycle time is determined by the most loaded workstation (Cycle_T ime_Re f  ≥ 
ST ime[s]∀s ∈ S). The variable Max  Di  f  _Stations is linearly determined as indi-
cated in the set of inequalities (2): the workload of each station is compared to an 
average workload value (avS), obtained from the equal distribution of workload 
among all stations. Thus, the maximum difference with respect to avS is obtained. 
Similar reasoning is used for Max  Di  f  _Workers. For dual stations, a conscious 
division in adjacent substations is proposed, based on viable product positionings; 
a balancing in each substation is added to the formulation. For instance, consider 
the division of S5 in four substations: S5_high_left (left side, engine in the high 
positioning), S5_high_right, S5_low_left, and S5_low_right. Specific constraints 
were added to the formulation to indicate the necessity of equilibrium of work-
load between, respectively, (S5_high_left and S5_high_right) and (S5_low_left and 
S5_low_right). Then, the model seeks for solutions that take into account these 
particular constraints, leading to balancing conditions aligned to the practical needs, 
even for dual stations. The detailed nomenclature for sets, indexes, parameters, and 
variables is indicate in Sikora et al. [4], as well as the fundamental constraints 
involved. 

Max  Di  f  _Stations ≥ +(ST ime[s] − avS)∀s ∈ S 
Max  Di  f  _Stations ≥ −(ST ime[s] + avS)∀s ∈ S 

(2)
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4 Results 

The sixth and most recent line balance proposal released is presented in Fig. 4. The  
experiment was performed in a 64 bit Intel™ i5 CPU—1.6 GHz, 8 GB of RAM, 
with a time limit of 3600 s. The model was run to optimality within the available 
time. The generated mathematical model presented 9562 constraints, 4937 variables 
(4884 binary variables). The results show the total workload in each workstation 
for each one of the 4 models (A, B, C, and D) that must be produced in de future 
condition of Line A. The total workload for some stations, and for some specific 
product models, stays slightly above established target, which in a first look seems 
to be a non-conformity condition. However, an assumption must be considered for 
new products assembling: it takes time to workers to achieve the expected assembly 
dexterity. In this way, a tolerance of 5% in proposed target is adopted for validation 
purposes. In addition, it can be observed that in each station presenting a model with 
a time slightly above the planed cycle time (CT), other models have an assembly 
time inferior to CT. As observed by Lopes et al. [5], in the majority of line balancing 
cases studied by the authors, it was possible to improve the line productivity by 
using a sequence aware formulation. Thus, differences of assembly times according 
to engine models in each station can be consciously used do improve productivity. 
Such condition can be considered to analyze line-balancing results in combination 
with product sequence optimization, but are not the focus of this work, which is 
centered in the already difficult problem of finding an optimized balancing solution, 
which stills respects a series of practical features. 

As a consequence of the proposed line balance optimization, 61 of the total 220 
tasks were suggested to be reallocated to different or new workstations. It is important 
to highlight that the inclusion of station 12 (new station) would naturally imply 
reallocation of tasks. The proposed changes were checked and the proposed new
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Table 2 Results of balanced workload in dual stations 

Workstation S5 S9 S11 

Workload (unit of time) 928 932 994 

Product position High Low High Low High Low 

Worker A 736 187 932 0 977 0 

Worker B 693 235 911 0 994 0 

Max difference 43 48 21 0 17 0 

% of synergy 95 95 98 100 99 100 

condition is feasible, considering Line A industrialization planning. Furthermore, 
the obtained result is in accordance with the defined objectives, modeled by means 
of Eq. (1), which seeks to primarily reduce the cycle time, and, as a secondary factor, 
tries to minimize differences with respect to the current balancing practice. 

Table 2 presents the workload reached in each dual station for each worker. To 
check the synergy condition, it is necessary to compare the workload of each worker 
in both sides and the height product conditions. The less the workload difference 
between operators A and B the better (the higher) is the synergy; this difference 
is divided by the station’s cycle time to identify the percentage of synergy. Thus, 
the mixed integer linear programming solution worked efficiently to deal with the 
MALBP presented in this study, which have special dual-station requirements. The 
mathematical model tailoring took in account dual station conditions, and resulted 
as expected: well balanced workload between operators A and B in opposite sides 
of the product in both, high and low assembly positions. 

Another proof of success in dealing with the dual-station condition can noted by 
the mathematical model decision of avoiding to allocate activities to a given product 
position, when possible. For instance, in stations 9 and 11 the model indicate the 
use of high position for the engine, even for the assemblies that are made in the 
central region (which can be also achieved by the low position). This solution was 
not achievable in station 5; in it, part of time the engine is assembled in the high 
position and part in the low one, but maintaining a high synergy of operators, an 
operational condition that is difficult to be find just based in practical experience. 

In addition, it is highlighted that a practical verification was also performed in the 
presented study: the assembly of 8 units of A-model engines was performed in May 
2021, following the 6th release of the line-balancing proposal. The main outcome 
from physical verification was the validation of the proposed assembly balancing, 
considering the adherence of workload distribution with values indicated by the 
model, for all stations. The practical viability of assembling the 200+ involved tasks 
was physically verified, but the execution of 3 specific tasks would be better managed 
with precedence constraints not previously informed to the model. This feature tends 
to be incorporated in a next balancing release.
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5 Conclusions 

This work addresses a real-world case study for a multi-manned assembly problem 
in an engine manufacturing company. Special attention was given to modelling of 
product positioning in dual stations (multi-manned stations), which provided a better 
adherence with the practical needs. The proposed methodology, described in Sect. 3, 
relies on solving a Mixed-Integer Linear Programming model, but the physical veri-
fication is also a crucial step to validate the solution proposed by the mathemat-
ical model, as well as to detect physical restrictions not previously observed, for 
instance, a precedence link not previously identified. The obtained results suggested 
a balanced solution aligned to the new target value (as illustrated in Fig. 4); reduc-
tions of approximately 9% in cycle time were indicated at the same time that the 
solution also adequately considered physical positioning conditions in dual stations 
(as indicated in Table 2). A practical experimentation involving the assembly of a set 
of A-model engines was performed based on the line-balancing proposal, providing 
adequate results. 

Based on the natural differences of workload in stations, according to the engine 
model, one possible future development can be the development of a study to 
optimize the production sequencing, in collaboration with the obtained balancing 
solution; this synergy can generate increased productivity. Further developments 
from the theme are exploited in the master’s thesis from the first author, available 
at https://repositorio.utfpr.edu.br/jspui/handle/1/29842 (in Portuguese). 
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Application of Agile Project Management 
Approaches in the Automotive Industry 

Nathalia Juca Monteiro, Robson Luiz Ventura dos Santos, 
Isabelle Dittert Noleto, Fernando Deschamps, 
and Sergio E. Gouvea da Costa 

Abstract Agile Project Management (APM) is a standard approach in the software 
industry, and because of its success in allowing projects to better meet its require-
ments, its application has lately been extended to other industries, without prejudice 
of its underlying principles and advantages. Among APM practices there are: iter-
ative and incremental deploying the product, presence of informal communication 
and low bureaucracy and use of visual tools. Additionally, sprints allow the exer-
cise of creativity to solve the presented problem and just-in-time planning to better 
use people’s time. However, adapting practices that were designed for developing a 
software to other types of products poses many challenges. To shed some light as to 
how agile practices may be adapted to different contexts, this work conducts a case 
study of a project in manufacturing that adopted an agile approach. The objective 
is to analyze how agile practices were applied in this project, from the factory floor 
to the car dealership. The analyzed project aimed to improve the quality of the after 
sales services of the company, reducing the percentage of customers problems and 
complaints related to the service. A semi-structured interview was conducted with 
the agile coach responsible for the project, which divided the analysis into five areas 
of study: work and efforts, materiality, agency and creativity, knowledge, and inter-
ests and power. Results showed that the highlighted areas are interrelated, since their 
benefits intertwine while achieving project success. These observed benefits match 
the application of APM in a software project and were related to practices such as 
the use of small teams, periodic short meetings, and tools for informal communica-
tion. These characteristics made improved project agility and eliminated unnecessary
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formal documentation and communication. Nevertheless, not all the characteristic 
tools of APM were used, for example, there was a lack of a project’s backlog and 
the utilization of an agile board, even though visual monitoring was used during 
the project’s execution. Future research is proposed to amplify the study, analyzing 
other types of projects, and develop a framework with the best practices found to 
implement the APM methodology outside of software projects. 

Keywords Agile project management · Quality · Automotive industry 

1 Introduction 

The utilization of the Agile Project Management (APM) is an emerging approach 
that have large acceptance in high-tech enterprises and I.T. software development 
projects [1–3], but it can be used in other situations [4–6]. 

The agility can provide some benefits like risk reduction and quality improvement 
[3]. Stettina and Hörz [7] affirm that despite the APM was originated for software 
development this methodology received increased attention in the general field of 
project management. The Agile Manifesto initiated the promotion of the studies, 
and now the Project Management Institute have a certification called the PMI Agile 
Certified Practitioner (ACP) [8, 9]. 

Conforto et al. [1] affirm that the APM approach was developed to improve the 
performance of the project utilizing agilities methods, tools, and techniques. APM 
approach differs from the traditional project management approaches because the 
first one emphasizes continuous design, flexible scope, embracing uncertainty and 
customer interaction, utilizing a modified project team organization [10]. 

There is extensive research on the utilization of APM in the software industry 
and projects, but there is a lack of studies of APM in other industries and projects 
[11]. The utilization of APM in other areas beyond software development is highly 
recommended as a response to a fast-changing and challenging business environment 
[12]. In this scenario, the present study search to answer the following research 
question: How are the agile tools and techniques applied to project management in 
an automotive manufacturing company? 

The main objective of this article is to provide an overview of how agile tools 
are utilized for project management in a manufacturing environment. To achieve this 
goal, a case study was utilized, analyzing the development of a quality project. 

This article is divided into six sections. The first presents a contextualization of the 
work. Section 2 brings a discussion of agile project management. Section 3 discusses 
the method of the work. Section 4 presents findings from the case study. Section 5 
brings discussions related to the findings. Section 6 concludes the article.
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2 Agile Project Management 

The term “agility” was first utilized in manufacturing and only after it was observed 
in project management [1]. During the decade of 1980 and early 1990, agility began 
in project management, focused on software development projects as a response to 
the challenges experienced in this area [1, 9, 13]. 

Sweetman and Conboy [14] affirm that during the last 20 years the utilization of 
agile software project management has been rising. Despite the large utilization of 
the agile techniques, there is no detailed nor consensual definition among the studies 
[8, 15], so Conforto et al. [1] proposed a definition of agility utilizing the existent 
material about the theme. Based on their work the definition is described as follows: 
“Agility is the project team’s ability to quickly change the project plan as a response 
to customer or stakeholders needs, market or technology demands to achieve better 
project and product performance in an innovative and dynamic project environment”. 
In summary, when a project faces uncertainty, complexity, volatility, and risk, the 
agile practices and principles can be utilized [16]. 

In contrast with the traditional project management approach, the APM focuses 
on adapting the process and the methodology used to the problem being solved, 
delivering parts of the project, products, and adjustments as soon as they are requested 
[12]. 

The benefits of agile are well known, like an increased ability to manage change 
priorities, increased productivity, and improved project visibility [14], but it also 
increases difficulties for the management of the project portfolio [7]. 

The APM can have a positive impact on a variety of projects, not only in software 
development [16]. It consists of a highly iterative and incremental process, where 
there is a close relationship between stakeholders and developers to understand the 
domain, determine the requirements (what needs to be built), and prioritize func-
tionalities [17]. Due to these characteristics, the APM allows a constant evaluation 
of the development of the product and immediate feedback from the stakeholders, 
facilitating modification on the project if necessary [16, 17]. 

Agile project management is utilized in various situations. Hobbs and Petit [9] 
examining the APM in large projects in large organizations, concluding that there is 
still the need for adaptations on the project and organizational levels, but this is an 
evolutionary process that is still in progress. Scholz et al. [6] applied the APM tech-
niques during the realization of an Industry 4.0 Learning Factory in China, verifying 
that the results of the tests with customers could be implemented immediately along 
with the execution of repetitive processes. Mohammed and Karri [5] analyzed agile 
project management in a construction environment, developing a framework to deal 
with the dynamic processes.
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3 Methodology 

The methodology is a case study, which is an empirical study to investigate a 
phenomenon in a real-life context [18]. This study utilizes the four steps to build 
a case study proposed by Yin [19]: general planning, data collection, data analysis, 
and construction of the report. 

The general planning included the delimitation of the work and the definition of 
the company where the study was applied. The industry selected was an automotive 
company located in Curitiba, Paraná, Brazil. The company is a multinational that 
has several plants around the globe, and, in Brazil, it manufactures cars. This case 
study was also chosen, concerning a project created by the manufacturer to improve 
the quality of the after-sales service, reducing the number of products come backs 
due to quality issues. 

The second phase corresponds to the data collection, which was held through 
a semi-structured interview, where the authors asked some questions expressed in 
Table 1 to the project manager to understand the context of the project and how it 
was developed. The questions were based on the work of Floricel et al. [20], where 
the theoretical foundations of project management were examined and a toolkit that 
combined theory and practice in the field of project management was suggested. 
The toolkit was composed of five areas: work and efforts, materiality, agency and 
creativity, knowledge, and interests and power. Table 1 resumes the aspect that the 
authors want to analyze, and the questions asked during the interview.

The data was collected in a conference call with the Agile Coach that has more than 
10 years of experience in Product Development and large knowledge in methodolo-
gies like Scrum, Lean Projects, and Agile Coaching. This interview lasted one hour 
and was conducted basically in 2 steps, first a presentation of both parts explaining the 
objective of the interview, and second, the proposition of the questions and the collec-
tion of the answers as free comments by the interviewee. The answers summarized 
the main ideas of the Agile Coach. 

The third phase was the data analysis, where the interview was transcribed and 
then analyzed to identify the application of APM. In this phase, published literature 
about APM was utilized to validate or refute the findings. And finally, the article was 
written. 

4 Findings 

4.1 Work and Efforts 

Due to previous experiences and former knowledge from the interviewee in agile tools 
and techniques, each area of the study could be verified in the project in question 
and easily assessed during the interview. Analyzing the first area of study (work and 
efforts), the interviewee stated that the Agile Team was born in a war room and the
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Table 1 Data of the interview 

Area Aspects analyzed Questions to the interview 

Work and efforts Contextualization of the project, 
work planning and structure of the 
team 

How is the structure of the project 
team? The team changed during 
the project or remained the same? 
What was the format of the 
reunions? 

Materiality Instruments of control and reports How was the project documented? 
Was there a lot of formal 
documentation? How were the 
“deliverables” delivered to the 
stakeholders? 

Agency and creativity Autonomy and creativity of the 
team 

How much autonomy the project 
team had? How was the ability of 
team to adapt to new situations? 
How were the decisions made? 

Knowledge Share of information between the 
team and the stakeholders 

How was the interaction between 
the project team? Was there much 
formalization in the 
communication between the team? 
How was the access to the 
historical data? 

Interests and power Stakeholders and their satisfaction 
and influence 

How much participation and 
influence the stakeholders had 
during the project? Were there any 
conflicts during the execution of 
the project? How was the project 
received by the stakeholders? How 
is the situation of the post-project?

employees were selected from each sector of the company involved in the project. 
The employees had responsibilities according to the area of work and the power 
to make decisions during the process chain was encouraged in the project. In this 
scenario, the project manager’s role as a decision-maker was reduced as mentioned 
by Drury-Grogan [21] and the team members empowered each other to make the 
decisions by themselves. 

The project team must be flexible to team members switch roles to gain new 
experiences according to Drury-Grogan [21], but in this case, it was not possible 
since the agile team was not dedicated to the project, meaning their activities were 
merely a part of their duties. Despite this, the team was cross-functional, complying 
with one of the characteristics of team members in APM as mentioned by Loiro et al. 
[4]. 

As for the meetings, the online environment was preferable (in part due to COVID-
19 regulations) and the meetings had a duration of 15 min, happening every day. In 
addition, an extra one-hour meeting happened weekly to review project directions 
and the attendance in those meetings were mandatory. However, the meeting’s review 
recommendations in APM are in every two weeks during the execution of the project



550 N. J. Monteiro et al.

[22], which did not extensively comply with the scenario. Nevertheless, the partici-
pation of team members at the meetings must be at 72% [23], and the daily meetings 
are also a vital element of agile practices, therefore, overall, the project has surpassed 
the ideal conditions. 

4.2 Materiality 

At the materiality aspect, the agile coach emphasized the need to understand the 
main necessities of the project in each sprint, looking to solve small goals quickly 
to add more value during iterations, which can last two to four weeks [5]. The 
principle of “Simplicity” presented in the Agile Manifesto encourages the condition 
of continuation if the processes are delivering value to the customer [24]. 

Since the project involved quality, the project leader confirmed that the deliveries 
were not necessarily a document, but were also presented as actions, changes, opti-
mizations, or improvements in the process in question. In the analyzed case, the main 
changes focused on processes developed inside the car dealerships of the brand, and 
all the evolution of the project was followed in a backlog board. 

The project manager described the board as an instrument of control, with items 
containing tasks to close. The utilization of a board can provides a graphical analysis 
that can help in the establishment of metrics for the team [25]. 

The documentation was updated whenever needed in accordance with process 
modifications or due to incidents. The software Teams was utilized to follow the 
progress of the activities, updating the progress daily. At the end of the week the 
team reunited with stakeholders (managers of the company) to present the progress 
of the agile team. 

4.3 Agency and Creativity 

About agency and creativity, the team needed autonomy to solve problems and the 
agile coach had the role of mentoring them. He avoided to point out solutions or 
preferences in decision making, thus his role was to guide the team to independent 
improvement. This demonstration of team leader matches the definition proposed by 
Loiro et al. [4] in APMs, where apart from guidance and support, the team leader 
also deals with external problems to allow the team to focus on the project. In this 
scenario, the project leader performs five different activities: facilitating, mentoring, 
negotiating, protecting, and coordinating [26]. 

Another important aspect of this studied area is conflict. As the existence of 
conflicts is inherent to projects, the agile coach emphasized that during the execu-
tion of the project, conflict was clearly minimized by the autonomous decision-
making done by the team, which reduced friction between members. Drury et al.
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[22] also emphasize that teams can make more effective decisions due to the share 
of knowledge and information. 

4.4 Knowledge 

In the knowledge area, even though the members of the agile team were not dedicated 
to the execution of the project, they had roles related to agile activities necessary for 
the progress of the project, concentrating all expertise inside of the team. It was also 
stated that they often had informal interactions, held outside of official meetings, 
which determined project actions. This absence of formalized planning and control 
approaches is presented by Lappi et al. [24] that affirm agile approaches commonly 
emphasize informal collaboration. 

The agile coach explained that all data was available, and the members of the 
project team had free access to them, although the information was collected and 
distributed by the dealerships. It was known inside of the project that shared knowl-
edge within and between teams is one of the key aspects to effective teamwork [27], 
so the project was described as successful in this area of study, even though the 
teams that interacted and exchanges information (project and car dealership) worked 
in different environments and metrics. 

Despite the described free access, the agile coach also highlighted some problems 
in this aspect. Mainly, there was a complex and outdated process to obtain the data 
from the car dealership team. The use of low technology procedures and manual 
archives was pointed by the interviewee and the risk of creating doubled reports 
was identified by the project. This scenario constitutes a problem to the adequate 
implementation of agile techniques [28]. 

4.5 Interests and Power 

Related to Interests and Power, the literature declares it is a key dimension of 
measuring project success [29]. Regarding the project, the main interaction between 
team and stakeholders was to present the result of all the sprints for validation. Even 
though the agile coach did not mention major problems between the agile team and 
the final client, he described some resistance from the car dealership’s team due to 
the change of processes. With the support and guidance of the agile coach and the 
leaders, this resistance was soon contained, and the project continued without issue. 

Since the project was not finalized through the company, it is early to measure 
success, because it only can be quantified after the end of the project [29]. The agile 
coach emphasized that the project is at the final month of execution, but until now 
the execution is occurring as planned and the results achieved were expected.
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5 Discussions 

The challenge for utilizing APM lies in the integration of the agile project at the 
organizational level [28, 30]. At the project analyzed, an external agile coach was 
utilized to guide the project team to accomplish its goals. 

It is possible to observe that despite the division of areas of study to analyze the 
utilization of agile techniques, they are interrelated, which means that the aspects 
analyzed have a strong connection and influence through each other. 

The utilization of low technologies was discussed at the Knowledge pilar, and 
despite the necessity of constant update in this area, the frequent change of technolo-
gies may impact the project team performance since the team needs to learn again 
at every change [27]. This can increase the number of problems and the amount of 
complexity of the project [27, 31], which can be mainly discussed int the area of 
Agency and Creativity. 

The empowerment of the project team is another subject that was found in more 
than one area, Work and Efforts, and Agency and Creativity. Team autonomy must 
be encouraged because it enhances the sense of empowerment [32]. Lee and Xia 
[33] attribute the team autonomy to the self-organizing nature of the agile team and 
the interactive process which allows short cycles. To develop self-organization, it is 
important to develop standards, even if they are small and simple [14]. 

The close relationship between the agile team and the customers, identified in the 
Interest and Power area contributes to a better understanding of the project goal and 
the deliverables expected by the client [24]. 

Since the interviewee was the project manager, his role at the project was empha-
sized, and his experience in agile projects could be one of the reasons for the reduction 
of conflicts between the agile team [26]. 

It is also important to point out the role of communication in this project. The 
frequent daily meetings were very adherent with the agile method, allowing objec-
tivity and informal discussions about the progress of the project. In an agile envi-
ronment, the increased amount of external and internal communication is common 
[34], so the project analyzed is coherent with the agile characteristics founded in the 
literature. 

6 Conclusions 

The APM has large acceptance in software development, but its benefits can also 
be experienced in other industries and types of projects. The main objective of this 
study was to analyze how the agile tools and techniques were applied in a quality 
project of an automotive company. 

Thus, the main objective of the study was achieved through the identification of 
the agile practices during the execution of the project at the vision of the agile coach 
responsible and the literature described also supported the findings of this research.
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The company demonstrated to be familiarized with the concept of agility, so 
some practices were described as intrinsic to its processes. Despite some project’s 
characteristics not being aligned with common agile practices, the work could expand 
the scope of agile literature, presenting an APM application outside from the software 
context. 

For future research, the examination of other projects from the same industry 
is suggested to expand the understanding of agile application in other sectors. It is 
also valid to interview the stakeholders and the agile project team of the quality 
project analyzed to observe if the perception of the agile coach was the same to 
other stakeholders of the project. The development of a framework based on the case 
study is also recommended to identify best practices and possible guidelines for the 
implementation of APM outside the software industry. 
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An Operational Form of Bundling 

Wee Meng Yeo 

Abstract This paper introduces a new form of bundling. Our approach is dynamic 
and contrasts with the conventional notion that bundling should be static over an 
infinite selling season: One may operationalize two major product line strategies 
partial mixed-bundling and mixed-bundling dynamically by considering their inter-
action with firm’s inventory information. Our contributions are as follows. First, we 
develop a model to describe operational bundling and show how one can reduce 
the complexity of the optimisation problem to obtain joint optimal inventory and 
bundling strategies. Second, we compute the stationary probability of the joint inven-
tory levels and develop the long-run average payoff rate. Third, we provide neces-
sary and sufficient condition for optimality of operational bundling, which becomes 
keystone to access the value of static is bundling. Under some conditions, our work 
shows that bundling strategy should always be dynamic when inventory costs are 
taken into account. 

Keywords Inventory control · Markov chain · Optimization 

1 Introduction 

We consider a firm selling two items (focal item and non-focal item) where exactly 
one unit of each type forms a bundle. The firm has two selling options that are 
differentiated according to various level of sales restriction. The first option is partial 
mixed-bundling, a practice where the purchase of the focal item must be tied with 
purchasing the non-focal item. The second option is mixed-bundling, an approach 
where this tying requirement is removed and the individual focal item becomes 
available at the original price. We further assume that the firm is able to price the 
bundle up to the sum of its individual prices. In the atypical situation where there is 
no bundle discount, mixed bundling is equivalent to unbundling or pure component 
(see [5]), a practice where each item is available for purchase at its given price.
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This work sets out to investigate an operational form of bundling: adopt mixed 
bundling when the focal item inventory level belongs to some pre-defined set, other-
wise adopt partial mixed-bundling. From a practical standpoint, one may suggest 
adopting a threshold-based policy where the firm should adopt mixed bundling 
when the focal item inventory level is above a certain number, otherwise adopt 
partial mixed-bundling. How should bundling be operationalized based on inven-
tory information? Is there value to this approach of bundling? The theoretical 
reasons for the dominance (if any) of our proposed form of operational bundling is 
unclear. 

This short exposition summarizes our key contributions. First, we describe a styl-
ized model for an operational bundling. Second, we provide results that allow us to 
formulate the firm’s payoff function. More specifically, we present stationary proba-
bility where the firm deploys mixed-bundling and partial mixed-bundling. Third, we  
provide conditions under which our proposed form of dynamic bundling is optimal. 
We investigate how our proposed form of bundling may outperform mixed-bundling 
or partial mixed-bundling, selling options which traditionally are assumed to be 
static. 

2 The Model 

A firm sells two items (item 1 and item 2). There are two options available: partial-
mixed bundling MBi and mixed bundling MB, generating menus given by {∅, {i}, 
{12}} and {∅, {1}, {2}, {12}} respectively ({12} denotes the bundle). Without loss 
of generality, we assume that i = 2 so that item 1 (item 2) becomes the focal (non-
focal) item. The firm charges non-negative prices pi and p for one unit of item i and 
the bundle {12}, respectively. Price bundling means that p ≤ p1 + p2 and the bundle 
price is strictly larger than the focal item price, i.e., p > p1. Therefore, we rule out the 
case where a manufacturer gladly sells millions of bundles with devices at negative 
margins or even free, in anticipation of multi-year revenue stream attached to the 
sales of the consumables. We also assume that pi is publicly available for consumers’ 
reference within a highly transparent marketplace and is therefore exogenously given. 
Lastly, we define the variable δ = p1 + p2 − p ≥ 0 representing the inferred savings 
from purchasing a bundle, a constraint which we will assume throughout our paper. 

The inventory costs are as follows. First, the holding cost is hi > 0 per unit of item 
i. Second, the marginal cost for each unit of item i is ci and c = c1 + c2. Third, the 
replenishment cost is Ki > 0 per replenishment of item i only, and K = K1 + K2 

per joint replenishment of both items. Following the work of [1–3], we assume that 
replenishment lead-times are negligible, back-ordering is not allowed and there is no 
benefit to coordinating replenishments.The decision maker applies a zero-inventory 
ordering policy, i.e., an order is placed only when the inventory level drops to zero, 
where Si is the maximum inventory level for item i. We shall define an operational 
form of bundling as follows.
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Definition 1 Let I i (t) be the inventory level of item i at time t. For any E ⊆ Ω1 = 
{1, …, S1}, the firm’s bundling regime at time t is: 

adopt

{
partial MB, when I1(t) /∈ E 

MB, when I1(t) ∈ E 

Our definition implies that the firm determines the selling regimes based on set E: 
partial mixed-bundling (E = ∅) and mixed bundling (E = Ω1). It turns out that I I(t) 
converges in distribution as t→∞  to a limiting random variable I1. This convergence 
allows us to develop the objective function in terms of a stationary payoff rate. The 
sequence of events is as follows: The firm observes p = (p1, p2), and chooses (i) S 
= (S1, S2), the order-up-to inventory control policy for each item, (ii) bundle price p, 
where p≤ p1 + p2, and (iii) bundling regime E ⊆Ω1. Surplus-maximizing consumers 
arrive according to a Poisson process with rate λ > 0. By suitably rescaling time, λ = 1 
is assumed without loss of generality. A consumer can be identified heterogeneously 
by a valuation pair (V 1,V 2) with joint cumulative distribution function denoted by 
F(x, y) = P((V 1, V 2) ≤ (x, y)). Following the work of [4], V 1 and V 2 are assumed to 
be independent so that F(x, y) = F1(x) F2(y), where Fi is the continuous marginal 
distribution function for Vi. 

For the bundle, the consumer’s valuation is V = V 1 + V 2, corresponding to price 
bundling∗ in Stremersch and Tellis [6]. On arrival, the consumer observes the firm’s 
choice of p and E, makes a purchasing decision based on a self-selection mechanism. 
Define Ai(y): = {Vi > y} and A(y): = {V > y}. Throughout this paper, we denote Ai 

= Ai (pi) = {Vi > pi}, A = A(p) = {V > p} and Bi = Ai (p − p−i) = {Vi > p − p−i}. 
Table 1 summarizes the probabilities that a randomly chosen consumer purchases 
one unit of item 1, item 2, and bundle, leading to the exact specifications of demand 
rates to formulate the firm’s expected payoff. 

For any given (S, p, E), the firm’s expected payoff rate is given by

⊓
(S, p, E) : =  (p1 − c1)Ed1 + (p2 − c2)Ed2 + (p − c)Ed 

− 
2∑

i=1 

(Ki (Ni + N ) − hi EIi ) (1) 

Here, di and d represent consumers’ demand rate for item i only and the bundle. 
Similarly, let Ni be the average ordering frequency of item i only and let N be 
the average ordering frequency of both items together (these quantities are all in 
stationarity). Because λ = 1, Edi is simply the stationary probability that an arriving

Table 1 Probability that a 
randomly chosen customer 
purchases every unit given p 
and E ∈ {∅, Ω1} 

Bundling regime, E Item 1 Item 2 Bundle {1, 2} 

∅ 0 P(A2\B1) P(A ∩ B1)

Ω1 P(A1\B2) P(A2\B1) P(A ∩ B1 ∩ B2) 
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customer purchases item i only, and similarly Ed is the stationary probability that an 
arriving customer purchases the bundle. 

The firm’s optimization problem is given by 

max
⊓

(S, p, E) s.t. S =  (S1, S2), E ⊆ Ω1, 

S, E (2) 

for given p, pi such that p1 < p ≤ p1 + p2. Our constraint captures the reality of 
firm’s reduced pricing power due to greater transparency in the online marketplace: 
the bundle price p is constrained. 

3 Analysis  

We consider the case where the firm does not offer a bundle discount. This corre-
sponds to solving the optimization problem where p = p1 + p2. In this case, we have 
Bi = Ai and A1 ∩ A2 ⊆ A. From Table 1, the probabilities that a randomly chosen 
consumer purchases every unit of item 1, item 2, and bundle are respectively given by 
P(A1\A2), P(A2\A1), and P(A1 ∩ A2) when the firm adopts mixed-bundling. Without 
a bundle discount, this is equivalent to adopting pure components or unbundling, 
which we denote by U. The probabilities that a randomly chosen consumer purchases 
a unit of item 2 and the bundle are given by P(A2\A1) and P(A ∩ A1) under partial 
mixed-bundling. 

Let E ⊆ Ω1 be given and 1E(m): = 1{m∈E} be the indicator function. Due to the 
unit rescaling of our arrival process, the firm’s demand rates when I1(t) = m are 
given by d1(m) = P(A1\A2)1E(m), d2(m) = P(A2\A1), and d(m) = P(A1 ∩ A2)1E(m) 
+ P(A ∩ A1)1Ec(m). Next, we will determine derived demand bi: = E(di + d) for  
both items. These are the inventory requirements driven by consumer demand. It can 
be shown that b1 = α + rP(I1 ∈ E) and b2 = P(A2) + qP(I1 /∈ E), where α = P(A1 

∩ A), r = P(A1\A) and q = P(A\A2). 
As our operational bundling depends on E, it is useful to evaluate the choice 

between two bundling regimes by considering the joint distribution of two depen-
dent stochastic processes {I1(t)} and {I2(t)}. It turns out that these two stochastic 
processes converge in the limit to two independent random variables. 

Result 1 (δ = 0). Let S, p and E ⊆ Ω1 be given. The stationary probability of the 
joint inventory level π(m, n) is given by, 

π(m,n) = lim 
t→∞ 

Prob((I1(t), I2(t)) = (m, n)) = Prob(I1 = m)Prob(I2 = n), 
for some discrete random variable I1 and I2 ∼ U{1,…, S2}. 
Result 1 says the following. Under an order-up-to Si inventory policy, if the firm 

adopts static bundling, then the stationary joint distribution is modulated by mutually 
independent I1 and I2. In that case, both are uniformly distributed. For non-trivial 
choice of E , only I2 is uniformly distributed on the discrete set {1, . . . ,  S2}.
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Result 2 The firm’s long-run average payoff is given by∏
(p1, p2, p, S1, S2, E) =

(
p1 − c1 − K1 

S1

)
b1 +

(
p2 − c2 − K2 

S2

)
b2 − h1EI1 − 

h2EI2. 
According to Result 2, the payoff for the firm can be expressed in inventory 

requirement (b1), rather than demand. It becomes purposeful to answer the following 
question: What is the optimal form of bundling regime? For this, we will try and solve 
the optimization problem in (2). 

Result 3 Let S1 and p be given. The optimal subset E ⊆ {1, …, S1} of threshold 
type. There exists some τ∗ such that 

E = {
τ ∗ + 1, τ  ∗ + 2, · · ·  , S1 − 1, S1

}

The explanation for Result 3 is that one should deploy partial mixed-bundling 
when focal inventory level is strictly less than τ or below, otherwise deploy mixed-
bundling. This is an intuitive result. Because partial mixed-bundling is restrictive in 
nature, one should start restricting sales when the inventory level of the focal item 
falls below τ∗. This is often observed in practice where firms can become risk averse 
to the availability of the item in providing inventory costs savings for the benefit of 
operational bundling. 

Result 4 Given p and Si , the firm should adopt the following strategy: 
(Static) Mixed-bundling is optimal if and only if 

h1 
S1 − 1 

2 
< 

Prob(v1 > p1) 
r 

(a1r − a2q) 

(Static) Partial mixed-bundling is optimal if and only if 

h1 
S1 − 1 

2 
< 

Prob(v1 > p1) − r 
r 

(a2q − a1r ) 

(Dynamic) Inventory-driven bundling is optimal if and only if 

h1 
S1 − 1 

2 
> max

(
Prob(v1 > p1) − r 

r 
(a2q − a1r), 

Prob(v1 > p1) 
r 

(a1r − a2q)

)

Result 4 presents a necessary and sufficient condition for the dominance of oper-
ational bundling over traditional static bundling. It shows that there is benefit to 
dynamic bundling. Furthermore, if holding costs is zero, then we have the case of 
informational goods (digital news subscription) and only static bundling holds.
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4 Numerical Result 

We run an experiment to truly understand the benefit of operational bundling. 
We assume all forms of replenishment costs to be zero. Let S1 = 3, S2 = 2 and (V 1, 
V 2) ∼ U([0, 1] × [0, 1]). With either partial mixed-bundling or mixed-bundling, 
the inventory holding costs for all items incurred turns out to be the same. To  
improve profitability, the firm can switch to partial mixed-bundling regime when 
the focal item’s inventory level falls to one remaining unit, and otherwise adopt 
mixed-bundling regime, i.e., E = {2, 3}. 

p1 = 0.60, p2 = 0.30, h1 = 0.90, h2 = 0.02, K1 = K2 = 0, c1 = 
0.15, c2 = 0.01 
Revenue ($) Cost 1 ($) Cost 2 ($) Profit ($) 

Partial mixed-bundling 0.385 0.200 0.03 0.155 

Operational bundling 0.384 0.196 0.03 0.158 

Mixed bundling 0.383 0.200 0.03 0.153 

When p1 = 0.60, p2 = 0.30, h1 = 0.90, h2 = 0.02, K1 = K2 = 0, c1 = 0.15, c2 = 
0.01, operational bundling dominates static regimes because savings accrued from 
reduced holding costs (of the focal item) outweigh the inevitable loss of revenue. 
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Multi-objective Simulation Optimization 
Using Data Envelopment Analysis 
for Personnel Planning 
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Abstract In this paper, we model and solve a multi-objective personnel planning 
problem in a military context to find appropriate values of recruitment and promotion 
policies that simultaneously minimize personnel cost and asset unavailability (due 
to the personnel shortage to crew assets). We propose a hybrid solution approach 
that combines a simulation–optimization method with data envelopment analysis 
(DEA). The simulation–optimization method integrates a genetic algorithm (GA) 
with a system dynamics (SD) simulation model. While GA can effectively search 
very large decision spaces, the SD simulation simulates the personnel system and its 
connections with the fleet of assets. In an interactive process, GA generates solutions 
of recruitment and promotion policies and sends them to the SD simulation, where 
the values of personnel cost and asset unavailability are calculated for each solu-
tion. Then, DEA computes the efficiency scores of solutions using recruitment and 
promotion values as inputs, while personnel cost and asset unavailability values as 
outputs. These efficiency scores are used as fitness values to guide the search process 
in GA. We test the proposed model on an illustrative example. The numerical results 
indicate the applicability of the proposed method in identifying the efficient solutions 
and reducing personnel cost and asset unavailability. 

Keyword Personnel planning · Multi-objective · Simulation–optimization · DEA 

1 Introduction 

Military personnel planning problems usually have multiple objectives that need to be 
optimized at the same time [1]. In the military context, personnel planning problems 
attempt to guarantee the right number of the right personnel are recruited and retained 
to perform organizational tasks such as operationalizing military assets while satis-
fying personnel budget limitations [2]. On the one hand, military personnel managers 
tend to minimize personnel cost via strategies including recruiting less personnel and
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decreasing salaries. On the other hand, they need to supply the personnel demand of 
military assets such as fleet of vessels to crew and operationalize them by adequate 
and proper personnel and keep these assets available for organizational operations. 
To this end, military personnel managers should retain reliable amounts of personnel 
in the organization via strategies such as increasing recruits or increasing salaries 
to tackle the problem of personnel separation, which imposes unwanted personnel 
reduction to military organizations. These strategies lead to higher personnel cost. As 
a result, it is required to simultaneously consider the trade-off between the objectives 
of personnel cost and asset unavailability. 

In this study, we develop and solve a multi-objective optimization problem of 
military personnel planning to minimize two objectives of personnel cost and asset 
unavailability, due to the personnel shortages to crew and operationalize assets. 
To meet the objectives, the recruitment and promotion policies are optimized. 
Multi-objective optimization problems are often too complex due to, for example, 
competing objectives and high computational cost [3]. Simulation–optimization 
methods can analytically address the complexities associated with multi-objective 
optimization problems [3–5]. 

In this study, we develop a simulation–optimization method by combining genetic 
algorithm (GA) and a system dynamics (SD) simulation model. We integrate the 
developed simulation–optimization method with data envelopment analysis (DEA) 
to solve the multi-objective optimization problem. DEA models estimate the relative 
efficiencies of decision-making units (DMUs). A group of studies have attempted to 
combine DEA and simulation, optimization and simulation–optimization methods. 
For example, Yun et al. [6] applied DEA to evaluate the fitness of solutions generated 
by GA in a multi-objective optimization problem. Moreover, Lin et al. [3] developed 
a discrete-event simulation method coupled with GA and DEA to solve a multi-
objective optimization problem in surgical services. They optimized the number of 
nurses, the number of beds and the labor cost to minimize the objectives of patient 
waiting time and system completion time. Miranda et al. [7] used DEA to rank the 
input scenarios of a discrete-event simulation model integrated with an optimization 
problem in order to identify the best ranges of decision variables and reduce the 
computational cost. Further, Whittaker et al. [8] developed and solved a bi-level 
optimization problem in an agri-environmental context using a hybrid GA, which 
uses DEA to model producer behavior in response to agri-environmental policy. 
Tsionas [9] developed a formal criterion of weighting based on maximizing proper 
criteria of optimal model to apply in DEA. In addition, Tsionas [10] considered 
multi-objective optimization problems from the perspective of generalized DEA and 
Bayesian analysis to apply in a real-world portfolio optimization problem. Despite 
the potential of DEA in benefiting the simulation–optimization methods in several 
ways, some of which mentioned in the above studies, few works, particularly in the 
Defence field, have integrated DEA with the simulation–optimization methods. This 
study contributes to close this gap. 

The rest of this paper is structured as follows: Sect. 2 explains the proposed multi-
objective optimization model. Section 3 describes the simulation–optimization-DEA
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approach. The computational experiments and results are provided in Sect. 4. At the  
end, conclusions and future research directions are presented in Sect. 5. 

2 Model Description 

In this section, we model and present the multi-objective personnel planning problem. 
The notations for decision variables, sets and parameters applied in the model are 
provided in Tables 1, 2 and 3. 

The first objective of this study is to minimize total personnel cost as the sum of 
salaries paid to the personnel during the planning horizon T .

Table 1 Decision variables applied in the problem 

Decision variable Description 

xs
′

i, j,s The highest amount of movement of personnel type i in rank j from status 
s ∈ Si, j to status s′ ∈ Si, j ∪ Si, j+1 

ys
′

i, j,s The lowest time required to remain in status s ∈ Si, j before going to status 

s′ ∈ Si, j ∪ Si, j+1. A specific realization of xs
′

i, j,s and y
s′
i, j,s is considered as 

the promotion P policy 
zi,t The number of recruits for the personnel type i in rank j at time t ∈ [0, T ]. 

A specific realization of zi,t is considered as the recruitment R policy 

Table 2 Sets applied in the problem 

Sets Description 

I The set of different personnel type in the military 

Ji The set of different ranks for personnel type i ∈ I 
Si, j The set of different statuses for personnel type i ∈ I in rank j ∈ Ji
� The set of all feasible promotion P and recruitment R policy 
H The set of different fleets 

Table 3 Parameters applied in the problem 

Parameters Description 

T The length of the planning horizon 

ai, j The number of personnel type i in rank j needed to crew any type of asset in a fleet 

Et,h The size of fleet hεH at time t ∈ [0, T ] 
di, j,t The salary of personnel type i in rank j at time t 
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Objective 1 : minimize 
(R, P) ∈ �

: 
⎡ 

⎣ 
T∑
t=1

∑
i∈I

∑
j∈Ji

∑
s∈Si, j 

di, j,t × Ps 
i, j,t (R, P) 

⎤ 

⎦ (1) 

where Ps 
i, j,t (R, P) denotes the amount of personnel type i in rank j and status s at 

time t when the recruitment R and promotion P policies are taken. Moreover, di, j,t 
is the salary of personnel type i in rank j at time t. Moreover, the second objective 
of our problem is to minimize asset unavailability as the sum of the capacities of 
vessels that are not crewed formulized in below: 

Objective 2 : minimize : 
T∑
t=1 

max

{
0,

∑
h∈H 

Et,h − Vt (R, P)

}
(2) 

where Et,h is the size and composition of fleets h ∈ H at a particular time t . Further-
more, the maximum number of crewable vessels at time t under promotion P and 
recruitment R policy is Vt (R, P) calculated as follows: 

Vt (R, P) = minimum 
∀i ∈ I, ∀ j ∈ Ji 

Ps∗ 

i, j,t (R, P) 
ai, j 

t = 1, . . . ,  T (3) 

The constraints on decision variables of the model are provided in Eq. (4). These 
constraints guarantee that all decision variables are non-negative integers between 
the related lower and upper bounds. 

(R, P) ∈ � = 

⎧⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

xs
′

i, j,s ≤ xs ′
i, j,s ≤ xs ′

i, j,s 
ys

′
i, j,s ≤ ys ′

i, j,s ≤ ys ′
i, j,s 

zi,t ≤ zi,t ≤ zi,t 
x s

′
i, j,s, ys

′
i, j,s, zi,t ∈ {0} ∪ Z+ 

⎫⎪⎪⎪⎬ 

⎪⎪⎪⎭ 
(4) 

The details of the remaining constraints of the problem are provided in [11]. 

3 Solution Approach 

In this study, we mainly follow [3] to develop the solution approach illustrated in 
Fig. 1, which is a simulation–optimization method integrated with DEA. Similar 
to [3], we apply GA as an optimization algorithm, however we use SD simulation 
instead of a discrete-event simulation proposed by [3], which is more compatible to 
the requirements of our study. Thus, in our solution approach a combination of GA, 
SD and DEA work together in an iterative process and finally find the set of Pareto 
optimal solutions with their efficiency scores.

The chromosome structure for the promotion P and recruitment R policy of this 
study is depicted in Fig. 2. In this structure, the sub-chromosome of promotion P
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Fig. 1 The developed solution approach

Fig. 2 The chromosome structure of policies 

policy corresponds to xs
′

i, j,s and y
s ′
i, j,s , while the sub-chromosome of recruitment R 

strategy is related to zi,t . The combination of these two sub-chromosomes forms the 
integrated policy (P, R). 

The tournament selection is applied to choose two solutions as parents. After-
ward, two offspring are generated from the two selected parents using a single-point 
crossover operation on either promotion P or recruitment R policy. A mutation 
operation is also applied by selecting a sub-chromosome and changing the value of a 
randomly selected gene within it to a random integer between the related lower and 
upper bounds of variables. The promotion P and recruitment R policies generated 
by these operations create the next generation and are sent to the simulation model. 

We set the mutation and crossover probability equal to 0.3 and 0.7, respec-
tively. Moreover, the number of generations is 10, the population size is 120 and 
the tournament size is 5. 

The SD simulation model employs the promotion P and recruitment R policies 
generated by GA to calculate the values of two objectives as personnel cost and asset 
unavailability by simulating the relationships between the personnel system and the 
fleet of vessels. The details of the simulation model can be found in [11]. 

The outcomes of GA and SD are used by DEA to compute the relative efficiencies 
of solutions (the integrated policies (P, R)) in a population, which are then applied 
by GA as fitness values to regenerate a new population. The concept of DMU in DEA 
can be applied here for each solution of the population since we have input values
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of solutions (promotion P and recruitment R policy) and the resulting values of 
objectives (personnel cost and asset unavailability) as output values for each solution. 
DEA calculates the relative efficiency of a given DMU in relation to the efficiencies 
of other DMUs under the assumption that the more efficient DMUs are those that 
convert lower values of inputs to higher values of outputs [12]. 

Among different variations of DEA models, we use a constant return-to-scale 
model presented by Charnes, Cooper and Rhodes (CCR) [12], which is more aligned 
to the specifications of our study presented in Sect. 4. The linear programming model 
of CCR is presented in [12], which is applied to calculate the relative efficiencies 
of DMUs (solutions in our study). Since the values of two objectives (personnel 
cost and asset unavailability) are undesirable, i.e., the lower values are better, we 
apply a multiplicative inverse transformation [13, 14] to have a set of desirable 
outputs. Moreover, since we have the values of decision variables (xs

′
i, j,s , y

s ′
i, j,s , zi,t ) 

for each quarter of the planning horizon T, we use the average value of decision 
variables obtained for all quarters of the planning horizon T as the input values of 
DMUs. According to Ruggiero [15], DEA can properly work with average values 
of inputs and outputs. The relative efficiency scores obtained by DEA are used to 
guide GA to regenerate new solutions (promotion P and recruitment R policy) for 
the next generation. After reaching to the stopping criterion (maximum number of 
generations in GA), the set of Pareto optimal solutions with efficiency scores are 
identified. 

4 Computational Study 

To show the applicability of the proposed solution approach, we use a naval personnel 
planning problem introduced in [11]. In this problem, two personnel types, i.e., 
officers and sailors, each of which has four ranks (|I | = 2; |Ji | = 4) are considered. 
We refer to [11] for details of problem as well as value of input variables. 

We choose the planning period for 40 years that covers the years from 2020 to 
2060. We run the simulation model with quarterly time steps (i.e., T = 160 quarters). 
During the planning horizon, 6 old vessels are replaced with 12 new vessels according 
to the fleet renewal strategy applied in the simulation model. GA and DEA were coded 
in Python 3.7 and the SD simulation was modelled in the AnyLogic 8T M  

ψ software. We 
run the proposed approach on an Intel(R) Xeon(R) Platinum 8260 with 12 gigabytes 
of RAM and 2.40 GHz CPU. The run time was 28,317 CPU seconds. 

Figure 3 shows the convergence of the proposed approach to the best solution 
in terms of the average efficiency score. After generation 4, the average efficiency 
converges to 1.

During the running of the proposed simulation–optimization-DEA approach, the 
best 50 solutions are kept and delivered after the termination of the running. We 
analyze these solutions identified by the approach. The top three efficient solutions 
in terms of personnel cost and asset unavailability are provided in Tables 4 and 5, 
respectively.
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Fig. 3 The convergence of average efficiency of solutions

Tables 4 and 5 show that the lower personnel costs correspond to lower personnel 
recruitment, especially sailor recruitment. Moreover, while the average amount of 
personnel movement per quarter is lower, the average time required to remain is 
higher for the solutions with lower costs (especially for sailors). Furthermore, lower 
asset unavailability corresponds to higher personnel recruitment, especially sailor 
recruitment, as shown in Table 5. As expected, more personnel in the system leads 
to less unavailability of vessels due to the personnel shortage. 

In addition, as can be seen in Tables 4 and 5, the least personnel cost (9.35× 109 ) 
happens when asset unavailability is at its third least value (552). Thus, decision 
makers can take this point as the best efficient solution for the problem. 

We analyze the variations of decision variables in efficient solutions using box 
plots provided in Fig. 4. It is observed that under efficient solutions, we have much 
higher average time required to remain in a status and lower average amount of 
personnel movement for sailors compared to officers. This means that under effi-
cient conditions sailors have slower promotions compared to officers, which leads 
to staying sailors in lower ranks for longer times. This results in lower personnel 
costs because of keeping sailors in lower ranks for longer time, where they receive 
lower salaries compared to higher ranks. Since the number of sailors is much higher 
than that of officers in the organization because of recruiting much higher number 
of sailors (see Fig. 4c), the strategy of slower promotion of sailors effectively works 
in reducing personnel cost because lower salaries are paid to personnel that form 
the majority of the organization’s workforce. Moreover, it seems recruiting higher 
numbers of sailors has reduced asset unavailability due to personnel shortages.
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Fig. 4 The variations of decision variables under efficient solutions 

5 Conclusion 

In this paper, we have addressed a multi-objective personnel planning problem in a 
military context. We have developed a hybrid-solution approach by combining GA, 
SD simulation and DEA to solve the problem. We obtained the following conclusions 
based on our numerical study: 

• In efficient solutions, lower personnel costs are achieved by lower sailor recruit-
ment probably because sailors form the majority percentage of workforce in 
military. Moreover, lower and slower promotions of sailors can be observed for 
efficient solutions with lower personnel cost. 

• In efficient solutions, lower asset unavailability happens when more sailors are 
recruited. 

Our study is limited to using only one fleet renewal strategy, which may not 
completely reflect the real situations. Future research can develop a dynamic simula-
tion model for the fleet renewal side and combine it with the current simulation model 
to explore the problem more accurately. Furthermore, we apply constant-return-to-
scale DEA model which assumes that an increase in inputs leads to the same propor-
tional increase in outputs. However, further research may focus on applying variable-
return-to-scale DEA models to consider non-proportional relationship between the 
variations of inputs and outputs. 
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One-of-a-Kind Productions in Industry 
4.0 Environments 

Guido Vinci Carlavan and Daniel Alejandro Rossit 

Abstract Modern production technologies, based on Industry 4.0, allow to increase 
the flexibility and resilience of production systems. These enhanced capabilities, 
along with a greater digitization of the shop-floor, give significant leverage to 
massive personalization of production. This work addresses an extreme personal-
ization problem, where all products are unique: One-of-a-Kind Production (OKP). 
OKP problems represent those cases where the production process is focused on the 
customers’ needs and is tailored to their requirements. To address the planning of this 
type of problems, a CONWIP strategy was used to control production, avoiding over-
loads in the shop-floor. A particular detail of this work is that the productive config-
uration adopted is job shop, which is a non-traditional configuration for CONWIP 
strategy. Furthermore, to better represent the OKP nature of production orders, a great 
variability was introduced in the number of operations and time required by them. 
This feature hinders the CONWIP logic, since adding a new job to the shop-floor 
may not mean adding a workload similar to that of the job that left the shop-floor. To 
overcome this situation, 2 new dispatching rules that analyze the workload generated 
by each job before choosing the next job to be dispatched are proposed: SameOp-
pure and SameOp-EDD. These rules consider the number of operations of each 
production order, and prioritize the jobs following a similarity criterion, dispatching 
as the next job the one most similar to the job that has just left the shop-floor and 
thus maintaining the workload inside the CONWIP at a fixed level. Computational 
experiments were carried out based on discrete-event simulation, and the benefits 
of these new dispatching rules could be verified, obtaining better results than other 
traditional rules (EDD, FIFO and critical ratio). It was even possible to verify that 
under more demanding scenarios, the advantages obtained by the SameOp-pure and 
SameOp-EDD rules were more significant.
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1 Introduction 

The fourth industrial revolution has contributed enormously to the development of 
flexible production systems with a growing level of autonomy [1]. These capabili-
ties are based on Cyber-Physical Systems (CPS) and Internet of Things (IoT), CPS 
allows integrating the physical production process with industry information systems 
in a single system, while IoT allows the different systems and devices to commu-
nicate with each other, facilitating joint and collaborative operation of the entire 
system [2]. In this way, it is possible to integrate the shop-floor with the decision-
making processes of the production planning and control systems, which, in turn, 
have associated intelligent systems that allow the automation of a large part of the 
decision-making [3]. This increases and improves the capacity and speed of response 
of the industries, so that production systems are more flexible and resilient to face 
the changes in customers’ demands [4, 5]. 

These advances in industrial technologies have allowed in recent years a new 
approach to business models based on mass customization of products [6]. Since, 
having a highly digitized and interconnected production system allows to signifi-
cantly improve the handling of the information used and generated by the produc-
tion system itself, thus facilitating decision-making processes. Precisely, to address 
highly customized production orders, an agile and efficient information management 
system is required, because by customizing each production order, standardization is 
lost and this increases the workload in the Planning and Control Production systems 
[7]. That is why since the fourth industrial revolution the interest in these customized 
business models have increased considerably [8]. 

In this work we address as a production model the extreme customization of the 
production order, giving rise to One-of-a-Kind production (OKP). In these produc-
tions models, the production orders differ substantially from each other, which 
requires a very flexible production system capable of monitoring unique operation 
routes for each product [9]. In this sense, Industry 4.0 provides sufficient means for 
an efficient and successful approach to this type of production, as has already been 
demonstrated [10]. In their work, Huang et al., use production control loops based on 
the CONWIP (Constant Work In-progress) logic [11]. CONWIP generates a control 
loop such that the production system is balanced through “pull” approaches, where 
it seeks to avoid overloading the production system [12, 13]. 

The OKP problem is addressed in a job shop productive configuration, where 
CONWIP is used as a control loop. However, for CONWIP to function properly, a 
job dispatching rule must be considered in order to select the work to be incorporated 
into the shop-floor, for that purpose 3 well-known rules FIFO, EDD, Critical Ratio 
are used, and 2 new rules are also proposed in this work: SameOP-pure and SameOp-
EDD. The two proposed rules seek to level the workload within the shop-floor, not
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only in number of incorporated jobs (standard function of the CONWIP loop), but 
also in number of operations. The interesting thing about these new rules is that they 
allow a more efficient implementation of CONWIP in job shop configurations. 

The rest of the work is organized as follows: Sect. 2 gives a description of the 
problem and the dispatching rules. In Sect. 3 the experiments and computational 
results are presented, and finally in Sect. 4 the conclusions of the work are introduced. 

2 Problem Description 

2.1 Model 

In order to represent the high variability of OKP demands, ten different product 
families were proposed, each one having different processing routes, as shown in 
Fig. 1. Moreover, the probability that an incoming order belongs to a certain family 
is identic, meaning that the proportion of products belonging to each family tends to 
be equal. A widely used approach for modeling and addressing CONWIP and OKP 
problems is Discrete Events Simulation [10, 13], so in this work the same approach 
will be used. 

2.2 Control Loop 

The control loop proposed in this work is CONWIP based, meaning that the work in 
process (WIP) inside the control loop boundaries remains in a constant and predefined 
level. The governance logic works as follows. When an order is completed and leaves 
the shop-floor, a RFID device detects the event and sends a signal to the central 
processing unit of the cyber-physical system. Once the possibility of sending a job to 
the CONWIP is generated, the need to analyze another question emerges, since it is 
possible to have multiple jobs waiting in the queue for processing. Thus, it remains to

Fig. 1 Number and order of operations for every product family (A, B, C, D, E, F, G, H, I, J) 
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define which one of these jobs should be selected to go into production. An intrinsic 
difficulty of OKP systems is that the specifications of a new OKP job order cannot 
be known in advance, neither the requirements that this order demands from the 
production system. Therefore, this information is only known once the customer 
defines the product specifications. This creates extra difficulties for the production 
planning system, as it must be able to plan orders that are known in real time. To 
solve this situation, Industry 4.0 provides a very advantageous infrastructure, since, 
by having all process information digitized and integrated, it is possible to generate 
intelligent rules that allow to improve the overall performance of the system. It is on 
this last aspect that dispatching rules are presented in the following sections. 

2.3 Dispatching Rules 

Since the focus of the work is to generate decision support tools for production plan-
ning in OKP environments, it is important to develop methods that allow production 
planning in an efficient and agile way. In the problems developed in this work, it was 
considered as an objective function to minimize the number of jobs delivered late. 
Therefore, it is necessary to define the due-dates of each job j, d j , and when a job 
can be identified as a late job. Then, it is said that a job is delivered late when its 
departure date, d_exi t j , is greater than the its due date, i.e. d_exi t j > d j . So the  
number of late jobs represents the quantity of jobs that have been delivered after the 
required due date. 

Five different rules were considered to organize the queue that feeds the CONWIP: 
First In, First Out (FIFO), Earliest Due Date (EDD), Critical Ratio, SameOp-Pure 
and Same Op and Earliest Due Date (SameOp-EDD). 

The FIFO rule is one of the most used rules to organize queuing systems, and 
it works by attending the arrival order of the jobs, the first job arrived, the first job 
served. EDD is also widely used for scheduling problems, and seeks that the ordering 
of the queue represents the priority by proximity to the due date of the respective 
jobs, giving the highest priority to the job closest to its due date. The Critical Ratio 
is also a well-known sequencing rule, and it is calculated as shown in (1). 

CR  j = d j − t
∑i=M 

i=1

(
pi j  + sti j

) (1) 

where CR  j is the Critical Ratio value that job j has, d j is the due date of job j, t is 
the time that the simulation run clock marks, sti j  is the setup time that job j demands 
on the machine i and pi j  is the processing time of the job j in machine i. Therefore, 
the system sorts in increasing order of CR  j , giving highest priority to the job with 
the lowest CR  j . 

Finally, both of the SameOp rules are a proposal from this work. They try to 
balance the type of work that is inside the CONWIP in order to maintain the level of
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workload. For this, the SameOp family rules seeks to incorporate jobs that are similar 
to those that have left the job shop. When using CONWIP and either of the SameOp 
as dispatching rule, the control system does not only balance the production in terms 
of parts (one goes out, one goes in), but also seeks to balance the workload that the 
part generates on the production system. However, analyzing the workload that each 
job generates in an OKP job shop production system is not easy, since its nature is 
high flexibility and many variants. Nevertheless, it is possible to find similar jobs 
regarding the number of operations that each job requires for their processing, then, 
SameOp searches for jobslwithin the queue such that match the number of operations 
of the job j outgoing from the CONWIP, that is: 

|Ol | =
∣
∣O j

∣
∣ (2) 

Then, the rule increases the relative weighting of jobslthat satisfy (2) with respect 
to the rest of the jobs from the queue. However, it is possible that several jobs in the 
queue satisfy (2), and because of CONWIP condition (constant WIP) only a single 
job should be selected. In this case, the SameOp-Pure rule selects any job from the 
queue that satisfies Eq. (2) in a random manner. In contrast, the SameOp-EDD rule 
incorporates Earliest Due Date (EDD) rule as a tie-breaking mechanism in order to 
establish a secondary priority within the jobs that satisfy (2). As it was explained 
before, EDD considers the due date of the jobsl, and orders them by priority to those 
that are closest to being delivered. The algorithm of the SameOp-EDD is described 
with Pseudocode 1. 

Pseudocode 1 SameOp-EDD dispatching rule. 

Input: Job_ pull_queue, exi t_ job, bonus, t ime_le  f  t  
Output: job to enter CONWIP 

Step 1. priori t yl = time_le  f  t , for  all  l ∈ Job_pull_queue  
Step 2. For

{
l : ∣

∣Ol∈Job_pull_queue
∣
∣ = ∣

∣Oexit_ job
∣
∣, priori t yl = priori t yl − bonus

}

Step 3. Order  Job_pull_queue  in increasing order regarding priori t yl 
Step 4. Pick the first job of the ordering 

It is observed that Pseudocode 1 returns as an output from the algorithm, the next 
job to enter the CONWIP. To solve the problem of which job to select, SameOp-EDD 
starts in Step 1 by assigning the time_le  f  t  to all the jobs that are in the queue to enter 
the CONWIP, where time_le  f  t  is the time that each job has left to reach its due date 
(i.e., time_le  f  t  = d j − t). Then in Step 2, the bonus is subtracted from those jobs 
that coincide in number of operations with the outgoing job. The value of the bonus 
is defined in such a way that generates a pre-established difference between those 
jobs affected by the bonus (i.e., jobs that satisfy Eq. 2), and those that are not. In 
other words, the bonus parameter determines the relative weight of the SameOp and 
EDD components when calculating the priority. Moreover, by adjusting the bonus 
parameter, the behavior of the SameOp-EDD rule can be customized in accordance
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to the desired performance of the production system. In Step 3, jobs are ordered in 
increasing priority. It is worth to note that the bonus is subtracted from the value 
already obtained by time_le  f  t , therefore, those jobs that had a lower t ime_le  f  t  will 
be those with the lowest value of priori t yl , obtaining priority over the rest of the 
jobs that they have also been affected by the bonus. Note that the SameOp-EDD rule 
is still valid even for expired jobs (i.e., time_le  f  t  < 0), thus, it prevents the case 
where jobs are indefinitely postponed in the job queue. 

3 Experiments and Results 

In this section the computational model and studies are presented. To begin with, the 
experimental design together with the parameterizations and modeling conditions 
are introduced. Last, the results of the conducted experiments are shown. 

3.1 Experimental Design 

The processing and setup times for a job n in a workstation m follow a uniform 
distribution U [1; 1500] min each. This great variability in the determination of 
the required times, seeks to truly represent the OKP paradigm [9]. The model is 
formed by ten workstations, each composed by three identical parallel machines. 
This means that two machines f and g belonging to workstation M1 will perform 
process operation oi j  (where oi j  is the operation of job j in workstation i = 1, . . . ,  m) 
with the same processing time pi j  , therefore, the processing does not depend on which 
machine within the workstation performs the operation. Also the machines have an 
uptime rate of 90%, together with a medium time to repair of 5 h. 

The order arrival rate follows a negative exponential distribution (similarly to other 
OKP articles) [10]. The model response was studied under three different scenarios, 
generated by modifying the arrival distribution mean between 6.5, 7 and 7.25 h, and 
thus generating three different pressures over the system capacity, from now over 
referred as exigent, medium and relaxed scenarios. 

In order to define the due dates of each job, the total workload required for job j 
(TW  K  j ) was considered, affected by a service factor k, as shown  in  (3). 

d j = TW  K  j ∗ k + release_date j (3) 

where release_date j is the date when job j arrived into the system, and TW  K  j =∑i=m 
i=1

(
pi j  + sti j

)
. Therefore, the k factor allows to generate due dates more or less 

adjusted according to the value that k takes. For instance, in [10], they experimented 
with k values of 2, 4, 6, 8 and 12, however, the type of productive configuration that 
they contemplated in their article was a flow shop configuration of 3 stages. In this
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case a larger flexible job shop type configuration is considered, thus, the value range 
was expanded to entirely analyze the impact of the k parameter. Therefore, in the 
present work, k ∈ {2, 4, 6, 8, 10, 12, 14, 16, 18, 20}. 

In the performed experiments, each parameter configuration was tested with 50 
runs using different generations of random numbers with a confidence level of 95%. 
On the other hand, by preparatory experimentation, a warm-up period of 2000 days 
was defined, after which it can be ensured that the system enters a stationary state 
(meaning that all statistics generated in the first 2000 days are discarded), and data 
is collected for a duration of 2000 more days, arriving up to a simulation time of 
4000 days per experiment. 

3.2 Results 

In this section, late jobs as percentage of finished orders under the three mentioned 
scenarios and values of the k parameter are presented, for each of the dispatching 
rules proposed. 

Figure 2a shows the results obtained for the exigent scenario. It can be said 
that the system is not able to correctly respond to the production demands, 
since the performance is almost 100% of late jobs for the majority of the rules. 
However, the only dispatching rule that achieves values significantly different 
is SameOp-Pure, reaching a minimum of 55% for values of k = 20. Also, it 
can be seen that SameOp-EDD tends to slightly outperform EDD, Critical Ratio 
and FIFO for k > 16.

Figure 2b presents the results obtained under the medium scenario. It is possible to 
appreciate the impact of the arrival rate over the performance of the system, since the 
late jobs percentage changes significantly compared to the exigent scenario. Also, 
it can be observed the impact of the k parameter, since the results for k = 2 take  
values of 100% of late jobs for every rule, and for k = 20 the vast majority of the 
rules achieve values around 10%. SameOp-Pure has again a better performance, but 
only for values of k < 14, after which EDD has the best performance. Also, it can 
be pointed out that the hybrid rule SameOp-EDD generates values that are always 
between those generated by the rules that conform SameOp-EDD (i.e., SameOp Pure 
and EDD). Moreover, Critical Ratio only outperforms FIFO for lower values of k, 
but for greater values it performs similar to EDD. The rule that obtains the worst 
performance for every value of the k parameter is FIFO, being only able to achieve a 
late job percentage of 40% for k = 20, while the best performing rule, EDD, results 
in 0.7%. 

Finally, Fig. 2c presents the results obtained under the relaxed scenario. Again, 
the late jobs percentage is around 100% for k = 2, but it decreases in a more abrupt 
manner when k increases. The rules have similar performance, with the exception of 
Critical Ratio that obtains slightly inferior results for 4 ≤ k ≤ 8, and FIFO. For  k = 
10, every rule except FIFO obtains less than 10% late jobs, and moreover, when k = 
12, the system produces almost 0% late jobs, or in other words, is able to correctly
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Fig. 2 Late jobs as a percentage of finished orders versus k parameter, for each of the dispatching 
rules under the a exigent, b medium and c relaxed scenarios

respond to all customer demands in time. FIFO rule, however, has a much poorer 
performance achieving values of 1.5% for k = 20. 

4 Conclusion 

This paper addresses a custom production problem of the One-of-a-Kind type in 
Industry 4.0 production technologies. In order to control the shop-floor of the person-
alized production, CONWIP was used as a control strategy. However, the perfor-
mance of CONWIP turned out to be highly dependent on the dispatching rule used 
to select the next job to be added to the shop-floor. In this sense, it was found that the 
new dispatching rules proposed in this work allowed a much higher performance than 
other more traditional rules. The rules proposed here allowed notable improvements, 
even for the most demanding scenarios in terms of arrival rate of new production 
orders. On the other hand, there was also a strong dependence on how the delivery 
date is agreed with the customers, a factor represented by the parameter k, being that 
for higher values of k better results were observed in general of the global system.
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As future lines of research, it would be interesting to address other peculiarities of 
the production process, such as the cancellation of production orders that have begun 
to produce, or to incorporate variability in the actual operating times in relation to 
those estimated when the order arrives into the system. Also, it would be interesting 
to further analyze the impact of the bonus parameter as a tool for customizing the 
hybrid rules. 
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Abstract The real-world problems often pose as multi-objective with competing 
objectives. Unlike single-objective optimization problems, multi-objective problems 
result in a large set of solutions called Pareto optimal solutions (Pareto set). All the 
solutions in this set are considered equally good with some trade-offs. Therefore, the 
decision-makers face the challenge of choosing a solution especially in the absence of 
subjective or judgmental information. On the other hand, analyzing all the solutions is 
not practical due to the time complexity. This means that a pruning method is needed 
to tackle this problem. Several methods have been proposed in the literature. These 
methods include clustering (e.g., K-means) and ranking (e.g., hierarchy process-
based) of Pareto optimal solutions to reduce the number of solutions to a promising set 
with smaller cardinality. In clustering methods, a representative solution is extracted 
from each cluster to form the reduced set (e.g., the solution at the cluster center or 
one closest to the ideal solution of the cluster). However, the point closest to the 
ideal solution may not be a good representation for the entire cluster. Moreover, 
the reduced set may not contain the extreme solutions and, hence, does not capture 
the diversity of the entire Pareto set. Therefore, to alleviate the shortcomings of the 
existing approaches, we propose a novel graph-theoretical approach, which is based 
on the connectivity (e.g., degree) in the objective space, to obtain the representative 
solutions from each cluster. We test the applicability of the proposed method on the 
Pareto optimal solutions obtained from a multi-objective optimization model for a 
realistic case study. We show both qualitatively and quantitatively that the reduced 
set obtained from the proposed method better represents the entire Pareto set. 
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1 Introduction 

Single-objective problems are usually not a good representation for many real-world 
problems as most often they contain many objectives. However, multi-objective prob-
lems give a large set of Pareto optimal solutions as opposed to a single solution in 
single-objective optimization problems. Therefore, the decision-makers face a chal-
lenge of choosing a solution especially in the absence of subjective or judgmental 
information [1]. Thus, finding a reduced set with a small cardinality that captures the 
diversity of the entire Pareto set is important [2]. This is mainly done via clustering 
and finding the representative solution for each cluster. Post Pareto analysis with 
clustering is not new, and researchers have been proposing several methods in the 
literature (for examples, see [1–4]). There are other existing methods such as hierar-
chical ranking [4, 5] and data envelopment analysis [6] to obtain the best solution. 
Nevertheless, these ranking methods depend on the decision maker’s preference [4]. 
On the other hand, what is required for the multi-objective optimization problems 
are a reduced set of the entire Pareto set which captures the diversity of the solutions. 

In clustering methods, a representative solution is chosen for each cluster and 
the collection of representative solutions for a reduced set. To find the representative 
solution, the solution at the cluster center or the solution closest to the ideal solution is 
used [1, 2]. The Silhouette score is used to determine the optimal number of clusters 
[7]. The solution closest to the ideal solution of the cluster may bias towards the 
dominant objective function (referring to objective with higher value compared to 
other values of the objective functions) and, hence, may not be a good representation 
for the entire cluster if the values of the objective functions are vastly different. The 
reduced set form from the representative solutions does not include extreme solutions. 
However, it is important to include extreme solutions to capture the diversity of the 
Pareto set [8]. Thus, we propose a novel graph-theoretical approach that is capable of 
finding both the representative solutions for the clusters and extreme solutions. The 
proposed method facilitates the decision-makers to make their decision with ease. 
Moreover, the proposed method is independent of subjective decisions and, hence, 
can be used by a non-experienced decision-maker. 

The applications of the post Pareto analysis can be found in the various disci-
plinaries such as engineering, including energy planning and optimization of renew-
able energy systems [5, 9, 10], redundancy allocation problem [11], system reliability 
design problems [3], public emergency service stations [12], and supply-chains [4]. 
Ayadi et al. [4] stressed that most of the current literature on supply-chain has been 
focused only on obtaining the Pareto optimal solutions rather than attempting to 
select a compromise solution. This is also generally true for the multi-objective 
facility location problems. In a facility location problem, Karatas and Yakıcı [12] 
proposed a method to find a compromise solution by using branch and bound and 
iterative goal programming. To the best of the authors’ knowledge, there is no post 
Pareto analysis conducted in the field of military application to obtain a reduced 
set. The lack of post Pareto analysis in the facility location problems may be due 
to the fact that most of the facility location problems pose as a single-objective. In



A Novel Graph-Theoretical Approach of Selecting Representative Pareto … 585

particular, around 75% of facility location problems in the military contain a single-
objective [13]. To this end, we use Pareto optimal solutions obtained from a military 
facility location problem to test the applicability of the proposed graph-theoretical 
approach to achieve a better-reduced set. Thus, we contribute to the military facility 
location problems by proposing a method to find a better-reduced set and, hence, 
giving the small Pareto set, which captures the diversity of the entire Pareto set, to 
the decision-makers. 

The rest of the paper is organized as follows. In Sect. 2, we present the proposed 
graph-theoretical approach to find a reduced set of Pareto set and other relevant back-
ground information. Results are presented in Sect. 3 before the concluding remarks 
in Sect. 4. 

2 Methods 

In this section, we discuss the proposed method of finding the representative solu-
tion for each cluster and extreme solutions. The reduced set then contains both the 
representative and extreme solutions. To find the representative solutions, first, we 
group the Pareto set with similar properties together. We do this by using the values 
of the objective functions in the Pareto set, i.e., in the objective space. K-means 
clustering with the Silhouette score is used to find the optimal number of clusters 
within the given upper bound. Then, a graph-theoretical approach which is based 
on connectivity is utilized to find the representative solution for each cluster and 
extreme solutions. 

The Silhouette score S lies in the range of [−1, 1] and it measures the overall 
quality of the clustering [14]. It is defined to be the global average of the Silhouette 
score of individual point s(i). s(i) measures the similarity of a given point i to the 
other points j in its own cluster (cohesion) compared to the points in the other 
clusters (separation). If the points in the same clusters are packed together and are 
well separated from others, then the Silhouette score is high and, hence, so does the 
quality of clustering. As a general guide, values below 0.2 suggests essentially no 
clustering pattern was found [2, 15]. The Silhouette score is given by the following 
equation. 

S = 1 
n 

n∑

i=1 

s(i ) = 1 
n 

n∑

i=1 

b(i ) − a(i ) 
max[b(i), a(i )] 

, (1) 

where a(i ) is the average distance in the objective space from the point i representing 
a Pareto optimal solution to all other points in the same cluster and b(i ) is the average 
of the distances from i to all points in the other clusters. 

Once we have the clusters, we find the representative solution for each cluster 
by using the connectivity of the contact network (graph) created for the Pareto
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Fig. 1 An illustration of constructing a graph G for the Pareto optimal solutions. a We map each 
Pareto optimal solution to a node. b A node i is connected to the other nodes if they lie within a 
prescribed distance dt from i. c This process continues for all the nodes to construct G 

optimal solution. Next, we discuss the construction of the graph for the Pareto optimal 
solutions. 

2.1 Construction of a Contact Network (Graph) G 
for the Pareto Optimal Solutions 

To create a contact network, first, we map each point in the Pareto optimal solutions 
to a node. For each node i representing a Pareto optimal solution, we connect other 
nodes if they are within a certain distance dt in the objective space as illustrated in 
Fig. 1a and b. The resultant contact network (graph) is denoted by G = (V, E), where 
V is the set of nodes and E is the set of edges. An edge between node i and j is 
denoted by eij. Note that G is an undirected graph for the purpose of this analysis. 
This means that there is an edge between node i and j if and only if there is an edge 
between node j and i, i.e., eij = eji. 

2.2 Proposed Method of Selecting a Representative Solution 
for Each Cluster 

Our proposed way of finding a representative solution for each cluster utilizes the 
connectivity of G. We can define some properties of the graph based on the connec-
tivity of the network such as the degree. The degree for a node is defined to be the 
number of edges incident to that node. For example, the degree of nodes 1 and 7 in 
Fig. 1c are three as they connect to three other nodes. If a node is connected to many 
more nodes, its degree is high, and this should be a better representation for the entire 
cluster. Therefore, the node with a higher degree is used as the representative for that 
cluster. On the other hand, if the global (referring to the entire graph) degree is very 
low for node i, that should be a most isolated node and therefore, the corresponding 
solution sits in corner of the objective space or isolated from other solutions (e.g.,
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Fig. 2 A flowchart summarizing the proposed graph-theoretical approach to find a better-reduced 
set that includes both the representative and extreme solutions 

nodes 5 and 10 in Fig. 1c. They have the global minimum degree of 1). Thus, we use 
nodes with lower degrees to identify the extreme solutions. The flow chart summa-
rizing the proposed graph-theoretical approach of obtaining a reduced set is shown 
in Fig. 2. 

3 Case Study 

In this section, we present and compare the results from the proposed method with 
two traditional ways of finding representative solutions, i.e., the solutions closest to 
the ideal solution and the solution at the cluster center. First, we present the Pareto 
optimal solutions used to test the performance and the applicability of the proposed 
novel graph-theoretical method. We solve a multi-objective simulation–optimiza-
tion problem concerning a realistic case study, which contains three fleet transition 
options (more details concerning optimization problem, solution approach, and fleet 
transition options can be found in [16]). We denote these three fleet transition options 
by S1, S2 and S3. The simulation model is based on a system dynamic (SD) model 
while the optimization model utilizes the non-dominated sorting genetic algorithm-II 
(NSGA-II). In Fig. 3, we show the 3D and 2D projections of the entire set of Pareto 
optimal solutions. Our objectives were to maximize the average fleet availability 
FA, minimize the total cost CT and minimize the total inter-regional transactions IT . 
Interregional transactions are defined to be the number of time vessels accessing a 
dock outside their home-base location. Next, we give the best objective values found. 
The maximum FA values are 4.599, 5.197, and 6.021 vessels per week for S1 − S3, 
respectively. The minimum CT values are 1.403 × 1016, 1.406 × 1016, and 1.405 × 
1016 AUD for S1 − S3, respectively. The minimum IT value is zero for each fleet 
transition option.

In Figs. 4, 5 and 6a and c, we show the representative solution for each cluster 
with respect to the value of the objective functions for S1 − S3, respectively. We 
observed 10, 7, and 5 optimal clusters for S1 − S3, respectively with the given upper
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Fig. 3 Visualization of Pareto optimal solutions for three fleet transitions options (S1, S2, S3) in  
the case study. a 3D view. b 2D view. We test the proposed method to find a reduced set on these 
data 

Fig. 4 For fleet transition option 1 S1. a, b 3D view. c 2D projection of a against cluster number. 
a, c Representative solutions and b extreme solutions. Both the representative and extreme solutions 
constitute the reduced set

bound of 10. The results depict that the total cost for each representative solution 
from each method is comparable. Also, we can see that higher FA and lower IT for 
the representative solutions obtained from the solution with the highest degree and 
the solution at the cluster center compared to the solution closest to the ideal solution. 
However, representative solutions found by the one closest to the ideal solution result



A Novel Graph-Theoretical Approach of Selecting Representative Pareto … 589

in lower CT . The solution closest to the ideal solution is biased towards the objective 
with the highest function value. Therefore, the solution closest to the ideal solution is 
not a good representation of the entire cluster if the values of the objective functions 
vastly differ from each other. 

Fig. 5 For fleet transition option 2 S2. a, b 3D view. c 2D projection of a against cluster number. 
a, c Representative solutions and b extreme solutions. Both the representative and extreme solutions 
constitute the reduced set 

Fig. 6 For fleet transition option 3 S3. a, b 3D view. c 2D projection of a against cluster number. 
a, c Representative solutions and b extreme solutions. Both the representative and extreme solutions 
constitute the reduced set
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The proposed method can also be utilized to find extreme solutions. As extreme 
solutions (referring to the maximum or minimum value) at either end of the distribu-
tion, we find the solutions with the global minimum degree as discussed in Sect. 2. 
In particular, to capture other isolated solutions, we used 3% percentile with the 
left tail of the degree distribution. These extreme solutions are shown in Figs. 4, 5 
and 6b for  S1 − S3, respectively. Next, we quantitatively show the importance of 
including extreme solutions in the reduced set by using the Hypervolume indicator 
(HI) and the maximum spread (MS). As HI measures the volume of the trade-off 
space, the higher the HI better the solution is [17]. We used the MS proposed in [18], 
which compare the Pareto optimal solutions with the ideal and the worst solution. 
The value of one is desired. In Table 1, we show the values of these indicators for the 
reduced set obtain from only the representative solutions and both the representative 
solutions and extreme solutions. Results reveal that the addition of extreme solu-
tions to the representative solutions improves both HI and MS. Therefore, we can 
conclude that the addition of extreme solutions to the representative solutions gives a 
better-reduced set, which captures the diversity of the entire Pareto set. Note that, the 
standalone K-means clustering fails to give extreme solution. However, the proposed 
graph-theoretical approach can find extreme solutions. Thus, the proposed method is 
capable of finding the better representative solution and also identifying the extreme 
solutions. Moreover, the proposed method can be coupled with traditional methods 
of finding representative solutions (e.g., the solution at the cluster center and the 
solution closest to the ideal solution) to get a better-reduced set. Hence, the decision-
makers get the reduced set with small cardinality, which capture the diversity of the 
entire Pareto set, to make their decision quickly and accurately with ease. 

Table 1 Performance indicators of the reduced set obtained from different methods 

Method of selecting the 
reduced set 

Hypervolume indicator (HI) Maximum spread (MS) 

S1
(×1016

)
S2

(×1016
)

S3
(×1016

)
S1 S2 S3 

Highest degree 2.440 5.510 4.304 0.999 0.884 0.835 

Closest to ideal solution 2.085 5.258 3.788 0.993 0.881 0.806 

At cluster center 2.520 5.625 4.604 0.982 0.936 0.819 

Highest degree + extreme 
solutions 

2.443 5.530 4.306 1 0.884 0.843 

Closest to ideal solution + 
extreme solutions 

2.092 5.262 4.649 0.994 0.881 0.852 

At cluster center + extreme 
solutions 

2.522 5.642 4.613 0.997 0.941 0.819
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4 Conclusions 

A novel graph-theoretical approach is proposed to obtain a better-reduced set for 
multi-objective optimization problems. The reduced set contains both the repre-
sentative solutions and extreme solutions. We showed that how the proposed graph-
theoretical method can be coupled with K-means clustering to obtain a better-reduced 
set. Our results revealed that this reduced set better represents the entire Pareto set 
as opposed to reduced sets obtained from the clustering methods alone as proposed 
in the literature. The proposed method can be utilized with any multi-objective opti-
mization problems. We tested the applicability of the proposed method by using three 
Pareto sets obtained from a military facility location problem. However, the conclu-
sion drawn here may differ for the other applications and more tests are needed. This 
is a subject for future research. 

References 

1. Cheikh, M., Jarboui, B., Loukil, T., Siarry, P.: A method for selecting Pareto optimal solutions 
in multiobjective optimization. J. Inform. Math. Sci. 2(1), 51–62 (2010) 

2. Zitzler, E., Thiele, L.: An evolutionary algorithm for multiobjective optimization: the strength 
Pareto approach. TIK-report 43 (1998) 

3. Taboada, H.A., Baheranwala, F., Coit, D.W., Wattanapongsakorn, N.: Practical solutions for 
multi-objective optimization: an application to system reliability design problems. Reliab. Eng. 
Syst. Saf. 92(3), 314–322 (2007) 

4. Ayadi, O., Felfel, H., Masmoudi, F.: Analytic hierarchy process-based approach for selecting 
a Pareto-optimal solution of a multi-objective, multi-site supply-chain planning problem. Eng. 
Optim. 49(7), 1264–1280 (2017) 

5. Antipova, E., Pozo, C., Guillén-Gosálbez, G., Boer, D., Cabeza, L.F., Jiménez, L.: On the 
use of filters to facilitate the post-optimal analysis of the Pareto solutions in multi-objective 
optimization. Comput. Chem. Eng. 74, 48–58 (2015) 

6. Friedman, L., Sinuany-Stern, Z.: Combining ranking scales and selecting variables in the DEA 
context: the case of industrial branches. Comput. Oper. Res. 25(9), 781–791 (1998) 

7. Chaudhari, P., Dharaskar, R., Thakare, V.: Computing the most significant solution from Pareto 
front obtained in multi-objective evolutionary. Int. J. Adv. Comput. Sci. Appl. 1, 63–68 (2010) 

8. Selvi, S.T., Baskar, S., Rajasekar, S.: Application of evolutionary algorithm for multiob-
jective transformer design optimization. In: Classical and Recent Aspects of Power System 
Optimization, pp. 463–504 (2018) 

9. Veerappa, V., Letier, E.: Understanding clusters of optimal solutions in multi-objective deci-
sion problems. In: 19th International Requirements Engineering Conference, pp. 89–98. IEEE 
(2011) 

10. Abido, M.A.: Multiobjective optimal var dispatch using strength Pareto evolutionary algorithm. 
In: International Conference on Evolutionary Computation, pp. 730–736. IEEE (2006) 

11. Carrillo, V.M., Taboada, H.: A post-Pareto approach for multi-objective decision making using 
a non-uniform weight generator method. Proc. Comput. Sci. 12, 116–121 (2012) 

12. Karatas, M., Yakıcı, E.: An iterative solution approach to a multi-objective facility location 
problem. Appl. Soft Comput. 62, 272–287 (2018) 

13. Karatas, M., Yakıcı, E., Razi, N.: Military facility location problems: a brief survey. In: 
Operations Research for Military Organizations, pp. 1–27. IGI Global (2019)



592 S. Kahagalage et al.

14. Rousseeuw, P.J.: Silhouettes: a graphical aid to the interpretation and validation of cluster 
analysis. J. Comput. Appl. Math. 20, 53–65 (1987) 

15. Tordesillas, A., Kahagalage, S., Campbell, L., Bellett, P., Intrieri, E., Batterham, R.: Spatiotem-
poral slope stability analytics for failure estimation (SSSAFE): linking radar data to the 
fundamental dynamics of granular failure. Sci. Rep. 11(1), 1–18 (2021) 

16. Tuan, H.H., Kahagalage, S.D., Jalalvand, F., El Sawah, S.: A multi-objective simulation–opti-
mization for a joint problem of strategic facility location, workforce planning, and capacity 
allocation: a case study in the Royal Australian Navy. Expert Syst. Appl. 186, 115751 (2021) 

17. Beume, N., Naujoks, B., Emmerich, M.: SMS-EMOA: multiobjective selection based on 
dominated Hypervolume. Eur. J. Oper. Res. 181, 1653–1669 (2007) 

18. Adra, S.F., Fleming, P.J.: Diversity management in evolutionary many-objective optimization. 
IEEE Trans. Evol. Comput. 15, 183–195 (2010)



Graph Model Based Bill of Material 
Structure for Coupling Product 
Development and Production Planning 

Xiaodu Hu, Adrian Barwasser, Andreas Werner, Frauke Schuseil, 
Joachim Lentes, Michael Hertwig, and Nikolas Zimmermann 

Abstract Currently, a common way of collaboration between product development 
and production planning is working with a Bill of Material (BOM) in terms of Concur-
rent Engineering, which is characterized by a structure as a traditional relational data 
model. Even though such a BOM can serve as a single point of truth of the product 
structure, it still leads to information discontinuities from upper- to downstream engi-
neering teams, as they use BOM data for different purposes. Hence, a restructuring 
work of the product development oriented BOM is needed for tasks in production 
planning, so that the hierarchy is adapted. The parts structure needs to be rearranged 
to meet the requirements of the manufacturing and assembly processes. In the circum-
stances of volatile global market and varying customer needs, the BOM structured in 
relational data model provides insufficient digital consistency to reach an appropriate 
time-to-market and quick response on product changes and variations. In order to be 
able to cope with the increasing amounts of heterogeneous data, graph data model 
approaches are playing an essential role. Due to its non-centric information represen-
tation, it can be used as a neutral data model to dissolve boundaries in engineering. A 
graph model based BOM structure can fulfill both tasks in product development and 
production planning directly. Thus, it can reach an optimized consistency concerning 
information flow through various engineering activities as well. This paper proposes 
the graph model based BOM to minimize efforts and gaps in collaboration between 
product development and production planning. In addition, it also shows further 
potentials of usage in engineering. 
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1 Introduction 

Manufacturing companies are facing the challenges of data integration during product 
lifecycle. In respect to engineering processes, Product Data Management (PDM) 
and Product Lifecycle Management (PLM) systems are applied to manage and share 
product and engineering data. It is observed that, even though state-of-the-art infor-
mation management systems are implemented, the collaboration and communica-
tion among employees from different business departments still depends strongly on 
spreadsheets processed manually. For instance, the conventional Bill of Materials 
(BOM) is initially developed during product development phase and further used by 
production planning among others. However, due to different purpose of use, manual 
efforts, e.g. consolidation of various sources of information and restructuring of the 
BOM are inevitably required to meet the requirements of usage. It leads to informa-
tion discontinuity throughout engineering processes and consequently more time and 
effort of communication and coordination. As the global market becomes volatile and 
customer needs constantly vary, it is essential to ensure time-to-market while keeping 
costs competitive. This challenge increases the requirements on flexible production, 
as well as on efficient concurrent engineering as an enabler. As a foundation in 
engineering, BOM plays an essential role, because it connects product development, 
production planning and production etc. throughout the entire product lifecycle. 

In this context, this paper explores BOM as a starting point to tackle the research 
question for the collaboration between product development and production plan-
ning. Beginning with state-of-the-art review on development history of BOM with 
related methods and techniques in Sect. 2, the gap is identified. In Sect. 3, a signif-
icant workflow change between product development and production planning is 
introduced as the central research premise of this paper. Next, a graph model based 
BOM with exemplary data is constructed, along with simple use cases for the purpose 
of validation. Finally, the potentials of graph model based BOM are discussed in 
Sect. 4. 

2 State of the Art and Qualitative Review 

The traditional structure of Bill of Materials (BOM) is cited as “A product struc-
ture which defines component relationships consistent with the traditional infor-
mation requirements of production scheduling and planning …”, which is initially 
used for activities such as product and parts definition and operation scheduling [1]. 
Traditional structure of BOM have been studied and various structures are devel-
oped concerning high-variety product and production, e.g., modular, generative, 
and generic BOM [2–4]. In addition, researches of BOM structure also addressed 
collaborative engineering between product development and production, such as the
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method of compressing Engineering BOM (EBOM) into a three-level Manufac-
turing BOM (MBOM) to minimize manual trial [5] and a unified Bill-of-Materials-
and-Operations (BOMO) to synchronize multiple perspectives on variety [6], etc. 
Other than direct focus on development and production integration, enterprise-wide 
methods concerning BOM were widely researched: unified BOM model based on 
a single source of product data integrating EBOM and MBOM in field of commer-
cial aircraft [7], enterprise BOM in ship design [8], enterprise business informa-
tion based on Product Structure Management supporting different departments [9] 
and task-oriented BOM conversion generating multiple views [10], etc. Princi-
pally, these former researches are based on relational data model and relational 
database [11]. Besides, other techniques are also explored for product structure and 
BOM representation, including Ontology, Extensible Markup Language (XML), etc. 
[12–14]. 

In addition to relational approach, the graph theoretic approach was also analyzed 
and proposed to represent BOM in a tree structure [15–17]. Additionally, tree struc-
tured XML model for BOM storage was investigated to improve the efficiency of 
transforming BOM data from relational model [18]. Furthermore, the approach of 
graph based BOM with weighted edges has been researched to generate different 
views [19]. However, tree structures with undirected or weighted edges have limited 
capacity of representing complex connections between product and production. 
Nevertheless, a concept of applying complex network theory for Advanced Manu-
facturing System (AMS) has been studied [20]. It inspires the usage of weighted 
direct graph to represent product structure using nodes and relations. Subsequently, 
procedures of converting single and multiple BOMs into networks are proposed with 
the results in gaining new viewpoints of content and insights into parts [21]. Mean-
while, approaches of graph-based BOM modelling were also developed to analyze 
complex product structures, in order to enhance value-adding variety concerning 
standardization and modularization [22]. 

In summary, various approaches and methods have been researched regarding 
BOM modelling and representation. Traditional relational data models play an impor-
tant role given that numerous mature PLM applications are based on that on the 
market. However, relational models face the challenges when handling complexly 
networked product and production data. As an emerging technology, graph database 
receives increasingly attention in industry and institutions [23] and shows great poten-
tials to deal with networked data. Thus, this paper addresses especially the introduc-
tion of graph model based BOM to tackle the networked product and production data 
for better coupling of product development and production planning.
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3 Graph Model Based BOM 

3.1 Changes in Engineering Workflows 

This paper is based on the premise that the introduction of graph database for BOM 
can increase the collaboration efficiency between product development and produc-
tion planning and result in less information discontinuities. Figure 1 illustrates the 
premise: Changes of workflow in engineering by introducing graph database for 
BOM structuring and storage. 

As depicted in (a) of Fig. 1, via the relational model approach, engineers develop 
BOMs mostly motivated by constructing parts and subparts to fulfill the required 
functions of a product. With additional engineering information e.g. part number, 
variants and department information, the EBOM is constructed in a way that each part 
is assigned to a hierarchy level representing their functional and structural relation 
to others. However, the EBOM need to be enriched with production information to 
serve the production planning. Therefore, a mapping or restructuring process from 
EBOM to MBOM is required. The common approach is manual adaption of BOMs 
e.g. via spreadsheets, where the efficiency and correctness of adapting depend highly 
on the experience and expertise of the planner. Besides, PLM software provides the 
function to transform EBOM to MBOM through an adaptor. Nevertheless, manual 
efforts for re-examination, correction and maintenance are inevitable in practice. 
Furthermore, human errors, incompleteness of information and frequent changes in 
BOM related engineering activities are accumulated during forward propagation, 
thus not being responded in time. 

The proposed approach is aiming at resolving the problems mentioned above by 
introducing the graph model based BOM, as shown in (b) of Fig. 1. On one hand,

Fig. 1 Workflow changes in collaboration between product development and production planning 
using a relational data model based BOM to b graph model based BOM 
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graph model is commonly considered as a well-performed approach of knowledge 
representation, which lowers the high demand on planner’s experience and expertise 
at elaborating MBOM; on the other hand, the graph database for BOM informa-
tion storage is used as the single point of truth for both product development and 
production planning. It can alleviate the effect of error accumulation and information 
discontinuity along with long process chain. 

3.2 Exemplary EBOM and MBOM 

To setup the research, this paper takes an exemplary dataset of souvenir clock from 
[6] as reference. The dataset includes: 

Bill-of-Materials (BOM) data for engineering: It describes the hierarchy level, 
parent item, component item of souvenir clock, etc. 
Bill-of-Operations (BOO) for production: It contains the operation sequence 
number, operation (name), work center, etc. 
Bill-of-Materials-and-Operations (BOMO) data for production planning: Based 
on BOO, corresponding material (component item) for operation and respective 
output (parent item) etc. are included. 

The aforementioned dataset is then adapted for the purpose of applying graph 
database. The adapted dataset are summarized in Tables 1 and 2. In practice, compo-
nents and parts are managed by unique part number in industry. Parts are strictly 
differed from each other using part number, although some parts share the identical 
name. For example, the part Label Stick (Table 1) has two part number, because the 
part has different state during production. Thus, to represent each item and opera-
tion as unique node in graph database, each item (part) from the referenced dataset is 
assigned with a dummy unique identifier under the header Item UID in Table 1, while 
the header Work Center from the original BOO as operation reference is redefined as 
Operation UID in Table 2. As result, either part or operation items can be referenced 
by another line (e.g. Parent Item in Table 1 and Material in Table 2) are replaced 
by their unique identifier. In addition, the EBOM (Table 1) is extended with an item 
Raw Material, which is part of the production but not hierarchized into product.

3.3 Graph Data Model of BOM 

This paper utilizes the tool Neo4j as graph database with its Cypher language for 
query [24]. The query result is visualized through an intuitive user-interface with 
nodes and relations. The modelling of the graph model based BOM is realized via 
mapping the exemplary EBOM and MBOM of the souvenir clock in Python scripts 
with the python-library py2neo.
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Table 1 Exemplary EBOM of souvenir clock 

Hierarchy level Item UID Item name Parent item Quantity 

1 SC0001 Souvenir clock 1 

2 DC0001 Desk clock SC0001 1 

3 BO0001 Body DC0001 1 

4 HA0001 Hands BO0001 1 

4 DI0001 Dial BO0001 1 

4 SP0001 Spacer BO0001 1 

4 MO0001 Movement BO0001 1 

5 GS0001 Gear Set MO0001 1 

5 TR0001 Transmission MO0001 1 

5 CO0001 Core MO0001 1 

5 CA0001 Case MO0001 1 

5 CV0001 Cover MO0001 1 

4 SR0001 Screw BO0001 4 

3 FA0001 Frame DC0001 1 

4 BA0001 Base FA0001 1 

4 FP0001 Front plate FA0001 1 

4 LS0002 Label sticker FA0001 1 

2 PB0001 Paper box SC0001 1 

2 LS0001 Label sticker SC0001 1 

N.A.a RM0001 Raw material N.A.a 3 

aN.A. not available

Graph data model consists of two basic components: nodes and relations. Nodes 
in graph data model possess one or multiple labels and properties. Labels enable 
an efficient sorting and filtering of nodes, while properties contain all information. 
Relations in graph data model connect two nodes and must have a direction. One 
relation has one or multiple labels and properties. 

In the initial step, corresponding graph data model is designed based on the exem-
plary EBOM and MBOM of souvenir clock. As shown in Table 3, two different node 
labels are defined. The label part and operation cover all items in Table 1 and all 
operations in Table 2. Each node labeled as part has the properties UID, name and 
parentItem, which correspond to the part number, part name and superordinate part. 
Meanwhile, the properties UID, name, type and nextOP in the nodes labeled as oper-
ation represent operation work station code, operation name, operation type and the 
next operation.

In the following step, four relations are defined in Table 4. The relation parent 
describes the hierarchical affiliation between parts, but does not include the cross-
level representation among all parts. The relation subsequent depicts the topology 
of operations and determines whether an operation is the next step from the last
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Table 2 Exemplary MBOM of souvenir clock 

Operation name Operation UID Material Product 

Packaging and inspection (A5) WC-A5 DC0001 SC0001 

Kitting (K7) WC-K7 LS0001, PB0001 

Clock assembly (A4) WC-A4 HA0001 DC0001 

Kitting (K6) WC-K6 SP0001, MO0001, SR0001 

Paper box preparation (A2) WC-A2 RM0001 PB0001 

Kitting (K4) WC-K4 

Frame assembly (A3) WC-A3 BA0001 FA0001 

Kitting (K5) WC-K5 FP0001, LS0002 

Movement assembly (A1) WC-A1 GS0001 MO0001 

Kitting (K3) WC-K3 TR0001, CO0001, CA0001, 
CV0001 

Base fabrication (M1) WC-M1 RM0001 BA0001 

Front plat fabrication (M2) WC-M2 FP0001 

Kitting (K1) WC-K1 

Printing (M3) WC-M3 RM0001 LS0002 

Kitting (K2) WC-K2 DI0001

one. For instance, the parallel execution of operations is not considered. The relation 
material_to shows the relationship between parts or materials and operation and 
indicates the required parts or materials for an operation, while produce refers to the 
output part or product of an operation. Both of them are interrelation between part 
and operation nodes. Figure 2 illustrates the modeled data in graph database with the 
defined nodes and relations above.

Figure 2a presents all stored nodes labeled as part and their relations. One excep-
tion is the single node without any connection to other parts, because the node of raw 
material has neither sub- nor superordinate parts. This illustration shows intuitively 
the hierarchy of all components and parts of souvenir clock and provides the basic 
view of EBOM in a proper way to satisfy engineers in product development. 

Figure 2b depicts the nodes labeled as operation and their relations. It gives a clear 
view of the sequence of all operations in production, which supports the production 
planning in process planning, etc. 

Figure 2c shows the holistic representation for all stored data with their interrela-
tions. It is the pursuit data model in this paper—an integrated and interrelation storage 
of both engineering and manufacturing BOM as a graph model based BOM for an 
optimized collaboration between product development and production planning.
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Table 3 Exemplary node label and property in graph model based BOM 

Node label Node property Description 

part The label part is explicitly set to differ from the label operation. It 
represents all type of items e.g. raw materials, components, sub 
parts or final product, regardless of their hierarchy level 

UID The property UID is the unique identifier for identification of the 
part, as well as for generation of relations within and between 
parts and operations 

name The property name as human-understandable description of one 
part is used for visualization in human–machine-interfaces 

parentItem The property parentItem contains the UID of any superordinate 
part. It defines the affiliation among parts with regard to the 
hierarchy level 

operation The label operation is explicitly set to differ from the label part. It 
represents all type of operations e.g. kitting, assembly and 
manufacturing, regardless of their sequence 

UID The property UID is the unique identifier for identification of the 
operation, as well as for generation of relations within and 
between parts and operations 

name The property name provides human-understandable text 
description of one operation and is used for visualization in 
human–machine-interfaces 

type The property type describes the operation type e.g. assembly. It 
defines the responsibility within production planning department 

nextOP The property nextOP contains the UID of next operation. It 
defines the sequence of production operations

Table 4 Exemplary nodes’ relation in graph model based BOM 

Relation Description 

parent The relation parent represents the hierarchy of parts 

subsequent The relation subsequent describes the process order 

material_to The relation material_to shows, which part or materials are to be processed in an 
operation 

produce The relation produce determines, which part is produced by an operation

3.4 Validation with Use Cases 

To investigate the feasibility of graph model based BOM approach for an optimized 
coupling of product development and production planning, as well as the fulfillment 
of activities for both sides, four use cases are defined (Table 5).

Case A and Case D describe the scenario that engineers or planners need infor-
mation from BOM only involving their own functional area. In these two cases, 
no cross-departmental collaboration is required. Case B and C depict the situation
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Fig. 2 Visualization of nodes and relations a between parts, b between operations and c among 
parts and operations

Table 5 Use cases of engineering activities within product development and production planning 

Involving product development Involving production planning 

Engineer (product 
developer) 

Case A: 
Engineer wants to view all parts 
and their structure to support the 
design of product variants 

Case B: 
Engineer wants to see the process 
information concerning his 
responsible part, as well as the 
belonging subparts, in order to apply 
design-for-manufacturing/assembly 
rules in construction 

Planner (production 
planner) 

Case C: 
Planner wants to see the 
materials and parts to be 
processed and manufactured in 
his/her responsible production 
operation, in order to confirm 
the completeness of jigs and 
tools around the work station 

Case D: 
Planner wants to view all existing 
production operations and their 
sequence for this product, in order to 
determine whether another variant in 
the same product family can be 
produced without any changes

that engineering or planner requires information, which are beyond their responsible 
areas. 

For each use case, Cypher language is used upon the graph model based BOM 
to query and regarding the use cases. Figure 3 shows the query examples and the 
corresponding result representation.

For Case A and Case D, as mentioned for Fig. 2, the topology with directed 
relation contains the characteristics of traditional BOM inherently. Thus, through 
simple Cypher query specified with target label, the relevant information similar to 
EBOM and MBOM can be presented. 

The part named Movement is used for Case B. The query result suggests: All 
subparts belonging to Movement, the operation which produces Movement and the 
former operation of the queried operation, are intended to be retrieved. As presented 
in Fig. 3, five subparts belong to the part Movement. The operation named Move-
ment Assembly (A1) assembles the part Movement, whereas the part Gear Set is
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Fig. 3 Visualization of query results for use cases

direct feeding to the operation Movement Assembly (A1) and other four subparts 
are prepared by the former operation Kitting (K3). 

The query result for Case B intends to retrieve any nodes which feed any operations 
belonging to the type Assembly. The results explain that there are four operations 
refer to the type Assembly. After the successful retrieval of all assembly operation, 
the required materials or parts fed to those operation are also illustrated (Fig. 3). 

3.5 Discussion 

The query results for the use cases above suggest that the graph model based BOM 
is feasible to reach the collaboration workflow illustrated in Fig. 1b. Despite the 
fact that the designed use cases for validation do not cover all scenarios in terms 
of collaboration between product development and production planning, the graph 
model based BOM still proves its utility and coverage of basic requirements in both 
departments. Characteristics and further potentials are thus discussed as follows: 

Functional Fulfilment: As graph data model is based on entities and relations, 
it can fulfil any functions which relational data model can achieve, theoretically. 
However, the usage and implementation depend on specific scenarios. It would not 
be such competitive than relational approach, when only limited number of simple 
products have to be managed. Nevertheless, the utilization of graph model based 
BOM towards future profitability is worthy to explore such the break-even-point of 
using this approach. 

Extendibility: A future-oriented and well-designed graph database has good 
extendibility due to its form of data storage. More information and knowledge can be 
integrated and managed by adding new nodes and relations. Possible extensions are 
summaries as: (a) content extension such as the storage of URL of the corresponding 
CAD-Model in part’s property for access and editing; (b) organizational extension, 
for instance, a cross-departmental collaboration via graph model based BOM in terms
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of the needs of data interaction; (c) functional extension e.g., inference, comparison 
and analysis regarding BOM relevance. 

Non-centric data model: Compared to traditional approaches, the graph model 
based BOM with numerous non-centric nodes is not built with the focus on serving 
any certain business unit. Instead, each business unit contributes their own infor-
mation to the graph database, so that the company-wide knowledge are built. This 
scheme can solve the problematic which is caused by highly dependent engineering 
activities between up- and downstream processes. 

Information continuity: Because of the character of containing both product- and 
production-related data and information, the graph model based BOM ensures a 
single source of data for cross-departmental engineering activities. Although errors 
caused by human and data incompleteness are not to be eliminated, the problem 
of information synchronization and communication problems in collaboration in 
engineering could be alleviated. 

4 Summary and Outlook 

This paper focuses on the introduction of graph model based BOM for optimized 
coupling of product development and production planning on an operational level. 
Initially, the premise is put forward that the introduction of a graph model based 
BOM increases the efficiency of collaboration between product development and 
production planning. In order to validate the concept, an exemplary BOM data is 
acquired, as well as adapted. In further step, a simple graph data model for storing 
both product and production information is designed. As result, the graph model 
based BOM is established utilizing the graph database Neo4j. Furthermore, four use 
cases as scenarios in engineering activities are defined to represent basic needs in 
engineering activities. Finally, the use cases are evaluated as Proof-of-Concept and 
the query results are presented and explained. 

Considering the complexity of networked product and production data in practice, 
further researches should focus on applying and validating the approach based on 
certain industry needs. On one hand, it is necessary to answer the question, whether 
introducing graph model based BOM, rather than adapting and extending existing 
functionalities based on a traditional relational data model, could bring long-term 
quantifiable benefits for companies. On the other hand, it is essential to analyze 
and evaluate the effects of introducing graph data model of BOM for organizational 
process optimization, specifically the optimization of workflow at an operational 
level. Furthermore, a generic framework using a graph approach for BOM manage-
ment can be explored concerning different products and production processes in 
various industries. It can enable both company-wide cross-departmental integration 
of BOM information, as well as enhance cross-organizational collaboration between 
suppliers and OEMs.
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Intra-Route Location Routing 
for the Pickup and Delivery Problem 
with Transfers 

Cansu Agrali, Mario Ventresca, and Seokcheon Lee 

Abstract The development and increasing application area of electric vehicles 
(EVs) in city logistics has contributed to the necessity of intermediate stops for 
charging EVs. Due to the limited service range of these vehicles, charging facil-
ities must be located at the same echelon as customers’ and differ from depots 
or hubs in that they are visited while serving customers. Thereby, these facilities 
allow vehicles to exchange requests and get recharged. In this study, we present the 
Intra-route Location Routing for the Pickup and Delivery Problem with Transfers 
that arises in this novel scenario. There are sets of requests, vehicles, and potential 
transfer locations (intra-route facilities). Each request consists of a pair of a pickup 
node and a delivery node. Vehicles start their routes from their respective origins, 
serve customers (pickup and delivery), and return to the origin nodes. In the generic 
Pickup and Delivery Problem, a request must be served by a single vehicle that 
picks and delivers the request. In our study, however, multiple vehicles can service 
a request collaboratively by transferring it to each other at a transfer facility. In this 
problem context, we decide vehicle schedules, transfer decisions, and which nodes 
should serve as intra-route facilities. We propose a mathematical model for this novel 
NP-Hard problem. Experimental results indicate the computational difficulty of the 
problem in practice. For several small instances, solving the mathematical model by 
using a commercial solver does not even find the optimal solutions in six hours, and 
given the importance of this problem, it must be addressed in future works. 
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1 Introduction 

Logistic companies have been facing difficulties to provide low-cost delivery service 
with the increase of online sales [1]. Crowdsourced delivery, defined as “where ordi-
nary people carry out last-mile deliveries with their own vehicles, from stores or ware-
houses to customers’ destinations” [2], is one plausible approach to improve such 
systems. Consequently, several companies already launched their own crowdsourced 
delivery services [3, 4]. 

A negative outcome of the increased sales and deploying more vehicles, however, 
is the environmental impact [5]. Electric vehicles (EVs) play an important role to 
curtail the carbon emission from the conventional vehicles [6]. The study in [7] reveals 
that EVs do not only have a long-term environmental benefit, but also reduce the 
operational cost by 39–60% in the short term. However, EVs have several challenges 
including a short service range [8] and thus, they must be recharged during their 
daily tasks to stay operational. The facilities equipped with such charging stations 
called as intra-route facilities in the literature. 

In this paper, we study a novel Pickup and Delivery Problem (PDP). There is a set 
of requests to be served by picking them up from their origin nodes and delivering 
them to their destinations. Note that, a request is associated with a pair of particular 
pickup and delivery nodes. Therefore, random picked up request cannot be used to 
satisfy the demand in a specific delivery node. Pickup and delivery locations have 
their available time windows (PDP-TW). A fleet of EVs is used for the transportation 
services. Each vehicle belongs to a particular depot, and there may be multiple depots. 
In the generic PDP, a request is picked up and delivered by a single vehicle; however, 
exchanging requests at an intra-route facility is allowed in this study, which is called 
transfers in the literature (PDP-T). 

Figure 1 presents an illustrative example. There are two vehicles’ routes (solid and 
dashed lines) and three requests (r1, r2, r3). The circles with labels p and d represent 
pickup and delivery nodes, respectively. Together p1 and d1 define one request (r1). 
The black triangle demonstrates the intra-route facility and the square is for the depot; 
r1 and r2 are served by a single vehicle, and r3 is transferred between vehicles at the 
intra-route facility. One vehicle picks up the request r3 and brings it to the facility, 
and the other vehicle transports r3 from the facility to its destination.

1.1 Relevant Literature 

With the increasing utilization of EVs, the Vehicle Routing Problem with Intermediate 
Stops (VRP-IS) has been increasingly studied. The intermediate stops refer to intra-
route facilities in our study. The VRP-IS was first studied by the authors of [9, 10]; an 
Adaptive Large Neighborhood Search algorithm was developed in [9], and the first 
Mixed Integer Linear Programming (MILP) model was proposed in [10]. In these 
studies, the locations of intra-route facilities are already known, and they analyzed the
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Fig. 1 Example solution for 
the PDP-T: r1 and r2 are not 
transferred, while r3 is 
transferred between vehicles

1 

1 

3 

3 

2 

2 

economic and environmental impact of EVs. The authors of the study [10] presented 
an ALNS algorithm for the Location Routing Problem with Intra-route Facilities 
(LRP-IF) in [11]. They claimed that they find the new best known solutions to the 
problem. In these recent studies, the VRP model was applied, and the model differs 
from the PDP in the request descriptions. Specifically, a request in the PDP model 
is associated with a pickup and a delivery node, where the pickup node must be 
visited before the associated delivery node. The LRP with PDP was first discussed in 
[12] and the authors proposed a Column Generation model to solve it and provided 
several sensitivity analyses on the fixed and route costs. 

1.2 Our Contribution 

To the best of our knowledge, we are the first to study the Location Routing Problem 
with Intra-route Facilities, Transfers, and Pickup and Deliveries (LRP-PDP-IF-T). 
Our contribution is considering intra-route facilities and transfers in the LRP-PDP. 
Our problem also covers multiple depots, partial charging, and a heterogenous fleet. In 
Sect. 2, the problem definition and the MILP model are presented, and computational 
experiments are shown in Sect. 3. 

2 Problem Definition and Mathematical Model 

The problem is defined on a network that includes sets of nodes: depots, candi-
date transfer nodes, and request nodes. Each request (r ∈ R) has several attributes 
including a pickup node—p(r ) and a delivery node—d(r ). Vehicles’ origin and
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Table 1 Sets N : Set of all nodes 

D: Set of depots (includes final depots)—D ⊂ N 
T : Set of candidate transfer nodes—T ⊂ N 
R: Set of requests 

V : Set of vehicles 

Table 2 Parameters ci : The cost of locating a transfer at node i ∈ T 
ti j  : The distance between node i ∈ N and node j ∈ N 
Qk : The capacity of vehicle k ∈ V 
Bk : The maximum mileage that vehicle k ∈ V travels 
Hk : The mileage that vehicle k ∈ V can travel with 1-min 

charging 

Li : The load of node i ∈ N 
Ei : The earliest time that a vehicle can arrive to node i ∈ N 
Ti : The latest time that a vehicle can arrive to node i ∈ N 
M : A big number 

destination depots are indicated by o(k) and o′(k), respectively. They are the exact 
same locations. Vehicle k ∈ V starts its route from o(k), and end at o′(k). Other sets 
and parameters are presented in Tables 1 and 2. The decision variables are indicated 
in Table 3. 

Minimize

∑

i∈N

∑

j∈N :i �= j

∑

k∈V 
ti j  x

k 
i j  +

∑

i∈T 
ci wi (1) 

Subject to

Table 3 Decision variables 

xk i j  : Binary variable, gets 1 if vehicle k ∈ V directly travels from node i ∈ N to node j ∈ N 

ykr i j  : Binary variable, gets 1 if request r ∈ R is carried by vehicle k ∈ V from node i ∈ N to 
node j ∈ N 

zkl ir  : Binary variable, gets 1 if request r ∈ R is transferred from vehicle k ∈ V to l ∈ V at 
transfer node i ∈ T 

wi : Binary variable, gets 1 if an intra-route facility is located at transfer node i ∈ T 
pk i : Vehicle k ∈ V ’s charging duration at transfer node i ∈ T 
ak i : Arrival time of vehicle k ∈ V to node i ∈ N 
dk i : Departure time of vehicle k ∈ V from node i ∈ N 
bk i : Remaining battery of vehicle k ∈ V when it arrives at node i ∈ N 
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∑

j∈N 
xk i j  = 1 ∀k ∈ V , i = o(k) (2)

∑

j∈N 
xk i j  =

∑

j∈N 
xk jl  ∀k ∈ V , i = o(k), l = o′(k) (3)

∑

j∈N 
xk i j  =

∑

j∈N 
xk j i  ∀i ∈ N\{o(k), o′(k)

}
, k ∈ V (4)

∑

j∈N

∑

k∈V 
ykr i j  = 1 ∀r ∈ R, i = p(r ) (5)

∑

j∈N

∑

k∈V 
ykr i j  = 1 ∀r ∈ R, i = d(r ) (6)

∑

j∈N 
ykr i j  =

∑

j∈N 
ykr j i  ∀i ∈ N\{p(r ), d(r), T }, k ∈ V , r ∈ R (7)

∑

j∈N

∑

k∈V 
ykr i j  =

∑

j∈N

∑

k∈V 
ykr j i  ∀i ∈ T , r ∈ R (8) 

xk i j  ≤ w j ∀i ∈ N , j ∈ T , k ∈ V : i �= j (9) 

ykr i j  ≤ xk i j  ∀i, j ∈ N , k ∈ V , r ∈ R : i �= j (10) 

dk 
i + ti j  − ak j ≤ M

(
1 − xk i j

) ∀i, j ∈ N , k ∈ V : i �= j (11) 

ak i ≤ dk 
i ∀i ∈ N\D, k ∈ V (12) 

ak i + pk i ≤ dk 
i ∀i ∈ T , k ∈ V (13) 

dk 
i ≥ Ei ∀k ∈ V, r ∈ R : i = p(r) (14) 

ak i ≤ Ti ∀k ∈ V , r ∈ R : i = d(r) (15)

∑

j∈N

(
ykr j i  − ykr i j

) +
∑

j∈N

(
ylr i j  − ylr i j

) ≤ 1 + zkl ir  ∀i ∈ T , k, l ∈ V , r ∈ R : k �= l (16) 

ak i − dl i ≤ M
(
1 − zkl ir

) ∀i ∈ T , k, l ∈ V, r ∈ R : k �= l (17) 

zkl ir  ≤ wi ∀i ∈ T , k, l ∈ V , r ∈ R : k �= l (18)
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∑

r∈R 

ykr i j  ≤ Qk x
k 
i j  ∀i, j ∈ N , k ∈ V : i �= j (19) 

bk j ≤ bk i − ti j  + M
(
1 − xk i j

) ∀i ∈ N\T, j ∈ N , k ∈ V : i �= j (20) 

bk j ≤ bk i − ti j  + M
(
1 − xk i j

) + Hk p
k 
i ∀i ∈ T , j ∈ N , k ∈ V : i �= j (21) 

bk i = Bk ∀k ∈ V , i = o(k) (22) 

bk i + Hk p
k 
i ≤ Bk ∀i ∈ T, k ∈ V (23) 

pk i ≤ (Bk/Hk)
∑

j∈N 
xk j i  ∀i ∈ T , k ∈ V (24) 

xk i j  , y
kr 
i j  , z

kl 
tr  ∈ {0, 1} ∀i, j ∈ N , t ∈ T , k, l ∈ V , r ∈ R : i �= j, k �= l (25) 

ak i , d
k 
i , b

k 
i , p

k 
t ≥ 0 ∀i ∈ N , t ∈ T, k ∈ V (26) 

The objective is minimizing the total distance travelled and the cost of locating 
intra-route facilities (1). Constraints (2) ensure that all vehicles leave their depot, 
and each vehicle has only one route. All vehicles must return to their depot in (3). 
Although two separate nodes are used for the origin and the destination depots, in 
the network, they are located at the same coordinates. Vehicles can directly travel 
from their origin depot to the destination, which would incur zero cost to the system. 
Constraints (4) capture the flow balance in all nodes except for the vehicle’s origin 
and the destination depots. All requests must be picked up and delivered respectively 
in Constraints (5) and (6). Constraints (7) ensure that if a request visits a node that 
is not its pickup, its delivery, or a transfer node, then the request must leave that 
node with the same vehicle. On the other hand, if a request visits a transfer node, it 
must leave the transfer node weather with the same vehicle or with another vehicle 
in (8). If a facility is not opened at a transfer node, the node cannot be visited in (9). 
Constraints (10) capture the relationship between two variables, in order to carry a 
request from node i to node j, the vehicle must travel through the arc (i, j). The arrival 
and departure times are calculated in Constraints (11). Vehicles cannot leave a node 
earlier than their arrival time (12), but if they are recharged at a transfer node, the 
departure time must be greater than or equal to the arrival time plus the recharging 
duration at the transfer node (13). The time window constraints are captured in (14) 
and (15). Constraints (16) ensure that if a request is brought to a transfer node by 
a vehicle (k) and leaves the node with another vehicle (l), then the corresponding 
z variable becomes one. Constraints (17) capture the arrival and departure times 
of vehicles, exchanging requests, at transfer nodes. If an intra-route facility is not 
located in a transfer node, then exchanging requests is not possible (18). Vehicle
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capacity constraints are captured by (19). Battery consumptions are calculated after 
a regular and a transfer node by (20) and (21), respectively. Vehicles leave their origin 
depot fully charged (22). Constraints (23) ensure that vehicles cannot be recharged 
more than their battery capacity, and vehicles can only be recharged if they visit an 
intra-route facility (24). Constraints (25) capture binary variables while (26) declares 
positive continues variables. 

3 Computational Study 

We generated different-sized instances to run the mathematical model and evaluate 
the problem complexity. The smallest instances contain five requests, one depot, and 
two potential transfer locations. The model does not open any transfer facilities in 
such small networks as vehicles can serve to all requests without recharging. For 
larger instances of 10 or more requests, the model does not find a feasible solution in 
three hours. Therefore, we modified the smallest instances by doubling the distances 
between nodes so that the model may decide to open transfer facilities to charge 
vehicles and/or to transfer requests. The data set can be accessed through this link. 
The tests are performed on a PC equipped with Intel(R) Core(TM) i7-4790 CPU 
running at 3.60 GHz, with 16 GB RAM. 

Preliminary results suggest that increasing distances has a significant impact on 
the computational run-time: the model cannot find the optimal solution in 24 h. In 
order to better understand the problem difficulty, we solve the model with a six-hour 
time limit. With this, the quality of the solutions, obtained after six hours, can be 
discussed. The results are presented in Table 4. Three sets of instances are used. ‘e’, 
‘m’, and ‘h’ represent easy, medium, and hard, respectively. All instances consist of 
five requests and one depot; however, easy and medium instances have four potential 
transfer locations, while hard instances have only two. Instances are labeled based 
on the distances between nodes and load of requests. The closer the distances are, the 
easier the instance is as EVs have battery limitation, and nodes have time-window 
constraints. Five random instances are generated for each set. In the table, the columns 
demonstrate the objective function value, the solution time, the percentage relative 
gap (the gap between the upper bound and the lower bound when the model stops), 
the total number of facilities opened, the total number of requests transferred, and 
the number of vehicles deployed, respectively.

The MILP model finds the optimal solution in six of 15 instances in six hours. 
However, any feasible solutions cannot be found for four instances: h2–h5. Addi-
tionally, although at least one intra-route facility is opened in nine instances, they 
are not used to transfer requests. The results highlight the importance of intra-route 
facilities to recharge EVs even for small networks.
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Table 4 Solutions from MILP 

Instance Objective 
value 

Time (s) %Gap Facilities 
opened 

Requests 
transferred 

Vehicles 
deployed 

e1 227.22 2925 0 0 0 1 

e2 276.90 642 0 1 0 1 

e3 234.48 2492 0 1 0 1 

e4 296.00 21,187 0 1 0 1 

e5 311.63 TL 20.00 1 0 1 

m1 328.96 10,154 0 1 0 1 

m2 274.38 446 0 0 0 1 

m3 477.01 TL 18.04 2 0 1 

m4 287.16 TL 7.12 1 0 1 

m5 425.37 TL 34.73 2 0 1 

h1 653.04 TL 13.37 1 0 2 

h2 – – – – – – 

h3 – – – – – – 

h4 – – – – – – 

h5 – – – – – – 

* TL refers to the time limit, which is six hours, 21,600 s

4 Conclusion 

To the best of our knowledge, we are the first to study the LRP with transfers, 
EVs, and pickup and delivery. We propose a MILP model for the problem. The 
importance of the problem is discussed in Sect. 1. Even though solving the problem 
to optimality is crucial, the computational experiments in this paper highlight the 
problem difficulty in practice as even the small instances in this paper were difficult 
to solve. Our follow-up research is developing metaheuristic approaches to solve 
the problem more efficiently. Further research could explore valid inequalities to 
improve the runtimes and the objective values of the MILP. Moreover, the problem 
can potentially be extended by including drone deliveries since drones also have 
battery and capacity constraints but stricter. 
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Method for Determining Loading 
Positions of Delivered Parcels by Genetic 
Algorithm with Three-Dimensional 
Modified BL Method 
with Multidirectional Reference Points 

Eiji Harayama, Yoshinari Yanagawa, and Ikuo Arizono 

Abstract In recent years, the number of delivered parcels has rapidly increased 
along with the growth of the Internet and courier services have been booming. In 
addition, many people refrained from going out due to the spread of the COVID-19, 
and also people who have never used e-commerce have started using e-commerce. 
Therefore, it has been become to require to deliver parcels more efficiently. One of 
the evaluation measures to realize an efficient delivery is minimizing the burden of 
loading/unloading parcels. To do so, loaded positions of parcels should be decided by 
considering the unloading sequence of the parcels so that a delivery person moves few 
parcels at the time of unloading them. Hence, some systematic method for deciding 
loaded positions of parcels would be required. However, at present, the delivery 
person determines the loading positions of them with not a systematic method but 
his experience or intuition method. In this research, we would try to optimize loading 
positions of parcels by using genetic algorithm. Our proposed method of determining 
the loading position would use genetic algorithm with three-dimensional modified 
bottom-left method with multidirectional reference points. In addition, we would 
make comparison between the method of loading from only one direction and the 
method of loading from multiple directions. The number of planned movement of 
parcels would be treated as an evaluation measure as well as previous researches. 
We would make comparison between the precedent and the proposed method, and 
consideration of the results. We could conclude that our proposed method has dramat-
ically improved the precedent methods. The results by the multiple directions were 
about 20% better than the ones by one direction. 
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1 Introduction 

In the 1970s, courier services in current form are launched. Since then, courier 
services diversify and expand to meet a variety of demand, and they have achieved 
rapid growth for decades. In the last five years up to 2020, the volume of courier 
services in Japan increases by about 15.4%, and courier services are expected to 
continue to expand in the future. One of the reasons for this rapid growth is that a 
lot of not only major companies but small business operators make inroads in the 
electronic commerce market. In addition, flea market applications develop rapidly on 
the spread of the Internet and smartphones, and the growth of electronic commerce is 
still continuing presently. In addition, because the Japanese government asks people 
to quarantine themselves from April 2020 due to the spread of the COVID-19, the 
online shopping is expanded to consumers who don’t previously use it. As a result, 
the demand for courier services increases rapidly. It is expected that the expansion 
of courier services continues even after the COVID-19 settles down. Consequently, 
the demand of delivery process efficiency is increasing in the courier service. 

In the delivery process, delivered parcels are transported to its destination by truck 
or container. The transportation of delivered parcels is divided into two stages. The 
first stage is to distribute and transport delivered parcels to each sales office, and 
it is required for this process to transport a large number of delivered parcels in a 
shipment. In other words, the loading result is evaluated by the volume utilization, 
which is the percentage of the total parcels’ volume in a truckload capacity. Various 
loading methods have already been studied to maximize the volume utilization [1–3]. 
The second stage is to transport delivered parcels from each sales office to delivery 
destinations, and it is necessary to consider not the volume utilization but the order 
in which delivered parcels are unloaded. Currently, this consideration is based on 
the experience and intuition of each workers. Therefore, they cannot determine the 
optimal loading position of delivered parcels. As a result, they may need to reload 
some parcels that are encumbering the parcel which should be unloaded. These 
delivery operations are inefficient. 

The problem defined in this study is classified as a kind of packing prob-
lems. In packing problems, several objects must be placed in a limited area under 
various constraints. The problems are distinguished into two types: two-dimensional 
packing problems such as rectangular packing or polygonal packing, and three-
dimensional packing problems such as rectangles and spheres. These problems are 
one of combinatorial optimization problems and have been studied extensively. For 
two-dimensional packing problem, various algorithms have been constructed that are 
able to be applied to an enormous range of solutions. The two-dimensional packing 
problems are applied to the design of integrated circuits or the materials industry. The 
three-dimensional packing problems are more complex than the two-dimensional 
packing problems because the number of dimensions increases. A lot of studies 
for maximizing the volume of objects for a limited volume have been studied, and
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various methods have been proposed to obtain approximate solutions for the prob-
lems of practical scale. Typical examples of such methods are Deepest-Bottom-Left 
method (DBL method) or best-fit method. On the other hand, few studies have taken 
the order of unloading into account. The purpose of this study is to construct an 
algorithm for determining loading positions of delivered parcels taking the order of 
unloading into account. 

2 Problem Formulation 

2.1 Scale Setting 

The loading space for delivered parcels and the size of them were set based on the 
type of vehicle and the size and number of delivered parcels used in actual courier 
services. The shapes of delivered parcels were rectangles or cubes and delivered 
parcels were considered homogeneous. 

The loading space for delivered parcels had a width of 130 cm, a depth of 180 cm, 
and a height of 120 cm. The space was embedded in a three-dimensional Cartesian 
coordinate system. The coordinate origin in the first octant of the system was treated 
as the origin point in the loading space. The width, the depth and the height of the 
space were oriented in accordance with the directions of the x-axis, the y-axis, and 
z-axis. Delivered parcels were taken out in the rear direction of the space, that is, in 
the positive direction of the y-axis. 

The size of each delivered parcels was within 60 cm in width, in depth, and in 
height. In addition, the total length of the three sides was within 60 cm to 150 cm, 
and they were randomly generated in increments of 10 cm. Further, the depth of 
delivered parcels was longer than the width of them. This is because it had been 
known from previous studies that setting the depth of them longer than the width is 
more efficient. The total number of delivered parcels was 40, referring to the actual 
courier services. 

2.2 Restrictions on Loading Delivered Parcels 

The following constraints (1)–(4) are set based on the actual courier services. 

(1) Placement constraints 
Each of delivered parcels have to be loaded inside the loading space for delivered 
parcels. 

(2) Parallel constraints 
Delivered parcels must be loaded parallel to the x-axis, y-axis, and z-axis of the 
loading space for delivered parcels, that is, they cannot be loaded diagonally 
with respect to the space.
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(3) Orientation constraints 
In courier services, in order to prevent damage to delivered parcels, it is common 
to avoid rotation of delivered parcels, such as changing the height or reversing 
the top and bottom. Hence, no such rotation is performed. 

(4) Stability constraints 
Considering the vibrations caused by driving during delivery operations, in the 
case that delivered parcels are stacked on top of other, those are stacked in a 
stable condition. The stability of delivered parcels is evaluated as the ratio of 
the bottom area in contact with below them to the total bottom area of them. In 
this study, assume that delivered parcels can be stacked if and only if the ratio 
is greater than or equal to 0.7, due to the previous study [4]. 

2.3 Evaluation of Loading Results 

The previous study [5] has used the total number of expected transshipment parcels 
as an evaluation measure. Similarly, in this study, the total number of expected trans-
shipment parcels employs the evaluation measure. The following is the description 
of expected transshipment parcels. 

When delivery workers unload one delivered parcel at delivery customer’s loca-
tion, they must move the others that are involved with the delivered parcel. Such 
moved parcels that are obstructions are considered as expected transshipment parcels. 
In this study, the loading result is considered better as the total number of expected 
transshipment parcels is smaller. The following (1)–(3) shows the conditions of 
subject to expected transshipment parcel. 

(1) A parcel that is located above an unloading parcel and that obstructs the 
unloading. 

(2) A parcel that is located in the direction of removal from an unloading parcel 
and that obstructs the unloading. 

(3) A parcel that indirectly obstructs an unloading parcel. 

The loading position of delivered parcels may change during a delivery, and the 
total number of transshipment parcels may change accordingly. In this study, we do 
not take the change of the loading position during operations in the delivery into 
account. Therefore, we calculate the total number of expected transshipment parcels 
for the loading position at the delivery departure. When the number is small, the 
loading position quite maintains the order of unloading. 

3 The Method of the Previous Studies 

In the previous study [5], vertex management method and Deepest-Bottom-Left 
method (DBL method) have been used as the basic loading algorithms.
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Fig. 1 Procedure of loading delivered parcels 

In vertex management method, three reference points have been generated from 
the vertices of the already loaded parcels [6]. As shown by the circles in Fig. 1b, 
three points have been generated from the already loaded parcels in the X, Y, and Z 
axis directions. By choosing one of these points, the position of the next parcels has 
been determined. 

DBL method has been an extension of the BL method to three dimensional and 
has loaded parcels as close as possible to the bottom and left (in that order) of the 
deepest part. In this method, the loading position of a parcel has been determined by 
selecting one of the reference points generated above. 

Delivered parcels are loaded in the reverse order of unloading. That is, delivered 
parcels should be loaded in order of decreasing delivered parcels order. The procedure 
of loading parcels in the conventional method shows as follows: 

(1) Place parcel 0 at the origin (Fig. 1a). 
(2) Generate three reference points from the loaded parcel according to vertex 

management method (Fig. 1b). 
(3) Order the reference points to be loaded according to DBL Method (Fig. 1c). 
(4) Determine whether the next parcel is loaded or not in the order specified in (3). 

At the point where the restrictions (2.2) are satisfied, load the reference point 
with the parcel. Reference points that are loaded with the parcel are deleted 
(Fig. 1d). If the restrictions (2.2) are not satisfied for all reference points, then 
it is determined that loading is not allowed. 

(5) Repeat steps (2)–(4) until all the delivered parcels are loaded. 

In the previous method [5], a different algorithm (EVR) has been applied in addi-
tion to DBL method to reduce the total number of expected transshipment parcels. 
When packing one parcel by vertex management method and DBL method, each 
reference point has been searched to see if there are any expected transshipment 
parcels in the direction of outlet when the parcel is tentatively placed. After that, the 
loading position of the parcel have been determined according to the existence of 
expected transshipment parcels and the number of obstructing parcels. Specifically, 
the weighted value of reference points by DBL method has been multiplied by the 
number of expected transshipment parcels. EVR has decided the loading position 
of a parcel in accordance with the multiplied weighted value of reference points in 
ascending order.
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4 Proposal Method 

4.1 Three-Dimensional Modified BL Method 
with Multidirectional Reference Points 

In the proposed method, different Three-dimensional modified BL method has been 
used in addition to DBL method. A total of twelve methods have been used: six in 
which the priority order of D, B, and L are swapped, and another six in which L 
(Left) are replaced by R (Right). For example, DLB Method loads parcels as close 
as possible to the left and bottom (in that order) of the deepest part. In addition, DBR 
Method swaps left and right, and loads parcels as close as possible to the bottom and 
right (in that order) of the deepest part. 

4.2 Adaptation of Genetic Algorithm 

We have genetically engineered twelve different methods (4.1) to apply genetic 
algorithm (GA) and generated the gene sequence by assigning a gene from 0 to 
11 to each parcel. Each parcel has been loaded using a different method according 
to its gene. Specifically, DBL, DLB, BDL, LDB, BLD, LBD, DBR, DRB, BDR, 
RDB, BRD, and RBD method have been applied in order from 0 to 11. Table 1 
shows an example of one gene sequence. In the sequence, parcel 0, 1, and 2 have 
been loaded using BDR method, DBL method, and RBD method. In the proposed 
method, we have generated an arbitrary number of gene sequences for each individual 
and optimized them by genetic manipulation (4.3). 

4.3 Genetic Manipulation 

In this chapter, we showed the details of genetic manipulation. 
Selection, a form of genetic manipulation, creates a population of the next gener-

ation based on the fitness of individuals to produce a new generation. We have used 
roulette selection as the method of selection. Roulette selection is a method in which 
the probability of selection increases in proportion to the degree of adaptation of an 
individual. In this study, when the total number of individuals and the evaluation 
value of individual i were set as M and Wi, the probability PA that is the selection

Table 1 An example of a gene sequence 

Parcel number 0 1 2 ・・ 37 38 39 

Gene 8 0 11 ・・ 7 5 2 
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Table 2 An example of crossover 

Parcels number 0 1 2 3 4 5 6 7 8 9 

Parent A 8 0 11 10 3 1 10 2 4 2 

Parent B 3 4 1 10 9 8 3 1 0 2 

Offspring A 8 0 11 10 9 8 3 1 0 2 

Offspring B 3 4 1 10 3 1 10 2 4 2 

Table 3 An example of mutation 

Parcels number 0 1 2 3 4 5 6 7 8 9 

A gene before mutation 8 0 11 10 9 8 3 1 0 2 

A gene after mutation 8 0 11 10 9 8 3 9 0 2 

probability of individual A has been expressed as 

PA = 1 

WA 
/ 

M∑

i=1 

1 

Wi 
(1) 

The inverse of the evaluation value (the total number of expected transshipment 
parcels) has been used to select individuals, because an individual with smaller 
evaluation value should have larger selection probability. The evaluation value for 
individuals that fail to load has set to 99, leaving a small probability of selecting an 
undesirable individual. 

Crossover is an operation that crosses the genes of two parents and is performed 
after two individuals are selected. In this study, we have used the single point crossing. 
We have randomly selected a cut and have exchanged pairs around the cut in pairs 
that cross each other. In the example of Table 2, the point between Parcel 3 and Parcel 
4 has been selected as a cut, and the offspring A, B have been produced by Crossover. 

Mutation is an operation to add diversity to avoid premature convergence in finding 
the optimal solution. In this study, for every newly generated individual, this opera-
tion has been performed with a defined probability. The mutation position has been 
randomly determined and its gene has been changed. In the example of Table 3, 
Parcel 7 has been selected as the mutation position, and its gene has been randomly 
changed. 

5 Result and Discussion 

We have simulated the results using the conventional and proposed methods with 
examples of 20 delivered parcels groups used in the previous study [5]. We also have 
compared GA-12genes with three-dimensional modified BL method with both L
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(left) and R (right) elements to GA-6genes only with L (left) elements. The parameters 
required for genetic manipulation have been set as Population: 30, Generations: 5000, 
Probability of Crossover: 0.70, Probability of Mutation: 0.05. 

Table 4 shows the loading ratio of the delivered parcels groups and the evaluation 
values for previous method (EVR) and proposal method. In the proposed method, 
the mean values of 20 simulations in a delivered parcel group example have been 
shown. Unlike EVR, GA have been able to load all parcels for all delivered parcels 
groups. Both GA-6genes and GA-12genes have been superior to EVR in 10 out of 20 
examples comparing for the average. GA-12genes have been superior to GA-6genes 
in 19 examples. GA is probably more practical than EVR in that GA is able to be used 
for a variety of delivered parcels groups. As a result, in other simulations of delivered 
parcels groups, GA-12genes have been able to load with loading ratio of less than 
74%. Table 5 shows the evaluation values for EVR and GA-12genes. GA-12genes 
have been superior to EVR in 16 out of 20 examples comparing for the minimum. 
On the other hand, GA-12genes is not always an efficient algorithm, as variations are 
observed in each trial. The mean values of the computation time in EVR, GA-6genes, 
and GA-12genes are about 11.3[s], 396.0[s], and 1493.3[s], respectively. 

Table 4 The result for each method 

Delivered parcels group Loading ratio EVR GA-6genes GA-12genes 

1 0.45 14 9.7 3.4 

2 0.46 14 6.5 3.7 

3 0.49 N/A 11.8 9.6 

4 0.50 8 5.6 7.3 

5 0.53 1 11.3 9.2 

6 0.53 N/A 14.0 11.1 

7 0.53 5 13.2 7.3 

8 0.53 N/A 10.5 7.0 

9 0.54 6 15.1 12.0 

10 0.54 N/A 8.6 7.4 

11 0.54 7 17.9 12.3 

12 0.55 0 15.1 11.2 

13 0.55 1 12.0 9.0 

14 0.58 N/A 10.8 7.2 

15 0.59 13 26.4 20.9 

16 0.60 4 22.7 21.2 

17 0.60 N/A 22.8 17.0 

18 0.61 3 30.6 28.0 

19 0.63 11 35.5 30.0 

20 0.72 N/A 40.8 31.9
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Table 5 The result for EVR and GA-12genes 

Delivered parcels group Loading ratio EVR Minimum Mean Maximum SD 

1 0.45 14 1 3.4 9 1.85 

2 0.46 14 0 3.7 11 2.67 

3 0.49 N/A 2 9.6 22 4.39 

4 0.50 8 0 7.3 16 3.94 

5 0.53 1 0 9.2 17 4.95 

6 0.53 N/A 2 11.1 26 6.28 

7 0.53 5 2 7.3 16 4.01 

8 0.53 N/A 2 7.0 12 3.02 

9 0.54 6 4 12.0 20 4.93 

10 0.54 N/A 1 7.4 17 4.10 

11 0.54 7 5 12.3 29 6.78 

12 0.55 0 1 11.2 21 4.69 

13 0.55 1 1 9.0 16 3.90 

14 0.58 N/A 2 7.2 18 4.21 

15 0.59 13 5 20.9 42 10.77 

16 0.60 4 8 21.2 38 9.45 

17 0.60 N/A 3 17.0 33 6.76 

18 0.61 3 12 28.0 50 10.72 

19 0.63 11 10 30.0 58 12.65 

20 0.72 N/A 11 31.9 59 11.43 

6 Conclusions 

In the previous studies on packing problems, most of them have focused on maxi-
mizing volume utilization. In this study, we have constructed a loading algorithm that 
considers the order of unloading without taking maximizing volume utilization into 
account. We have used twelve Three-dimensional modified BL method with multi-
directional reference points in addition to DBL method and have applied genetic 
algorithms. As a result, we have been able to reduce the total number of expected 
transshipment parcels in almost certain parcels groups. The time to calculate the 
loading positions has been short enough to be practical for real courier services. 
On the other hand, the loading results vary in each case because of the randomly 
generated default value on the population. In addition, the variation of the evaluation 
values is larger as the loading ration is higher. The future work is to construct an 
algorithm that can realize small variation for each trial and cope with high loading 
ratio.
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Redesigning the Current Inventory 
Management Process for an SME 

Cecilia Montt , Paloma Lillo, Luis Quezada, Astrid Oddershede, 
and Alejandra Valencia 

Abstract Companies have different types of processes in their logistics chain. Thus, 
the added value delivered to each link generates a fundamental competitive tool, such 
as excellence and differentiation in the delivery service, coupling with technology 
and anticipating what customers need or expect, which means that companies must 
have an efficient inventory and resource management. On the other hand, companies 
need to procure goods and services for the development of their activities. These 
supplies are accumulated in the companies and must be managed for their correct 
handling and conservation. The problem that the SME has is that when customers 
buy in the store, in several cases, there is no product so sometimes the sale is lost, or 
they wait and return the day that the product is in the store. So in this work we study 
the case of an SME, companies that need inventory management to avoid losing 
customers. In this case, the inventory and sales process is modeled and simulated 
using Bizagi Modeler, where it was possible to obtain the breaks. Demand forecasting 
was studied with neural networks. Since the behavior of the demand is variable during 
the year, mainly December, February, Mother’s Day and others, which causes peaks 
in demand, to analyze this behavior we used the Periodic Review P Model, where 
we obtained the quantity to be requested to the supplier in different periods of the 
year, which increases sales, since 100% of the demand is covered. The results of the 
simulation with BIZAGE with the current and proposed situation show that in the

C. Montt · P. Lillo · L. Quezada (B) · A. Oddershede 
Universidad de Santiago de Chile, Santiago, Chile 
e-mail: luis.quezada@usach.cl 

C. Montt 
e-mail: cecilia.montt@usach.cl 

P. Lillo 
e-mail: paloma.lillo@usach.cl 

A. Oddershede 
e-mail: astrid.oddershede@usach.cl 

A. Valencia 
Universidad Catolica de Valparaiso, Valparaiso, Chile 
e-mail: alejandra.valencia@pucv.cl 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
C.-Y. Huang et al. (eds.), Intelligent and Transformative Production in Pandemic 
Times, Lecture Notes in Production Engineering, 
https://doi.org/10.1007/978-3-031-18641-7_58 

629

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18641-7_58&domain=pdf
http://orcid.org/0000-0001-9559-6836
mailto:luis.quezada@usach.cl
mailto:cecilia.montt@usach.cl
mailto:paloma.lillo@usach.cl
mailto:astrid.oddershede@usach.cl
mailto:alejandra.valencia@pucv.cl
https://doi.org/10.1007/978-3-031-18641-7_58


630 C. Montt et al.

proposed situation the loss of customers is between 0 and 0.5%. In relation to costs 
and profits, these were obtained with model P, although the costs increase by about 
5% since a larger inventory is maintained than in the current situation, but customers 
will be 100% satisfied, which leads to an increase in profits of between 15 and 20%. 

Keywords Inventory management · Simulation · BPM · Neural networks 

1 Introduction 

Companies need to procure goods and services for the development of their activities. 
These supplies accumulate in the companies and must be managed for their correct 
handling and conservation. Small companies must have sufficient competencies and 
skills to permanently improve the management of their resources and thus remain 
inserted in the market. 

For companies to have a positive impact on customer satisfaction, it is important 
to have an adequate inventory management to meet the demand that arises, avoiding 
stock outs that hinder the sales process. In addition to providing excellent customer 
service, differentiating the company from the competition from the moment the 
customer arrives at the store to after-sales service. 

Currently, due to the effect of the pandemic, the company under study, began to 
work online, e-commerce, so every time inventory management is necessary for an 
improvement in customer service, since in several cases, customers, when there is 
no product in store these are lost, sometimes customers must wait and return the day 
the product is in the store. 

For the above reasons, the objective of this work is to propose improvements to 
inventory management with the Business Process Management (BPM) [1] simulation 
tool, Bizagi Modeler for a small jewelry company (SME). 

Mathematical models were also applied to define inventory management policies 
in order to determine quantities to order, how often to order, along with offering 
improvement options to provide a better level of service to the customer and evaluate 
the economic proposal, comparing it with the costs of the current situation. At the 
same time, the mathematical model of periodic inventory review will be compared 
with the simulation in Bizagi, analyzing quantities to order and associated costs. 

The jewelry store specializes in marketing luxury items such as 18 k and 24 k 
gold jewelry, mainly rings, both in physical and online stores. It is noteworthy that 
according to the Chilean Ministry of Economy SMEs in Chile are 48.7% of companies 
[2].
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2 Bibliographic Review 

According to [3–6], the added value that logistics incorporates in each part of the 
logistics system is an important competitive weapon. Such is the case of excellence 
in delivery service, leadership in product differentiation, management at minimum 
cost or logistics service to the customer based on efficient inventory management. 

According to [7] large companies recognize well the benefits of SCM, but small 
and medium enterprises (SMEs) lag behind in appreciating how the integrated 
supply chain drives remarkable changes in business processes and work with positive 
results in better quality services, cost reduction and efficiency. Specifically, SMEs 
in Zimbahue as well as in Chile do not have sufficient knowledge about SCM and 
underestimate the potential benefits of SCM, given the above, this paper studies SCM 
for inventory management. 

As well as [8] where says that large companies are well recognized the benefits of 
SCM, but small and medium enterprises (SMEs) are lagging behind in appreciating 
how integrated supply chain drives remarkable changes in business processes and 
work with positive results in better quality services, cost reduction and efficiency. 

According to [9], SMEs identify contextual areas that can guide them to success-
fully use e-commerce and realize its potential benefits. On the other hand, e-
commerce is said to have a positive impact on performance and the impact at the 
strategic level is indirect, mediated through operational and management levels. 

In [10] inventory management must be given the attention it deserves for the 
company to remain competitive, flexible to demand and at low cost. Inventories are 
difficult to manage and control, and inventory managers find it difficult to know when 
to order and how much to order. 

In [11] also used, the BPM methodology that allowed him to simulate the times 
and cost of each of the inventory management processes, of an SME company 
in Guayaquil, Ecuador, which allowed him to document all the processes of the 
distribution center of the company achieving the optimization of its resources. 

On the other hand [12] says that flowcharts have been used worldwide as a graph-
ical tool to describe the sequence of activities that correspond to the processes, in 
addition they bring benefits such as minimization of errors, related to the protocols of 
execution of activities in companies. They also model processes to improve inventory 
management with Bizagi Modeler 8. 

3 Methodology 

First, the company’s historical sales data for the years 2017, 2018 and 2019 are 
compiled and classified using the ABC methodology to sort the items according to 
those that generate the most revenue, so as to group and work with the information. 

Once the products that generate the most income are obtained, which are 5 types 
of 18 k carat rings, the SCM of the SME is modeled, showing the process of sales,
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Fig. 1 Sales management process 

inventory and request of raw materials, designed with Bizagi Modeler where the 
breakdowns are obtained, to improve them. 

The current process design is shown in Fig. 1. 
Figure 1 shows that the process has three participants: salesperson, replenisher 

and administrator. Each of these actors has specific activities to perform. The process 
begins when the salesperson serves a customer and ends when the customer purchases 
an available product or withdraws due to lack of stock. 

The process has several breaks, where the main one is in the circle of Fig. 1, 
which means that the store manager is who is involved in the break point activity 
associated with the review of stock to subsequently deliver the product or products 
requested to the seller, if they are available, otherwise the seller must be notified 
of the depletion of the product to send the article to the supplier depending on the 
customer’s response, in this case it is possible that the customer wait or get lost. 

It is simulated with Bizagi Modeler, to obtain the results of the current situation 
according to the model in Fig. 1, and then the proposed situation without breaks is 
simulated. 

On the other hand, demand was estimated using neural networks. The input data 
are the monthly demand of each selected item for the years 2017, 2018 and 2019. 
And the output data are the forecasts, until January 2020. 

Subsequently, an inventory management model, periodic P, was analyzed. In order 
to choose this model, first of all, an analysis of the demand for the products must 
be made, where all the products under study that the company markets have inde-
pendent demand, since no product depends on the other in terms of sales or product 
manufacturing. Therefore, we will advance along this line to find adequate inventory 
models.
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To determine whether the demand for the products is deterministic or probabilistic, 
the historical data will be subjected to a rough estimation based on the calculation 
of the mean and standard deviation of consumption during a specific period (e.g. 
monthly). 

Once the estimation was done, the result was that the behavior of all products is 
probabilistic non-stationary demand. 

4 Results 

To carry out the simulation process, it is assumed that the entry of customers is 
distributed according to a Normal distribution, with an average of 12 min, that is, 
every 12 min a customer enters, with a standard deviation of 2, the process is simulated 
for a month, with a schedule of 8 h, 7 days a week. 

The process of the current situation, with historical data, starts by requesting stock 
for a month, where the lead time is 1 week and orders are requested for 14 products 
in the month. 

The simulation was carried out only for the products with the highest margin, the 
five types of rings, 18 carat gold products. 

4.1 Simulation Results 

To simulate the current process, about 10 simulations were performed, until the best 
solution was reached:

. For all types of rings, when 14 orders are placed with the supplier per month, 70% 
of the products ordered are fulfilled, while 30% are not fulfilled, resulting in the 
loss of customers. 

For the proposed situation, where several simulations are carried out to obtain 
the minimum number of products requested and not served, the following results 
are obtained;

. For all types of rings, 20 units are requested from the supplier per month, 100% 
of the products requested are fulfilled, while 0% are not fulfilled and therefore no 
customers are lost. 

The stock is increased per month, thus reducing the number of customers lost 
to practically zero. 

4.2 Inventory Management Results with Model P 

Using the coefficient of variation, which yields a value of 20.05%, which is greater 
than 20%, together with an analysis of the demand in the different periods of a year,



634 C. Montt et al.

Table 1 The results of the model P 

Product Input data Output data 

Product Monthly 
forecasted 
demand 

Lead time 
(L) 

Standard 
deviation 
of demand 
(σd) 

Service 
level 
(CSL) (%) 

Safety 
inventory 
(SS) 

Target 
inventory 

Quantity 
to order 

Ring 1 16 0.033 5.6 95 11 26 16 

Ring 2 30 1 8.3 95 15 73 30 

Ring 3 15 0.1 5.6 95 12 26 15 

Ring 4 17 0.13 4.8 95 10 27 17 

Ring 5 13 0.07 3.5 95 7 19 13 

and also visualizing one year with respect to the other, it is determined that the 
demand for the representative ring is probabilistic like the rest of the products, that 
is, it has a random behavior and cannot be predicted exactly. For this reason, the 
results of the inventory models must be updated for each period in order to provide 
assertive results in accordance with the reality of each period. 

4.3 Cost Analysis 

It is observed that the cost increase in the simulation with Bizager Modeler is 10.2% 
higher compared to the current situation, which is offset by the additional 30% of 
sales that can be obtained with this cost increase. 

Comparing model P with the current situation, a decrease in costs of 12.6% is 
proposed, covering the entire current demand. 

It can be seen that the situation that has a lower amount of costs is with model P, 
this is because there are fewer orders within a period, in turn the cost of maintaining 
inventories is low, so that total costs decrease when using this inventory model. 

5 Conclusions 

In this paper we have presented a real inventory management problem in an SME. 
For which the Bizagi Modeler and the P management model are used, achieving the 
desired results. Both proposed models will help the company to maintain a monthly 
stock so as not to lose customers, thus producing an increase in sales, and thus 
decreasing customer losses. 

As a conclusion in the situation proposed with the Bizage Modeler, by increasing 
the stock of the month, the number of lost customers is practically reduced to 0.
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With the inventory management model P, it is determined that the demand of the 
rings is probabilistic, i.e. it has a random behavior and cannot be predicted exactly. 
For this reason, the results of this inventory model must be updated for each period 
in order to deliver assertive results in accordance with the reality of each period. 

Regarding costs, in the simulation with Bizager Modeler they are 10.2% higher 
compared to the current situation, which is offset by the additional 30% of sales that 
can be obtained with this increase in costs. Comparing model P with the current 
situation, a decrease in costs of 12.6% is proposed, covering the entire current 
demand. 

Company owners decide on the inventory model to apply depending on their 
budgetary policies. 

In the future, it is expected to simulate other processes in the company, as well as 
to design a system that can be updated periodically. 
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Abstract Chinese coastal megacities face an increasing challenge on urban floods in 
light of climate change and rapid urbanisation. Severe urban floods worsen damages 
of public infrastructures, such as roads and railway networks, because the land 
drainage system is currently insufficient to cope with intensive rainstorms. This 
condition is particularly severe in most Chinese megacities. As a result, that disrupted 
the transport system and logistics, which associated the interruption of economic 
and business opportunities. This paper took Guangzhou, the leading commercial and 
manufacturing hub in the Greater Bay Area region, as a case study. Unfortunately, 
the city is currently exposed to a high level of urban flood risk. By analysing the 
historical data, this research summarised the annual rainfall pattern in Guangzhou, 
and presented the potential impacts of the urban flood on logistics disruption based on 
the layout of road surface water flooding. Our findings in this research aim to provide 
recommendations on logistics disruption and transportation plan for road users in 
future flood events. Moreover, the results are insightful in tackling future urban floods 
to improve current policies on achieving resilient city planning on logistics. 
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1 Introduction 

Infrastructure systems such as railway and road networks are the backbones and 
skeleton of cities, especially in the context of the development of transportation 
network [1]. In particular, road networks play a crucial role in the whole infras-
tructure system, underpinning the mobility of goods, logistics and people under both 
normal and emergency conditions [2]. As cities are the agglomerations of people and 
companies, road networks are extended rapidly for various human and manufacturing 
activities. Deficient performance of road networks can lead to severe disruption of 
the urban system [3]. For example, transport disruption causes the absence of daily 
commutes (e.g. going to work and school), interruption of economic and business 
opportunities, high cost of public services [2]. The performance would become worse 
under adverse and extreme flood events [4]. Flood hazard is the most frequent natural 
hazard in cities, which occurs as an overflow of water from water bodies (e.g. rivers, 
lakes and oceans), or occurs due to an accumulation of rainwater on the saturated 
ground [5]. 

According to the United Nations report, there are 3254 flood disaster events from 
2000 to 2019, followed by 2043 storm disaster events and 552 earthquake disaster 
events [6]. Among China’s top ten disasters in 2020, 4 disaster events are related to 
extreme rainfall and induced flood, resulting in 225.56 billion RMB direct economic 
losses [7]. There are three types of flood based on occurrence conditions: coastal, 
riverine, and urban floods. In this study, we focus on urban floods. 

Urban flood (similar term as ‘surface water flooding’) has become a threat to 
the transport system in urban areas, where the permeability of the land surface and 
sufficiency of the drainage system has reduced. According to the existing studies, 
approximately 39% of the global land area suffers from urban flood [8]. Indeed, urban 
flood events have occurred frequently and intensely. In particular urban flood repre-
sents the most common flood hazard in the urban area [9]. The apparent phenomenon 
of an urban flood is the presence of surface water runoff on the impervious roads (e.g. 
highway, motorway) [10]. Changes in the natural (e.g. climate change) and anthro-
pogenic (e.g. rapid urbanisation and developments) factors are escalating urban road 
networks under increasing pressure [11]. The transport disruption and reduction in 
performance of the transport system via floods could cost more than 900 thousand 
RMB per hour for each main road affected [12]. 

Urban flood impacts on transport disruption could directly affect the performance 
of the logistics industry. It is widely accepted that logistics companies’ location has a 
strong dependence on the performance of transport infrastructure. Numerous logistics 
companies tend to locate around the trunk road, airport, port, railway station, etc. 
[13]. The inundation of these locations and roads would increase the goods delivery 
time and even lead to the goods damage. However, existing studies mainly focused 
on the impact of transport disruption on daily commutes caused by urban floods. 
With the increase of the extreme rainfall, it is a considerable demand to investigate 
the logistics disruption caused by urban flood in cities with significant manufacturing 
activities and high level of urban flood risk (e.g. Guangzhou, Shenzhen). This study
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is devoted to the investigation of urban-flood-driven impacts on logistics disruption. 
The detailed objectives are as follow: (1) analyse the annual rainfall in Guangzhou 
at both city level and district level; (2) report on changes in the layout of road 
waterlogging in 2020 and 2021; and (3) identify the potential impacts of urban 
floods on logistics disruption. Based on the findings, this paper recommends both 
academic and managerial insights for future studies. 

2 Methodology 

2.1 Case Study of Guangzhou 

Guangzhou is a coastal megacity with 12.64 million people in Southern China. The 
city is the capital of the province of Guangdong, the leading manufacturing hub of 
the Pearl River Delta. Moreover, it is one of mainland China’s leading commer-
cial and manufacturing regions [14]. The logistics industry plays a crucial role 
in the economic development of Guangzhou. According to the national statistics, 
Guangzhou’s express service volume and income ranked second in China in 2020 
[15]. Guangzhou is prone to urban floods due to the large proportion of impervious 
surface (e.g. roads, buildings, etc.) and inadequate drainage systems. Land use has 
rapidly changed since the economic reform and open-door policy in 1978 [16, 17]. In 
the past five years, numerous rainstorms hit Guangzhou and led to severe damages. 
For example, urban flood events led to 8 deaths, and one metro line flooded in 
Guangzhou in 2016. The rainstorm (wide range intense rainfall) led to about 135 
waterlogging spots in the central city, of which 26 had a waterlogging depth of more 
than 40 cm on 19–20 April 2019. The torrential rain caused widespread transportation 
disruption (see Fig. 1) and claimed 4 lives on 22 May 2020, with a direct economic 
loss of 800 million yuan [18]. 

Fig. 1 Road waterlogging in Guangzhou during the rainfall season. Source [18]
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2.2 Data and Analysis 

Statistical analysis is used to analyse the rainfall characteristics in Guangzhou both 
at a city level and district level. The rainfall data used in this study was extracted from 
Guangzhou Climate Bulletin 2016–2020 published by the Meteorological Bureau of 
Guangzhou Municipality (http://www.tqyb.com.cn). Guangzhou Climate Bulletin 
2016–2020 provides major urban flood events and damages in the last five years. For 
example, a rainstorm hit Guangzhou on 19 April 2019, resulting in 135 roads water-
logging [19]. There are various standards to define rainstorm conditions and urban 
flood hazards. Guangzhou Climate Bulletin classifies rainstorm into three types: rain-
storm (rainfall > 50 mm in 24 h), heavy rainstorm (rainfall > 100 mm in 24 h), and 
torrential rainstorm (rainfall > 250 mm in 24 h). There are five classifications on urban 
floods: no urban flood (rainfall < 25 mm in 24 h), light urban flood (rainfall > 25 mm 
in 24 h), common urban flood (rainfall > 50 mm in 24 h), severe urban flood (rain-
fall > 100 in 24 h), and catastrophic urban flood (rainfall > 250 mm in 24 h), which 
are adopted to determine the potential urban flood hazards [14]. A list of 69 logistics 
parks was obtained from China Wutong Website (https://www.chinawutong.com/ 
baike/). The information of waterlogging spots promulgated by Guangzhou Water 
Authority (http://swj.gz.gov.cn) was combined with the geographic information of 
logistics parks to investigate the potential urban flood impacts on logistics disruption. 

3 Result and Discussion 

3.1 The Annual Rainfall from 2016 to 2020 

The average rainfall of Guangzhou was 2150.9 mm during the last five years. As 
shown in Fig. 2, the 2nd quarter was the most abundant rainfall quarter, followed by 
the 3rd quarter. Rainfall of the two quarters accounted for 35%–55% and 29%–40% 
of annual rainfall, respectively. It can be seen that heavy rainstorm in the 2nd and 
3rd quarters and severe drought in the 1st and 4th quarters are the major character-
istics in Guangzhou. The causes of heavy rainfall in these quarters are the dragon 
boat water and typhoon, respectively. Figure 2 shows that severe drought in the 4th 
quarter is becoming more evident over the years. For example, the rainfall of the 4th 
quarter is 222 mm in 2016, while it is only 20 mm in 2020. From the perspective of 
spatial distribution, the wettest district is Huangpu district (2253 mm), followed by 
Zengcheng district (2189 mm) and Baiyun district (2120 mm). The monitoring and 
warning systems should be improved to protect the three districts from urban flood 
due to they are more vulnerable and exposed to the rainstorm. The current warning 
systems play a significant role in protecting people and assets from urban flood prior 
to rainstorms. There are 67 yellow rainstorm warnings, 13 orange rainstorm warnings 
and 2 red rainstorm warnings from 2018.

http://www.tqyb.com.cn
https://www.chinawutong.com/baike/
https://www.chinawutong.com/baike/
http://swj.gz.gov.cn
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Fig. 2 Annual rainfall of different districts in Guangzhou from 2016 to 2020. Source [18–22] 

3.2 The Layout of Road Waterlogging 

Based on the analysis at a city level, it can be seen that the number of waterlogging 
spots has decreased from 128 in 2020 to 93 in 2021. As shown in Fig. 3, the number 
of waterlogging spots in the Zengcheng district has significantly reduced from 30 
in 2020 to 11 in 2021. The maximum number of waterlogging spots in 2021 is 13, 
located in the Baiyun district and the Tianhe district. Heavy rainfall and insufficient 
drainage system are the leading factors that led to waterlogging in these districts. For 
example, the depth of water in some roads was over 100 cm and even over 300 cm 
extracted from the historical flood events in Guangzhou previously.

We analysed the historical data extracted by the Guangzhou Meteorological 
Bureau, which has recorded the 100 cm water depth or above that occurred on the 
Huangyuan road in the Baiyun district during 13 September 2010. Unfortunately, a 
surface water flood occurred at 300 cm water depth on Xinshi road in the Zengcheng 
district on 7 May 2018 [20]. 

However, the current urban flood protection flood standard remains inadequately 
adapted according to the local Master Plan and district plan. The existing drainage
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Fig. 3 The number of waterlogging spots in different districts in Guangzhou. Source [24]

protection standard in the metropolitan and municipality urban areas in Guangzhou 
remains inadequately low with the 1-in-1-year urban flood. Drainage systems in 
these areas must be reconstructed to resist the 1-in-2-year to 1-in-3-year urban flood. 
For new roads, the drainage protection standard is 1-in-5-year to 1-in-10-year return 
period [23]. 

3.3 The Potential Impacts of Urban Floods on Logistics 
Disruption 

Table 1 shows the number of logistics parks in different districts. There are 33 parks 
in the Baiyun district due to the developed road networks and Guangzhou Baiyun 
International Airport, and most of them tend to locate around the highway. For 
example, seven logistics parks located around Dayuan North Road of the Baiyun 
district, which is the 1st-grade highway with 60 km/h–100 km/h vehicle speed [25]. 
The number of logistics parks in Huangpu is ranked second due to its advantageous 
shipping transport and road network.

Traffic condition is the primary factor for the distribution of logistics parks. 
However, traffic condition is adversely affected by heavy rainfall and increasing 
road inundation. It can be seen that transport disruption caused by an urban flood is 
a frequent and stubborn problem in areas with heavy rain and high traffic pressure. 
Based on the urban flood impacts on transport disruption [26], the potential impacts 
of urban floods on logistics disruption can be summarised into three types: logistics 
delay, driver’s safety, and goods damage. Road inundation is the first phenomenon 
after heavy rain and the direct cause of traffic congestion. Logistics would be delay 
or event disrupted caused by the traffic congestion. Delivery schedules could be 
adversely affected by the increasing depth of road inundation. Moreover, heavy rain 
and induced urban flood often led to serve damages to goods. For the general goods, 
dry conditions are needed for storage and transportation. For fresh goods, timeliness 
and cold conditions are significant [27].
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Combining the analysis of the waterlogging layout, logistics parks in the Baiyun 
district and the Zengcheng district need to be paid more attention to the transport 
logistics planning and rerouting to avoid numerous waterlogging spots during the 
heavy rain conditions. From the perspective of inundation time and depth, 14 water-
logging spots were flooded for more than 1 h, even reached 9 h in the Huangpu 
district, such as the Kaiyuan Avenue Tunnel, Shihua road-Wencheng road. These 
roads in the Huangpu districts need to be considered for logistics location and route 
selection. Moreover, strengthening urban flood management and logistics planning 
is essential to enhance logistics performance during urban flood conditions. 

4 Recommendations 

4.1 Quantify Logistics Disruption Using a Simulation Model 

Quantifying the impacts of urban floods on logistics disruption can provide a better 
understanding to enhance logistics performance. For example, the adequate time of 
traffic delay on the given road sections is valuable information for decision making 
(i.e. rerouting) under urban flood conditions. There is a considerable demand for 
quantifying the logistics disruption in the areas with increasing manufacture and 
logistics activities [29]. Rainfall and traffic are two leading factors that contribute 
to the logistics disruption caused by urban floods. Simulation approach was widely 
adopted to evaluate the relationship between rainfall and traffic delay. Flood model 
and traffic model can be used to simulate the potential road inundation and traffic 
delay. 

For example, Li et al. developed an integrated methodology for modelling the 
traffic disruption caused by urban flood in Shanghai [30]. Geographical Informa-
tion Systems (GIS) can be integrated to analyse the spatial distribution of logistics 
companies and map the logistics disruption. The findings of simulation and spatial 
analysis could help determine the critical locations and prioritise the investment and 
services before or during urban flood events. Therefore, the combined use of flood 
model, traffic model and GIS analysis is recommended to quantify the impacts of 
urban floods on logistics disruption at a city level. 

4.2 Practices and Planning 

From ‘grey’ to ‘green’ and ‘blue’ strategies, several adaptation strategies have been 
proposed for reducing urban area prone to urban flood. The sponge city initiative is 
essential for China’s cities to enhance water sensitivity and urban flood resilience
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[31]. Although Guangzhou is not a pilot city for the sponge city program, city author-
ities have produced the Guangzhou Sponge City special planning (2016–2030) initia-
tive in 2017 [23]. The planning suggested that 51 sponge parks need to be renovated 
or built to improve the capacity of urban flood resilience. 

From the perspective of indirect impacts, the cooperation between the institutions 
(e.g. municipality bureaus and departments—i.e. transport, water, etc.) is important 
to alleviate the according impacts of transport disruption that caused by urban floods. 
For example, integrating the meteorological information and traffic information could 
provide a better understanding for protecting people and assets from the potential 
urban flood. Guangzhou Municipality authorities should open some channels and 
encourage citizens to report the new waterlogging spots. 

With the increase of annual rainfall, logistics companies should pay more attention 
to transport disruption. For example, they can develop the flood module to display 
the vulnerable roads and alternative roads in their information platform or system. 
Adaptation of urban flood is recommended to be involved in logistics company’s 
strategies to enhance their logistics performance. In addition, an in-deep considera-
tion of insurance is significant for these logistics companies located in heavy-rainfall 
areas. Therefore, the practices of urban flood management need the contribution from 
city authorities, companies and citizens. 

5 Conclusion 

This paper presents an investigation of urban flood impacts on logistics disruption. 
Guangzhou, the leading commercial and manufacturing hub in the Greater Bay Area 
region, was taken as the case study due to its high level of urban flood risk. Regarding 
the whole city of Guangzhou, the heavy rainstorm in the 2nd and 3rd quarters and 
severe drought conditions in the 1st and 4th quarters are the major characteristics 
in Guangzhou. Moreover, the phenomenon of severe drought in the 4th quarter is 
becoming more obvious over the years. Logistics companies need to pay attention 
to reduce the impacts of urban floods (i.e. logistics delay, driver safety and goods 
damage), especially in the highly vulnerable and exposed districts. 

In this study, based on the patterns identified in Guangzhou, the combined use 
of flood model, traffic model and GIS analysis is recommended to quantify the 
impacts of urban floods on logistics disruption at both a city level and district level. 
From the perspective of practice and planning, the cooperation of city departments is 
recommended for urban flood management. In future, we would employ simulation 
models to evaluate the impacts of urban floods on logistics disruption. We suggested 
that the authorities should identify and provide more information on the according 
vulnerable areas of urban floods for the road users and that will be increasing the 
urban flood resilience and improving the transport logistics efficiency under adverse 
flood conditions in Guangzhou and other Chinese cities.
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Locating Street Markets in Smart Cities: 
A View from Mathematical Modeling 
and Urban Planning Perspectives 

Gonzalo Mejía , Daniela Granados-Rivera, and Carolina Avella 

Abstract Locating facilities has traditionally viewed from different disciplines. 
However, few studies are interdisciplinary. In this paper, we investigate the loca-
tion of street markets in smart cities from two perspectives: urban planning and 
mathematical modelling. Smart city technologies can play a major role in the imple-
mentation of street markets: for example, smart street markets can show in real time 
the availability of products, market prices, etc. In this paper, we propose a mathe-
matical model to locate “smart” street markets in the city of Bogotá (Colombia) with 
constraints that involve urban planning and public space. The results will show how 
this strategy can improve the current practice. 

Keywords Street markets · Facility location · Urban planning 

1 Introduction 

Street markets have existed for many centuries around the world. They provide not 
only fresh food and other products but also, they are part of the social network in 
many places around the world. They have survived waves of competitors and still 
today they are very important in both the developed and emerging countries. Street 
markets normally are hosted by local sellers whose stalls that set-up and disassembled 
in the same day. In general, street markets provide a large assortment of products, 
some normally not found in other retailers such as corner stores and supermarkets. 
In addition, as these street markets are attended by local producers and do not rely
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on intermediation, they can offer lower prices in comparison with their competitors. 
Needless to say that, street markets also have disadvantages such as pollution, land 
degradation, and problems with waste disposal [1]. 

The location of street markets has been traditionally established by public author-
ities based on empirical and political considerations [2]. Usually, these considera-
tions do not consider many important aspects such as road access, parking areas, 
land use, population density and urban design. Locating street markets is an inter-
disciplinary challenge that has a major impact on their success or failure as pointed 
out by [2]. From the engineering and business perspective, locating street markets 
aims primarily at establishing the locations where the market share is maximized. 
Normally this is done with discrete choice models [3] where the total “attractive-
ness” is maximized. Attractiveness is a measure of the utility that customers perceive 
of a facility based on attributes such as price, distance, assortment, and aesthetical 
considerations. However, since street markets are public institutions, ingrained in the 
society and part of the urban landscape, aspects related to urban planning must not 
be neglected. In fact, a holistic view is indeed needed for an appropriate planning. 

A major difficulty is to combine such quantitative engineering methods with 
qualitative approaches of social and urban planning disciplines. In this paper, we 
aim to provide a first approximation for such this holistic view with some insights 
about their implementation in smart cities. 

2 Background 

2.1 Competitive Facility Location 

The location of street markets (also known as farmers’ markets, open-air markets, 
mobile markets) is an uncommon topic in the literature. Although many authors have 
demonstrated their benefits on food insecurity problems (e.g. [4, 5], there are only 
three studies that employed mathematical models to define the optimal locations done 
by [6–8]. However, none of these authors have used a competitive approach that is an 
important point by considering customer choice and some market behavior features. 
The competitive facility location is a variation of the traditional facility location 
problem that implements a choice constraint based on discrete choice models [9–11] 
or gravity models [12, 13]. Usually, the most common factors are price, distance, 
and travel time. 

However, these factors rarely consider urban planning features to evaluate the 
attractiveness of a location according to its infrastructure.
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2.2 Selection of Suitable Locations: Urban and Functionality 
Factors 

Locating a street market in a public area implies taking into consideration not only the 
economic feasibility of mathematical and location models, but also the urban factors 
that influence whether the spaces chosen for these markets are appropriate. The urban 
planning features used to evaluate the locations were chosen according to the criteria 
for locating facilities and farmers markets according to [14, 15]. These include demo-
graphic (population, social stratification), the functionality of the market (vehicle’s 
road width, sidewalks and hard floor, morphology) and the area attributes (social 
facilities, land use, public transport and traffic). 

In this paper, we use the classical weighted linear combination of factors to pres-
elect a subset of sites based on the recommendations of [14, 15] and then we use a 
mathematical model to maximize the market share. Details follow. 

2.3 Smart Cities 

The concept of smart city is rooted in the need to find new ways to improve the 
human life quality in a sustainability manner and with massive use of information 
technology [16, 17]. Smart cities can help to improve the efficiency of street markets 
by providing ways to display prices and product availability in real time. 

3 Methods 

This section introduces the methods used in this study in two parts: (i) the math-
ematical model employed to locate street markets, and (ii) criteria to preselect the 
potential location of street markets according to different urban planning features. 

3.1 Competitive Facility Location Model 

We employed a basic model of the competitive facility location to determine the 
street market sites. Our model considers a set of household clusters j ∈ J which 
can choose to fulfill their average daily demand h j among four types of sellers s ∈ 
S = {I ∪ K ∪ F ∪ M}: (i) street markets i ∈ I , corner stores K , fruit and vegetable 
sellers (fruver) F , and supermarkets M . The probability ys j  that a household selects 
any of these sellers s ∈ S is given by a discrete choice model, as follows:
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ys j  = e−cs j
Σ 

s,∈S e−cs, j 
(1) 

in which cs j  is the perceived cost function of selecting the seller s ∈ S by household 
j ∈ J . This cost function contemplates, as main factors, the distance between the 
household and seller location dsj  and the selling price of that seller ps . Each of these 
factors has a weight β1 and β2 respectively according to its impact on the buying 
decision. According to some authors (e.g. [1]), we selected both factors since price 
and distance are the first and second most important factors in the market choice. 

Under this regard, we aim to select street market locations i ∈ I, which maxi-
mize the demand captured measured by the buying probability in street markets and 
the average daily demand of households. This location problem modifies Eq. (1) 
according to the open street markets. We assume that each street market has a daily 
capacity Qi and that we have a limit of street markets Max  that can be open. With 
this, the mathematical formulation is shown below. 

Decision variables 

Xi =
{
1 If street market at i is located 
0 Otherwise 

yi j  = Probability of selecting street market i by household j 

As we mentioned before, the objective function is to maximize the market share, 
which is the product of the purchasing probability and the average daily demand as 
presented in Eq. (2). 

Max
Σ 

i∈I

Σ 

j∈J 

h j yi j (2) 

The constraints are showing below. Constraint set (3) refers to the discrete choice 
model to determine the buying probability according to the street markets open. 
Constraint set (4) defines the parameter of the cost used in the discrete choice model. 
Constraint set (5) avoids that a street market sells more than its capacity. Constraint 
set (6) limits the number of street markets to open. Finally, constraints set (7) and 
(8) correspond to the nonnegative and binary restrictions for variables decision. 

yi j  = Xi e−ci j
Σ 

s∈I Xse−cs j  + Σ 
s∈S/I e

−cs j  
∀i ∈ I ; j ∈ J (3) 

cs j  = β1dsj  + β2 ps ∀s ∈ S; j ∈ J (4)

Σ 

j∈J 

h j yi j  ≤ Qi Xi ∀i ∈ I (5)
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Σ 

i∈I 
Xi ≤ Max (6) 

Xi ∈ {0, 1} ∀i ∈ I (7) 

yi j  ∈ [0, 1] ∀i ∈ I ; j ∈ J (8) 

Considering that Eq. (3) is a nonlinear function, we used the linearization proposed 
by [18] for multinomial logit choice probabilities. 

3.2 Preselection of Potential Location 

As said above, we use the weighted linear combination of factors to establish the 
attractiveness of a potential location from the urban planning. The weights were 
established with an expert in urban planning. Those with the highest incidence are 
those related to land use and morphology, which were assigned a weight of 20 
points. According to city regulations (POT),1 there are uses compatible with housing 
such as local-scale businesses, which would include street markets. The morphology 
of the public space is another of the determining factors with greater incidence, 
since in parks with slopes, low vegetation and continuous enclosure (fences) are not 
appropriate for a street market. Population or customer base is the next highest score 
with a 15 points weight. 

The next three features with a medium incidence (10 points) are the social strati-
fication, the vehicle road width and the sidewalks or available hard floor. The social 
stratification is associated to the need of bringing fresh food to low-income neigh-
borhoods, and when a street market is located in a public area next to 1, 2 or 3 strata,2 

it will be an option for this population to get fresh food. Road width is related to the 
farmers requirements, to have a parking area next to the stands to load the groceries 
and the tents [15]. The need of having a flat hard floor area or/and a sidewalk of 
certain width is for the tents and the pedestrian flow. 

Finally, the last three features with low incidence (5 point) are de social facili-
ties in the location area, the public transportation and the streets with high traffic, 
associated to a better pedestrian flow as well as customers as it is well known. In 
future, models aspects such as Internet connectivity and information technology will 
be considered. We visualize this as a network of street markets where customers can 
place orders online based on real time information, pay and pick up their purchase. 
Public authorities can also benefit from this initiative by capturing data for quick 
network reconfiguration and to connect farmers and customers. 

Table 1 summarizes the weights. The public areas scoring over 40 points are the 
options to locate the street markets that feed the model.

1 POT: Plan de Ordenamiento Territorial, Decreto 190 de 2004 para la ciudad de Bogotá. 
2 In Bogotá the low-income population is usually located in 1, 2 and 3 strata. 
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Table 1 Factor weight Factor Weight 

1. Population 15 

2. Social stratification 10 

3. Vehicle’s road width 10 

4. Sidewalks and hard floor 10 

5. Shape morphology 20 

6. Social facilities 5 

7. Land use 20 

8. Public transportation 5 

9. Traffic 5 

Total (Maximum score) 100 

4 Description of Case Study 

The area selected for this study was Engativá in the city of Bogotá, Colombia. Enga-
tivá is the 10th administrative division of Bogotá, composed of 405 neighborhoods of 
the low and lower middle classes in the northwest of the town. The population in this 
area is 814,000 [19]. For this research, we aggregate all the people in 500 clusters with 
an average of 2300 inhabitants. We consider a fruit and vegetable demand of 175.2 g 
on average per person [20]. According to the public park’s database, the 52 initial 
street market potential location were selected and filtered using the available area to 
locate a street market [21]. We named this configuration Scenario 1. Other location 
retailers such as nanostores, fruvers (a type of grocery in which only sells fruits and 
vegetables), and supermarkets were found using Google Maps™. Their prices were 
taken from [22, 23]. The distances between sellers and demand points (households) 
were established using the Haversine formula [24]. Finally, we calibrated the model 
according to the figures in [25, 26]. 

In the town of Engativá there are multiple public spaces for recreational use. Within 
these public spaces, the 52 parks with the largest area, were preselected as optional 
location for a street market. Then each one was inspected with satellite images 
(Google Earth) and with the cartographic information on land uses from the POT 
[14] of Bogotá. This inspection identified its morphological characteristics, land use 
characteristics, the mobility structure (surrounding streets), the surrounding facilities, 
the public transport routes (associated with the bus stops) and the vehicular traffic 
in the area. These factors were combined with information on the population and 
social stratification to evaluate them and limit public spaces to those that, according 
to their urban conditions, allow the operation of the Street market and the influx of 
customers. Due to lack of space, we do not include the results of the preselected 
sites. 

For the preselection of the potential street market locations, we employed socioe-
conomic and demographic information from public databases [27, 28]. First, we 
defined a buffer of 300 m around each street market location to establish the urban
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(b)(a) 

Fig. 1 Geographical distribution of the selected street markets for a solution with a maximum of 
10 markets to open about a other sellers and b population density 

planning features. Then, within those buffers, we described the strata classification 
of the point (median income level of households to determine rates of public utilities 
[29, 30]), the number of potential buyers (population in the buffer), and the number 
of bus stops as a measure of circulation and congestion of each point. Also, we 
used information about the infrastructure of each location to qualify that factor. With 
this preselection, the potential locations of street markets were reduced to 27 points 
shown in Fig. 1b. We called this configuration Scenario 2. 

5 Results 

In this section, we compare the results of the mathematical model of both scenarios: 
(1) without the preselection of the potential locations of street markets (scenario 1), 
and (2) with the preselection of the potential locations (scenario 2). 

Initially, we vary the maximum number of street markets to locate for both 
scenarios. The results show that the market share grows in linear fashion. Evidently, 
the more street markets, the more percentage of demand captured. The increase 
by adding new locations tends to be linear, showing that the selected location’s 
attractiveness is similar by capturing the same quantity of kilograms. 

To compare the changes in the configuration of the street markets without and 
with the preselection according to the urban planning factors, we select the solutions 
with a maximum of 10 street markets to open in both scenarios. These geographical 
distributions are illustrated in Fig. 1a. We can observe that locations 1, 3, 12, and 15 
are the only conservated from the solution without the preselection. It indicates that 
the remaining locations are not attractive to locate street markets from the features of 
urban planning contemplated in the preselection. These locations might theoretically 
capture the same percentage of the others in the solution with the preselection, but
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to real applications, those remaining locations do not have the infrastructure to be 
suitable for locating street markets. 

From the competitive approach in both scenarios, we can analyze locations such 
as 7, 8, 9, and 16 in areas with a low number of retailers (see Fig. 1a), which shows 
that in this area, people will likely buy in street markets due to the lack of competition 
from other sellers. But locations such as 1, 2, 3, 6, 10, and 13 are in areas with many 
retailers making, initially, no sense why these markets are located there because there 
is more competence (see Fig. 1a). However, when we review the demand around each 
of these points, we can notice that these areas have a high population density (see 
Fig. 1b). It means that regardless of the number of sellers around, the demand capture 
is greater than in other areas explaining their selection. 

6 Conclusions and Future Works 

The objective of this study was to analyze the changes in the configuration of a 
network of street markets according to a preselection done using urban planning 
features. For this purpose, we used a competitive facility location model to maximize 
the market share. In the case study employed, we observed that the configuration does 
not affect the total percentage of the demand captured because the attractiveness of 
the markets, measured by the cost function, was similar. This is taken into account that 
the factors of the utility function are distance and price. However, by preselecting 
the initial locations, we realized that many of the selected locations in scenario 1 
were unsuitable according to an urban planning approach. It is probably that these 
locations do not have the desirable infrastructure to locate a street market in terms of 
unloading fresh food of trucks, installing the stalls, soil features, people circulation, 
among others. For future research, implementing these types of characteristics in the 
cost function could ensure the real potential of a location evaluating urban planning 
constraints that are unusual considered. 
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Smart Eco-Factory—Aspects for Next 
Generation Facilities Supporting 
Sustainable and High-Tech Production 

Michael Hertwig and Joachim Lentes 

Abstract Producers are increasingly faced with greater challenges. The require-
ments in the manufacturing of high-tech products are constantly increasing, espe-
cially the demands on the production environment are becoming more relevant. 
The market demands change with high volatility. In addition, debates and subse-
quent changes in the laws on sustainable management and resource optimization are 
increasing, also based on growing public awareness. The concept of smart network 
production is a promising approach for industrial companies to address the resulting 
dynamics. Industry 4.0 measures allow production of smaller lots and higher manu-
facturing flexibility. Connected automation technologies and adaptable assisting 
technologies support these efforts. However, the flexibilization of manufacturing is 
only possible if the building offers suitable framework conditions. Factory buildings 
have a long-lasting life cycle even up to 30 years and more. Therefore, the aspects of 
optimization of energy consumption and high flexibility of the production areas need 
to be considered in planning projects, too. Additionally, the support of digital produc-
tion and smart building maintenance need to be planned in an early stage. To reduce 
the impact on the surrounding, the integration of factories into the environment as 
well as the definition of symbiosis with urban infrastructures need to be considered 
in ultra-efficient production and innovation areas. In the context of the article, it shall 
be discussed how current trends in digitalization of the production affect the planning 
and realization of building processes, as well as the question, which requirements 
need to be considered to realize production infrastructure serving future needs. An 
important factor to realize energy efficiency and sustainability does not only cope 
with the building itself. The integration of aspects concerning factory surroundings 
are also important in supporting acceptance for new constructions and production 
units. Compliant production and offerings by local enterprises increase the posi-
tive social impact on the surroundings. The analysis of a pioneer company in the 
field of factory building construction enables the evaluation of economic business 
development combined with sustainable action. The implementation of currently
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existing technology support fulfils the objective, generating a positive impact along 
the lifecycle of the building. 

Keywords Sustainable production · Eco-industrial estates · Future-oriented factory 
building · Sustainable factory construction · Resource-efficient factory operation 

1 Introduction and Motivation 

The need to reduce the resource consumption is increasing. A paradigm shift is 
necessary towards more sustainable production, to stay within the resource limits of 
the earth. With the increase of wealth of the society and output of production result 
in arise of resource consumption worldwide. Therefore, the Earth overshot day was 
terminated early every year [1]. For this purpose, a shift in sustainable proportionality 
between resource use and production volume is a key element [2]. In particular, this 
includes optimization of resource consumption combined with increasing effective-
ness of enterprises [3]. This is increase of wealth is also correlated with the population 
living in cities which also impacts the ecological footprint [4]. Until 2050, 70% of the 
world’s population are anticipated to live in cities and even today 75% of the global 
resource consumption are used by cities [5, 6]. This illustrates the need for a paradigm 
shift to enable a setup of productions in an urban environment worth living in. The 
main initiator of these negative environmental effects are businesses, which are still 
forced to maintain financial goals in addition to the needed improvement of their 
environmental performance. Thus, holistic approaches are required which ensure an 
environmentally compatible and at the same time financially viable production. 

2 Current Approaches for Sustainable Manufacturing 
Areas 

Enterprise perspective 

Fraunhofer has developed the concept of the Ultra-Efficient Factory with a view to 
the sustainable further development of companies [7]. This postulates completely 
loss-free production. The concept aims to combine the conventional paradigms of 
efficiency and effectiveness [8]. Ideally, materials and substances are reused or recy-
cled. The aim is to close cycles for both energy flows and material flows. Regenera-
tive and sustainable energy production complete the concept [9]. To enable a holistic 
view, five fields of action—material, energy, emission, human/staff and organisa-
tion—are defined, which build the singularity of the Ultra-Efficient Factory concept 
and represent an extended sustainability framework [10]. The objective is to achieve 
Ultra-Efficiency in all five fields of action [11]. 

According to the approach of urban production, established symbiotic relation-
ships create the potential to realize a positive contribution to the environment [12].
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The Positive-Impact Factory takes up this approach and focuses on interactions with 
neighbors in the fields of material and energy [13]. Furthermore, it postulates an inte-
gration of the factory building in its surrounding environment. The second perspective 
is the optimization of the factory structure to create positive environmental and social 
impacts. A suitable building structure is required to provide a liable base. At the same 
time, current trends of digitalization are taken into account in order to design products 
sustainably and without losses [14]. 

Industrial park perspective 

Since the further development of companies in accordance with sustainability is 
limited when focusing solely on internal processes, the analysis must be expanded 
[15]. The consideration of industrial estates in Europe is a suitable approach. Most 
industrial companies are located in such categorized areas [16]. Due to the local prox-
imity of the companies, it is easy to identify interactions. Through the cooperation 
of several local stakeholders, a greater effect can be achieved than by each company 
alone [17]. A hurdle in the cooperation are often the different goals and success 
criteria of each company. Due to the different ownership structures, a common site-
specific long-term strategy must be supported by most of the local companies [18]. 
Based on this holistic perspective, the approach of ultra-efficiency was extended to 
the business parks in order to derive concrete impulses for further development. The 
approach is addressing the five action fields by establishing a cooperation between 
the enterprises. Different measures support the reduction of emission and losses or 
optimizes the resource consumption for all participating parties [19]. 

3 Advancing of Production Areas 

In the new development of production areas, the aspect of sustainability can be 
anchored in the planning at an early stage. In this way, the potential can be leveraged 
both in realization and during use. To derive requirements for the further development 
of industrial buildings, both domain experts and practice partners were interviewed. 
Aspects of relevance have been identified and transformed in topic areas. 

3.1 Topic Areas 

The aggregation resulted in the derivation of requirements for the design of future-
proof production and logistics buildings. For the collection of relevant topics, current 
research topics in the context of building design and construction were researched. 
This examination was supplemented by an exchange with various experts. There 
were exchange formats with experts in production, digitalization, resilience research, 
urban planning, architecture and organizational development. This interdisciplinarity 
enabled the identified trends to be clustered. This made it possible to create a trend
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Fig. 1 Identified topic areas of the trend radar 

radar with five topic areas (see Fig. 1). These topic areas combine trends of different 
readiness. 

An exchange with industrial users confirmed the identified topic fields. Never-
theless, the interviews revealed additional fields of action. The requirements for the 
production environment are becoming stricter. Increasing product quality require-
ments and cost pressure demand stable room conditions in terms of temperature, 
humidity and air quality. Vibrations must also be absorbed more effectively. Current 
development cycles are decreasing, especially information and communication tech-
nology is developing rapidly. To ensure the usability of the building over its lifetime, 
the building must be prepared for retrofitting or upgrading. The technical building 
equipment must be dimensioned accordingly to meet requirements that cannot yet be 
formulated in concrete terms. This also increasingly includes flexible layout design 
to meet fast changing production conditions. Increased attention is also being paid to 
sustainability design and implementation. In this way, potential resource savings can 
already be directly utilized during realization as well as during use [20]. Resource 
and energy efficiency potentials can be increased by a long service life, because the 
emission contribution of construction compared to use increases due to insulation 
and efficient systems. 

3.2 Climate and Resilience 

Current discussions repeatedly focus on climate change and the associated effects. In 
order to make a contribution here as a project developer, measures must be identified 
accordingly. Materials with a low carbon footprint should be used [21]. The extrac-
tion and processing as well as the transport aspects should be taken into account. 
This can already be taken up in the planning, because with the increasing isolation 
and optimization of the use of energy, the contributions of the construction have a 
stronger impact [22]. Through the economical use of sealing, compensation areas 
can be created. These can be greened and planted to reduce the negative input. 
The realization of green areas positively influences the microclimate and increases 
the air quality [23]. These approaches can be supported by the realization of green
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infrastructures, such as green walls and roofs. By improving the air quality and the 
microclimate, air conditioning and air treatment efforts can be reduced. 

3.3 Mobility and Traffic 

The mobility sector is currently undergoing a transformation [24]. On the one hand, 
the switch from combustion engines to alternative drive systems such as fuel cells 
and batteries is having a major impact. But also new business models based on 
sharing and renting are leading to jointly used transport units. This is fueled by 
the discussion of the space requirements of stationary vehicles. In newly developed 
production areas, approaches can already be integrated at an early stage and thus 
have a supporting effect. Providing electric mobility infrastructure for automobiles 
and bicycles increases the acceptance of this transformation [25]. Consideration of 
public transport infrastructures can also positively influence the use of these modes 
of transport. In the long term, mobility will be extended into the third dimension. This 
can already be envisaged as a possible extension [26]. In this way, the attractiveness of 
the area can be significantly increased or kept high for a longer period of time. A traffic 
analysis shows the current loads on existing infrastructures. Skillful planning allows 
the reduction of the load by additional units or allows a relief of the infrastructures 
[27]. Picking and buffering can be done jointly to optimize delivery and pick-up 
traffic. 

3.4 Human and Work 

There is an increasing number of workers available who are referred to as digital 
natives [28]. This group of workers has already grown up with digital devices and 
has a high affinity for technology and the use of software to increase efficiency and 
effectiveness. At the same time, networking and the associated requirements to work 
together digitally are increasing [29]. Accordingly, especially in product develop-
ment and virtual collaboration, systems are being worked on that allow people to 
work together on development data. Based on digital video telephony, tools for 
virtual collaboration are currently being researched and developed. Thus, location-
independent collaboration is to be further supported. The goal is to work together 
on products in virtual rooms in the long term and to be able to make changes simul-
taneously in virtual space [30]. The pandemic in particular has shown that a new 
approach to collaboration is emerging. For example, virtual collaboration tools allow 
for increasingly flexible work arrangements, such as working in a home office or on 
the road [31]. The company’s premises will increasingly meet specific requirements 
[32]. For example, specific project rooms for project-related collaboration or inno-
vation areas will become increasingly important. The typical office space will not 
die out, but the trends of non-territorial working will be increasingly demanded and
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promoted [33]. This will also influence the education and training of employees [34]. 
From this it can be deduced that companies must design their office space attractively. 
The work experience must be improved through the provision of space concepts and 
technologies. Employees will use the offered office space if the benefit for the work 
result outweighs the transport effort. 

3.5 Digitalization and Industry 4.0 

With increasing digitization, companies are increasingly able to react more flexibly 
to market requirements. This is because the data and information from machines and 
processes increases transparency [35]. Flexibility can have a positive effect on the 
utilization of existing machinery. However, the short cycle change of product lines 
can also lead to changes in layout and organization. In this case, the changeability 
of the production building will become more important. To realize this, the digital 
representation must be derived and created in parallel to the realization of the phys-
ical building. With methods of Building Information Modeling, a digital twin of the 
industrial building can be created [36]. If this is linked with the information models 
of digital production, the adaptation of the building use can be digitally verified at 
an early stage [37]. This minimizes costs and errors. At the same time, the installed 
IT infrastructure must be an enabler of digitally supported production. Because only 
if the data of the machines and production units can be collected and made avail-
able, at best in real time, can the desired digitization in production, with the goal 
of living Industry 4.0 systematically, succeed. In this context, the consideration of 
requirements of 5G technologies or the installation of 5G-ready devices ensures 
future orientation [38]. In addition to data networking, this also includes the commu-
nication of structural elements such as culverts and gates. Energy storage systems 
and lighting elements that can be controlled as needed can also be integrated into this 
networked communication. Thus, the building becomes a smart hub. It supports the 
seamless flow of processes and real data flows back into the digital representation. 

3.6 Energy and Resource Efficiency 

The standards of building construction are becoming increasingly stringent. Accord-
ingly, industrial properties are also being provided with better building insulation and 
insulation [39]. The higher the insulation achieved, the lower the energy required for 
room temperature control. This can also be furthered by making the best possible 
use of daylight. A positive contribution can be generated by using renewable energy 
sources to cover the energy demand [39]. Synergies can be created by creating micro 
smart grids within the production area [40]. By installing common storage units, 
excess energy can be buffered and used at later times, e.g. for lighting. Energy sensors 
can also be installed in the buffers to better compensate for fluctuations over time
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[41]. The use of facades and free roof areas for urban farming can also contribute 
to resource conservation. The impact of sealing is reduced as replacement areas are 
created. Alternatively, there are early examples of building over existing buildings 
for improved use of space. Rooftop glasshouses, for example, offer the possibility 
of producing food close to users in a resource-saving way. Waste heat, for example, 
can promote plant growth [42]. Furthermore, resource consumption can already be 
optimized during construction by using lightweight construction principles. New 
technologies, such as additive technologies, make it possible to manufacture high-
strength components using very little material [43]. Their validation and optimization 
can be further increased by simulation. 

4 Analysis of an Exemplary Case 

4.1 Introduction of the Pioneer Company 

The company under review is a medium-sized enterprise. The company develops and 
builds logistics and industrial parks with production and storage areas. The usual size 
of the developments is between 20,000 and 60,000 m2. Many years of experience 
both in the logistics sector and in real estate development enable the company to 
realize individual space concepts. Typical clients are companies from the logistics, 
retail, manufacturing and service sectors [44]. 

The company “greenfield development” focuses on high-quality facilities and 
sustainable construction procedures. This also contains the revitalization of brown-
field sites to reduce the consumption of land resources. This maxim is also reflected 
in project planning, project development and architecture [44]. 

4.2 Approaches for Long-Term Sustainability for Production 
Buildings 

The focus on long−lasting of commercial real estate lies in two aspects. The company 
wants to realize compatible buildings. Since some of the properties remain in 
company ownership and are leased to users, they are designed for resilience, longevity 
and flexible use. To maintain the high attractiveness of the properties, emphasis 
is placed on high−quality equipment and solid construction during planning and 
implementation [45]. 

Particularly in the technical building equipment, energy−saving approaches are 
used, such as demand−oriented lighting by means of LED strip lighting, in addition 
to the use of daylight. Wherever it makes sense, production areas are realized on 
several floors in order to achieve greater space efficiency. Photovoltaic systems on 
all roof surfaces with corresponding central energy storage systems are now part of
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the standard equipment. Where permitted, water reservoirs for sprinkler systems are 
also used as heat storage. This positive energy concept is complemented by a high 
level of insulation of the facades and roof surfaces [45]. 

Furthermore, the equipment features are designed in such a way that expansion 
over the service life is possible. Thus, appropriate structural facilities are sufficiently 
dimensioned to ensure this. Fire suppression systems are also provided to make the 
building suitable for use as a logistics warehouse or as a production area, which 
increases flexibility [45]. 

Wherever possible, an attempt is made to embed the building in its surroundings. 
On the one hand, the color of the facades is adapted to the surroundings, or the terrain 
structure is used to make the buildings appear less massive. 

5 Summary and Outlook 

In addition to the efforts of production companies to reduce emissions and optimize 
material consumption, the reactivation of industrial sites represents great potential 
for long-term and sustainable use. To leverage this potential, this must be taken into 
account at an early stage in the development of use. After all, only if the building and 
the installed infrastructure are future-oriented can a long useful life, high flexibility of 
use and high attractiveness of the industrial property for potential users be maintained 
over its lifetime. 

This paper shows some aspects that contribute to sustainable production areas 
over the entire life cycle. However, this paper reflects an approach which need to be 
evaluated by industrial users. The results of the topic areas need to be implemented 
in existing buildings and planned construction projects to elaborate the benefits of 
taking these sustainable measures for industrial and production areas. Together with 
the frontrunner company the exchange is ongoing. Additional projects are identified 
where these measures shall be implemented. With the possible evaluation the positive 
impact can be described. 
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A Green Approach on Multiple 
Allocation Hub Covering Flow Problem 

Nazmi Sener , Hasan Hüseyin Turan, Fuat Kosanoglu, and Mahir Atmis 

Abstract Green supply chain applications are gaining wide interest as environ-
mental and economic concerns have been increasing. Transportation authorities 
impose strict regulations to reduce the negative effect of transportation activities 
on the environment such as carbon emissions and noise. In this study, we introduce 
a novel optimization model for a green multiple allocation hub covering problem 
that seeks to find the best locations for hubs and allocation of origin/destination 
flows in a logistic network. Different from the existing hub covering flow problems, 
carbon emission costs is added to the total cost function aiming to minimize the total 
amount of emissions in the network. Further, we investigate the effect of several 
factors (e.g., coverage radii of hubs) on optimal solutions. To illustrate the efficiency 
of our approach over the conventional hub location models, we first generate a new 
dataset by combining a well-known dataset used in traditional hub covering problems 
with a carbon emission dataset provided by the International Air Transport Associ-
ation (IATA). Afterward, we present a comparison of our model to previous models 
that do not consider carbon emission. 

Keywords Green supply chain · Hub covering · Carbon emission · Optimization 

1 Introduction 

The design of transportation network plays an important role in developing a sustain-
able supply chain network [1]. Transportation sector is considered among the leading 
sectors with harmful effects on environment, including excessive natural resource
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usage, acidification, land use, adverse effects on wildlife, noise, and the Greenhouse 
Gas (GHG) emission. GHG emissions, especially CO2 emissions, and noise pollution 
are the most disturbing effects, since they directly affect human health [2]. Moreover, 
increasing amount of GHG emissions is one of the main driver to climate change 
for most countries, especially industrializing nations such as the United Kingdom 
and the United States [3, 4]. Therefore, increasing concerns on the harmful effects 
of transportation activities to human health impose more effective and eco-friendly 
transportation network planning [5]. 

The hub location problems lie at the heart of network design planning in many 
industries such as transportation [6], telecommunication [7], emergency services 
[8], supply chain management and logistics [9], and computer systems [10]. The 
main concern of these models is locating hub nodes and assigning non-hub nodes 
(a.k.a. spokes) to the hubs to achieve a certain objective (such as minimizing total 
transportation and operation cost in the hub network). Campbell and O’Kelly [11] 
classify HLP according to similarity of objective functions to well-known facility 
placement problems as hub median, hub center, and hub covering location problems. 
The problem is a vertex location problem, since hub locations are limited to network 
nodes [12]. 

Most of HLPs are based on two fundamental assumptions: (1) flows must be 
routed through a collection of nodes that includes at least one hub node, and (2) the 
HLP is a network problem with more efficient and higher volume paths that enable a 
discount factor α (0 < α  <  1) to be implemented to all distribution costs associated 
with flows transported among each couple of hub nodes [13]. 

In this paper, we focus on hub covering problem (HCP) which is a type of HLP. 
HCP is analogous to set covering problem in application of HLP. There are a limited 
number of studies in the literature addressing hub covering problems. Campbell 
[14] studied the first hub covering problem. In this study, hub set cover problem and 
maximal hub cover problems were introduced with three different coverage scenarios 
for single and multiple allocations cases. In particular, in the first coverage scenario, 
hubs k andlcover origin/destination (O-D) pairs (i, j), if the distance of i to j via hubs k 
and/orldoes not exceed a predetermined value. In the second coverage scenario, hubs 
k andlcover O-D pairs (i, j) if the distance of each link in the path of i to j via hubs k 
and/orldoes not exceed a specified value. The third coverage scenario assumes that 
hubs k andlcover O-D pairs (i, j) if each of hub-origin/destination distance within 
specified range. 

Kara and Tansel [15] propose a new linearized formulation of HCP. Kara and 
Tansel [15] model’s outperforms to the best performing linearization of Campbell’s 
model [14] in terms of average CPU times and storage requirements. Tan and Kara 
[16] develop a hub infrastructure model with an application to a Turkish cargo 
company. Wagner [17] suggests an updated formulation to hub covering problem that 
addresses both single and multiple allocation issues. Alumur and Kara [18] imple-
ment an extension of Tan and Kara [16] in cargo company. Calik et al. [19] present 
an integer programming model for solving the hub covering problem with a single 
allocation over an incomplete network. Lowe and Sim [20] develop a new single allo-
cation hub covering problem formulation that includes transportation costs. Karimi
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et al. [21] present a model that incorporates multimodal concept with the capacitated 
single allocation p-hub covering problem. Sener and Feyzioglu [13] enhance the 
multiple allocation hub covering formulations that are proposed by Lowe and Sim 
[20]. 

Mohammadi et al. [5] study the first green concerned hub location problem. 
Niknamfar and Niaki [22] develop a novel bi-objective green hub location problem 
with the centralized carrier collaboration framework for multiple carriers where one 
objective is for carbon emission and one objective for transportation cost. Dukkanci 
et al. [23] introduce the first single objective green hub location problem and solve 
with second order cone programming method. Parsa et al. [24] develop a multi 
objective hub location problem that aims to minimize greenhouse emission, noise 
pollution, and fuel consumption. 

We present relevant literature review in Table 1. As shown in Table 1, there are 
limited number of studies on hub covering problems. Best of our knowledge, there 
are several studies on green approaches to hub location problem, yet none of them 
is hub covering problem. This study is an initial attempt to apply green approaches 
in hub covering location problem. We organize the rest of the paper as follows as 
follows. Section 2 of this paper presents mathematical model. Numerical results are 
discussed in Sect. 3. Finally, the last section discusses the conclusions from our work 
and gives directions for possible future research.

2 Mathematical Model 

In this section, we present a novel mathematical model for multiple allocation hub 
covering flow problem with carbon emission costs (MAHCFP-CE). The notation of 
the model is given below. 

i, j node indices 

k, l hub indices 

fk the fixed cost of establishing a hub facility in node k 

cij the unit transfer cost from origin node i to the destination node j 

hij total demand transferred from node i to node j 

Oi total demand sent from node i 

Dj total demand delivered to node j 

dij distance from node i to node j 

α interhub transportation cost factor (0 < α < 1)  

Aik node covering indicator (1 if node i can be covered by hub k and 0 otherwise) 

Bikj path covering indicator (Bikj = Aik Akj) 

ρ carbon emission cost per CO2 kg emitted 

etij carbon emission for transporting a unit from node i to node j (kg/ton)

(continued)
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(continued)

etsikj carbon emission for transporting a unit from node i to node j through hub k 
(etsikj = etik + etkj) 

Decision Variables 

xk =
{
1, i f  a  hub  located  at  k  
0, else 

yikl amount of the flow which originated from node i to delivered hub l passing through hub k 

zik amount of the flow which originated from node i to delivered hub k 

qilj amount of the flow which originated from node i to delivered node j passing through 
hub k 

The resulting mathematical model is given below. 

min
∑
k 

fk xk + α
∑
i,k,l 

ckl Bikl  yikl  +
∑
i,k 

cik  Aik zik  +
∑
i,l, j 

cl j  Bil  j qil  j  

+ρ 

⎛ 

⎝∑
i,k,l 

etsikl  Bikl  yikl  +
∑
i,k 

etik  Aik zik  +
∑
i,l, j 

etsil  j  Bil  j qil  j  

⎞ 

⎠ (1) 

s.t.
∑
k 

Aik zik  = Oi ∀i, (2)

∑
l 

Bil  j qil  j  = hi j  ∀i, j, (3)

∑
l 

Bikl  yikl  +
∑
j 

Bik  j qik  j  −
∑
l 

Bilk  yilk  = Aikzik  ∀i, k, (4)

∑
i 

Bil  j qil  j  ≤ D j xl ∀l, j, (5) 

Aikzik  ≤ Oi xk ∀i, k, (6) 

qil  j  , yikl  , zik  ≥ 0 xk ∈ {0, 1} ∀i, k, l, j. (7) 

The objective function (1) is to minimize the total cost of establishing hubs, 
plus demand delivery cost through links by considering interhub transportation cost 
discount factor, and carbon emission penalty cost sourced from the transportation. 
Equation (2) ensures that all the demand from node i is delivered through hubs. 
Equation (3) satisfies that the demand from node i to node j is sent through hubs. 
Equation (4) guarantees that there is no loss demand in the hubs. Equations (5) and 
(6) together ensure that a demand is not sent directly from a non-hub node to another 
non-hub nodes. Finally, Eq. (7) shows the type of decision variables.
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Table 1 Summary of the relevant literature 

Study Cov. Med. Assignment Cost Green 

SA MA HC TC 

Campbell [14] × × × × 
Kara and Tansel 
[15] 

× × × 

Tan and Kara [16] × × × 
Wagner [17] × × × × 
Alumur and Kara 
[18] 

× × × 

Calik et al. [19] × × × 
Lowe and Sim [20] × × × × 
Karimi et al. [21] × × × × 
Sener and 
Feyzioglu [13] 

× × × × 

Mohammadi et al. 
[5] 

× × × × × 

Niknamfar and 
Niaki [22] 

× × × × 

Dukkanci et al. 
[23] 

× × × × 

Parsa et al. [24] × × × × × 
This paper × × × × × 

Cov covering, Med median, SA single allocation, MA multiple allocation, HC hub establishment 
cost, FC transfer costs

3 Numerical Experiments 

We use an extended version of the well-known and openly available CAB dataset 
[25] in our numerical study. This dataset is consisting demands and locations of 25 
United States airports. Furthermore, we use carbon emission calculations which is 
proposed by IATA [26]. We assume that unit transportation costs are proportional to 
link lengths such that ci j  = di j  /25,000 for all i, j , and hub establishment costs fi 
for all i are set all equal to 10,000, 30,000, and 50,000 for a given instance. Interhub 
transportation cost discount factor α is chosen as 0.2, 0.5 or 0.8. The hub (node) 
coverage radius is calculated by multiplying the coverage ratio � with the length of 
the longest link of the network. � should be selected such that no disconnected sub-
networks are available the network. Therefore, � is set to 0.6, 0.7 or 0.8. Then, each 
element of Ai j  is assigned to 1 if the node coverage radius is greater than or equal to 
the length of the link connecting nodes i and j , and 0 otherwise. ρ values are based on 
carbon pricing values of California, Massachusetts, and Switzerland from the World 
Bank Carbon Pricing Dashboard which are 16.89, 8.26, 104.65 consecutively.
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To demonstrate the effect of the carbon emission on the total cost of proposed 
MAHCFP-CE, we introduce two indicators: the number of established hubs (NH), 
and the percent of carbon emission decrease (CD). The carbon emission amount of a 
MAHCFP-CE model is denoted as π�

MAHC  F  P−CE , and the value of (emission) func-
tion in Eq.  (1) calculated by using the optimum solution of the associated MAHCFP 
model, which is proposed by Sener and Feioglu [13], is denoted as πMAHC  P . CD is  
calculated as follows: 

CD = 100 × 
πMAHC  F  P  − π�

MAHC  F  P−CE  

πMAHC  F  P  

All instances have been solved with Gurobi 9.1 on dual Intel Xeon E5-2670 
(2.6 GHz) processor and 32 GB of RAM workstation running Windows Server 2012 
R2-64 bits. Results of the numerical experiments are summarized in Table 2. Carbon 
emission decrease percentage (CD) boosts as ρ increases, and CD reaches its peak 
values at the greatest ρ value. Indeed, the change of ρ value sharply diversifies both 
NH and CD. The hub establishment cost, fi, has adverse effect on CD. As the total 
hub establishment cost becomes substantial compared to the total transportation cost, 
rising hub launching costs obviously reduces NH. The decrease in α leads to more 
flows between hubs, which encourages the establishment of new hubs to take advan-
tage of the cost savings. However, the effect of α and � on CD depends on the 
other parameters. In general, adding carbon emission cost to the model decreases 
the carbon emission compared to the MAHCFP model as expected. For example, at 
least 4% less emission is observed as shown in Table 2. On the other hand, it causes 
opening more hubs, which results in more complex network structure. The carbon 
emission costs are dependent to the flow amount as expected.

The actual positions of opened hubs and carbon emission amounts of each node for 
two distinct cases are mapped on the layouts in Fig. 1. Figure 1a is selected because 
the largest CD is observed in this case. Contrarily, Fig. 1b is chosen because the 
smallest CD is acquired in this case. It is obvious that hub positions are determined 
by high accessibility and total demand streaming in/out of a node. Furthermore, 
cost savings from interhub transfers facilitate the establishment of multiple hubs. 
Carbon emission amounts of nodes decrease when carbon emission cost increases 
as expected.

4 Research Insights 

In this section, we derive several research insights from the numerical experiments. 
First, unlike the conventional hub location problem, increasing the number of hubs 
to be opened in the MAHCFP-CE does not automatically decrease the objective 
function value or the total amount of emissions. As a result, there is no certainty that 
providing a service with a large number of hubs reduces emissions. Second, carbon 
costs significantly change the network structure and number of opened hubs. Thus, 
regulations must be taken into account when the network setup. Third, choosing the 
right coverage radius is very important to reduce emissions.
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(a) ρ=104.65, α=0.2, Δ=0.8, =10,000 

(b) ρ=8.26, α=0.5, Δ=0.6, =50,000 

Fig. 1 Carbon emission amounts of nodes and location of hubs

5 Conclusion 

In this study, we aim to find optimal structure of the origin–destination network 
by taking into account carbon emission, hub establishing, flow costs, and coverage 
constraints. The demand for a particular origin–destination node pair must be routed 
through at least one hub node. In this work, it is assumed that a hub covers a nonhub
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node if the distance between these two is less than a predefined value, while the 
distance between hubs has no limit. 

The numerical results show that the number of hubs is strongly depending on 
carbon emission cost and hub establishment cost. Furthermore, when the number of 
hubs opened is relatively small due to carbon emission cost and hub establishment 
cost, hubs optimally located near the nodes with higher demand. 

Our computational study also shows that carbon emission costs can have a signif-
icant impact on green network design. For example, total carbon emission of the 
MAHCFP-CE could be lowered as 50% below compared to MAHCFP as shown as 
Table 2. 

MAHCFP-CE model can be extended in several ways. For example, it might be 
worthwhile to add different emissions such as black carbon, or sulphuryl. Including 
link or hub capacity, addition to MAHCFP-CE could be another important extension. 
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Abstract Food production is an essential operation where production and resource 
efficiency are low compared to other sectors. With the unstoppable growth of the 
world population, agricultural production is under pressure to meet the increasing 
food demand. Controlled Environment Agriculture (CEA) is a successful solution to 
create sustainable and resilient development through sustainable cities. CEA, where 
the farming activities are isolated from the meteorological conditions, is one of the 
most powerful solutions to adapt and mitigate climate change in urban areas. Vertical 
farming (VF) is also an indoor plant manufacturing process. In VF, plants are grown 
in layers and can thus reach high. The system can entirely be designed without any 
dependence on sunlight or other outdoor resources. However, there are a significant 
number of drawbacks about VF in the literature, such as limited products and labor 
costs, etc. This study focused on generating the VF area’s main challenges and 
wanted to create a roadmap to overcome these challenges. Existing VF challenges 
are gathered from experts and related literature. Possible solutions to overcome these 
limitations are derived from the literature as well. The process is approached as a 
multi-criteria decision-making (MCDM) procedure. The House of Quality (HoQ) 
of Quality Function Deployment (QFD) is suggested to investigate the relationships 
between solutions and challenges. The HoQ method also allows for prioritizing the 
potential solutions to generate a roadmap for practitioners. Plus, the methodology 
extends the QFD model with the 2-tuple linguistic model to overcome the vagueness 
by supplying linguistic sets to decision-makers (DMs) to assess via semantics closer 
to the human cognitive process. That helps to improve the accuracy of the linguistic 
computations and interpretability of the results. Also, it creates a flexible environment 
for DMs. A case study is applied for Turkey, and sensitivity analyses are presented 
to test the suggested methodology’s robustness.
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Keywords 2-tuple linguistic model · Controlled environment agriculture ·
MCDM · House of quality · Vertical farming 

1 Introduction 

The revolution in production systems with Industry 4.0 technologies reaches out 
to various new sectors by integrating these technologies into conventional systems. 
The agriculture sector is also affected by this change, and today we are talking about 
producing food inside the urban buildings. The “Plant factory” notion has emerged 
from the intersection of Industry 4.0 technologies and traditional agricultural 
operations [1]. 

Even the plant factories enable Controlled Environment Agriculture (CEA) and 
allow food safety for the urban population; they have some drawbacks, as mentioned 
in the literature. Vertical farming (VF), an approach for indoor agriculture, stands 
as a potent solution for urban areas. However, some challenges are needed to be 
overcome to reach a durable urban farming system [2]. 

Consequently, this paper aims to create a decision-making model to analyze 
current challenges for better future VF implications. This paper also aims to address 
future researchers or practitioners by creating a road map for handling the challenges 
of VF for sustainable food production. 

The proposed methodology is based on multi-criteria decision-making (MCDM). 
The well-known method, House of Quality (HoQ) of Quality Function Deployment 
(QFD), is recommended to assess the relations between challenges and solutions. 

The proposed methodology initially identifies the possible difficulties for VF as 
customer needs (CNs) and identifies potential solutions to these challenges as design 
requirements (DRs) in HoQ. The suggested model also uses a group decision-making 
(GDM) approach to reveal objective expert knowledge about the subject. A linguistic 
framework is proposed by integrating the 2-tuple linguistic model with HoQ to create 
a flexible and interpretable decision-making environment for the decision-makers 
(DMs). 

The organization of this paper is as follows: The following section presents the 
theoretical background by giving explanations about CEA, VF, and VF challenges. 
Section 3 provides the methodological background by introducing the basics of the 
2-tuple model and HoQ. Finally, the case study is given in Sect. 4, and the results, 
analysis, and conclusions are provided followingly. 

2 Theoretical Background 

In this section, a piece of brief background information about the application area 
will be provided. First, CEA’s general concept will be presented; later, the VF notion 
and its challenges generated by the literature and expert views will be given.
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2.1 Controlled Environment Agriculture 

CEA is defined as “the production of plants and their products, such as vegetables 
and flowers, inside controlled environment structures such as greenhouses, vertical 
farms and growth chambers” by the University of Arizona’s Controlled Environment 
Agriculture Center [3]. CEA enables food production with high efficiency and safety; 
accordingly, it is a valuable solution for future agrarian operations. Today CEA 
presents a small number of agricultural practices, yet it is still an emerging area with 
new technological integrations. 

The increasing urban population, poor management practices in existing agricul-
tural lands, non-efficient use of spaces in urban areas are the major issues that let the 
researchers search for more efficient and effective approaches for agriculture [4]. The 
CEA approach is very suitable for urban areas since it only needs a closed building 
to produce. In addition to daylight, artificial lighting with different wavelengths also 
gives the possibility to grow food inside the buildings. These new technologies such 
as LED lightings, smart building systems, IoT allow us to transform existing build-
ings into plant production factories [5]. Despite its benefits mentioned above, the 
CEA approach, like VF, has some drawbacks and limitations for future applications. 
These drawbacks are similar to the VF’s challenges and vulnerabilities, so in the 
next section, after giving brief information about VF systems, the challenges and 
solutions will be delivered in Sect. 2.3. 

2.2 Vertical Farming 

Locally produced vegetables can diminish the food mile, shortening the supply chain 
[6]. That creates a sustainable system where urban residents easily reach locally 
produced products. Therefore, urban farming is one of the critical solutions for food 
security in modern cities. Urban agriculture/farming is the solution, but it cannot exist 
horizontally in cities, so VF is proposed for the towns [7]. VF is a way of aliment 
production by using vertically aligned surfaces. The system can be merged with other 
structures like skyscrapers, warehouses, etc. Reducing the vulnerabilities caused by 
weather, augmenting the novel job chances, secure food with fewer chemicals, less 
resource usage are the critical benefits for VF [8]. There will be less transportation 
thanks to the locally produced foods, preventing spoilage due to excessive handling. 
In the VF area, there exist three different options to create a VF environment. These 
are Hydroponics, Aquaponics, Aeroponics [9]. Three of them are the consequences of 
developed technologies in soilless agriculture. Those agricultural farming systems 
can be robust solutions to provide different products that require less water, less 
fertilizer, and less space. Also, they can expand the yield per unit area. 

Thanks to emerging technology and R&D researches, the cost of VF is decreasing. 
Especially in cities, the more strategy and planning are addressed, there will be more 
straightforward adaptation and shifting to CEA. Plus, educating government officials
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and farmers to accustom them to new technologies and supporting infrastructure 
development will be an excellent strategy for future cities [4]. However, despite the 
developing technologies, there still exist some limitations to address in order to reach 
more sustainable and durable systems in the future [10]. 

2.3 VF Challenges and Solutions 

In this section, VF’s main challenges, vulnerabilities, and drawbacks are collected and 
compiled from the existing academic and industrial literature. Afterward, meetings 
are organized with experts, which will be mentioned with details in the case study, 
and the challenges are rearranged and then validated by the expert group. Table 1 
below presents the detected vulnerabilities grouped under social, economic, political, 
and environmental dimensions [4, 6, 11–16]. 

Five main dimensions are generated for the VF challenges, and the sub-dimensions 
are grouped accordingly. As it can be interpreted from Table 1, the most numbered 
dimension is the cost-related one. Therefore, it is easy to summarize that the most 
focused challenge is the “cost” dimension of applied technologies and lighting 
systems in VF [11, 17]. 

Furthermore, potential solutions to overcome the challenges are also compiled 
from the academic and industrial literature. The solutions are also validated by the 
experts, and they are given in Table 2 [4, 12, 14–16].

The main aim of this paper is to prioritize collected solutions by assessing their 
relations with collected challenges. The HoQ methodology will let the relation assess-
ment by its matrix structure. The details of the suggested methodology will be given 
in the next section.

Table 1 VF challenges 
[4, 12, 14–16] 

Main dimensions Sub-criteria 

Social Narrow product range (C1) 
High selling price (C2) 

Economic High building cost (C3) 
LED energy use (C4) 
Competition with greenhouses (C5) 
Selling difficulty (C6) 

Environmental Visual pollution (C7) 

Political Urban development planning (C8) 
Lobbying (C9) 
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Table 2 Potential solutions for future VF implications [4, 12, 14–16] 

S1 Increase recycling in reuse in VF 

S2 Promote renewable energy sources for VF 

S3 Increase efficient use of resources 

S4 A partnership between state and civil society 

S5 Use of political institutions to implement systematic change 

S6 Retrofitting vacant urban buildings with green and smart building approaches for VF 

S7 Focusing on promoting new job opportunities for VF 

S8 Use of organic fertilizers 

S9 End-to-end monitoring and control of VF systems with digital technologies 

S10 Investing in growing anything additive to herbs and leafy greens 

S11 Focusing on Niche production areas with VF

2.4 Methodological Background 

This section will provide the methodological background with preliminary informa-
tion about the 2-Tuple linguistic model and the HoQ of QFD. First, the main benefits 
and properties of the 2-Tuple model and Linguistic Hierarchies are given. Later, the 
primary steps of 2-Tuple integrated HoQ are provided with the general flow of the 
framework. 

2.5 2-Tuple Linguistic Model 

Herrera and Martinez first represent this model in 2000 [18]. The 2-tuple linguistic 
model and its extensions have been applied to various topics, mainly decision-making 
and decision analysis problems [18–20]. Basic definitions are as follows [18]: 

The 2-Tuple fuzzy linguistic representation model represents the linguistic infor-
mation using a 2-Tuple (S, α) here; S is a linguistic label, and α is a numerical value 
representing the value of the symbolic translation. The function is defined as:

�s : [0, g] → S̄

�s(β) = (Si , α),wi th

{
i = round(β) 
α = β − i 

(1) 

The linguistic term set S could be converted into 2-Tuple form by adding zero 
value as in the following relation: 

Si ∈ S ⇒ (Si , 0) (2)
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For further details, the readers can refer to [18]. The main benefits of the 2-tuple 
linguistic model are the interpretability of the results, the possibility to deal with 
variables closer to the human beings’ cognitive processes, and increased accuracy 
of computations. Regarding these benefits, to create a flexible environment for the 
DMs and a better analysis of the VF area, the suggested 2-Tuple methodology is 
integrated with the HoQ of QFD. The Linguistic Hierarchies [18] approach is used 
to unify the multigranular linguistic input under the one unified linguistic set. A 
transformation equation exists to normalize label sets with different granularity. The 
following equation gives the relations: 

T Ft 
t ,

(
Sn(t) 
i , αn(t)

)
= �

⎛ 

⎝�−1
(
Sn(t) 
i , αn(t)

)
· (
n
(
t ,
) − 1

)
n(t) − 1 

⎞ 

⎠ (3) 

where TF is the transformation function for Linguistic Hierarchies, and the 
transformation is from tth level to t,th level. 

2.6 2-Tuple Integrated HoQ 

The 2-tuple integrated HoQ is suggested for this solution ranking problem. The 
QFD is initially introduced by Akao [21] in the late 60’s, and it was introduced as 
a potent design tool for products. Its ability to reflect the end-user/customer needs 
into the design phase is the main advantage of the QFD method. Therefore, HoQ 
is the primary part of the QFD method, and this first matrix forms the basis of our 
suggested methodology. The details of the recommended methodology are provided 
in Fig. 1.

(1) Detecting VF challenges as CNs in HoQ framework, (2) Assigning weights 
of CNs according to DM preferences, (3) Detecting solutions to overcome CNs as 
DRs in HoQ framework, (4) Applying 2-Tuple integrated QFD framework [22] to  
obtain the solution prioritization for future of VF, are the main steps of the HoQ 
framework. In this paper, the HoQ method has been chosen thanks to its comfortable 
and robust computational steps, which can efficiently reflect the CNs’ importance 
in DRs. Also, as mentioned in the 2-tuple QFD integrated studies, the technique 
is suitable to handle design and MCDM problems. Plus, by integrating HoQ with 
2-tuple, this study has provided a flexible decision-making environment to DMs 
about the forms and interpretability of their judgments.
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Fig. 1 Suggested framework

3 Case Study 

The case study is designed to test the applicability of the suggested framework. When 
the framework is formed, the first step was creating a decision-making group and 
validating the framework to them. 

The decision-making group is composed of three experts who are competent in 
smart agriculture, smart system design, and smart supply chains and their design. 
Due to the volatile background of DMs, two different linguistic sets are provided. 
The DMs works on smart agriculture and smart system design are assessed by using 
nine scaled linguistic sets. The third DM works on smart supply chains and their 
design assessed with five scaled linguistic sets. The details of linguistic sets are as 
follows: 

Second level five scaled (Very Low (VL)—Low (L)-Medium (M)-High (H)-Perfect 
(P)) and the third level nine scaled (Very low (VL)—Low (L)-Medium Low (ML)-
Almost Medium (AM)-Medium (M)-Medium High (MH)-High (H)-Very High (VH)-
Perfect (P)) hierarchy of letters [18]. 

The Delphi [23] method is followed for the separate meetings with each DM. 
Their judgments are collected separately and aggregated by using the 2-tuple 
model’s Linguistic Hierarchies approach. The details of the calculations are presented 
followingly: 

1. As a first step, the challenges are gathered, as mentioned in Sect. 2.3. 
2. Each DM assesses the importance of challenges, and their evaluations are unified 

and aggregated. 
3. The solutions (Sect. 2.3) are derived from the literature and validated by experts.
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4. As the third step, the assessments of each DM are unified and aggregated to apply 
2-tuple HoQ to obtain solutions’ priorities. Here Table 3 presents the aggregated 
decision matrix with aggregated importance of challenges.

4 Results and Analysis 

Table 3 gives the aggregated relation matrix for the VF solution prioritization 
problem, and the weights of solutions are provided in the last row of the table. 
Figure 2 gives the results and also the sensitivity analysis conducted to test the 
reliability and the replicability of the same problem under different CN weightings.

The sensitivity is performed to see how the ranking is changed when the impor-
tance of CNs change according to the main dimensions of challenges. Due to the 
page limitation, the details of the analysis will be given during the presentation. 

5 Conclusions 

To conclude, this paper presents a linguistic MCDM model to overcome the chal-
lenges for effective VF implications. In order to achieve this goal, the 2-tuple 
linguistic integrated HoQ method is suggested. The challenges are grouped under 
four different dimensions such as economic, political, environmental, and social. A 
sensitivity analysis is conducted to better analyze the effects of dimensions on the 
solution ranking. Solutions that cover most of the challenges are detected as the most 
appropriate ones. For further researches, the number of solutions and the number of 
DMs can be augmented. Also, same model can be extended to be applied in other 
sectors such as health and urban design.
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New Product Development and 
Innovation Management



A Study of Perceived Level of Difficulty 
for the Execution of the New Product 
Development Process 

Kwai Hong Lui Lucas 

Abstract The current study would like to assess the perception of the staff involved 
in new product development, while the research investigation was conducted by 
a questionnaire-based survey configuration with the corresponding data analysis. 
Practically, the study provides the assessment about the perceived difficulties of 
the stages of the new product development process, namely, idea generation, idea 
screening, concept development and piloting, development of marketing strategy, 
business analysis, product development, testing the market, and commercialization. 
Along with the general demographic information of the engineers, including age, 
gender, level of education, rank, and years of service, the research questionnaire was 
composed to collect the required data for the exploration of the relationship between 
them can be revealed. With the self-defined research instrument, 132 valid responses 
were collected for the modelling process. After the completion of the analysis, testing 
the market was found to be the most difficult, and the particular difficulties for concept 
development and piloting and business analysis can be observed from the junior staff. 
With respect to the situation, the recommendations were provided in the latter part 
of the paper. 

Keywords New product development · Perceived difficulty · Perception 

1 Introduction 

This study assesses the perceived difficulties of the stages of the new product devel-
opment process so that the wise allocation of training resource can be accomplished. 
The new product development process is one of the most important processes for the 
manufacturing firms to maintain competitive advantage and have sustainable devel-
opment along with the smooth application of innovation. Along with the empirical 
experience to the research and development process, it can be realized that, apart 
from the infrastructure and the hardware support of the research and development,
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the perception of the difficulty to the process in the mind of the engineers would be 
deterministic to the overall performance of the process, while it may overwhelm the 
efficiency of the sophisticated equipment support [1]. Therefore, the current study 
would like to assess the perception of the staff involved in new product development. 
As the perceived difficulties for rolling out the new product development process 
hesitated the staff to contribute with their innovation, the wise allocation of training 
resource to the hardest stage can help to smoothen the process. Consequently, the 
comprehension of the through of the staff about the levels of difficulty for the stage 
was a must for the provision of proper training, while the current study would be 
dedicated to the associated investigation. 

Along with the motivation, the aim of the current study was defined as to provide 
an assessment of the perceived level of difficulty for the execution of the new product 
development process so that practical recommendations for training can be gener-
ated. With the intention of completing the aim, the four objectives were defined: To 
review the stages of the new product development process; To order to the level of 
difficulty for each stage of the process; To conduct a segmented analysis in order 
to reveal the diversity of the opinion among different demographic groups; To give 
recommendations based on the analytic findings. 

2 Methodological Approach 

Along with the typical configuration of a questionnaire-based study, five steps were 
included. (1) The research instrument should be developed to collect information 
from the respondents. (2) The consent should be gained from the potential respon-
dents before starting the questionnaire-based survey. (3) The questionnaire should 
distribute and gather from the respondents. (4) The data analysis would be conducted 
after obtaining the data. (5) The recommendations can be generated to direct the 
proper allocation of the research in dealing with the situation. The designed ques-
tionnaire [2] should consist of two parts so as to align with the needs. On the one 
hand, the demographic information, including age, gender, level of education, rank, 
and years of serving, would be assessed by the multiple-choice questions. On the 
other hand, the level of difficulties for the eight stages would be measured by the 
positively coded statements, as shown in Table 1. In essence, the respondents would 
be asked to show their level of agreeing to the corresponding statement via the 7-
point Likert scale [3], while the selected option expressed the intensity of the related 
difficulties. Additionally, the related options would be converted to the numerical 
scale in order to enable statistical analysis in the following research process.

Two methods, namely, descriptive analysis [4] and the analysis of variance 
(ANOVA) [5], would be applied in the current study. Practically, the descriptive 
analysis would be used to reveal the demographic distribution of the respondents 
and the visualisation of the perceived difficulties, whereas the ANOVA was used to 
reveal the diversity of the opinion among different demographic groups.
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Table 1 Statements used in assessing the difficulties of the stage of the new product development 
process 

Stages Positively Coded Statement 

S1 Idea generation 1. From my experience of working for the new product 
development process, I think the idea generation 
procedure is very difficult in the development of a new 
product 

S2 Idea screening 2. From my experience of working for the new product 
development process, I think the idea screening 
procedure is very difficult in the development of a new 
product 

S3 Concept development and piloting 3. From my experience of working for the new product 
development process, I think the concept development 
and piloting procedure is very difficult in the 
development of a new product 

S4 Development of marketing strategy 4. From my experience of working for the new product 
development process, I think the development of a 
marketing strategy is very difficult in the development 
of a new product 

S5 Business analysis 5. From my experience of working for the new product 
development process, I think the business analysis 
procedure is very difficult in the development of a new 
product 

S6 Product development 6. From my experience of working for the new product 
development process, I think the product development 
procedure is very difficult in the development of a new 
product 

S7 Testing the market 7. From my experience of working for the new product 
development process, I think testing the market is very 
difficult in the development of a new product 

S8 Commercialisation 8. From my experience of working for the new product 
development process, I think the commercialisation 
procedure is very difficult in the development of a new 
product

3 Findings and Discussion 

Subsequent to the development of the methodological approach of the study, the 
questionnaire-based study was conducted, while 132 out of 150 valid responses 
were collected. Along with the checking of the reliability with Cronbach’s alpha, 
while the reliability of the data was supported (Alpha Value = 0.884 > 0.7) [6, 7]. 
Additionally, the results for the KMO and Bartlett’s Test were provided. In essence, 
the associated findings shown the significance of the collected data (Sig. = 0.001 < 
0.05), while the corresponding results can be seen in Table 2.
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Table 2 Summarized results 
of KMO and Bartlett’s test for 
the current project. Lucas: 
keep Table 4 

KMO and Bartlett’s test 

Kaiser–Meyer–Olkin measure of sampling 
adequacy 

0.903 

Bartlett’s test of sphericity Approx. Chi-Square 440.155 

df 28 

Sig. 0.000 

Table 3 Cross-correlation of the level of difficulties for the eight stages of the new products 
development process 

S1 S2 S3 S4 S5 S6 S7 S8 

S1 1 0.490** 0.551** 0.480** 0.553** 0.435** 0.490** 0.557** 

S2 0.490** 1 0.494** 0.534** 0.449** 0.471** 0.439** 0.346** 

S3 0.551** 0.494** 1 0.525** 0.452** 0.497** 0.486** 0.467** 

S4 0.480** 0.534** 0.525** 1 0.471** 0.487** 0.510** 0.435** 

S5 0.553** 0.449** 0.452** 0.471** 1 0.529** 0.406** 0.531** 

S6 0.435** 0.471** 0.497** 0.487** 0.529** 1 0.578** 0.529** 

S7 0.490** 0.439** 0.486** 0.510** 0.406** 0.578** 1 0.503** 

S8 0.557** 0.346** 0.467** 0.435** 0.531** 0.529** 0.503** 1 

** Correlation is significant at the 0.01 level (2-tailed) 

3.1 Descriptive Analysis 

Next, the average scores of the perceived difficulty for each stage would be presented, 
while the descending order of the perceived difficulties can be produced, while the 
sequence was: Testing the Market (Mean Score = 4.05) > Idea Screening (Mean 
Score = 4.01) > Commercialization (Mean Score = 3.95) > Concept Development 
and Piloting (Mean Score = 3.87) > Business Analysis (Mean Score = 3.85) > 
Product Development (Mean Score = 3.83) > Idea Generation (Mean Score = 3.78) 
> Development of Marketing Strategy (Mean Score= 3.66). Therefore, the allocation 
of the resource in remediating the situation can be wised allocated. In addition, the 
cross-correlation of the eight stages was provided, while the related results can be 
seen in Table 3.

3.2 Analysis of Variance 

Finally, the analysis of variance (ANOVA) for the perceived difficulties 
with respect to the demographic information would be conducted in order to reveal 
the diversity of the opinion among the respondents. First, the analysis with respect 
to age would be conducted, while the associated results can be seen in Table 4. From
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Table 4 Result of the ANOVA of eight stages of the new product development process with respect 
to age 

Sum of squares Degree of freedom Mean square F Significant 
value 

Idea generation Among groups 43.430 7 6.204 1.342 0.236 

Inside groups 573.199 124 4.623 

Total 616.629 131 

Idea screening Among groups 42.536 7 6.077 1.312 0.250 

Inside groups 574.456 124 4.633 

Total 616.992 131 

Concept 
development and 
piloting 

Among groups 87.165 7 12.452 2.926 0.007 

Inside groups 527.646 124 4.255 

Total 614.811 131 

Development of 
marketing strategy 

Among groups 49.450 7 7.064 1.575 0.149 

Inside groups 556.209 124 4.486 

Total 605.659 131 

Business analysis Among groups 88.141 7 12.592 2.804 0.010 

Inside groups 556.829 124 4.491 

Total 644.970 131 

Product 
development 

Among groups 48.322 7 6.903 1.416 0.205 

Inside groups 604.671 124 4.876 

Total 652.992 131 

Testing the market Among groups 58.170 7 8.310 1.828 0.087 

Inside groups 563.557 124 4.545 

Total 621.727 131 

Commercialisation Among groups 18.563 7 2.652 0.543 0.801 

Inside groups 606.065 124 4.888 

Total 624.629 131

the numerical result, it can be seen that the diversity can be observed for Concept 
Development and Piloting (Sig. = 0.07 < 0.05) and Business Analysis (Sig. = 0.010 
< 0.05), while the shared opinion can be observed from the rest of the perceived 
difficulties (Sig. = Range from 0.087 to 0.801 > 0.05). 

As diversity can be seen from Concept Development and Piloting and Business 
Analysis, the mean analysis would be conducted, while the corresponding result can 
be observed from Table 5. It can be seen that the young staff (Less than 25 Years Old) 
considered the two stages were the most difficult part of the new product development 
process.

Additionally, the results of Scheffe analysis of concept development and piloting 
and business analysis would be provided in Table 6, respectively.

Additionally, no observable diversity of the opinion can be seen in order 
demographic segmentation.
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4 Conclusion and Recommendations 

On the one side, two findings can be concluded, while they are: (1) The order of the 
stage with respect to the level of difficulty was: Testing the Market > Idea Screening 
> Commercialisation > Concept Development and Piloting > Business Analysis > 
Product Development > Idea Generation > Development of Marketing Strategy. (2) 
The young staff has particular difficulties in concept development and piloting and 
business analysis. On the flip side, two recommendations would be proposed to 
remediate the situation. (1) The enforced training can be provided to the staff about

Table 5 Result of mean analysis of eight stages of the new product development process with 
respect to concept development and piloting and business analysis 

Age Concept development and piloting Business analysis 

Less than 25 years old Mean 5.10 5.35 

N 20 20 

Std. Deviation 1.774 2.059 

26–30 years old Mean 3.72 3.11 

N 18 18 

Std. Deviation 2.270 2.423 

31–35 years old Mean 3.16 3.42 

N 19 19 

Std. Deviation 2.218 1.805 

36–40 years old Mean 3.42 4.00 

N 19 19 

Std. Deviation 2.457 2.357 

41–45 years old Mean 5.00 4.56 

N 9 9 

Std. Deviation 2.121 2.128 

46–50 years old Mean 4.24 3.88 

N 17 17 

Std. Deviation 1.954 1.996 

51–55 years old Mean 4.06 2.65 

N 17 17 

Std. Deviation 1.919 1.902 

Over 55 years old Mean 2.38 4.00 

N 13 13 

Std. Deviation 1.502 2.236 

Total Mean 3.87 3.85 

N 132 132 

Std. Deviation 2.166 2.219
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Table 6 Result of Scheffe analysis with respect to piloting and business analysis 

(I) Age (J) Age Mean 
difference 
(I-J) 

Std. error Sig. 95% Confidence interval 

Lower bound Upper bound 

Less than 25 
years old 

26–30 years 
old 

2.239 0.688 0.170 −0.39 4.87 

31–35 years 
old 

1.929 0.679 0.335 −0.66 4.52 

36–40 years 
old 

1.350 0.679 0.783 −1.24 3.94 

41–45 years 
old 

0.794 0.851 0.996 −2.45 4.04 

46–50 years 
old 

1.468 0.699 0.731 −1.20 4.14 

51–55 years 
old 

2.703* 0.699 0.045 0.03 5.37 

Over 55 
years old 

1.350 0.755 0.864 −1.53 4.23 

26–30 years 
old 

Less than 25 
years old 

−2.239 0.688 0.170 −4.87 0.39 

31–35 years 
old 

−0.310 0.697 1.000 −2.97 2.35 

36–40 years 
old 

−0.889 0.697 0.977 −3.55 1.77 

41–45 years 
old 

−1.444 0.865 0.902 −4.75 1.86 

46–50 years 
old 

−0.771 0.717 0.991 −3.51 1.97 

51–55 years 
old 

0.464 0.717 1.000 −2.27 3.20 

Over 55 
years old 

−0.889 0.771 0.987 −3.83 2.06 

31–35 years 
old 

Less than 25 
years old 

−1.929 0.679 0.335 −4.52 0.66 

26–30 years 
old 

0.310 0.697 1.000 −2.35 2.97 

36–40 years 
old 

−0.579 0.688 0.998 −3.21 2.05 

41–45 years 
old 

−1.135 0.857 0.971 −4.41 2.14

(continued)
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Table 6 (continued)

(I) Age (J) Age Mean
difference
(I-J)

Std. error Sig. 95% Confidence interval

Lower bound Upper bound

46–50 years 
old 

−0.461 0.707 1.000 −3.16 2.24 

51–55 years 
old 

0.774 0.707 0.991 −1.93 3.48 

Over 55 
years old 

−0.579 0.763 0.999 −3.49 2.33 

36–40 years 
old 

Less than 25 
years old 

−1.350 0.679 0.783 −3.94 1.24 

26–30 years 
old 

0.889 0.697 0.977 −1.77 3.55 

31–35 years 
old 

0.579 0.688 0.998 −2.05 3.21 

41–45 years 
old 

−0.556 0.857 1.000 −3.83 2.72 

46–50 years 
old 

0.118 0.707 1.000 −2.58 2.82 

51–55 years 
old 

1.353 0.707 0.816 −1.35 4.06 

Over 55 
years old 

0.000 0.763 1.000 −2.91 2.91 

41–45 years 
old 

Less than 25 
years old 

−0.794 0.851 0.996 −4.04 2.45 

26–30 years 
old 

1.444 0.865 0.902 −1.86 4.75 

31–35 years 
old 

1.135 0.857 0.971 −2.14 4.41 

36–40 years 
old 

0.556 0.857 1.000 −2.72 3.83 

46–50 years 
old 

0.673 0.874 0.999 −2.66 4.01 

51–55 years 
old 

1.908 0.874 0.687 −1.43 5.25 

Over 55 
years old 

0.556 0.919 1.000 −2.95 4.07 

46–50 years 
old 

Less than 25 
years old 

−1.468 0.699 0.731 −4.14 1.20 

26–30 years 
old 

0.771 0.717 0.991 −1.97 3.51 

31–35 years 
old 

0.461 0.707 1.000 −2.24 3.16

(continued)
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Table 6 (continued)

(I) Age (J) Age Mean
difference
(I-J)

Std. error Sig. 95% Confidence interval

Lower bound Upper bound

36–40 years 
old 

−0.118 0.707 1.000 −2.82 2.58 

41–45 years 
old 

−0.673 0.874 0.999 −4.01 2.66 

51–55 years 
old 

1.235 0.727 0.893 −1.54 4.01 

Over 55 
years old 

−0.118 0.781 1.000 −3.10 2.86 

51–55 years 
old 

Less than 25 
years old 

−2.703* 0.699 0.045 −5.37 −0.03 

26–30 years 
old 

−0.464 0.717 1.000 −3.20 2.27 

31–35 years 
old 

−0.774 0.707 0.991 −3.48 1.93 

36–40 years 
old 

−1.353 0.707 0.816 −4.06 1.35 

41–45 years 
old 

−1.908 0.874 0.687 −5.25 1.43 

46–50 years 
old 

−1.235 0.727 0.893 −4.01 1.54 

Over 55 
years old 

−1.353 0.781 0.883 −4.34 1.63 

Over 55 
years old 

Less than 25 
years old 

−1.350 0.755 0.864 −4.23 1.53 

26–30 years 
old 

0.889 0.771 0.987 −2.06 3.83 

31–35 years 
old 

0.579 0.763 0.999 −2.33 3.49 

36–40 years 
old 

0.000 0.763 1.000 −2.91 2.91 

41–45 years 
old 

−0.556 0.919 1.000 −4.07 2.95 

46–50 years 
old 

0.118 0.781 1.000 −2.86 3.10 

51–55 years 
old 

1.353 0.781 0.883 −1.63 4.34 

* Correlation is significant at the 0.05 level (2-tailed)
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the support of testing the market. For instance, training for the use of historical data 
for decision making can be provided [8]. (2) For the junior staff, the training for the 
automated process to simulate and to visualise the concepts [9] can be provided, while 
the simulation package for the business operation can be included in the curriculum 
of the staff orientation [10]. 
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Is that Innovation? Unlocking 
Vietnamese MedTech SMEs Innovation 
Pathways 
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Abstract In the 24th ICPR, we unraveled the unique Chinese innovation pathways 
and clearly explained its distinctiveness from the Japanese and South Korean. In 
this paper, we examine SMEs innovation pathways using empirical data gathered 
in Vietnam. Under current America’s ‘decoupling’ strategy, Vietnam will benefit 
greatly from manufacturing firms moving out of China. Vietnam is now a major 
destination of foreign direct investment in research and development and an attractive 
knowledge-based location for leading MNCs. Many MNCs (such as GE Healthcare, 
Philips, Siemen, Hitachi, Mindray) have set up their R&D units in Hanoi and/or Ho-
Chi-Minh. Hence, a better understanding of Vietnamese innovation in the context 
of Vietnam’s emerging economy, evolving institution, and growing firm capabilities 
is beneficial to practitioners, policy makers and academia. We explore the unique 
innovation pathways from the perspective of Vietnamese medical equipment manu-
facturers (MedTech) and provide insight from managers on how international firms 
could galvanized the uniqueness to their product development advantage. The results 
provided interesting insights into how MedTech (a high growth sector in Vietnam) 
SMEs cultivated their data analytics, collective and target innovation, digitalization 
skills and know how in various innovation phases. Vietnam is not a paragon of inno-
vation at all, but it certainly has learned how to invent sustainably with less, and that is 
something other emerging and Asian economies can learn from. We believe the find-
ings from our empirical case studies can contribute towards a better understanding 
of how Vietnam has been able to evolve from a position of technology borrower to 
technology innovator. Moreover, findings from this research help to shed light on 
existing Asian innovation development debates.
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1 Introduction 

MedTech innovation in Vietnam has been progressing steadying amid fragmented, 
unorganized and mostly done in conjunction with government support. However, 
lately a steady stream of Vietnamese MedTech products is making entry into the inter-
national market. In 2020, Vietnam made global headlines for its effective manage-
ment of COVID-19 [1]. Effective control such as extensive contact tracing, isolation 
and targeted lockdown is vital but one of the key factors determining the success of 
Vietnam’s approach has been the ability of the country MedTech SMEs to rapidly 
increase its diagnostic capacity through rapid innovation of mass screening products. 
For example, upon the first case in January 2020, within two months, first locally 
produced COVID-19 test kits were developed and commercialised by a MedTech 
SME. The kit has now been widely used with WHO recommendation [1, 2]. 

While the ultimate outcome from the COVID-19 disruptions remains to be seen, 
we believe valuable lessons could be learnt by studying and analysing the rapid 
success of Vietnam’s MedTech SME innovation pathways. The timely development 
of effective and affordable virus test kits in Vietnam offers especially important 
lessons, especially with respect to how emerging economies can foster health-focused 
innovation rather than relying on the diffusion of innovation from abroad. Vietnam 
is a lower to middle-income country with a population of 97 million. In 2018, its 
gross domestic product per capita was US$2.566, and around US$150 per person 
were spent on healthcare [1]. The healthcare system in Vietnam includes both public 
and private providers, with less than one doctor and two nurses per 1000 population. 
Public hospitals are divided into four levels: central, provincial, district and commune 
levels, and are responsible for providing healthcare for the majority of the residents 
in Vietnam [3]. Vietnam central government has set to achieve upper-middle-income 
country by 2025. 

The ongoing US and China trade war also helps Vietnam to notch in a handful of 
high-profile investments. In 2020, Vietnam attracted Pegatron, a supplier for Apple 
and Samsung, to LG Electronics, which relies on Vietnam for its vehicle and smart-
phone businesses [4]. By the end of the year, nearly all of Apple’s major suppliers in 
the region had set up shop in Vietnam or planned to do so. The relocations continue a 
“China Plus One” trend among companies that have reduced their reliance on Asia’s 
biggest economy because of rising costs, the risks from a trade war with the US, and 
Covid-19 disruptions to the supply chain [4]. Hence, Vietnam is also increasingly 
recognized as a major source of product technology innovation as well as for its 
innovative business models and unique healthcare ecosystem. Nevertheless, success 
in Vietnam does not come easy, it requires agility, innovation, and long-term commit-
ment to stay abreast of trends in this fiercely competitive market. To take the pulse of 
Vietnam unique innovation pathway, and to understand its challenges, opportunities,
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and priorities, case study with 8 MedTech SMEs was conducted and selected execu-
tive interviews. This paper summarizes insights and findings on how MedTech SMEs 
can thrive amid the challenging and complex external environment in Vietnam, step 
up on innovation, commercial, and strategic capabilities, and embrace the next wave 
of growth in the region. 

2 SMEs Challenges and Innovation Pathways in Asia 

Innovation is widely accepted as the important factor to create competitiveness of 
both firms and nations [5–8]. The role of innovation is more important in the context 
of SMEs, and significantly increasing in the current situation of globalization trend, 
industry 4.0, shortened product life cycles and rapid changes in demand. 

Most of the Asian SMEs built their own products for a niche market. Hence, 
innovation is seen as the core business strategy for SMEs to increase their survival 
rate, development potential and productivity [9]. If SMEs do not consider innovation 
as the core business strategy, they may not survive or become uncompetitive. The 
reasons may come from the obsolescence of their products or services. Therefore, 
Chung and Tan [9] point out that SMEs that do innovation can outperform those 
that do not. Due to the small firm size and the ability of fast response to market 
trends, SMEs are capable to implement more efficient new product development 
than large firms [10]. They can connect with MNCs or conduct outsourcing and 
acquire technology and knowledge along the process. Researchers described these 
processes as adaptation, imitation or technology mastery to reduce cost and shorten 
time [11]. 

Japan, South Korea and China SMs provided many successful examples on how 
to turn imitation to innovation. The innovation pathways of for Japan, South Korea 
and China is shown in Table 1. In Japan, the three key stages concept of ‘Shu-Ha-Ri’ 
[12] has impacted many generations in Japan. In the initial stage, students should 
learn from the masters and faithfully obey them. Subsequently, once the students are 
able to master the skills proficiently, they should break away from the ‘old’ practices 
gradually. Finally, the students would depart from the tradition teachings to establish 
their own values. However, the learning process is more than just a simple imita-
tion. During the imitation process, Japanese firms will select and master the useful 
skills independently, while improving and transforming the basic technologies into 
new products. The continuous improvement in products and business processes (i.e. 
kaizen) were achieved through ‘grass-root’ company-wide and ‘collective’ efforts.

In the early stage of South Korea industrialization, many firms (i.e. Samsung, 
Hyundai and LG) engaged in foreign joint ventures (JVs) for learning and securing 
access to new technologies. Kim [13] revealed that South Korea’s industrialization 
had undergone three stages, which are duplicative imitation stage, creative imitation 
stage and innovation stage. In duplicative imitation stage, South Korean compa-
nies strived to obtain advanced technologies through formal mechanisms such as
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Table 1 Comparison of Japan, South Korea and China innovation pathways 

Innovation pathways Descriptions Refs. 

Japan Syu: Learn skills and knowledge from the masters, then obey 
them in a faithful way 
Ha: Break away from the old technologies, practices, skills and 
knowledge gained in Stage 1 and gradually invent their new 
products 
Ri: Leave the traditional technologies and knowledge behind 
and create new own values 

[12] 

South Korea Duplicative imitation: Learn new skills and knowledge via two 
methods: formal one by technical license or informal by 
technical or literature assistance 
Creative imitation: Improve product values improve internal 
technology capabilities by cooperating with research 
organizations, local universities or cooperate with foreign 
companies 
Innovation: Heavy R&D investment, strengthen collaborations 
with research organizations, and recruit high-quality 
researchers globally 

[13] 

China Yin: Implement imitation using local technology and resources, 
with limited resources and support from Western economies 
Tiao: Use the glocalisation strategy to add new features or 
reduce some functions to current products to test market 
Chuang: Transferred from local product to universal products 
which can be accepted in the global market 

[9]

technical licensing agreements or informal mechanisms such as literature and tech-
nical assistance. In the creative imitation stage, South Korean firms attempted to 
reach higher level by gradually improving their products values. They do so by 
cooperating with local universities and research institutions. Moreover, they also 
fostering local technical talents, carrying out internal technology research and devel-
opment, building strategic alliance with foreign companies. Eventually, the South 
Korean entrepreneurs made major shift from imitating advanced technologies to 
developing innovation technologies by themselves after years of establishing their 
knowledge-building mechanisms through employees training, foreign technology 
transfer and the diffusion of new knowledge among all the technical workers across 
the companies. 

Chinese firms have more resources to support product innovation; i.e. larger pool 
of qualified personnel, sufficient raw materials, and good collaborative relationships 
with foreign organizations [9]. Hence, based on such a strong economic and political 
environment, Chinese firms may have their own unique product innovation trajectory 
compared to Japan and South Korea. The initial product innovation development 
stage for Chinese firms can be named as “引引(Yin)”. The term “Yin” in Chinese 
has the meaning of introducing and adopting others’ knowledge or experience to 
achieve a better result. Likewise, the next product innovation development phase is 
“调调(Tiao)”. It means a way to adjust and improve the existing products. From the
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viewpoint of Chinese firms, this step is seen as a transition stage between imitation 
and innovation. According to Chung and Tan [9], Chinese firms usually like to test the 
market reaction by adding a number of new features on the existing products. Hence, 
Chinese firms at the Tiao phase is closer to innovating new products than the stages 
of “creative imitation” and “breakdown” in South Korea and Japan respectively. The 
final stage is innovation “创创(Chuang)”, which denotes the meaning of altering the 
original designs and creating new products for more profit. 

Japan, South Korea and China have implemented effectively follower strategies 
to acquire and develop new technologies and knowledge to build up a knowledge 
economy. From that, they created the new product with their own brand to compete 
successfully in global market. Therefore, there should be many lessons for other 
developing countries in Asia like Vietnam to learn in order to develop their own inno-
vation pathways. However, each country will have a specific situation and background 
which would have a considerable effect in the innovating process. 

Overall, innovation in Vietnam has been progressing but still fragmented, unorga-
nized and mostly done in conjunction with government organizations. However, some 
of Vietnamese brands were known in the international market. Although Vietnam can 
learn from Japan, South Korea and China, there are some differences in the innovation 
pathways. Vietnam, as a developing country, have been under resource-constrained 
and mainly developing low-cost products and solutions to meet local demands. In 
addition, the Vietnamese government has significant effects on firms’ innovation. 
For the sake of comparison, Vietnam innovation pathways could be summed up in 
three stages, namely “Learning”, “Developing” and “Innovating” [3]. 

The first stage is ‘learning’ it means that Vietnamese firms can absorb the existing 
technology and knowledge through license and training. This is similar to the situa-
tion of South Korea and Japan. This period started right after ‘Doi Moi’ in 1986. In 
this period, Vietnamese government concentrated on building to Vietnam’s market as 
a cheap and young labor market in order to attract investment from foreigner corpora-
tions [3]. The second stage is the “developing”. After 30 years of Doi Moi, Vietnam 
has achieved some positive results, which help Vietnam has become an emerging 
economy in area. In this period, together with the Industry 4.0 with the develop-
ment of Artificial intelligence, Internet of Thing and Big Data, Vietnamese firms 
are rushing to catch up with the world trend. In this stage, especially in the industry 
of smart phone, Vietnam has their own brand of Bphone launching the first time in 
2015 and the second time in 2017. The third stage is “innovating”. In this stage, there 
may be the time Vietnamese firm can use their own technology to produce a new 
product. Typical examples are the MedTech SMEs that do research and development 
by themselves and introduce “made in Vietnam” products to local and international 
market. However, the characteristic of the unique Vietnamese pathways is not fully 
understood and need researching.
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3 Research Methodology 

The case study method will be adopted to study the MedTech SMEs innovation 
pathway. One of the main reasons is that MedTech innovation is a relatively new 
concept for Vietnamese SMEs. As a result, quantitative modeling or survey seems to 
be inappropriate. Qualitative method such as case study is more commonly used in 
exploratory studies [14]. Case study enables researchers to structure a new perspec-
tive through participants’ knowledge and allows a deeper understanding of problems 
[15]. 

One of the authors is Vietnamese and has more than 6 years MedTech working 
experiences in Hanoi. Primary data was collected through semi-structured interviews 
that were conducted via Messenger and Zalo applications in Vietnamese. In order to 
protect the privacy of respondent’s information, we code the respondents as R1–R8 
(see Table 2). For each case, we selected CEO, business manager or product manager 
for the interview. This is because they have good knowledge of product development 
(ranges from 5 to 15 years) as well as overall business strategies and MedTech trends 
in Vietnam. Respondents R6, R7, R8 are from three big companies in Vietnam. The 
reason is that although they are currently working in large companies, but they have 
had many working experiences in small and medium companies for years. Therefore, 
their knowledge and insight into SME innovation are also valuable.

The interview questions were structured into three main topics. The first is the 
background of the correspondent and general information of the company. The 
second topic was on the interviewees’ perspective on the unique characteristics 
of innovation pathway in MedTech. The third topic was on the innovation chal-
lenges and opportunities in MedTech. The average time duration of each interview 
was 40–90 min. To complement the interview, secondary data were collected from 
Vietnam’s annual health reports, financial reports as well as product development 
plans of interviewed companies and government regulations on MedTech. All inter-
views were recorded and transcribed. Thematic analysis was carried out to identify 
the main themes, similarities and differences between companies, and key innovation 
ideas and concepts. 

4 Findings and Discussion 

Vietnam’s medical equipment market has grown over the last 20 years with significant 
changes in its business and in the product development process. Following are some 
comments from respondents: 

R2: In the early 20 years, Vietnam’s healthcare market was essentially a “playground” for 
state-owned companies. The state buys medical equipment under the advice of experts in 
this industry. At the same time, these companies do not have many comparisons of quality, 
price, technical features and the modern level of equipment. In the context of a poor country 
and the internet was not available, the medical device market was mainly using aid from
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Table 2 Case companies information 

Respondent Position Company background SMEa type 

R1 CEO – Main products: imaging 
diagnosis, biochemical 

– Revenue: VND 7 billion; number 
of staffs: 8 

Super small 

R2 Medical division head – Main products: imaging diagnosis, 
intensive care, surgical devices 

– Revenue: VND 100 billion; 
Number of staffs: 30 

Small 

R3 Business manager – Main products: intensive care, 
sterilizer 

– Revenue of equipment team: VND 
100 billion; number of staffs: 10 

Small 

R4 Product manager – Main products: imaging diagnosis 
– Revenue from medical device 
business: VND 250 million; 
number of staffs: 100 

Medium 

R5 Product and sale manager – Main products: operating rooms, 
sterilization, endoscopy, 
ventilator, rehabilitation 

– Revenue: VND 300 billion; 
number of staffs: 30 

Medium 

R6 Product manager – Main products: imaging 
diagnosis, endoscopy, surgery 

– Revenue: VND 700 billion; 
number of staffs: 60 

Big 

R7 Sales engineer – Main products: hemodialysis, 
surgical equipment, 2 factories 

– Revenue: VND 1000 billion; 
Number of staffs: 1200 

Big 

R8 Product manager – Main products: operating theaters, 
intensive care unit, sterilization 

– Revenue: VND 1000 billion; 
number of staffs: 100 

Big 

a Note The authors classify companies as per definition of Vietnamese article 6 of Decree 
39/2018/ND-CP. According to this regulation, microenterprises have no more than 10 employees 
and total turnover of not more than 10 billion. Small businesses have a workforce from 11 to 50 
people and revenues from 11 to 100 VND billion. Medium enterprises have 51–100 employees and 
turnover shall not exceed 300 billion

other countries. On the other hand, manufacturers do not know much about the Vietnamese 
market. 

R3: In the past, when the market was high demand, low competition, most of the medical 
equipment business takes place between government and foreign partners. At that moment, 
most products were outdated technology than similar products in the world. 

R2: The medical device market in Vietnam has been growing for 20 years. There are many 
companies dealing in medical devices in a variety of forms, such as state-owned companies,
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private companies, FDI Company. However, most are small and medium-sized companies 
with a limited budget to invest in innovation, new product development. 

To better understand the product development process of MedTech SMEs, it is 
necessary to understand how their business model and customers. The key MedTech 
customers are hospitals or more specifically doctors and technicians. This group of 
clients can be divided into two main groups: public hospitals and private hospitals. 
In the case of public hospitals, they tend to use products originating in developed 
countries such as US, Japan, Germany. Especially the central hospital headed by 
country’s leading specialist and doctors, most of the MedTech products must have 
G7 origin. For private hospitals, the origin of goods is more diverse. One of the 
managers pointed out that most of the MedTech SMEs are trading companies. They 
import equipment from overseas and then resell them to hospitals in Vietnam. The 
SMEs tend to focus on one or two specific MedTech products. The reasons come 
firstly from the nature of medical equipment which is complicated technology. Hence, 
training and knowledge transfer to master the machine applications and maintenance 
may take up to 3 months. 

One of the managers pointed out that MedTech SMEs normally connected with big 
foreign firms to imitate their technologies. R7 commented“Major medical equipment 
manufacturers in the world export goods to Vietnam. Then, they arrange specialists 
to transfer these technologies to SMEs in Vietnam”. This collaboration can help 
SMEs reduce cost and shorten learning time. In this relationship, Vietnamese SMEs 
play the role of importers, distributors of foreign manufacturers, a member of a joint 
venture or cooperation to absorb technology. Sometimes, a firm maybe a distributor 
of two foreign competitors (for example, a distributor of both Mizuho and Getinge, 
both are operating table manufacturers). With this strategy, the SME will have to 
handle competition between two brands within a company. However, if the part-
nership is successful, it will help the company cover the entire market. One of the 
managers pointed out that this co-opetition can help SMEs to both create benefits 
and advance technological innovation i.e. develop cheaper version of operation tables 
for small private hospitals. R3 pointed out that “Vietnamese SMEs only retrace the 
backward technology but it is still acceptable to gradually improve in the future.” 
However, these local innovated products are still very simple, low-end, and cheap 
imitation. They also set a quite low price in order to sell these niche products to district 
hospitals and private hospitals. These clients require a reasonable product quality 
with a competitive price. With these mindsets, some Vietnamese manufacturers have 
competed successfully. 

Overall, there is optimism on MedTech innovation in Vietnam. Four key themes 
emerging from the case studies that characterize the unique innovation shift for 
MedTech SMEs (see Fig. 1). In the era of digital economy, data resources become 
an important strategic resource for SMEs. Massive data utilization has changed the 
way of production and global supply chain. Many leading MedTech MNCs (such as 
Hitachi, GE etc.) have gathered big data from their products and platforms to gain 
better insights of market needs and develop new products. Leveraging the value of 
big data will become the basis for competition for today’s enterprises. Hence, the
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From To Characteristics 
Sharing customers’ data to 
foreign MedTech providers 

Not just sharing but also more effective 
data analytic to better understand local 
needs and demand  

Gaining first mover advantage 
in developing niche products 
that meet customer needs 

Low innovation performance 
with the ‘lone wolf’ approach  

Strengthened national and local 
collaboration mechanism for MedTech 
innovation 

Effective collaboration is 
needed at all levels 

Waiting for new products from 
foreign firms to fill demands 

Innovate low cost but effective 
products 

Targeted innovation can meet 
local market demand 

 Scramble for latest digital 
development and technologies 

Finding inspiration in “digital” business 
models and new technologies from 
outside the healthcare arena 

Leveraging digital technologies 
to revolutionize conventional 
market needs and behaviour. 

Fig. 1 Four shifts in Vietnamese MedTech innovation 

ability of Vietnamese MedTech SMEs to aggregate, elaborate and analyse the data is 
becoming a key competitive advantage. However, data sharing loses its unique right 
to data, and competitors’ opportunism will cause great losses to the sharing party. 
One of the CEOs asked, “How could SMEs share data with MNCs and maintain 
innovative to enhance their innovation performance under the condition of sharing 
data?”. 

Most respondents pointed out that SME tends to be ‘lone wolf’ trying hard to 
understand and master a complex technology and ecosystem of MedTech. This is an 
uphill task both for product innovation as well as competing with leading high quality 
foreign brands. The high risk and high investment of innovation make SMEs shy away 
from product innovation, and the complexity and uncertainty of product innovation 
make them worry about their limited resources and capabilities. Hence, SMEs should 
not innovate in isolation, at least not in an effective way. To overcome the limitations, 
SMEs have to break through the organizational limitations and seek to cooperate with 
other in product innovation by building a unique SMEs community with passion 
for MedTech innovation and desire to help out. This effective collaboration push 
innovation beyond the reach of a lone wolf by tapping into collective insight and 
skill sets. 

One of the managers pointed out that the old model: waiting for new products 
from foreign MNCs and develop cheap imitation is long gone. Those days are gone 
and the focus is rapidly shifting towards more effective targeting innovation to meet 
local needs, and gaining back control over customers from MNCs. R7 commented 
that “Now, the biggest barrier for SMEs in Vietnam is not technology. It is easy to see 
that we are using modern medical equipment on a par with the world. Here are many 
inventions not only in the medical field but in other fields as well. However, these 
activities are fragmented and have not been in commercial. Owners of the products 
specialize only in technology, not the person with business thinking. To be able to turn 
those products into a commercial product, it requires a bridge between technology 
owners and financial institutions”. Hence, beginning with a focus on the boundaries 
of existing core products, SMEs can improve their offerings through local innovation 
that can range from soft-touch development of existing products to innovative and 
ground-breaking new technologies that meet hospital needs.
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All respondents also pointed out that SMEs are finding inspiration in “digital” 
business models and new technologies from outside the healthcare arena to provide 
a foundation for disruptive digital strategies that have the potential to revolutionize 
conventional market needs and behaviour. Digital business models should be adapted 
to fit the healthcare settings. One of the managers argued that MedTech SMEs should 
develop a framework for digital innovation in order to challenge themselves and 
their teams on how digital technologies can be used across their existing business 
operations, products and services. Innovative MedTech SMEs should draw parallels 
with leading technology firms in relation to their business models as well as adopting 
digital technologies for product innovation. SMEs are able to leverage digitization 
and stay relevant within the MedTech sector. 

5 Conclusion 

COVID-19 and its prolonged lockdowns have acted as an accelerant for a number of 
trends in healthcare, such as the dramatic shift to online consultation, evolving patient 
behaviors, and emergent of local MedTech innovation. Another big visible trend is 
the increased awareness of MedTech sourcing, supply chain and need of homegrown 
technologies to meet future disruptions. MedTech companies are now positioned to 
profit from significant opportunities in digitalization, particularly in Vietname where 
conditions are ripe for rapid digitalization to take place. The US-China trade-was 
also hasten the need for Vietnamese firms to step up innovation capabilities to take 
over China as the world’s factory For emerging and advanced economies alike, the 
Vietnamese case serves as an important one to study, to understand ways in which 
affordable innovation can help thwart the devastation of pandemics. 

Results from case studies show that in the face of these challenges, the classic 
imitates and innovate pathway of Japan, South Korea and China won’t suffice in 
Vietnam. MedTech SMEs must embrace effective and targeted innovation to build 
a sustainable competitive advantage in the next normal. Playing catch-up can no 
longer be the main compass for change. Instead, transformations must take a truly 
holistic perspective (big data, collective, target innovation, and digital) to unlock new 
opportunities that SMEs have failed to harness at scale in the past, while enabling 
them to adapt at a much higher speed. 

To be successful in this holistic transformation, MedTech also need to rethink 
their overall model, where to play, and how to win while developing new sets of 
capabilities for the future (such as data analytics, collective and target innovation, 
and digital route to market). This approach implies not just a broader scope for the 
transformation but also a radical change in execution: MedTech SMEs must seed 
and foster their capabilities and empower and mobilize the whole organization to 
maintain a focus on unlocking a transformation’s full potential.
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5.1 Limitation and Future Research 

There are several limitations in this study and each of these limitations also 
provide opportunities for future research. Firstly, this research only focuses on 
MedTech SMEs in Vietnam. This is a very small industry which can lead to bias. 
It is recommended that future studies should cover other industries and MNCs. 
For example, telecommunications and agriculture which are significant sectors in 
Vietnam. Secondly, although the interviewees are business leaders or product devel-
opment managers, eight interviews are not sufficient to cover the different perspec-
tives on innovation. Future study should involve as many respondents as possible. 
And lastly, the four shifts in Vietnamese innovation have not been widely tested. 
Future research should empirically validate and enrich the four dimensions. 
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Crowd Engineering Platform—Functions 
Supporting Co-creation in Product 
Development 

Michael Hertwig , Joachim Lentes, Adrian Barwasser, 
and Frauke Schuseil 

Abstract Digital collaboration in all sectors of industry is on the rise, also driven 
by the COVID-19 pandemic. People centricity, location independence and resilient 
delivery are important trends in this regard. Crowd engineering is a possible solution 
to address the challenges posed by these trends. This paper provides an insight about 
a technological approach for a platform for community-based product engineering. 
The platform consists of different cornerstones to ensure flexibility towards users, 
open interfaces and transparency to support re-use of existing project results. As 
different users have different requirements, companies have over time grown an IT 
infrastructure serving their needs best. Prosumers, i.e. consumers which are involved 
in the production of the respective products, have a limited set of digital tools allowing 
them to contribute to product creation. A suitable platform should be able to integrate 
different approaches and data from various digital tools. Rather than being mono-
lithic, an appropriate platform needs to be a hub for core data and functionalities 
to support secure and reliable collaboration between all involved actors, corporate 
or private. These active users will be organized in a virtual community to create an 
attractive platform for the exchange of ideas, concepts and realizations for technical 
solutions by developers. The paper will introduce a possible platform structure where 
personal data, project related data, development data, technical product descriptions 
and community interactions are combined. A common access point allows an aggre-
gation of touchpoints without centralization. Apart from the examination of technical 
and structural aspects of such a platform, approaches for a possible operator model are 
discussed. In addition to providing technically required functions, a lively commu-
nity is an important basis for successful crowd engineering. Therefore, this paper will 
examine both community building and the implementation of co-creation projects, as 
they are necessary to operate the crowd engineering platform economically. Finally,
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different potential further advancement of the Crowd Engineering platform shall be 
discussed. This focuses on technological solutions that support users or serve certain 
tasks. 

Keywords Crowd engineering · Co-creation · IT-based platform · Collaborative 
product development · Community-based development 

1 Introduction 

Product life cycles have shortened in recent years [1]. Manufacturing companies 
are therefore required to realize product innovations more quickly to maintain their 
market position. However, small and medium-sized companies in particular face 
special challenges here due to their limited capacities [2]. This is also accelerated by 
the convergence of IT-based systems [3]. 

At the same time, the increasing digitization of work and private life is opening 
up a greater need for participation. The barriers to the use of development software 
are falling. This is because the paradigms of Open Innovation and Web 2.0 are being 
applied more and more widely [4]. This makes it easier to integrate customers into the 
product development process. Through community-based processes, the challenges 
of speed are combined with the potential of integrating external stakeholders. By 
creating a fan community, the company gains a larger knowledge pool. This is because 
external participation brings fresh ideas and impulses into the processes. Crowd 
Engineering is a new approach to product development with enormous innovation 
potential. 

The first step is to delineate the field of consideration by presenting the innovative 
approach to collaborative product development. This is followed by the presentation 
of a possible technical solution to support crowd engineering. The article is completed 
with the illumination of suitable operating concepts. Only if the platform is attractive 
for the community, it is available for the realization of crowd engineering projects 
with commercial interest. 

2 Innovative Approach for Collaborative Product 
Engineering 

2.1 Crowd Engineering 

The combination of conditions of open innovation, crowd sourcing and product devel-
opment lead to Crowd Engineering [5]. Crowd Engineering implies the utilization of 
a crowd, which represents a group of (various) participants for the planning, design 
and development of (technical) products and corresponding engineering activities 
[6]. To enable the participation of a large number of contributors all engineering data
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needs to be accessible by all contributors. This requires a sufficient set of IT-based 
tools and storage possibilities, best would be cloud-based [7]. 

2.2 Community 

In order to flesh out a potential ecosystem, an analysis of suitable stakeholders 
and their interests is carried out. The application of personas allowed an exten-
sive human-factors perspective. Based on these results, it was possible to identify 
different utilization scenarios. 

Core results of a community development are:

. Physical events may speed up the growing of a community 
Physical event formats are particularly necessary in the start-up phase of the 

community. They create a sense of community and allow users to establish the 
necessary relationships through exchange [8]. After all, this initial community 
represents the nucleus for the growing community. This first group of users 
develops the initial identification characteristics and values of the community.

. A critical mass of participants is required to create an active community 
In order to create a longer-term active and self-perpetuating community, suffi-

cient “noise” must be generated. This noise refers to activities on the platform that 
are also reflected in entries in the newsfeed and communication. In the start-up 
phase, this must be done by the community management. However, in order to 
achieve this in the long term without major efforts by community management, 
a critical mass of community members is required [9]. This ensures that there is 
sufficient activity on the platform, even if the frequency of activity varies. Based 
on an analysis of Balka et.al a community above 1000 members create a stable 
activity [10].

. Community health is dependent on regularly tasks and challenges 
Every community member has a life cycle. This life cycle varies in dura-

tion depending on the background, current life situation, interests and role of 
the community member. To avoid stagnation or regression after the expansion 
phase, the community must be continuously rejuvenated. This can be achieved 
by creating a regular range of opportunities for participation.

. Changes in user-interaction and tools has a negative impact on community 
building 

The greater the discrepancies in design, operating concept and tools used, the 
more difficult it is to create the impression of a consistent workspace. Different 
work environments can be designed differently, but it must be possible to switch 
between the work areas in a way that is easy to understand. This requires a single 
sign-on, in which all work areas are made accessible without barriers with a 
single log-in. The menu arrangement and design should also be similar in order 
to achieve a consistent operating concept.

. Strengthening the community health are essential
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As in any social space, ethical hygiene plays a significant role in the commu-
nity. Disruptive elements must be reduced, and positive communication strength-
ened. To this end, community managers must be appointed to ensure compliance 
with the rules in the digital space and, if necessary, to sanction any deliberate 
transgressions. 

These core results have been qualified by a survey performed with members 
of open-source communities. Additional aspects have been added. Therefore, co-
determination is important based on the perspective of the participants and has an 
impact on the path to results. For a successful community project an equal access to 
data and information is as important as clarified competencies and responsibilities. 

3 Technological Supportive Infrastructure 

As stated, a tool for interaction is required to enable the community-based processes 
[11]. Therefore, a digital environment was designed to support Crowd Engineering. 
A modular approach was chosen to support the integration of existing modules and 
functions [12]. This was meant to reduce doubled effort and re-development of 
already existing functionalities [13]. 

The core of the developed platform consists of three individually operatable plat-
forms, which have been connected to fulfill all requirements of the intended core 
functionalities. These three core components are accessible for users by a single-
sign-on solution to provide an improved user experience. The core modules are a 
community module, an ideation module and the Crowd Engineering project module 
(see Fig. 1). 

Fig. 1 Design and structuring of the crowd engineering platform [15]
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3.1 Community Module 

The community module is also referred to as the Community-Hub in the project 
context. This is where exchange, networking and social interaction take place [8]. The 
module is structured similarly to social networks. For this purpose, the integration 
of a white-label platform was carried out. It provides all the necessary functions 
which have been identified in different situations of a community-based project both 
physically operated and online supported. In this area, information about the user 
is accessible in the form of profile and activity information. It is also possible for 
users to find like-minded people, potential partners with desired skill-sets, as well as 
events or news in the field of interest and crowd engineering. 

3.2 Ideation Module 

The ideation module, which was named Ideation Space, is the functionality that 
represents the core function of open innovation platforms. This functionality was 
provided by the project partner innosabi [14]. An objective of the integrated func-
tionality is the collection of impulses, ideas and comments from users. The aim is 
to open up the creativity and potential solution space. All collected impulses and 
contributions can be converged in later phases of the project. With the provided 
functionalities like collecting ideas, discussing entries, and evaluating contributions 
the ideation module offers all relevant functions for the digital realization of open 
innovation and co-creation processes. The advancement of functions were integrated 
in the Crowd Engineering platform, if it fitted to the defined requirements. 

3.3 Crowd Engineering Project Module 

Project Space became soon the name of the Crowd Engineering project module. It is 
the core of the platform because it enables the community-based product develop-
ment. In this area the community members are to be empowered to shape the product 
development in crowd. It is possible to view current ongoing projects and based on the 
own interests and formulated needs to participate in. With participation the user get 
access to project data and development tools chosen by the already active community 
members. With these two basic aspects the users are able to contribute and add their 
solution approaches. All other members get information about changes performed 
and have the possibility to view the changes made. Pre-defined project frameworks 
and project process phases served as default structure for projects which could be 
adapted to individual preferences. The project owner is in charge to motivate the 
members and adapt the phases if required. Based on this, Crowd Engineering project
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could be performed like conventional projects but with distribute contributors with 
digital interactions. 

4 Potential Operating Model of the Crowd Engineering 
Platform 

The analysis of essential elements for the operation of the IT-based Crowd 
Engineering platform identifies three main factors—customers, contributors and 
facilitators (see Fig. 2). 

. Customers of the platform are institutions or persons who want to develop a solu-
tion via the platform by use of Crowd Engineering. For this purpose, they provide 
funds or prizes for contributing users to encourage participation. This gives them 
the opportunity to post their tasks, challenges and needs in the community and to 
receive results. The exploitation of the content and results, including the scope of 
rights, can be linked to the amount of funds invested.

. Contributors are members of the Crowd Engineering community. The commu-
nity is composed of different actors. These actors can be classified by their inter-
ests or motivation and their intensity of participation. For example, there are 
intrinsically motivated participants who seek to expand their own competencies, 
contribute ideas, or live out their desire to develop technical solutions. The focus 
is only secondarily on prices and remuneration. Commercial participants see the 
possibility of receiving financial compensation or participating in the exploitation 
through active collaboration in Crowd Engineering projects.

. Facilitators are required to enable the operation of the platform. There are technical 
tasks like maintenance, service and further development of the technical basis. 
This group is ensuring that the platform operates according to the requirements. At

Fig. 2 Interdependencies in a potential operating model for a crowd engineering platform
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the same time, there are management tasks. These tasks are subdivided into plat-
form management, project management of commercial projects and community 
management.

Regarding the operating model, it becomes clear that the operator must act with 
two assets. The operator needs the technical platform, which provided the tools and 
virtual working environment. Furthermore, the community is a critical aspect for 
the success of community-based projects. If these are the assets, they also represent 
the actual cost factors. Thus, the community must be built up, matured and renewed 
through appropriate measures. According to the lifecycle phases of a community, 
there is a risk of losing members or attracting far fewer new members than are 
needed to have a viable and committed community in the saturation or maturation 
phase [16]. Accordingly, the platform operator must always strive to revitalize the 
existing community. 

4.1 Business Model for Creating a Critical Mass 
of Participants on the Platform 

The community-building phase is the most challenging. However, it is a crucial step 
to provide a benefit by Crowd Engineering. Without a reliable number of contribu-
tors, it is not possible to ensure a success for any project which shall be performed 
by co-creation and Crowd Engineering. Potential reasons are various, from limited 
number of contributors, limited experience and knowledge to loss of interest by the 
contributors. 

In the best case a symbiotic relationship with a non-profit organization could be 
created. A collaboration with the University of Stuttgart was set up. By supporting 
teaching, the platform is used in a non-commercially oriented context. The partner 
of the platform operator pays a small amount to settle infrastructure costs. University 
professors can use the platform for their teaching and student projects. The students 
can use the platform to work on the projects and provide the results to the lecturer. 
These projects are “closed”, meaning that only connected contributors have access. 
This ensures the privacy of the students and limits application to cheat. The results 
can only be viewed if both the university professor and students agree. 

This is interesting for the platform operator because it creates a background 
noise. Thus, continuous activity exists, which contributes to a healthy community. 
As students become full members of the crowd engineering community, this can 
revitalize the community.
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4.2 Business Model for Community Internal Projects 
(Non-commercial Projects) 

In an established or mature community, community members’ projects will be a core 
activity. The special feature here is that the community members rarely aim for a 
commercial benefit. The community members who are customer and developer at 
the same time are prosumer [17]. These persons act as project owner and are inter-
ested in the results [18]. To increase the motivation to participate in these projects, 
the prosumer can offer prizes, e.g. cash prizes. If this is done, the platform oper-
ator receives a small commission, which may cover infrastructure costs and support 
services. However, the motivation to contribute and participate can increased by other 
ways. Non-materialistic prices, such as community recognition are possible goals, 
which are aided by the establishment of a sub-community of specialized contribu-
tors, like guilds. In the case of non-commercial projects, the results are open and 
accessible to the community for their own use or for other projects to build on. The 
results are to be licensed according to open-source conditions to ensure further use 
[19]. 

For the platform, these projects are the basis for attractiveness and an active 
community. Since the revenues may not cover the expenses of the platform operator, 
this business model must be subsidized by other activities and offers. 

4.3 Business Model for External Projects with Commercial 
Interest 

To cover the expenses which are not covered by the business models discussed before, 
an application with the objective for profit is required. In this case, commercial users 
of the platform act as commercial project owners and pays for the implementation 
and support of the Crowd Engineering project. The money contributed is used to pay 
for the expenses of the platform operator as well as prize money and compensation 
for the contributors. To ensure the usability of the development data on the part of the 
commercial user, the software must comply with the appropriate licenses. Another 
way of remunerating the community can be through a profit-sharing scheme with 
correlation to the amount of contribution of each community member. The currently 
existing IP rights models are not yet mature, which requires individual contracts. 

Another application that the platform supports is performing beta user tests to 
evaluate a product, including its features and functions. The commercial user triggers 
the provision of the product via a web store or from his own depot. The project 
costs serve on the one hand to cover the platform expenses (infrastructure costs 
and commission) and to provide the compensation of the community members. The 
contributors (best tester) provide their assessment, evaluation and suggestions for 
improvement. The commercial user receives the collected results for further use in 
exchange for the compensation.



Crowd Engineering Platform—Functions Supporting Co-creation … 725

5 Summary and Outlook 

Crowd Engineering represent an approach to open a company’s product develop-
ment by integrating external participants to increase the innovativeness. It allows the 
competencies, opinions and experiences of relevant target groups to be integrated 
in the early stages of the product development process. The application of Crowd 
Engineering can lead to shorter development cycles and increase the customer benefit. 

A core aspect is the creation of a digital working environment which supports 
the collaboration beyond any single company. A potential structure of an IT-based 
platform was presented and discussed. Furthermore, required operating models have 
been presented. These were discussed regarding their intension and influence on the 
performance of Crowd Engineering. This provides a base for introducing community-
based product development industrial processes. 

The subject of ongoing research is the evaluation of the required business models 
to ensure a reliable operating concept. Aspects of need for further research are consid-
eration of intellectual property of each contributor. This includes different aspects 
like evaluating the quality and amount of contribution and corresponding interdepen-
dencies for developments build on that. On the other hand, the participation based on 
commercial benefit based on cross-organizational developments of many is still not 
easily possible which leads either licensing or publishing the results as open-source. 
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Potential Contributions of Artificial 
Intelligence in Crowd Engineering 

Frauke Schuseil, Joachim Lentes, Michael Hertwig, and Adrian Barwasser 

Abstract Opening up product development in companies to external interdisci-
plinary participants offers the opportunity to develop products faster and more cost-
effectively. An early integration of potential customers in the product development 
process enables a stronger focus on their needs and thus facilitates customised product 
development. A lack of suitable tools and rigid processes within companies, however, 
make this integration unpractical in many cases. In this context, Crowd Engineering 
allows the involvement of an engineering community, with community members 
being integrated in such a way that they can participate actively and in a distributed 
manner in product development using a central internet platform. Meanwhile, arti-
ficial intelligence methods and approaches are becoming more sophisticated and 
acquire more importance in various aspects of private life and business context by 
providing new solutions to topics which formerly were not solvable or only with 
high efforts. This paper analyses how artificial intelligence can support product 
development, especially in the context of Crowd Engineering. It thereby provides 
an overview of how artificial intelligence already supports development processes 
today and which potentials arise from this. Furthermore, an analysis of the collab-
oration between humans and artificial intelligence is carried out in the context of 
Crowd Engineering. The main research questions are how artificial intelligence can 
support in collaboration and how the role of humans is being shaped and transformed. 
Another key question is how collaboration can be achieved in the context of Crowd 
Engineering—hence this paper proposes collaboration modes that vary according to 
three dimensions of collaboration: degree of AI-assistance, degree of task complexity 
and the degree of AI-autonomy.
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1 Introduction 

Crowd Engineering is a product development approach, which harnesses an inter-
disciplinary group of individuals to participate in engineering activities like e.g., 
planning, design, and development of products [1]. When external participants are 
involved in the product development process, this can, among others, result in the 
following benefits: 

Reduced development time, increased innovation capability, and higher customer 
acceptance [1]. Since this approach is based on the concept of involving distributed 
participants from the community, an IT-supported platform is required as a basis 
(Fig. 1). Artificial Intelligence (AI) technologies and methods have improved rapidly 
in the past few years, which enables high-tech applications with ever improving 
results [2]. Therefore, AI can be applied to facilitate collaboration in Crowd Engi-
neering, so that the crowd participants themselves have more time to focus on purely 
human work, can be relieved of highly repetitive work, or to expand their skills and 
abilities [3]. Such collaboration offers many potentials but also brings challenges, 
as machines do not think like humans and require to be controlled appropriately. 
This article is structured as follows: In the next chapter, a brief overview of product 
development already supported by AI is given and potentials as well as challenges 
for its use in Crowd Engineering are illustrated. In Sect. 3, the collaboration between 
humans and AI is examined and a collaboration model is proposed. Furthermore, the 
role of humans in this context is analysed. Finally, a conclusion and an outlook are 
provided.

2 Using AI for Crowd Engineering 

In the context of this paper, Buchkremer’s [4] definition of Artificial Intelligence is 
used, according to in which AI includes the following:

. use and analysis of the application of human senses (reading and writing, seeing, 
feeling, hearing, speaking)

. as well as human understanding, learning, adaptation and reasoning,

. with non-human means, such as a computer. 

Pan [5] presented an outlook on AI 2.0 in 2016, noting that large communities 
show extraordinary intelligence through participation and interactions of individuals 
over the internet, forming a new type of intelligent system. This chapter reviews how



Potential Contributions of Artificial Intelligence in Crowd Engineering 729

Fig. 1 Overview over crowd engineering with respective contributors

artificial intelligence is already supporting product development today and iden-
tifies potentials and challenges for the application of AI in the context of Crowd 
Engineering. 

2.1 Product Development with Artificial Intelligence 

Nowadays, product development is already permeated by diverse AI approaches. 
One example is the use of AI for static mechanic finite-element simulations. There 
are approaches to support the pre-processing procedure with neural networks, clas-
sification and regression methods or plausibility checks of static mechanic FE simu-
lations with convolutional neural networks [6]. In general, ML (Machine Learning), 
NLP (Natural Language Processing) or ontological approaches are nowadays used 
frequently to support engineering purposes [7–10]. 

The use of ontologies is also suitable for the application in the field of product 
development. For instance, one approach is the utilisation of ontologies for knowl-
edge representation, for example an ontology platform for distributing information 
along the product life cycle [11] or the development of an ontology-based product 
design framework for manufacturability verification and knowledge reuse [12].
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Besides, Machine Learning is a good enhancement for applications with digital 
twins in engineering, e.g., in the context of simulation [13]. 

2.2 Potentials and Challenges of Using AI for Crowd 
Engineering 

Managing Crowd Engineering with real humans as participants is one thing—also 
managing collaboration with machines on the other hand is a demanding challenge. 
There are many differences between machines and humans to be considered, an 
important one is the fact that humans have a consciousness—and computers don’t, 
which means that they act upon defined objectives only [3]. However, if an AI is to 
be useful, it must be able to do more than just support with tasks; for example, it 
needs to be suitable for problem solving and critical thinking, to propose solutions 
or make decisions on its own [14]. Collaboration between humans and AI can add 
value provided that the different partners support each other and do not compete 
against each other (Fig. 2). It is important that each participant can build on its 
strengths: While a human can think abstractly and see the larger context, as well as 
have intuition, creativity, empathy and social skills, an AI can handle large amounts 
of data and repetitive tasks and scores high on speed and scalability [3, 15]. The 
result of ideal collaboration between humans and machines then promises better 
results than the best performances of the partners alone [3, 16]. But how can we 
ensure optimal collaboration and cooperation between these very different partners? 
Many challenges are to be considered—how can the interaction between humans in 
the crowd and AI be organised, how are ethical and moral aspects considered and 
which tasks are left for the human in the product development process?

3 Collaboration 

A machine that can act as a team member is an autonomous, proactive, and sophis-
ticated technology that can make inferences and gain new insights from infor-
mation, learn from past experiences, contrast consequences of potential choices, 
propose solutions, and participate in decision-making with humans [14]. To enable 
collaboration between humans and such machines raises issues that are to be 
considered.
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Fig. 2 Difference between human and artificial intelligence and respective selected strengths 
according to [17]

3.1 Human-AI Collaboration 

Three dimensions of collaboration between humans and AI are presented here: degree 
of AI-assistance, degree of task complexity and the degree of AI-autonomy. They 
are summarised in a matrix (Fig.  3), from which four collaboration modes can be 
derived.

1. Degree of AI-assistance: 
The collaboration between humans and AI, or the degree of AI-assistance, can 
range between two endpoints: on the one hand, machine support is limited, and 
humans are left to do most of the work themselves, however, machines support 
human decision-making. They can amplify cognitive abilities, embody human 
capabilities to augment our physical skills and interact with persons so that one 
can concentrate on higher-value tasks [3, 16]. At the other end, the AI takes over 
many tasks itself and is thus very independent, the level of support is therefore 
high, and the human supports the AI. Sensitive tasks depend on human involve-
ment. They train machines to execute special tasks, explain the corresponding 
results and sustain responsible handling of machines [3, 16]. To enable equal 
collaboration in Crowd Engineering without one of the partners taking the lead, 
a good level can be found lying around midpoint, so that the AI can take on many 
tasks without the human always having to assign them and in such a way that 
the human is not “commanded” by the AI. The optimal situation is when both 
partners take on tasks independently and work together on an equal footing.
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Fig. 3 Human-AI collaboration matrix with three features: (1) degree of AI-assistance, (2) degree 
of task complexity, and (3) degree of AI-autonomy 

2. Degree of task complexity: 
The dimension task complexity varies on the one hand between tasks that are 
more suitable for machines, e.g., logical tasks or repetitive tasks, i.e., those tasks 
that can be performed more efficiently by machines. Thus, they are of a low 
cognitive nature, which does not mean that they are not cognitively demanding, 
but that they are rather machine-processable. On the other hand, there are tasks 
of a human character, such as creativity, social tasks, etc. (see Sect. 2.2), i.e., jobs 
where human cognitive abilities are an advantage. Thus, these tasks are of a high 
cognitive nature. Consequently, collaboration modes in Crowd Engineering are 
favourable, where the human partner recognises and selects (or is assigned) such 
tasks that are in the upper half of the matrix and the AI selects the lower tasks in 
contrast. 

3. Degree of AI-autonomy: 
In this dimension, the degree of collaboration varies from AI assisting humans 
with guidance to AI making own decisions. Collaboration between humans 
and machines can be realised between two extremes: decisions made solely by 
humans and autonomous decision-making by the AI with the relevant collabora-
tion forms ranging between these two, such as assistance in decision-making as 
well as verification [15]. The degree to be chosen depends on the task, individual 
preference, and context (e.g., private, business, etc.) [15].
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Realising Crowd Engineering in the context of human-AI collaboration: 

The characteristics of the human-AI collaboration matrix (above dimensions: degree 
of AI-assistance, degree of task complexity and degree of AI-autonomy) lead to 
four different potential applications of AI in Crowd Engineering, depending on the 
respective degrees of the three levels: 

1. AI-guided low-level Crowd Engineering: The first case of human-AI collabo-
rative engineering is focused on machine-suitable (engineering) tasks controlled 
by AI, e.g., project planning or task distribution. 

2. AI-assisted low-level Crowd Engineering: The second case involves (engi-
neering) tasks that are most likely to be suitable for machines, but where the 
machine is only a supporting agent and the human both guides and decides. An 
example of such collaboration in the context of Crowd Engineering is that the 
AI calculates and suggests optimisations during construction tasks. 

3. AI-assisted high-level Crowd Engineering: The third case refers to demanding 
cognitive tasks in which AI provides support. One example is the suggestion of 
ideas or design proposals. 

4. AI-guided high-level Crowd Engineering: The last case of human-AI collab-
orative engineering relates to cognitive demanding tasks that are guided and 
autonomously implemented by the AI. The AI makes the decisions (e.g., decision 
for a design proposal or similar). This level thus describes the most autonomous 
manifestation of the matrix. 

3.2 Role of Humans 

Crowd Engineering thrives on participants within the community interacting and 
collaborating with each other. When machines become a part of it, the role of humans 
must adapt in the development process so that both sides can benefit. Humans should 
therefore concentrate on human tasks requiring creativity, critical thinking, social and 
emotional skills [3]. For successful teamwork, a person must be willing and able to 
cooperate with a machine. By accepting AI as a useful and valuable addition to the 
team, many tasks can be done faster and more efficiently. Most administrative tasks, 
for example, as well as product optimisation in the case of engineering can be taken 
over by machines. In the case of AI-guided high-level Crowd Engineering, it must 
be determined whether the human participants in Crowd Engineering are informed 
that they are working together with machines. One risk in this type of interaction is 
that of misunderstandings. As of today, most people have little experience working 
with AI in this context. It would be negative if the AI cannot determine that it knows 
too little about a particular area and would therefore need human expertise, but this 
demand is not discovered. 

In a study on interactive collaboration between humans and AI, researchers at 
Seoul National University [18] came to the following conclusions, including:
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. People prefer to receive detailed information/instructions when communicating 
with an AI (as opposed to simple instructions). The experience was best when just 
the right amount of instructions were provided (not too little, but not too many 
instructions either).

. It is preferred to be able to take the initiative and have the AI provide detailed 
explanations (but only if requested). It is important to note that users always 
wanted to make the decision (as a differentiation from the AI). The AI, on the 
other hand, should take over tedious and tiresome tasks.

. AI can reduce the user-perceived predictability, understandability, and controlla-
bility of tasks, while detailed instructions can offset these negative effects. More-
over, low predictability can even increase user enjoyment. It became apparent that 
AI may well be seen as a human partner, but it was always considered subordinate 
to humans. 

Although the study addressed co-creation with AI in the context of drawing, 
various learnings and best practices can be derived from this for AI-supported Crowd 
Engineering, because both show a collaboration mode that includes creativity and 
cooperation: 

1. Human act as decision-maker, AI as facilitator. AI can make suggestions, but the 
final decision should be left to the human, if only to prevent misunderstandings 
or misjudgements by the AI. 

2. AI must work transparently—it must be obvious whether it is working “human-
like” or “machine-like”, as well as the work process and how it comes to 
conclusions or decisions. 

3. When tasks are defined by the AI, the task description must be to the right extent 
(not too little, but also not too detailed and only if required). 

Additionally, people will prefer to cooperate with an AI if this interaction is fun 
and “works” [18], which leads to the realisation that an AI is to be designed in such 
a way that it eases the work and makes cooperation enjoyable. 

For an AI to be a useful team member in comparison and to support humans, 
its role must also adapt to the requirements of a complex working environment in 
distributed Crowd Engineering: it must perform some of the steps of the problem-
solving process, e.g., define problems, identify causes, propose and evaluate solu-
tions, choose between options, create plans, take actions, learn from past interactions 
and participate in debriefings [14]. When AI joins the team, it can become an equal 
partner in a hybrid human-AI environment [15]. For this to work, the AI must espe-
cially learn and maintain moral principles [15]. An important aspect in the context of 
AI-supported Crowd Engineering is the understandability and comprehensibility of 
AI algorithms. Particularly in cases where the AI controls activities in the process, 
human team members expect the AI to act transparently. This is especially important 
because Crowd Engineering is based on partnership-based collaboration and this can 
only work if the partners trust each other. This trust can only be built if the person 
giving it is given a comfortable level of model understanding and transparency but 
should always take into account both algorithmic properties and human needs [19].
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4 Conclusion and Outlook 

In this paper, potential contributions of Artificial Intelligence and its collaboration 
modes with humans in the context of Crowd Engineering were studied. Since Crowd 
Engineering enables distributed and interdisciplinary collaboration, it seems reason-
able to consider AI-support as another crowd participant. Here, a collaboration model 
was proposed, divided into three dimensions, degree of AI-assistance, degree of task 
complexity, and degree of AI-autonomy, which allows four corresponding Crowd 
Engineering models. This research is not exhaustive, as further studies are needed 
to address certain remaining questions. Above all, it would be important to conduct 
a trial of how Crowd Engineering works together with AI-participants and to draw 
appropriate conclusions. The theoretically elaborated aspects of the collaboration of 
humans and AI in Crowd Engineering will have to be validated in concrete use-cases. 
Further topics to be addressed include confidence in the AI, what decision-making 
should look like in such a constellation, and the extent to which an AI must work 
transparently and comprehensibly. 
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of Fields of Innovation in the Product 
Environment Via Text Mining 
and Semantic Networks 

Michael Riesener, Maximilian Kuhn, Hendrik Lauf, and Günther Schuh 

Abstract The innovation process of manufacturing companies is characterized by 
uncertainty caused by various external influences. Today, companies are not able to 
handle the amount of data available for the identification of changes within their prod-
ucts’ environment although, this data can give valuable indications for the urgency or 
possibility to innovate their products. Approaches from environmental scanning, text 
mining and semantic networks have the potential to address individual aspects of that 
problem separately but there is no method for monitoring the environment holisti-
cally. The presented framework closes this gap by combining methods from the three 
areas that complement each other for the identification of potential fields of innova-
tion for existing products. The aim of this paper is to enable companies to process 
text data from external data sources automatically and therefore generate insights 
for the detection of potential fields of innovation within the environment of their 
products. For this purpose, the product is described as a semantic network. Further, 
relevant external influences, i.e. customers and competing companies or respective 
external data sources for their description are identified. A text mining approach 
extracts the topics covered by these data sources and expands the product specific 
semantic network by linking them based on their co-occurrence with each other and 
the product description. Finally, the potential fields of innovation are identified and 
evaluated in terms of external relevance and the company’s competence. 

Keywords Innovation management · Innovation mining · Text mining · Topic 
modeling · Semantic network 

1 Motivation 

The development of innovative products is the core business activity of manufac-
turing companies. However, the transformation from a traditional seller’s market to

M. Riesener · M. Kuhn · H. Lauf (B) · G. Schuh 
Laboratory for Machine Tools and Production Engineering (WZL), RWTH Aachen University, 
Campus-Boulevard 30, 52074 Aachen, Germany 
e-mail: H.Lauf@wzl.rwth-aachen.de 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
C.-Y. Huang et al. (eds.), Intelligent and Transformative Production in Pandemic 
Times, Lecture Notes in Production Engineering, 
https://doi.org/10.1007/978-3-031-18641-7_68 

737

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18641-7_68&domain=pdf
mailto:H.Lauf@wzl.rwth-aachen.de
https://doi.org/10.1007/978-3-031-18641-7_68


738 M. Riesener et al.

a buyer’s market requires to take various external influences such as society, envi-
ronment, market or customers into account [1]. Product development results can be 
improved, for example, by a high customer involvement [2]. The consideration of 
these influences are crucial as an innovation is not limited to the degree of novelty; 
instead, an innovation is an invention that becomes commercially successful. With 
regard to the degree of innovation, a distinction can be made between incremental 
innovations and radical or disruptive innovations [3]. 

In terms of product innovation, companies rate “sensing new technologies and 
trends” as a key success factor. At the same time, this point is also seen as a key 
obstacle [4]. Therefore, the detection and interpretation of indicators in their envi-
ronment for the urgency or possibility to innovate their products causes uncertainty 
among companies [5]. Information acquisition and analysis is a possible option to 
reduce this uncertainty as 80% of all innovations are a recombination of existing 
knowledge [6]. 

Furthermore, 80% of all data available in business context is text data [7]. However, 
the analysis, evaluation and interpretation of this text data are associated with a high 
personnel effort [8]. Especially small and medium-sized enterprises cannot make use 
of analyses and reports due to a lack of personnel capacity [9]. Neglecting information 
risks missing trends or technical advancements [8]. A solution for the reduction of 
required effort is the application of text mining, but only 10% of companies use data 
mining and big data to systematically monitor their own business and the competition. 
One reason for this is that sufficient tools for the environment analysis are currently 
not available [10], although some use cases in that field demonstrate the potential of 
data and text mining techniques for product development [11]. 

In addition, successful innovations require more than information gathering and 
analysis. They are often derived from analogies, where patterns from known fields are 
transferred to new fields [12]. Therefore, the identification of innovation opportunities 
requires creativity and the ability to think in networked systems [1]. Hence, the 
product as well as product environment must be modeled accordingly in order to be 
able to depict interrelationships. Semantic networks map information in a way that 
is easily accessible to both humans and machines [13]. 

The following framework addresses this topic by presenting a procedure model 
that defines the consecutive steps, which are required for the implementation of the 
identification of potential fields of innovation by the aid of text mining and semantic 
networks in the product environment. 

2 Relevant Terminology, Techniques and State of the Art 

Based on the described motivation, there are three main challenges that have to 
be addressed in this context. External influences on product development have to 
be identified and allocated with corresponding data sources for the gathering of 
information about the product environment. The text data within these data sources 
has to be processed automatically to make the method applicable for a company
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independent from its size and capacity. For the identification of potential innovations 
within the environment of the respective product, the information contained in the 
data sources have to be linked to that product. Therefore, three main research areas are 
relevant for the solution of these challenges: environmental scanning, text mining and 
semantic networks, whose terminology and techniques are presented and critically 
reflected below. 

2.1 Environmental Scanning 

Environmental scanning, according to Albright, is a method of including informa-
tion about external influences, such as emerging issues or trends that may affect the 
company’s future, into internal decision-making processes and corporate direction 
[14]. Horizon Scanning is a subset of environmental scanning and is particularly 
focused on the future [15] as it enables the “systematic search for incipient trends, 
opportunities and constraints that might affect the probability of achieving manage-
ment goals and objectives” [16]. In particular, attention is paid to the identification 
of so-called weak signals in order to reduce uncertainty [5] and to identify emerging 
issues at an early stage [17]. The term weak signal can be understood as “premature 
and imperfect information […] which indicate the incoming of discrete shocks or new 
developments in powerful trends” [18]. However, due to the large amount of data, the 
environmental scanning and search for weak signals fail mainly because of the high 
manual effort as well as the subjectivity of the procedure [8, 14, 19]. Ernstsen et al. 
transferred the approach of horizon scanning onto the innovation process and defined 
how the technique may be used for the identification and monitoring of technolo-
gies for the disruptive innovation [20]. The environmental scanning demonstrates 
the potential of a holistic differentiated observation of external influences, especially 
for product development, although the presented approaches are not automated yet. 

2.2 Text Mining 

In general, data mining is a method of identifying generally valid, non-trivial, new, 
useful, understandable patterns as knowledge from data [21]. Text mining is a special 
form of data mining and differs in the underlying database, which has to be text 
data [22]. Text data is unstructured data consisting of strings or words [23]. For 
the effective application of a text mining method, the application of a suitable data 
preprocessing is necessary, which derives structured data for the application of clas-
sical data mining applications from the naturally occurring unstructured raw data 
by means of a series of selective methods [24]. One use case for the application of 
text mining is the extraction of topics from the available documents (topic modeling) 
by a generative probability model that interprets topics as probability distributions 
over the occurring words [25]. One method that can be used for probability-based
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topic modeling is Latent Dirichlet Allocation (LDA) developed by Blei et al. [26]. 
As an exemplary application of text mining in this field, Yoon and Griol-Barres et al. 
identify relevant trends by analyzing the occurrence of keywords in documents and 
categorize them as the previously mentioned weak signals [19, 27]. Kölbl et al. iden-
tify new trends for product development by analyzing large amounts of text data 
by the aid of LDA [8]. These approaches show that text mining has the potential to 
enhance the databased product development, but up to this point, their use is limited 
to specific data sources or text types. They also do not interconnect trends with each 
other and show their relationships nor do they show the trends’ impact on an existing 
product. 

2.3 Semantic Networks 

The term “semantic network” originates from the linguist Quillian [28]. Semantic 
networks play a central role in knowledge representation [29], because the stored 
information is not only readable for humans but also machines [13]. A semantic 
network is a “graph structure for representing knowledge in patterns of intercon-
nected nodes and arcs” [30]. According to Brachman as well as Giarratano and 
Riley, knowledge can only be stored and retrieved in the semantic network by 
connecting the nodes and thus the contained terms [31, 32]. There is no uniform 
structure of semantic networks [33]; instead, they are designed according to the 
application. Ahmed et al. present an approach for the development of a semantic 
network for the engineering design discipline for either knowledge management 
or the representation of a common design language [34]. Shi et al. introduce a 
semantic network that serves as a common information source for various design and 
engineering purposes across different companies by analyzing data via text mining 
[35]. Although, semantic networks have the potential of enhancing the informa-
tion retrieval, their use in product development is limited. Especially, the derivation 
of product-specific semantic networks for modeling the external influences on the 
product is not addressed yet. 

3 Framework 

As shown in the previous review of the existing approaches, environmental scanning, 
text mining or semantic network methods have the potential to solve parts of the 
depicted issue individually. However, there is no integrated method, which addresses 
this issue holistically. Therefore, the key research question for the this paper can be 
derived as follows: 

How can relevant innovation potentials in the product environment be identified with the 
help of a product-specific semantic network and the application of text mining?
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Fig. 1 Overview of the framework for the contextual identification of fields of innovation via text 
mining and semantic networks 

Based on these core challenges, a five-step framework was developed to enable 
the product-specific identification of potential fields of innovation. This framework 
is shown in Fig. 1. 

The first step is the description of an analyzed product in form of a semantic 
network that models all relevant product aspects and their interrelationships. For 
the data retrieval, the external influences on the product development that should be 
considered during the analysis with corresponding data sources have to be identified. 
Afterwards, the text data contained in the data sources must be analyzed automat-
ically using a topic modeling approach. The identified topics are transferred into 
a semantic network for describing the product environment, which complements 
the initial semantic network for the product description. Finally, potential fields of 
innovation are identified within the network. 

These five steps of the presented framework are described in detail below. 

3.1 Semantic Description of a Product 

The first step for the identification of product-specific fields of innovation is the 
qualitative description of product aspects that are relevant for the incremental inno-
vation. Therefore, product aspects that a company actively designs during product 
development to address external influences or to advance the product are considered 
in this context. Such aspects may be the product’s functions, features or physical 
components. 

After the relevant product aspects are identified, they must be described semanti-
cally by means of thematically oriented nodes and the modeling of the dependence 
of these nodes by appropriate edges. Each node represents for example a specific 
function, feature or component of the product.
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For modeling the product according to the above specifications, a company has 
three types of internal and external information sources at its disposal, which are 
addressed using different approaches. The implicit knowledge about the product that 
employees of the company possess must be transferred into a semantic structure. 
Other information sources are unstructured and semi-structured internal company 
data. In particular, semi-structured data (such as parts lists, folder directories or 
configurators) offer the advantage that the relations necessary for the modeling of 
the semantic network are already implicitly contained in the data. Additional infor-
mation for the construction of the semantic network are stored in company-external 
structured data sources such as WikiData or WordNet, from which the nodes and 
edges relevant for the description of a specific product can be extracted. 

3.2 Identification of External Influences and Need 
for Information 

In the product’s environment, continuous changes or signals occur from which the 
necessity or possibility for innovation of the product arises. Companies have to detect 
and interpret these signals in order to derive the right conclusions for the design of 
the product’s aspects. For this purpose a company has to consider various external 
influences (e.g. society, environment, culture, customer, market, resources) [1] to  
innovate its product accordingly. Hence, the second step of this framework has to 
be the identification of the various external influence dimensions within the product 
environment that should be taken into account. 

For deriving fields of innovation from the analysis of these external influence 
dimensions, external data sources are assigned to each influence dimension. For 
example, social networks can be used for analyzing the customer or scientific publi-
cations for science. With regard to the subsequent procedure, only data sources for 
text data should be considered because the following steps will apply an automated 
text mining approach for the data analysis. 

3.3 Topic Modeling 

For the analysis of the external dimensions of influence, large amounts of data have to 
be processed and interpreted. A manual analysis of the data is not practicable due the 
high manual effort. For this reason, the framework applies a text mining procedure 
for the automated analysis of the data.
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For this purpose, a corresponding preprocessing of the data has to be conceptu-
alized, which is mainly responsible for the transformation of text data from human-
readable to machine-readable data. The targeted data format in this context is a bag-
of-words. Typical data preprocessing steps are normalization, tokenization, n-gram 
identification, stop word elimination and noise removal [36]. 

After the data has been prepared accordingly, it can be evaluated with the text 
mining algorithm. For this application, a topic modeling method is implemented 
for the extraction of those topics that are addressed by the respective documents in 
particular. A suitable method for this use case is Latent Dirichlet Allocation (LDA), 
which was developed by Blei et al. [26], a generative probability model that allocates 
each document with the topics that it covers most probably. 

3.4 Semantic Modeling 

Subsequently, the recorded information must be condensed and linked to the product 
to model the product environment on the one hand and the influence of the envi-
ronment on the product on the other. For this purpose, the topics of the analyzed 
documents are linked with the semantic network of the product. 

According to Reichenberger, the principle of object identity applies to semantic 
networks. According to this principle objects should only occur once within the 
semantic network and all information about this object is bundled at the respective 
position [13]. However, the objects of the network presented here are determined 
empirically and independently. For this reason, the objects of the semantic network 
have to be checked with respect to their similarity in content. Thus, all objects can 
be checked in pairs regarding their semantic similarity by using a neutral database 
(e.g. WordNet) [37]. 

Subsequently, the semantic network links the topics to each other as well as to 
the initially defined network for the product description on the base of their co-
occurrence, i.e. their common occurrence in all documents, to form a semantic 
network. In addition, the respective topics can be evaluated according to their occur-
rence in the respective dimensions of influence that were identified previously in the 
product environment. In this way, the resulting semantic network allows a differen-
tiated view on topics that have an impact on product development through different 
dimensions of influence. 

3.5 Derivation of Potential Fields of Innovation 

Finally, the methodology has to enable the use of the semantic network for the 
derivation of suitable fields of innovation of the product. For this purpose, the topics 
contained in the network must first be grouped into fields of innovation. An innovation 
field contains a subset of the collected semantic network and comprises several terms
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or topics of the product environment. It is assumed that topics that are frequently 
mentioned together are interdependent. The interdependency of topics hints at their 
interrelatedness, therefore a clustering algorithm groups them in a common field of 
innovation. 

In order to enable a targeted selection of fields of innovation by the company, 
they must finally be evaluated. The two suitable dimensions for evaluation are the 
external relevance of the field of innovation and the company’s competence to carry 
out innovation projects addressing that specific field. The external relevance can be 
evaluated by using the potential for differentiation, expected long-term stability and 
strategic importance. The evaluation of competence must take into account the skills 
of the available employees, the available resources and, if applicable, previous expe-
rience in the field. In addition, the emergence of the topics in the external influence 
dimensions can be used as a decision support in order to incorporate specific external 
influences into the product innovation. Thereby, companies are enabled to address 
specific external influence dimensions such as customers or competition to innovate 
their product accordingly. 

4 Conclusion 

The effect of external influences on product development requires that companies 
observe the environment of their products holistically in order to identify necessary 
as well as promising possibilities for innovating the product. In particular, methods 
from the fields of environmental scanning, text mining and semantic networks offer 
the possibility to systematically evaluate even large amounts of data and to make them 
interpretable. However, current methods do not take advantage of this potential yet. 
The presented framework closes this gap by combining methods from the three areas 
and complementing each other to enable the identification of potential fields of inno-
vation for existing products. The framework is a procedural model that presents five 
key steps necessary for the combined application of the methodology. Future research 
has to elaborate which specific influence dimensions from the product environment 
have to be taken into account for the identification of innovations. Further, the use 
of text mining can be improved by the development and application of topic models 
that specifically identify new topics that were not covered by previous documents to 
improve the indication quality. 
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A Collaborative and Interactive Surface 
Concept for Early Stages of New Product 
Development—A Multi-stage Expert 
Study 

Verena Lisa Kaschub, Reto Wechner, Katharina Dieterich, Ralf Lossack, 
and Matthias Bues 

Abstract To come up with new ideas and innovations, product developers are faced 
with the challenge of finding a suitable way through a jungle of tools and methods, 
e.g., creativity tools, CAD software and project management applications. The goal 
of this paper is to develop a user interface concept for a supportive tool that inte-
grates a variety of tools on an interactive surface to enable horizontal collaboration 
and interaction during creativity sessions in product development. Therefore, the 
user interface should not just support collaboration but also incorporate guidance to 
support product developers to find a suitable path through this jungle of tools and 
methods. To elicit requirements for such a supportive tool, an explorative multi-stage 
study design was chosen. In the first part expert workshops were conducted to create 
a design space. This space was further explored in a second phase, to derive relevant 
requirements. In the last phase, first visions of the supportive tool and possible design 
ideas were developed. The results of this study form a foundation to build a supportive 
tool for product developers that could pave the way to a new form of digital collab-
oration, provides a more holistic understanding of the development process and its 
activities and furthermore enhances the acceptance of creativity methods.
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Keywords Interactive surface concept · Creativity methods · Supportive tool ·
Tool integration · Product development 

1 Introduction 

To come up with new ideas and innovations, product developers are faced with the 
challenge of finding a suitable way through a jungle of tools and methods, e.g., 
creativity tools, CAD software and project management applications. Every tool is 
developed to support them during ideation and collaboration, but it only covers a part 
of the process. Therefore, product developers are faced with dealing with multiple 
tools simultaneously. The usable space for software tools on common work environ-
ments is usually limited by displays and projections on personal desks or walls in 
conference rooms. This leads to application switching and/or splitting up the already 
limited screen space. Furthermore, due to the vertical arrangement of these screen 
spaces and limited interaction usually performed by one presenter, collaboration 
takes place in a hierarchical manner and impacts the interaction of a team [1]. 

Moreover, during the early stages of product development product developers have 
a variety of different methods at their disposal and new methods are continuously 
being developed and established [2]. This leads to a “method jungle” in which it is 
difficult for product developers to find the most suitable way to solve a problem [3]. 
Despite the added value of methods in product development (structuring process, 
enabling creativity, process documentation, preventing errors) [4–6], studies show 
that only low usage is observed in the development process [3, 7]. Reasons for low 
usage include limited experience and lack of knowledge of the individual methods. 
Therefore, it is essential to not only provide a suitable interface and surface solution 
to enable mutual interactive space to collaborate on but also to incorporate guidance 
to support product developers in this jungle of methods and tools to find a suitable 
path. 

To dissolve these restrictions, an interactive surface that enables horizontal collab-
oration and interaction during creativity sessions in product development, integrating 
a variety of tools (e.g., whiteboard, CAD) to collaborate with simultaneously, is 
proposed. In this paper requirements are elicited to visualize a supportive tool and 
present a first concept of how product developers could use and interact with such a 
supportive tool. 

In the first part of the paper, the method with the explorative study design is 
illustrated that spans up a design space and visualizes first ideas for a concept of 
the supportive tool. In the second part of the paper the results of these studies are 
presented. The paper concludes with a discussion of the results and proposes future 
research.
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2 Method  

2.1 Stage 1: Span Design Space 

To elicit requirements for a supportive tool, a multi-stage explorative study design 
was chosen. In the first part of the study, digital expert workshops were used to 
specify a design space. This space is defined by a variety of dimensions, for example 
size, color or tactile quality of a product. Dimensions can also be more complex, such 
as interaction and connectivity. These dimensions span the design space to provide 
a framework for further exploration (see Fig. 1) [8]. 

stage 1 - span design space 

stage 2 - explore design space 

stage 3 - visualize design ideas 

• two workshops (n=10), in Mentimeter 
• span up space and mark first dimensions 

• two workshops (n=6), in Mentimeter 
• explore design space and pin down requirements 

• two workshops (n=6), in Mural 
• visualize ideas as first visions based on requirements and 

design dimensions from stages 1 and 2 

Fig. 1 Study design of the three stages of expert workshops 

During the first stage of the study, two digital expert workshops were conducted 
(approximate duration of 60 min) using the digital interactive presentation tool 
Mentimeter (due to Corona restrictions only digital format was possible) [9]. To 
evaluate the format of the workshop, a pilot study was executed and the order as well 
as the formulation of the questions was changed to derive a better comprehensibility. 
Afterwards two workshops with in total ten experts (3 female, 7 male) with a mean 
age of 41.51 years (SD = 10.52) were held. The area of expertise varied from mechan-
ical engineering, innovation management to computer science. All participants had 
a master’s degree, three of them a PhD and one was a professor. 

During the workshops the experts had the opportunity to state their visions 
and ideas and to discuss them in direct exchange within the group. The questions 
addressed different dimensions of the design space: the UI and its communicational 
aspects, the functionality of a supportive tool; the physical basis/hardware and the 
interoperability to other tools. 

Afterwards two researchers analyzed the results separately and condensed them 
to the main dimensions (hardware and communication/UI). Then, the analyses were 
compared and discussed to generate a devised vision of the design space dimensions.
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2.2 Stage 2: Explore Design Space 

In the second phase of the study, this design space and its dimensions were explored 
further to elicit specific requirements for the different dimensions. The aim was 
not only to derive relevant requirements but furthermore form a grasp of a first 
vision for a supportive tool concept. In total two short workshops were executed 
(duration of approximately 20 min) to ensure that participants did not get bored 
and exhausted by answering questions in a digital setting (this feedback was given 
during the first sessions). These workshops also took place digitally with Mentimeter. 
Six participants took part in the workshops (5 male, 1 female) with a mean age of 
38.83 years (SD = 12.78). The areas of expertise were computer science and UI/UX 
with one expert holding a PhD and one being Professor. 

To get the participants familiar with the topic and make it easier to empathize 
with the needs of a possible end-user, a fictional persona was used. This persona 
was called Charlotte, a product developer that tried to find a solution with her team 
members on what the interior of a future car should look like. To challenge the 
participants and set them free from boundaries of today’s technology, the problem 
setting of Charlotte took place in 2030. The short introduction with the storyline was 
finished with a picture of Charlotte and her team members ‘standing in front of a 
method-jungle’ and not being able to find the best way to solve the problem. The 
question that introduced the active part of the workshops was how a future supportive 
tabletop tool (tabletop hardware was chosen due to results from first stage) can assist 
Charlotte and her team members. During the second session the participants were 
reminded by the persona to not lose context. Then the active part of the workshops 
began. 

In total 18 questions were asked during the workshop (11 in the first session, 
7 in the second session). The questions were directed towards interoperability and 
integration of tools, UI design and integration of procedural process guidance with 
methods. Closed-ended question were applied to pin down requirements (e.g., how 
many participants should work in a creativity session when using the tabletop?). 
Moreover, to ensure an exchange between experts and provide the option to elaborate 
on ideas, open-ended questions were chosen when the requirement was still too vague 
as well as to get a broader view on the given ideas. An example of an open-ended 
question was what kind of information should be presented to users at the startup of 
the tool. After the two workshop sessions had been held, two researchers analyzed 
the results and set up a mind map that structured the design space with its dimensions 
and implementation ideas. 

2.3 Stage 3: Visualizing Design Ideas 

The third and last phase of the multi-stage expert study was focused on forming a 
first visions of a supportive tool and visualize possible design ideas. The aim was to
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develop initial visions further and derive a concept, based on the design dimensions 
and their requirements. The first two stages were conducted in Mentimeter due its 
structured presentation capabilities. For stage three, more degrees of freedom were 
needed to design options for a concept and not be held back by the limits of a 
tool like Mentimeter, therefore the online whiteboard-tool MURAL was used [10]. 
This made it possible to address specific questions about requirements as well as 
to collaboratively prototype concept ideas on a shared canvas. The questions in the 
workshop referred to specific dimensions of the design space (e.g., which tools should 
interact with each other). Also, during the third stage, the workshop was divided into 
two sessions (approximately 30 min) to keep up the attention of the participants. 

During the first workshop session the participants from stage two were introduced 
to the results by presenting the mind map which was derived from the results of the 
first two stages. Afterwards, two design constructs were explained that could aid a 
future concept idea. The concept of nudging and the concept of gamification [11, 12] 
were introduced via short video clips, explaining the construct as well as showing 
examples of their implementation. The participants were asked to think about a 
possible integration of these constructs, to enlarge the acceptance as well as user 
experience of the concepts. The last step of this session was an icebreaker to the tool 
MURAL. Due to the higher degree of freedom of the tool (compared to Mentimeter) 
the participants did a competition by completing small tasks in MURAL that got 
them familiar with the functionalities (e.g., drawing, pasting pictures, writing). 

The second session then solely focused on developing a vision of a tabletop 
concept. After having been equipped with all material (mind map, videos) the partic-
ipants were divided into two groups (three participants each) and began to draw 
up their vision of a concept (see Fig. 2). Two researchers accompanied the session, 
guided if needed and supported the group with the functionalities of the tool MURAL. 

To analyze the last stage, the new requirements (derived from the prototyped 
concepts) were added to the mind map. The specifications of the different stages 
were then evaluated and discussed to draw up a synergized and concise vision of a

Fig. 2 Left: a digital visualized concept of third stage workshop; right: first synergized prototype 
of supportive tool 
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supportive tool within the design space and its dimensions. This synergized vision 
was prototyped in a first tabletop concept (see Fig. 2). 

3 Results 

3.1 Stage 1: Design Space Dimensions 

The first stage of the study focused on setting up the dimensions of the design space. 
During the workshops four main dimensions were identified (Hardware, Automation, 
Interaction and Functionalities). One on these main dimensions was the physical 
appearance and its hardware. The results suggested digital as well as analog ideas. 
The tool was visualized as a kind of analog ‘method cupboard’ equipped with all 
material (e.g., sticky notes, play dough…) needed to achieve a successful creativity 
session as well as an expert guiding these sessions. The same vision was also present 
when the digital format was construed. Here the focus was on the adaptiveness of 
a digital avatar that accompanies and supports the process which could be directed 
towards an AI. The hardware base of a digital supportive tool should not only focus on 
one end-device but should be accessible via multiple devices, to cover collaborative 
settings but also decentralized collaboration. The tool was preferably viewed via a 
web/smartphone-application for quick access and enabling users to engage from a 
distance and on a tabletop hardware for collaborative settings (tabletop that goes 
‘beyond the typical tablet setting’). 

To be able to interact with the hardware, the dimension ‘interaction’ was elabo-
rated on. The interaction between the tool and the users should be multi-channeled 
(auditive, visual and haptic). Auditive and visual elements can be combined to visu-
ally support a dialog. Visual elements can be as minimal as icons and transform 
towards complex graphics and holograms. To receive feedback or enter information 
to the tool, haptic elements can be applied (ultrasound and touch). A given example 
for a possible interaction was the quiz game jeopardy with IBM Watson. To be able 
to communicate on a very specific level (with users that are directly involved in the 
development) and on a more generic level (e.g., status meeting with management) 
different levels of representation and communication should be provided by the tool. 

The third dimension illustrated the functionalities of the tool. These functional-
ities were discussed via the output options of the tool. These options were directed 
towards supporting product developers with creativity, collaboration methods and 
content-related issues. The given output should be adaptive and match, for example, 
team members with suitable experts or find the most fitting creativity method to 
the situation and suggest matching tools. The content-related output is focused 
on providing solution patterns and associative background information with best-
practice solutions. This output should be unobtrusive and just be presented when 
required compared to the methodological support which should guide product devel-
opers more actively through the process. To provide output, the aspect data was added
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to the functionality dimension. The data should hold information on who is involved 
and the associated user profiles as well as constraints (e.g., goals, time limits). To 
be able to actively support creativity methods an overview of available methods 
and their descriptions should be integrated. Product data and ontologies can aid to 
provide content-related support. The needed data should be acquired manually as 
well as automated. To acquire data, interfaces to other tools are essential. Important 
tools that were mentioned can be categorized as project management tools or design 
and creativity tools. 

3.2 Stage 2: Dimensions and Requirements 

The second stage elaborated on the dimensions of stage two and gave design sugges-
tions. Moreover, the dimensions were further marked down and transformed to the 
three main dimensions: ‘general design’, ‘tools’ and ‘methods’ (which were broken 
down and clustered). The ‘general design’ dimension was clustered into user inter-
face design, spatial dimension and general implications. The interface should be 
structured and minimalistic to be unobtrusive (e.g., more graphical than textual infor-
mation). An overview of the process (e.g., progress bar, milestones) and goals should 
be illustrated. To ease the interaction, tangibles should be integrated such as clay, 
play dough or sticky notes. 

To prevent the interaction and collaboration of the future tabletop concept 
exceeding its capabilities, experts decided that not more than five persons should 
collaborate on a tabletop (but at least two persons). During a creativity session a 
mixture of, only the moderator being able to interact and the whole team can interact 
with the tabletop, should be implemented to further structure the sessions. These 
functions should be communicated clearly at the beginning of a session/or during 
first usage to prevent false expectations. The interface should be structured into a 
common area which is centered and individual areas that are close to the users. These 
areas can either function within the tool (e.g., stylus, touch or keyboard and mouse 
on the tabletop) or be integrated in external hardware (e.g., laptop or tablet). 

The second dimension ‘tools’ is clustered in three areas. The first being the func-
tionalities. Project management tools should be integrated with support on collabora-
tion setups (choosing suitable team members/experts) and structure the collaboration 
with tools on task management. The area of implementation describes that the func-
tionalities of the tool (e.g., creating digital sticky notes or scribbles) should either 
be implemented within the tool itself or integrate already established software solu-
tions. The cluster of interoperability states that the described functionalities should 
be interoperable with each other and enable the integration of external data. 

Due to the relevance of methods in a creativity process, it became a separate 
dimension. Here the focus was put on explanation of the methods and in which 
structure they should be provided (as a whole in the beginning and then step by step 
when needed). The explanation should be executed over different channels (audio 
and visual) and should be oriented on current needs (to not overwhelm users with
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input). To be able to comprehend the decision of which method is provided by the 
supportive tool, advantages and disadvantages of the method should be presented as 
well as the goal of the method. 

Hence, creativity methods should be selected by the supportive tool and then be 
provided to product developers, data for a possible automated selection was suggested 
within the method dimension. The tool should learn from previous sessions and 
user behavior to conduct a fitting strategy of method selection for future sessions. 
Therefore, the tool needs to be equipped with functionalities that are able to ‘listen 
and watch’ the process. Not only the user behavior should be taken into account, 
but furthermore data from the project itself (such as deadlines and time limitations) 
can guide the method selection. Lastly, the method dimension should focus on the 
documentation of content that emerges from working with the methods. This should 
be accessible within the tool but also from external sources (if permitted). 

3.3 Stage 3: Digital Tabletop Concepts and Requirements 

The last stage integrated previous requirements and their dimensions into two 
possible concept ideas of tabletops. These concepts went a step further and illus-
trated details and other important design elements which were not yet listed. As an 
example, one concept is shown in Fig. 2. In the following sections, requirements of 
both concepts are presented. 

When actively analyzing the actual process of the supportive tool, the design issue 
of switching between workspaces e.g., project-management, designing and creativity 
environments became prominent. A workspace switcher was therefore integrated that 
enabled the shift between workspaces. Digital as well as analogous elements were 
mentioned such as an ‘app-viewer’ and a buzzer. 

Furthermore, the separation between personal spaces and common areas was 
drawn up in more detail. In order to be able to keep the personal space truly ‘personal’, 
the visibility should only be available via AR for the person using it, but should 
integrate the option to enable team-view. This personal space should contain tools 
and functionalities that are chosen based on users’ current needs (e.g., to-do list vs. 
scribble space). The personal and common space should also differ in the permissions 
of interactions e.g., users can access content of other personal spaces if their owner 
allows it. When talking about the common area, an important aspect seems to be to 
have the ability to connect related fragments of different tools (e.g., 2D CAD element 
with 3D CAD view and connected notes/sticky notes). This can be realized with a 
connecting line or a color coordination. 

Another dimension that was further specified was the integration of non-digital 
elements such as sticky notes or play dough. Here a scanner located above the 
tabletop concept should be integrated to document these elements to save different 
development states and be able to share these elements during decentralized 
collaboration.
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When integrating tools, it is important to show an overview on the current ‘status’ 
such as unfinished and future steps (e.g., with creativity methods). Not only the 
overview is relevant, but also the permission of elements within tools. Not every 
information should be accessible for every session/person. 

All these design requirements that were mentioned during the workshop put addi-
tional emphasis on the unobtrusive configuration of a concept. Design ideas to apply 
this reserved view was to enable different degrees of support regarding the experi-
ence and skill level of the user as well as the option to only trigger additional support 
when asked for. 

A first vision of the concept is visualized in Fig. 2 (right figure). It integrates CAD 
tools with common desktop applications (e.g., to-do list and creativity tools/methods) 
in a collaborative tabletop environment. This was implemented by using the VD1 
desktop environment [13]. 

4 Discussion, Future Research and Conclusion 

The goal of this paper was to develop a user interface concept that integrates a variety 
of tools on an interactive surface to enable horizontal collaboration and interaction 
during creativity sessions in new product development. The multi-stage expert study 
provided a first vision of a tabletop concept. Furthermore, it elicited requirements 
that not only determine a design space but provide inspiration for future research. 
The different dimensions (e.g., design, method, tool, hardware…) and the asso-
ciated design ideas and requirements should be elaborated on. Design ideas and 
requirements like the distinction of private and common areas and the app switcher 
functionality could be implemented by extending the VD1 desktop environment. To 
fulfill the requirement of scanning sticky notes and other haptic/non digital elements 
already existing applications (e.g., Post-it® App, sticky notes capturing by Miro, 
Trnio App, Qlone App…) could be evaluated and potentially integrated into the 
tool. Furthermore, some kind of digital assistant should be implemented to guide 
product developers in their creativity process (e.g., method selection, method expla-
nation…). These requirements form the foundation to build a supportive tool for 
product developers that tackle different shortcomings of conventional settings (e.g., 
team interaction…). The supportive tool could provide a more holistic understanding 
of the development process and its activities by integrating a variety of tools as well 
as providing guidance through the “method jungle”. This could pave the way to a new 
form of digital collaboration and furthermore enhance the acceptance of creativity 
methods. 

Due to the setting of the study the results must be viewed with their limitations. 
The applied tools to execute the workshop restricted the experts in their degree of 
freedom due to their inexperience. It might be that different concepts would have 
been developed/evolved if participants had the opportunity to use material that they 
are familiar with (e.g., paper-prototyping).
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Future research should integrate users/product developers directly into the work-
shops to be able to evaluate the dimensions and requirements with them and identify 
the most suitable solution. The ideas and requirements can only be fully understood 
when users can test them in real life settings. The functionalities of the 3D integration 
(see Sect. 3.3) might feel different when experienced (evaluation via UX/Usability 
scales). Although this integration in VD1 is possible, future research should focus 
on the challenges integrating interactive functionalities into existing closed source 
3D software (e.g., Siemens NX). Therefore, future research should incorporate these 
aspects and further prototype first solutions such as visualized in Fig. 2. In conclusion 
it can be said that this study proposed a first vision of supportive tools that enables 
future research to elaborate and evaluate on. 

References 

1. Al-Megren, S., Kharrufa, A., Hook, J., Holden, A., Sutton, S., Olivier, P.: Comparing fatigue 
when using large horizontal and vertical multi-touch interaction displays. In: Lecture Notes 
in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture 
Notes in Bioinformatics), pp. 156–164. Springer Verlag (2015) 

2. Becerril, L., Guertler, M., Longa, E.: Developing design methods—a conceptual requirement 
framework. Proc. Des. Soc. Int. Conf. Eng. Des. 1, 1463–1472 (2019). https://doi.org/10.1017/ 
dsi.2019.152 

3. Reiß, N.: Ansätze zur Steigerung der Methodenakzeptanz in agilen Prozessen der PGE— 
Produktgenerationsentwicklung (2018) 

4. Lindemann, U.: Methodische Entwicklung technischer Produkte. Springer, Berlin Heidelberg 
(2009) 

5. Pahl, G.: Psychologische und pädagogische Fragen beim methodischen Konstruieren: Ergeb-
nisse des Ladenburger Diskurses von Mai 1992 bis Oktober 1993. Verlag TÜV Rheinland 
(1994) 

6. Ehrlenspiel, K., Meerkamm, H.: Integrierte Produktentwicklung. In: Integrierte Produkten-
twicklung, pp. I–XXV. Carl Hanser Verlag GmbH & Co. KG (2013) 

7. Yeh, T.-M., Pai, F.-Y., Yang, C.-C.: Performance improvement in new product development 
with effective tools and techniques adoption for high-tech industries. Qual. Quant. 44, 131 
(2010) 

8. Flemisch, F., Semling, C., Heesen, M., Meier, S., Baltzer, M., Krasni, A., Schieben, A.: Towards 
a balanced human systems integration beyond time and space: exploroscopes for a structured 
exploration of human-machine design spaces (2013) 

9. Mentimeter. https://www.mentimeter.com/ (2021) 
10. MURAL. https://www.mural.co/ (2021) 
11. Thaler, R., Sunstein, C.: Nudge: Improving Decisions About Health, Wealth, and Happiness 

(2009) 
12. Sailer, M., Hense, J., Mandl, J., Klevers, M.: Psychological perspectives on motivation through 

gamification. Interact. Des. Archit. J. 28–37 (2014) 
13. Bues, M., Wingert, B., Riedel, O.: VD1: a technical approach to a hybrid 2D and 3D desktop 

environment. 2018 IEEE 11th Workshop on Software Engineering and Architectures for 
Real-Time Interactive System SEARIS (2018). https://doi.org/10.1109/SEARIS44442.2018. 
9180231

https://doi.org/10.1017/dsi.2019.152
https://doi.org/10.1017/dsi.2019.152
https://www.mentimeter.com/
https://www.mural.co/
https://doi.org/10.1109/SEARIS44442.2018.9180231
https://doi.org/10.1109/SEARIS44442.2018.9180231


Interorganizational New Product 
Development: A Future Vision of Project 
Team Support on an Organizational, 
Relational, and Content-Related 
Collaboration Level 

Katharina Dieterich, Verena Lisa Kaschub, and Peter Ohlhausen 

Abstract Because of a high product and technology complexity, companies involve 
external partners in their research and development (R&D) processes. Interorganiza-
tional projects result, which represent temporary organizations. In these projects 
heterogenous organizations work closely together. Since project work is always 
teamwork, these projects face due to their characteristic’s major challenges on an 
organizational, relational, and content-related collaboration level. Thus, this paper 
raises the following research question: “How can a project team be supported on 
an organizational, relational, and content-related level in an interorganizational new 
product development setting?” To answer this research question, an explorative expert 
study was set up with two digital workshops using the interactive presentation tool 
Mentimeter. The results show that a cooperative innovation culture could support 
project teams on an organizational and relational level in the future in minimizing 
predominant problems. Moreover, it supports project teams for example in a func-
tional communication. Furthermore, 18 values of a cooperative innovation culture 
result which are for example openness and transparency, risk and failure tolerance 
or respect. On a content-related level the results show that an adaptable tool which 
promotes creativity and collaboration method as well as content-related input support 
could be beneficial for problem-solving in an interorganizational new product devel-
opment setting in the future. Because the tool can guide product developers through 
the process with suitable creativity and collaboration methods, can give content-
related input and can enable interactive interchange on a table-top. Future research
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could mainly focus on the connection of the cooperative innovation culture and the 
tool since these potentially influence each other. 

Keywords Interorganizational new product development · Project team support ·
Collaboration levels 

1 Introduction 

Because of a high product and technology complexity, companies involve external 
partners in their research and development [1, 2]. For solving complex problems 
firms seem to prefer nonequity partnerships with organizations which contribute 
complementary knowledge [3]. Nonequity partnerships are contractual agreements 
without equity ownerships and thus have high opportunism risks [3, 4]. An interorga-
nizational, temporary organization results in which heterogenous organizations work 
closely together [5, 6]. Project work is always teamwork [7]. Hence, project teams 
face due to the projects’ characteristics major challenges in new product develop-
ment. According to teamwork takes place on the three collaboration levels ‘organi-
zation’, ‘relation’, and ‘content’ [7]. The levels ‘organization’ and ‘relation’ focus 
on working on a social system, which is here an interorganizational project. The 
organizational level comprises the project organization, the connection to the parent 
organization as well as structures, processes, and methodological guidelines [7]. To 
the relational level shaping the relationship, trust, personal communication, project 
culture as well as dealing with conflicts can be assigned. The content-related level 
focuses on working within a social system and comprises productive work, scope, 
time, requirements, decisions, concepts and cost [7]. 

In an interorganizational new product development setting, these collaboration 
levels become relevant for problem solving in teams [8]. Since there are interactions 
between these three collaboration levels [7], all three levels must be considered for 
supporting interorganizational project teams in their collaboration. Thus, this paper 
raises the following research question: “How can a project team be supported on 
an organizational, relational, and content-related level in an interorganizational new 
product development setting?”. 

The structure of the paper is as follows. Section 2 describes the method on how the 
research was conducted. Afterwards, in Sect. 3, the results are presented, following 
the collaboration levels of [7]. In Sect. 4 the results are discussed and then in Sect. 5 
a conclusion, limitations as well as implications for future research are given.
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2 Method  

To take a closer look on how project teams can be supported on an organizational, 
relational, and content-related level in an interorganizational new product develop-
ment setting, an explorative expert study was set up. A workshop design was chosen 
in order to reflect different opinions from different disciplines on this research topic. 
The goal of the workshop was to define current challenges and problems as well as 
determine possible ways of support on each collaboration level. Due to the current 
situation the expert workshops were executed digitally. The interactive presentation 
tool Mentimeter [9] was used to engage with the participants from distance. Before 
the two workshop sessions were executed a pilot-workshop was held with three 
participants to evaluate the comprehensibility of the questions as well as to account 
for the duration of the workshops. With minor changes two workshops then took 
place with a duration of approximately one hour. In total 10 experts took part in the 
study (5 experts per workshop, 7 male and 3 female), with a mean age of 41.5 years 
(SD = 10.52). The area of expertise varied from computer science and mechanical 
engineering to innovation- and project-management. All participants had a master’s 
degree, three of them a PhD and one was a professor. The participants came from 
research as well as industry and are aware of the particularities of an interorganiza-
tional new product development setting. Due to their background, they can deal with 
the settings’ complexity and bring up different perspectives on project team support. 

After signing a document on data protection and a short explanation of the tool 
Mentimeter, the experts were then introduced to the workshop topics. The workshops 
were divided into two parts. Both parts consisted of open as well as closed-ended 
questions, so participants had the choice to elaborate on their previous given answers. 
Questions were directed towards the three collaboration levels of: content-related, 
relational and organizational level [7]. 

The first part dealt with the content-related level. The questions were focused on 
a vision of a ‘tool’ that could support product developers on a content-related level 
in the future. To assure that participants got a better grasp of the vague topic, the 
part was introduced by a short framework. The questions started with construing 
a generic view of a future tool (what should be supported?) and elaborated on the 
topic on a more detailed level (e.g., how does a possible output of the tool look like? 
How intensive should the support be on different areas?). In general, the questions 
of this first part dealt with general requirements that are essential when supporting 
new product development processes on a content-related level. 

In contrast to the first part, the second part of the workshop covered the other two 
levels of the organizational and relational level [7]. The questions were focused on 
a vision of a cooperative innovation culture (see [8]), that could support interorgani-
zational project members on an organizational and relational level in the future. To 
assure that the participants were on the same level for the following questions, the 
terms innovation network, cooperative innovation culture and values were explained 
(for definitions of network, culture and values see [8]). Afterwards, four questions 
on network characteristics of interorganizational projects on firm level were asked,
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as these have an impact on the project culture development (see [8]). These ques-
tions focused on the dimensions from who elaborated a morphological-typological 
systematization framework for firm networks [10]. This framework comprises six 
dimensions [10]. However, the experts were only asked about the four dimensions 
transaction link, strategy focus, order principle and degree of formalization as the 
other two dimensions were already answered by the project characteristics (see [10]). 
The four remaining dimensions have dichotomous items which were mapped on a 
5-point-Likert-Scale. The scales were described verbally to the experts before they 
answered the questions using mostly the explanations of [10]. Only for order prin-
ciple, the explanations of were used, since he focuses on the design of the network 
organization and its business processes [11]. 

Afterwards, the focus was laid on problems that can occur when working in an 
interorganizational project and on how a cooperative innovation culture could support 
here. Then, the experts were asked about the values of a cooperative innovation 
culture. To finish the workshop and conclude and reflect on questions beforehand, 
the importance of future support on the three levels was asked. Then, the participants 
had the opportunity to rate the format of the workshop as well as give feedback for 
future improvement. 

During the workshops two researchers took notes on what was mentioned when 
discussions or questions to single points came up. After each workshop, the notes 
were compared so that the emerging results were objectified. Then, the data was 
analyzed and translated from German into English. 

3 Results 

The following results are structured according to in organizational and relational 
collaboration level and in content-related collaboration level [7]. Since the experts 
evaluated project team support on an organizational and relational collaboration level 
[mean value for each: 3.9/5] as more important than on a content-related collaboration 
level [mean value: 2.8/5] in an interorganizational new product development setting, 
these levels are presented firstly. 

3.1 Organizational and Relational Collaboration Level 

Networks on firm level in interorganizational projects seem to be interdependent 
[mean value: 3.1], rather problem-solving-oriented [mean value: 3.7], rather heter-
archical [mean value: 3.9] and have a rather low degree of formalization [mean 
value: 3.6]. In an interorganizational new product development setting different 
problems can occur. Communication problems and dysfunctional communication 
appear. Project teams use for example different terminologies, definitions or tech-
nical language. Moreover, the protection of the intellectual property is an issue and
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project members are afraid of theft of ideas. In addition, a lack of trust or missing 
trust occurs in an interorganizational new product development setting. Other prob-
lems come from hidden agendas, non-transparence, e.g., in interests, competition and 
differences in goals of the project partners. Moreover, cultural differences, different 
values and different personalities can be problematic. Furthermore, different engage-
ment and appreciation towards the project as well as hierarchies, different time hori-
zons and spatial distances can be issues. Another problem comes with the project 
size; the bigger the harder it is. In addition, money, politics and a high fluctuation 
can be problematic. Also, different time zones and languages can be other problems. 

A cooperative innovation culture can support project teams in several ways. The 
experts indicate that a cooperative innovation culture can build and enhance trust 
among the project members. They mentioned trust several times, therefore it seems 
to be important. Moreover, it supports project teams in setting mutual values, common 
customs and rules of conduct, so that project team members have a sense of belonging 
and a desire to cooperate with each other. In addition, a cooperative innovation 
culture supports project members in a mutual language and functional communica-
tion as well as in promoting team spirit and team building. Cultural differences are 
bridged, personal relationships are maintained and openness as well as respect is 
promoted. Furthermore, a cooperative innovation culture supports in conflict solving 
and sets other incentive systems than money. Moreover, it supports project members 
in freedom concerning time and resources as well as in sustainability. In addition, it 
can support project members by giving them a guideline on a methodological level 
on how to develop trust. 

Besides, the experts named different values of a cooperative innovation culture. 
They indicate trust, openness, tolerance and resilience as values. Moreover, they 
named respect, reliability, empathy, fairness, curiosity and honesty. In addition, they 
stated that an error culture, an open communication, freedom, out-of-the-box and 
trying out are further values. The experts named trust, openness and respect as well as 
an error culture more than once. Hence, these values seem to be important. Moreover, 
a mutual goal, creating value and personal development are other values they named. 
In addition, give not only take and interest toward the topics of the project partners are 
further values of a cooperative innovation culture. Furthermore, some results were 
rather describing, e.g., concerning benefits of a mutual work or concerning values 
and their creation. For example, it was stated that values are created in a project team, 
a mutual value understanding is a basis of a team, each team member should try to 
comply with those and that a resulting construct of values is dynamical. 

To sum up, on an organizational and relational level a cooperative innovation 
culture can support project teams in minimizing predominant problems. Its values 
play a major role which are for example respect, openness or tolerance.
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3.2 Content-Related Collaboration Level 

The vision of a tool that support new product development within a social system 
is elaborated on different aspects that are essential to set up a first concept vision. 
In general, a tool support for product developers should focus mainly on creativity 
and collaboration method guidance but also provide some content-related support. 
When thinking about main requirements that a tool should be equipped with, adapt-
ability is a key point. Adaptability emerges with various design components. When 
interacting with the users, the tool should be adaptable and for example focus on 
the experience level of product developers to adapt the output accordingly. Further-
more, the hardware should also be adaptable. When the team works decentralized, 
the tool should work on hardware that is accessible within these situations (smart-
phone/laptop). Compared to a collaborative in-person setting, the tool should function 
on a table-top, that enables an interactive interchange. 

The output of the tool that is then provided to product developers should focus 
on creativity and collaboration methods as well as provide content-related input to 
the users. Nevertheless, the intensity should vary within these output options. While 
content-related input should be minimal the support for creativity methods should 
take place in a more guided format. When visualizing the kind of output that a tool 
provides to product developers, different options should be allocated. The creativity 
method output could identify different solution method-paths and equip users with 
‘ready-to-use’ instructions that guide them step-by step through the methods. This 
guidance should be intuitive and easy to follow. The collaborative method support 
should interact in a similar manner. Here the guidance is focused on figuring out 
and determining suitable project partners and experts. The tool should then give 
suggestions on how to set-up the interaction and guide users through the process. 
Compared to the creativity and collaboration method support, the content-related 
support provides no guidance path, but support product developers with a direct input 
of similar ideas and patents related to the current problem discussed. Moreover, it 
shows market data on competitors and could provide legal advice. 

To sum up, on a content-related level, a tool should support with collaboration 
and creativity methods as well as in giving content-related input. Focus should lie 
on the adaptability to cater to all product developers. 

4 Discussion of the Results 

The results show mainly the importance of mutual values for interorganizational 
project team support on an organizational and relational collaboration level. This is 
also supported by who showed that values of a cooperative culture and an innova-
tion culture are the basis for a cooperative innovation culture [8]. Hence, to further 
elaborate on how a project team can be supported on an organizational and relational 
collaboration level, the underlying values of a cooperative innovation culture are
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important. Values are desirable, abstract action guidelines [12]. Some values, the 
experts named do not fit with this common definition. That’s why the mentioned 
values are mirrored against values from literature. Since there is to the best of our 
knowledge no evidence on a value basis of a cooperative innovation culture, these 
values are mirrored against values of a cooperative culture and values of an innovation 
culture. So far, there is less evidence on values of a cooperative culture. Following the 
adapted reasoned action approach for interorganizational projects (see [8]), values 
of a cooperative culture need to promote trust. Hence, trust is not a value, as the 
experts indicated here, but an intention for a cooperative behavior (see [8]). Butler 
1991 and Schön 2020 show different factors promoting interpersonal trust [13, 14]. 
These factors fit with the definition of values given above and can therefore be seen 
as values for a cooperative culture. For innovation culture, there is much evidence 
on its values. In a qualitative meta-study of 110 research articles, identified twelve 
value dimensions of an innovation culture [15]. With mirroring the values named by 
the experts (without the describing results) against these values, 18 values of a coop-
erative innovation culture result (see right column in Table 1). These values consider 
the experts view and are valid within the framework of the common definition, given 
above. Hence, for supporting project teams with a cooperative innovation culture in 
the future it is essential for the project team to comply with these 18 values. Based 
on these, the definition of the valid norms in the project team and the design of the 
operational and organizational structure can then take place (see [8]).

5 Conclusion, Limitations and Future Research 

This paper aimed at answering the following research question: “How can a project 
team be supported on an organizational, relational, and content-related level in an 
interorganizational new product development setting?” To answer this question an 
expert study was set up with two digital workshops, using the interactive presenta-
tion tool Mentimeter. The results give an overview of network characteristics on firm 
level in interorganizational projects. Moreover, the results show that in an interor-
ganizational new product development setting project team support on an organi-
zational and relational level is more important than on a content-related level. On 
an organizational and relational collaboration level the development of a coopera-
tive innovation culture supports project teams in minimizing predominant problems 
which concern for example communication, intellectual property or cultural differ-
ences. A cooperative innovation culture supports project teams for example with a 
functional communication, openness or in establishing mutual values and rules of 
conduct. Moreover, 18 values of a cooperative innovation culture result which are 
for example risk and failure tolerance, openness and transparency or respect. On a 
content-related level, the results show that a tool is necessary which supports the 
project team with creativity and collaboration methods as well as with a content-
related input in the future. The main requirement for this tool is adaptability for an 
interaction with the users, for the output as well as for the hardware.
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With these results this paper provides a future vision on project team support on 
three collaboration levels in an interorganizational new product development setting. 
However, there are a few limitations of the paper. The workshop took place digitally. 
That’s why the study had a high degree of abstraction and thus the grasp of the 
problem definition was difficult for the participants. Moreover, the workshops were 
more general oriented. Thus, no concrete use case is illustrated that can elaborate 
on the single statements. It would be interesting for future research to compare 
whether there are different statements when they are focused on a concrete use case. 
Moreover, future research should focus especially on the connection of the support 
possibilities on the three collaboration levels. Since the three collaboration levels 
influence each other, this is as well the case for the individual support possibili-
ties. Hence an interesting future research question could be: “How does a tool which 
supports product developers with creativity and collaboration methods as well as with 
content-related input influence a cooperative innovation culture in an interorganiza-
tional new product development setting?” To answer this future research question, 
there is a closer look on the concrete design of the tool on the content-related level 
necessary. Because, while there is a rather concrete vision of project team support on 
an organizational and relational level, for a concrete future vision on a content-related 
level it could be interesting for future research to examine how the tool functions 
in more detail. Besides, future research could evaluate the resulting 18 values of a 
cooperative innovation culture. 
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Using an Actual Design Method 
for the Design of Research 
Methodologies: Case of the Dichotomy 
Exploration and Exploitation in Context 
of Innovation Management 

Rob Dekkers and Qijun Zhou 

Abstract Whereas scholarly studies often elaborate on the design of the method for 
empirical data collection and analysis, surprisingly, the actual use of design prin-
ciples taken from the domain of design and engineering of products has not come 
into the picture, yet; the stance of this paper is that the use of design principles taken 
from this domain may be beneficial for making choices and detailing research design. 
The application is demonstrated through showcasing the research design process of 
a doctoral study. The topic explored in this doctoral study concerns the theoretical 
concepts of exploration and exploitation, especially focused on their implication in 
managerial practices of managing innovation. In addition, both theoretical and empir-
ical validity of view exploration and exploitation as a dichotomy was questioned; 
this was done through challenging the domain assumptions sustaining these notions. 
In order to tackle this rather complex research problem, the study adopted Pugh’s 
‘controlled convergence method’ to have a more systematic approach in setting the 
final research methods. 

Keywords Controlled convergence method · Design and engineering · Research 
methodology 

1 Introduction 

Whereas scholarly studies often elaborate on the design of the method for empirical 
data collection and analysis, surprisingly, the actual use of design principles taken 
from the domain of design and engineering for artefacts has not come into the picture, 
yet. When guidance is provided about the design of the research methodology it 
is often framed as selection of a ‘study design’, aka research design and research
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methodology. In the discipline of design and engineering this terminology is not used 
in this manner. There is referral to developing solutions or concepts for artefacts, 
which means going stage-wise from eliciting requirements to detailed instructions 
for use. It carries some resemblance to study design in terms of starting with broadly 
formulated research questions or hypotheses as an outcome of a literature review to 
developing the protocol for actual data collection and data analysis. This analogy 
made us wonder whether it would be beneficial to apply principles from design and 
engineering to the design of research methodology. 

1.1 Background and Objectives 

Particularly, for novices to research, such as doctoral, postgraduate and early career 
researchers, the design of a research methodology may be daunting, while a justifica-
tion is required, too. As Groenewald [1: 42] states the selection of the most appropriate 
design of an empirical study requires knowledge of a vast range of methods; this rever-
berates in the words of Clarke and Visser [2: 456], too, when they state: ‘Without a full 
understanding of the range of methodologies, and their suitability to answer specific 
research questions—all of which may seem apparent to an experienced researcher— 
novice, or early career researcher-explorers may sometimes feel lost …’ Conse-
quently, Groenewald [1: 42] states that selecting an appropriate research design is 
cumbersome for these scholars. In the same vein, the commentary by Vermunt [3: 
332–3] refers to challenges exacerbated by methodological camps and differences 
across educational systems. Setting these debates aside, since a study design normally 
is seen as the choice for a specific research method, the literature abounds with advice 
for specific research methods. Only when methods are combined, with the combi-
nation of qualitative and quantitative methods being a prominent case in point, there 
is more attention to comparing methods. An example is the work by Johnson and 
Onwuegbuzie [4] when they discuss mixed-methods research, particularly focusing 
on putting together qualitative and quantitative methods in different configurations. 
Instigated by positive experiences from their doctoral degree, Jogulu and Pansiri [5] 
advocate mixed-methods studies, but they [5: 693–4, 695–6] hardly elaborate on the 
exact reasons for the design of the research. In such sources there is no reference to 
principles for design derived from design and engineering processes that may have 
informed the actual design of the research methodology. 

The reason that principles and methods used for design and engineering are of 
interest has a number of reasons. When studies select or propagate a method, they 
often assume that the choice is a decision, often early in the conduct of the research 
project, or sometimes in advance due to reasons such as seeking research funding. 
Moreover, once a design is selected, all a researcher or research team has to do 
is finding more detail about the research method to actually undertake the empir-
ical study. This differs from design and engineering processes that are teleological-
oriented and iterative by nature. Also, a key feature of design and engineering is the 
elicitation of requirements, think about specifications for the design of a product or
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building, as a stepwise process of refinement. Differently, the selection of a study 
design is often limited to consideration of criteria, for example, Hulley et al. [6: 19] 
use FINER (feasible, interesting, novel, ethical, relevant) to that effect. Thus, taking 
a perspective of design and engineering, i.e. focusing on the elicitation of require-
ments, consideration of principal research methods and stepwise development of a 
research methodology as an integrated approach based on progressive insight, could 
yield additional benefits for design of research methodologies. 

1.2 Scope and Outline of Paper 

Therefore, the stance of this paper is that the use of design principles taken from 
the domain of design and engineering may be beneficial for making choices with 
respect to research design of empirical studies and detailing the research method. To 
this purpose, we will elaborate on principles of design and engineering. In the third 
section, one of the methods of design and engineering will be used to demonstrate 
the application to a research project. A final section concludes by dwelling on the 
benefits of the design and engineering approach. 

2 Relevant Principles of Design and Engineering 

As mentioned before, the teleological orientation of design and engineering processes 
for artefacts leads to three characteristics: elicitation of requirements, stage-wise 
development from concepts to detailed instructions and iterations to optimise the 
concept for the artefact in terms of performance. These three characteristics are 
discussed in the next section together with two main approaches and reflection on 
the analogy with design of research methodologies. 

2.1 Three Characteristics for Design and Engineering 
of Artefacts 

In terms of design and engineering approaches for artefacts, eliciting requirements is 
an essential step. Often, a distinction is made between so-called functional require-
ments, those that specify what an artefact establishes, and constraints that limit the use 
of materials and resources for either developing or producing the artefact. There are 
various ways that these lists of specifications are obtained. This can include end user 
involvement (for instance [7]), or investigating what are requirements. The latter is 
also found in requirements engineering; for example, Zoghwi and Coulin [8] provide 
an overview of these methods and tools in use for software engineering. Normally,
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these requirements and constraints may lead to trade-offs during the design and engi-
neering process. Thus, the requirements and constraints form the starting point for 
the design and engineering of an artefact, though they may need to be revisited when 
detailing concepts. 

A further characteristic of design and engineering approaches is that their 
processes are stage-wise organised and iterative in nature to achieve that an artefact 
meet its requirements. For example, Radhakrishnan and McAdams [9: 378] describe 
design and engineering activities as an iterative process consisting of phases, such as 
the generation of ideas, development of concepts, detailing of design and construc-
tion of prototypes. Also, Chang et al. [10: 275–7] allude to the iterative nature of 
design and engineering. A cause of these cycles is that information in earlier stages 
is often incomplete and inaccurate [11: 319], leading to revisiting earlier choices for 
the design of artefacts. 

Typical for design and engineering is adapting principal solutions to turn them into 
feasible artefacts. This requires evaluating when detailing concepts to meet require-
ments. This process can lead to making trade-offs between conflicting requirements 
during the processes of design and engineering, which may occur during the succes-
sive stages. This leads to so-called secondary design and engineering processes [12: 
321], which are also denoted as engineering change management; for an indicative 
overview of the latter, see Hamraz et al. [13]. Documented decisions for the design 
and trade-off will facilitate tracing the impact of changes that need to be made. Thus, 
design and engineering of artefacts is an iterative process to search for concepts that 
are feasible and incorporate changes for progressive insight. 

Relevant to the quest in this paper, there are two main approaches with regard 
to principal solutions: point-based design and the controlled convergence method. 
Point-based design emphasises more detail on principal solutions in early stages 
through feasibility studies. The evaluation is based on as detailed requirements as 
possible. After selection of the most appropriate principal solution or conceptual 
design, a linear process of development is followed; however, commonly itera-
tions and trade-offs will occur due to further detail becoming known, which cause 
reconsideration of trade-offs made in terms of feasibility, and this could lead to 
finding solutions within the chosen concept to accommodate functional criteria and 
constraints. Differently, the controlled convergence method, based on Pugh’s [14] 
concept selection method, consists of the parallel processes of detailing require-
ments and developing concepts in stages; it has become more known as set-based 
concurrent engineering derived from the practices for new product development in 
the Toyota Production System [15: 913–4, 16: 48–49]. Subsequently in stages, more 
information about functional criteria, constraints and trade-offs become available. 
In parallel, the design and engineering activities move from conceptual design to 
detailed design. Because choices for the design are delayed, there is more opportu-
nity for seeking optimal solutions for the artefact; the latter was noted earlier in this 
section as information becoming progressively available during the stages of design 
and engineering. As Raudberget and Sunnersjö [17: 368] note the approach may 
take more effort and lead-time, but this is set off by increased product success seen 
as innovative concepts, product performance and cost. Thus, there are two principal
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approaches to organising the process for design and engineering of artefacts—point-
based design and controlled convergence method—that lead to differences in which 
stage the final concept is chosen, how (progressive) insight is used for making deci-
sions with regard to advancing and discarding concepts, and how detailing of concepts 
takes place. 

Taking the analogy between the design of artefacts and design of research method-
ology means equating concepts and principal solutions with research methods. The 
functional requirements are what needs to be known. Differently from the devel-
opment of artefacts, what needs to be known is derived from literature, sometimes 
complemented by what stakeholders put forward (for example, in the case of prag-
matic research). In addition to what needs to be known, constraints have to be met. 
Besides the temporal facet and resources for conducting the research project, prac-
tical considerations can extend to factors such as access to software for qualitative 
analysis. Looking at the two main approaches to design and engineering of artefacts, 
point-based engineering is closer to the canonical approach of selecting a method for 
empirical studies. However, applying this design and engineering approach to design 
of studies requires that methods are transferred into conceptual designs with some 
points detailed to assess feasibility; such requires the vast knowledge or the acqui-
sition of this knowledge, as mentioned in the introductory section of this paper. In 
addition, for this approach to work the full requirements for the selection of an appro-
priate research method need to be elicited and detailed. A setback of this approach 
is that later identified bottlenecks or trade-offs are set within a research method and 
this may restrict data collection and analysis, which are normally found as limita-
tions of a study. An example would be selecting the case study methodology and 
then finding out that variance across cases is too large to draw meaningful cross-case 
inferences. The controlled convergence method, the second main approach to design 
and engineering of artefacts, allows developing a more coherent design in stages. The 
advantage would be not being bogged down into much detail in earlier stages and 
seeking for more detailed information later when there is more progressive insight 
how the research can be conducted. However, this may come at the expense of more 
effort and longer lead time for the design of the research methodology. Thus, both 
main approaches for the design and engineering of artefacts can also be applied to the 
design of research methodologies, though point-based design in principle reflects the 
canonical approach; both methods—point-based design and controlled convergence 
method—have advantages and drawbacks. 

2.2 Process Model for Design of Research Methodology 

Applying the controlled convergence method to the design of the research method-
ology with the purpose of addressing the research questions has led to the creation of 
a process model. Generally, this process model includes three key phases; see Fig. 1. 
The first stage sets the ‘foundation’ of the empirical study. Based on the aim and 
objectives of a study, this stage will identify (i) the level of analysis in the study, (ii)
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Fig. 1 Generic process for 
design of research 
methodology 

core issues that need to be addressed and (iii) functional requirements and constraints. 
This process is akin to eliciting requirements in the case of design and engineering for 
artefacts. Consideration of these three points of departure will lead to the decision 
whether the research will be a single, multiple methods or mixed-methods study. 
The second stage focuses on the actual method selection and evaluation, following 
the controlled convergence method. This means that the refinement of core issues, 
requirements and constraints may happen in few steps. The third stage is design 
synthesis, in which the elements of the design of the research methodology are amal-
gamated. This leads to the protocol for the empirical study as the final outcome. The 
process, as displayed in Fig. 1, follows the principles of the controlled convergence 
method, and leads to a stepwise development and design of the research methodology 
detailed in a protocol. 

3 Application to Design of Research Methodology 

The principles of the controlled convergence method were applied to the design of an 
empirical study into the dichotomy of exploration and exploitation, introduced in the
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seminal paper of March [18], with a focus on the domain of innovation management. 
A literature review led to the overall conclusion that this dichotomy, even though 
widely accepted, contains fundamental concerns with regard to its theoretical foun-
dations and is not necessarily rooted in actual managerial practices. The question 
was how to design the research methodology to most effectively find out about these 
theoretical foundations and what can be observed. However, selecting a method in 
the traditional way or by using ‘point-based design’ would not yield insight from 
multiple perspectives. Writings, such as Johnson and Onwuegbuzie [4] about mixed-
methods studies, could lead to some insight, but leave open actual choices and how 
to detail the research method. Given the lack of precedence in literature in terms 
of challenging the dichotomy, the complexity of the research design and the need 
to develop a coherent design for the empirical study, led to taking the controlled 
convergence method as starting point. 

3.1 Brief Overview of Outcomes from Literature Review 

A literature review mainly revealed three points of contention in the current litera-
ture regarding the study of exploration and exploitation in the context of innovation 
management. First, the conceptualisation of exploration and exploitation is used 
inconsistently across studies, leading to confusions in treating them as a dichotomy. 
Some publications put the emphasis when measuring exploration and exploitation 
on activities or processes, for example [19], whereas others view them as outcomes. 
for instance [20]. Second, viewing exploration and exploitation as a dichotomy has 
not been challenged in current studies, even though the related concept of ambidex-
terity is built on the premise that exploration and exploitation co-exist in organi-
sations. Third, there is lack of direct empirical evidence supporting the relevance 
of this theoretical dichotomy for managerial practice. One main cause for this is 
that most studies have used the disjunction between exploration and exploitation for 
their theoretical lens. This is reflected in the research methods of studies into inno-
vation management, building on the dichotomy. It appears that quantitative studies 
dominate, for which the disjunction results in present variables that are attributed to 
either exploration or exploitation. Such a study design will not lead to disproving 
the distinction. However, the qualitative studies have also taken the dichotomy as 
starting point, with an example being the case study by Cantarello et al. [21]. There-
fore, appraising scholarly writings resulted in highlighting inconsistencies how the 
dichotomy is measured, implicit evidence that exploration and exploitation co-exist 
by default (thus, not being extremes as suggested by the contrasting notion), bias 
towards the dichotomy by its operationalisation in studies and lacking evidence of 
its utilisation in practice. 

These outcomes of the literature review have motivated the study to make two 
arguments regarding exploration and exploitation. The first argument here is that 
when scrutinising the definition of exploration and exploitation in studies it appears 
that these concepts can only be identified based on outcomes of activities or processes.
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Thus, if exploration and exploitation can only be defined based on outcomes of activ-
ities or processes, then the dichotomy is only helpful in evaluating past performance, 
while not being used for managing innovation because it has not necessarily impact 
on managerial decision making. The second argument is that the lack of both theo-
retical challenges to the dichotomy as well as no direct empirical evidence, it may 
be the case that there is no ‘pure’ exploration or ‘pure’ exploitation in managerial 
practice. This is to say that exploration and exploitation cannot be defined or occur 
without each other, for which the rise of introducing ambidexterity for the dichotomy 
is an indirect conjecture. Consequently, it will be up to an empirical investigation to 
shed lights on these two arguments. 

Furthermore, this empirical investigation is led by four research questions derived 
from the literature review and the two arguments:

. Research Question 1: How to identify organisations that manage exploration and 
exploitation efficiently?

. Research Question 2: How does performance in terms of outcomes and resource 
allocation in the context of ambidexterity influence recurrent decision-making for 
innovation management?

. Research Question 3: What are practices for exploration and exploitation in 
managing innovation, and are they treated separately in practice to the extent 
assumed by March [18]?

. Research Question 4: How could innovation management be understood if 
exploration and exploitation are not separated in practice? 

3.2 First Phase for Design of Research Methodology 

Based on the literature review, evaluation of previous research designs adopted by 
studies and research questions for the doctoral study, first core issues, functional 
requirements, constraints and level of analysis are identified. Here, core issues can 
be understood as the ultimate target this study wishes to accomplish through its design 
of the research methodology, whereas functional requirements refer to what needs 
to be established and constraints to practicality. With regard to the level of analysis, 
especially, the nature of the first research question requires analysis of the relative 
performance of firms in industrial settings. This can only be achieved through quan-
titative analysis at industrial level, i.e. analysis of performance in industrial sectors. 
In this respect, there are only few studies that looked at industrial level, for example 
[22]. Addressing the other three research questions will rely more on investigating 
internal processes and decision making with regard to innovation management; since 
the dichotomy is challenged this should be undertaken without the preconceived 
separation of exploration and exploitation, as embodied by the dichotomy. Thus, it is 
more appropriate to follow a qualitative approach for data collection and analysis at 
the firm level. Moreover, studies from the literature review that have adopted an anal-
ysis at both industrial and firm level are limited to examining the impact of external
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Fig. 2 Actual design of research methodology 

factors on managing exploration and exploitation, especially by adopting survey-
based designs; for instance [23]. Combining both levels without prejudice towards 
the dichotomy would result in a study making a contribution to scholarly knowledge. 
This means that for the doctoral study, it is appropriate to adopt a mixed-methods 
approach, with a quantitative analysis at the industrial level complemented by a 
qualitative approach at firm level, thus ensuring a unique contribution to theoretical 
foundations for innovation management. 

3.3 Design of Research Methodology 

The resulting design of the methodology for this doctoral study is found in Fig. 2. 
This figure displays the process and the decisions made during the design of the 
study. 

4 Concluding Remarks 

As highlighted by the case, there are advantages of using the design and engineering 
approach. First, the design and engineering approach leads to a more intricate design 
of the research methodology, particularly when there are multiple points for the 
empirical study following from the literature review. The controlled convergence
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method facilitates researchers to go in a systematic manner from a coarse analysis of 
research methods to a more granular review of research methods. Using progressive 
insight into advantages of specific methods and the development of criteria allows 
the focus to remain on what the research methodology should resolve in terms of 
original research objectives. Second, the balanced consideration of research methods 
and how to detail these for the actual data collection and analysis, results in a design 
of the research methodology that can be better justified. Were the canonical approach 
followed, most likely the case study methodology would have been opted for. This 
would have resulted in less directional collection of data and fewer opportunities 
for triangulation. This implies that the traditional approach—selecting a research 
method—possibly relies more on knowledge and experience with regard to specific 
research methods, practices for research methods in domains and preferences related 
to research paradigms. Third, the design and engineering approach connects the 
design of the research methodology better to the literature review. It takes as starting 
point what is required for the data collection and subsequent analysis. This calls on 
an adequate literature review to determine the state of scholarly knowledge and how 
a study builds on it. Fourth, practical concerns are taken into account as constraints. 
Fifth, it allows to systematically consider changes that happen during the conduct 
of an empirical study. Sixth, during the doctoral viva voce no concerns were raised 
about the design of the research methodology, though a common question for these 
examinations. These six advantages demonstrate it is worthwhile to consider this 
alternative approach to the design of research methodologies rather than following 
more canonical approaches of selecting a research method early on. 
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Developing High-Variant Products 
and Production Systems in Line 
with Value Stream Requirements 
Through Simulation 

Oliver Riedel, Dirk Marrenbach, and Oliver Scholtz 

Abstract Markets are increasingly demanding greater product variety and, at the 
same time, ever shorter delivery times. In the case of new product development, 
it is often no longer possible for production to ensure a sufficiently high delivery 
capability with the help of lean methods and value stream methods. Especially if 
acceptable inventories and costs are assumed. During product development, prod-
ucts and product systems have not yet been sufficiently coordinated with each other 
from a value stream perspective and designed in a targeted manner. For this reason, 
it is crucial to align the product and its future production system with the goal of a 
functioning value stream as early as the concept phase of product development. Up 
to now, the value stream methodology has been used to analyze and optimize real 
production processes that are already running. In the future, the delivery times and 
delivery reliability of new products are to be secured by simulating the value stream 
based on the value stream methodology. In the context of Advanced Systems Engi-
neering (ASE), the value stream resulting from the product is already created in an 
early phase of product development in order to be able to check the functionality of 
the production system and the deliverability of the product. Value stream simulation 
makes a significant contribution to improving cooperation between product devel-
opment, production and logistics, as we can vividly present in this article using the 
ASE demonstration product. The value stream simulation revealed that the demon-
stration product had design weaknesses in terms of the required delivery capability. 
Assuming that no changes to the pro-duction system are possible, design changes 
were made to the product. The housing, which runs through a bottleneck line with 
over 100 variants, was standardized and the number of variants reduced to two. This 
led to later variant creation in the value stream. The variants now only appear in 
assembly, which can cope with many variants due to its high variant flexibility. The
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simulation of the revised product and the new value stream resulted in a signifi-
cant improvement in delivery capability and the required short delivery times to the 
customer can be met. 

Keywords Product design · Value stream simulation · Deliverability 

1 Introduction 

1.1 The Challenge of Variant Diversity and Short Delivery 
Times for Production Companies 

Globalization, liberalization, digitalization demographic change and climate change 
force a dramatic transformation in market. Business, working and living condi-
tions. growing volatility, uncertainty, complexity and ambiguity are the character-
istic features of the surrounding in which production systems had to survive. Agility, 
flexibility and traceability are the key features for value stream systems [1, 2]. 

The principles, strategies and methods of lean management improve the develop-
ment of flexible as well as efficient productive and rentable production and logistical 
systems [3]. Each industrial branch uses today these well known, well established 
and proven methods to optimize their systems and processes [4–6]. Each market 
competitor offers now products and services with nearly identical functionality, 
quality and costs using nearly the same process design. Today the offer of high-
quality products and services in combination with minimal costs are expected by 
all costumers. Under these competitive market conditions effective processes and 
systems are an established standard in all industrial branches. In this situation the 
delivery time and the delivery quality become the most important unique selling 
point. 

In this competitive market situation, the development of individual designed prod-
ucts and services are the last possibility to survive. The development and production 
of individual designed products rise the dynamic complexity in the whole value 
stream system. The number of products as well as the number of product variations 
grow because of the wide spectrum of individual needs. 

1.2 Value Stream Design as a Solution Approach 
for the Coordination of Product and Production System 

In traditional organized value streams, the needed capability to deliver and the 
delivery quality is guaranteed through the increasing of the inventory. The ability 
of deliver rise because every product variation is always available. The inventory 
costs rise dramatically because of the high level of unordered products.
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In this situation the proven principles, strategies and methods of lean management 
are no longer able to balance the inventory level and the capability of deliver by a 
flow-oriented design of the whole value stream [3, 7]. The additional instruments 
of Value Stream Engineering are the toolset to reach this goal. In the center of the 
Value Stream Engineering stands the analysis and modelling approach value stream 
map [2]. In a value stream map, the order, material and information flows for the 
manufacture of a product or a product family are mapped with the help of a process-
oriented modeling approach [8]. The basis for the value stream map is a chain of 
processes that a product goes through during its production from incoming goods to 
outgoing goods. The process chain is made up of a sequence of processing, checking, 
picking and packaging processes that are linked via material, information and order 
flows. Storage, buffers and storage facilities can also be integrated into the material 
flows. The processes are coordinated either directly between the individual process 
modules (Kanban control) or indirectly via the central order control (PPS system). 
Each process and each stream are assigned with a set of key performance indicators 
that allow the calculation of the delivery time. The “value stream map” modeling 
approach is based on a standardized collection of symbols, key figures and calculation 
rules. 

The value stream map impresses with its simple, easy-to-understand structure as 
well as its ease of learning and use. In the last decades the value stream engineering 
approach has been widely used to optimize the production system as well as the 
whole supply chain. 

The discussed problems with the delivery time result on a lack of integration 
between product development, production and logistics [9]. Short delivery times can 
be reached through a continuous optimization process between product development, 
production and logistics. The capability to deliver can be optimized by a flow friendly 
product design accepting the possibilities and limitations of the whole value stream 
system. 

In this article we present an integral approach for the simulation-based develop-
ment of products and processes based on the value stream map to minimize the gap 
between product development, production and logistics. 

2 Integration of Value Stream Engineering and Advanced 
Systems Engineering 

2.1 Definition of Advanced Systems Engineering 

Systems Engineering deals with the holistic development, realization and optimiza-
tion of complex systems in industry, military, economy, science, state and society. 
For this purpose, systems engineering provides a collection of principles, strategies, 
models, documents, methods and procedures. The ISO 15288 defines a system as 
“A combination of interacting elements organized to achieve one or more stated



782 O. Riedel et al.

purposes”. Advanced systems Engineering (ASE) is a further development of the 
systems engineering using the possibilities of a fully digitalized system life cycle. 
Advanced Systems Engineering is a collection of principles, strategies and methods 
to develop and realize complex products and processes using a model driven devel-
opment methodology. The aim of Advanced Systems Engineering is the system-
atic usage of digital tools to improve cross-disciplinary collaboration not only in 
companies. 

2.2 Definition of Value Stream Mapping (VSM) 

The value stream mapping is a static model that cannot take into account the influence 
of dynamic and stochastic effects on the capability to deliver. In its original form, the 
VSM is a simple graphic model that is created and parameterized manually during 
a factory tour [2]. A value stream map presents only the process chain of a single 
product or a single product family. Normally numerous products or product families 
have to share resources flowing through the value stream network. Sharing resources 
increase the unplanned grow of the delivery time caused by scarce capacities as well 
as the possibility of delays caused by product changes. If the number of variants is 
high, the whole supply chain will play an increasing role. Accordingly, the suppliers 
must be fully integrated into the analysis and their delivery times must be integrated. 
For this purpose, the traditional Value Stream Map has been expanded to include 
suppliers and transports. In this context, the Extended Value Stream Map forms 
the basis for developing a conceptual model of the entire value-added network or a 
product family as well as for simulating the value stream network. 

2.3 Definition of Simulation 

Simulation is the reproduction of a system with its dynamic processes in an experi-
mental model in order to obtain knowledge that can be transferred to reality. With the 
help of experimental models, simulation technology analyzes systems. The results 
of the simulation experiments are used to design and optimize the systems under 
consideration. This procedure for planning and optimizing systems is described in 
VDI 3633 [10] as a control loop of simulation technology. The systematic application 
of the simulation technology on a planning task includes the following steps [11]: 

1. Define the tasks, requirements and goals of the simulation study. 
2. Analyze the simulation field. 
3. Develop, and validate the conceptional model. 
4. Develop and validate the simulation model. 
5. Plan, run and evaluate the simulation experiments. 
6. Document the simulation experiments. 
7. Interpret the simulation results.
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2.4 Value Stream Simulation of Product and Production 
System to Ensure High Delivery Capability 

Increasing complexity, dynamics and turbulences forces hierarchical and functional 
organizations in industry to overcome their traditional functional worldview and 
develop a new holistic integral worldview on their products, services and processes. 
The integration of Value Stream Engineering into the ASE is a step to develop an 
integral platform for the development products, services and processes using a digital 
modelling and simulation system. 

Simulation-based Value Stream Engineering combines the steps for designing 
production systems based on the Static Extended Value Stream Map with the steps 
of a dynamic simulation-based design of Value Stream Networks [4, 6, 12]. 

The capability to deliver as well as the delivery time is the main result of the 
simulation study. The result of the simulation study gives detailed information under 
which conditions a new product can be produced. The capability of delivery has 
been proven under static and dynamic conditions. The simulation study offers the 
borders of the existing production and logistical system in relation to the designed 
product structures. The management can use the product-process-matrix, the process-
resources-matrix, the value stream map and the value stream simulation model to 
improve the modularization of their products, services and processes. The systematic 
identification of vulnerabilities can be improved using these static and dynamic 
models. 

The combination of static and dynamic design of value stream systems includes 
the following steps: 

1. Define the product structure for a single product or product family (product 
structure matrix). 

2. Define the process structure for the single product or product family (product 
process matrix). 

3. Integrate the resource data into the process structure. 
4. Develop the actual value stream map including external suppliers and transports. 
5. Use the design principles to improve the actual value stream system. 
6. Develop the future value stream map including the well-known production and 

logistics restrictions. 
7. Integrate the future value stream map into the conceptional model for the whole 

value stream net. 
8. Develop a simulation model for the value stream network. 
9. Improve the single product value stream system as well as the value stream 

network.
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2.5 Value Stream Compatible Design of Product 
and Production System 

It is important to design a functioning value stream already in the development phase 
of a product, with short and reliable delivery times to the customer despite a high 
number of variants and large fluctuations in customer orders. The product and the 
production system must be coordinated in such a way that a functioning value stream 
is created [13]. 

Two essential characteristics have to be coordinated. In the case of the product, 
it is important to consider the number of variants of expensive parts, assemblies and 
products, which continue to increase in the course of the value stream. The increasing 
number of variants places a demand on the production system. The variants must 
always be reliably provided by the production system. The production system focuses 
on the property of variant flexibility. It enables the production system to produce the 
required variants of parts, assemblies and products quickly and flexibly. Variant 
flexibility is higher the smaller the setup times, and thus the possible lot sizes [14] 
and the higher the capacity reserves. These two factors determine a significant part 
of variant flexibility. Ideally, the variant flexibility of the production system also 
increases in parallel with the increase in the number of variants in the value stream. 

Product design determines the increase in the number of variants in the value 
stream. The increase can thus be designed quickly or slowly by the development 
department. The production system design can partly carry out the variant flexibility 
of the systems itself (e.g. setup flexible production systems), partly only together 
with the product development (e.g. design of production processes with short setup 
times) and thus design sufficiently flexible for a high number of variants. 

Due to these dependencies, the product and its production system must be jointly 
designed and coordinated according to the following basic principles: 

1. Value stream compatible product design: late differentiation 

In late differentiation, products are designed in such a way that the number of variants 
of parts, assemblies and products increases late in the value stream [15, 16]. This 
process strategy in dealing with variants is also referred to as postponement [15]. 

2. Value stream-oriented production system design: design of variant-flexible 
processes [16] 

These are production systems designed according to lean principles with short setup 
times, small order batches and with sufficient capacity reserves to be able to absorb 
order peaks from customer orders or simultaneous requirements for several parts and 
assemblies [14]. 

The basic idea here is to allow variants to emerge only at such a late stage that 
the production system has sufficient variant flexibility in the value-adding stages. If 
the product and production system are coordinated, the number of variants increases 
only slowly in the value stream. Expensive parts that can only be manufactured 
with variant-intolerant production processes (e.g. casting) or on variant-intolerant
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production systems occur only in a few variants. Their variants only increase on 
production systems that have short setup times. Ideally, the variants only increase 
sharply in the last value-adding step, which has a high degree of variant flexibility 
with small setup times and a sufficient capacity reserve (e.g. manual assembly). 

The functionality of the planned value stream and, if necessary, its improvements 
can be checked with a value stream simulation. 

2.6 Example of a Value Stream Simulation and Value Stream 
Compliant Product Design 

Figure 1 shows the principal procedure and the use of value stream simulation 
to ensure value stream-compliant product design, using the example of the ASE 
demonstrator product at Fraunhofer IAO. Advanced Systems Engineering methods 
are developed, tested and demonstrated on the ASE demonstrator (The methods are 
being developed as part of the “Cognitive Engineering and Production” project, which 
is funded by the Fraunhofer-Gesellschaft zur Förderung der angewandten Forschung 
e.V.). Due to the high number of variants and its production on a bottleneck line, the 
lower part of the product represents the value stream-relevant part. 

On the left side of Fig. 1, the initial situation, the bottom part is designed in 128 
variants [64 drilling variants each with two blank variants (black and white blank)]. 
The variants differ in the drill and win holes, which are produced from the blank 
depending on the customer’s choice of equipment. Due to the production of the 
lower part on a bottleneck line with long set-up times, the value stream simulation 
with the Plant Simulation© software tool results in a delivery capability of only 65%.

Fig. 1 Procedure for value stream-compliant product design by means of value stream simulation 
using the example of the ASE demonstrator product at Fraunhofer IAO 
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Due to market fluctuations, not all of the many bottom part variants can be produced 
in time despite the fact that they are kept in stock. Based on a product design of a 
gearbox manufacturer, the number of sub-part variants is reduced to two (black and 
white), as shown on the right side of Fig. 1. The two lower part variants receive all the 
drill holes that are required depending on the customer’s equipment requirements. 
Unused drill holes are closed with plugs during final assembly. Variant formation 
thus takes place in the final value stream step, assembly. The bottleneck system with 
long setup times in production only has to produce two variants. The two variants can 
therefore always be produced at short notice if required. The value stream simulation 
results in a delivery capability of almost 100%. 

3 Summary 

The market demands more and more product variants and, at the same time, shorter 
delivery times. These conflicting requirements are increasingly difficult to represent 
in a functioning value stream. The risk that the existing production system cannot 
produce a newly developed product with its high number of variants in the delivery 
capability demanded by the market increases as a result. 

Already in a very early phase of product development, the concept phase, the 
future functionality of the value stream can be checked or secured with a value stream 
simulation. Only a few data are required for the simulation, which are either already 
available or can be estimated by the developer or factory planner. The simulation is 
used to check whether the value stream is functional or whether the value stream or 
the factory can achieve the delivery capability required by the market. 

If this is not achieved, then the value stream must be redesigned in such a way 
that the product and production system are better coordinated. To do this, either the 
production system must be enabled with regard to greater variant flexibility, or the 
product must be redesigned with regard to a more value stream-compliant design. 
Both designs are associated with costs. Future cost savings in ongoing operations 
are usually difficult to demonstrate in advance. Therefore, it is necessary to prove 
the necessity of the design measures by means of value stream simulations and to 
ensure that the planned measures are functional in the newly planned value stream. 

In value stream design, it is important to find a holistic cost optimum between 
the two design objects of product and production system. In value stream design, 
improvements in both design objects must be considered, evaluated in terms of 
costs, checked for feasibility and a decision made as to which measures are to be 
implemented in the product and which in the production system.
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Variable Sampling Plan Indexed 
by Taguchi’s Quality Loss Under 
Emphasized Difference of Mean 

Shuto Tanabashi, Ikuo Arizono, and Yasuhiko Takemoto 

Abstract As an alternative to nonconforming product rate used traditionally as an 
index of quality, Taguchi has proposed quality loss. From the viewpoint of this new 
index of quality, some variable sampling inspection plans for assuring product quality 
indexed by quality loss have been proposed so far. The quality loss is defined as the 
expected loss by derivation from a target value of product quality characteristic. In 
concrete, the quality loss is composed of both of the square of the difference between 
the mean in the actual product quality and the target product quality, and the magni-
tude of variance in the actual product quality. And then, these two components have 
the same magnitude of effects in the evaluation of quality loss. On the other hand, it is 
known that for improving product quality at a production site, adjusting the mean in 
product quality is often easier than lessening the variance in product quality. Hence, 
we can see that adjusting the mean is more efficient and effective than lessening 
the variance as a way of reducing the quality loss. From the mentioned above, this 
research will consider a single sampling plan indexed by quality loss with consider-
ation of emphasizing the loss derived from the mean in the product quality. And, the 
operating characteristics of the proposed sampling plan are confirmed through some 
numerical simulation. 

Keywords Variable sampling plans · Taguchi’s quality loss · Patnaik’s 
approximation 

1 Introduction 

Sampling inspection is a useful method for assuring lot quality based on product 
quality characteristics from a part of a lot, when inspection is high cost or destructive.

S. Tanabashi (B) · I. Arizono 
Okayama University, Okayama, Japan 
e-mail: tanabashi@s.okayama-u.ac.jp 

Y. Takemoto 
Kindai University, Osaka, Japan 

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023 
C.-Y. Huang et al. (eds.), Intelligent and Transformative Production in Pandemic 
Times, Lecture Notes in Production Engineering, 
https://doi.org/10.1007/978-3-031-18641-7_73 

791

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18641-7_73&domain=pdf
mailto:tanabashi@s.okayama-u.ac.jp
https://doi.org/10.1007/978-3-031-18641-7_73


792 S. Tanabashi et al.

There are different types of inspection depending on sampling procedures, and the 
most common inspection is single sampling. Nonconforming product rate, i.e., the 
proportion of nonconforming items, has been traditionally used as a measure of 
quality. However, it should be noted that since the proportion of nonconforming items 
means attribute property, information about variable property as observed values is 
lost. Therefore, even if individual observed values are different, lot quality may not 
be different under the measure of nonconforming product rate. 

As an index of quality evaluated by variable quality characteristics, Taguchi [1] 
has proposed a quadratic form loss function based on the departure from a target 
value. Expected value of the quadratic form loss function has been named quality 
loss, and can be calculated using the mean and variance of the quality characteristic. 
The quality loss provides a more accurate and strict evaluation of the product quality. 
Based on the quality criterion as the quality loss, various sampling inspections have 
been considered by Arizono et al. [2], Yen and Chang [3], Aslam et al. [4] and Wu 
and Wang [5]. 

The quality loss is composed of both of the square of the difference between the 
mean in the product quality characteristic and the target product quality (called bias 
below), and the magnitude of variance in the product quality characteristic (called 
variation below). And then, these two components have the same magnitude of 
effects in the evaluation of quality loss. On the other hand, the bias may not be equal 
to variation from the viewpoint of the easiness in improvement on a production site. 
For example, reducing bias from the target value is sometimes easier than reducing 
variation of the product quality. In this case, improving the part of loss derived from 
the bias is one of the effective ways to improve the quality loss on the production 
site. As a sensitive method to detect the loss derived from bias, this paper examines 
a new single sampling inspection indexed by quality loss through emphasizing the 
loss by the difference between the mean in the product quality and the target value. 
Further, the performance of the proposed inspection is confirmed by simulation. 

2 Single Sampling Plan Index by Quality Loss 

Taguchi [1] has proposed the quadratic loss function which calculates product quality 
based on deviation from a target value. When the target value of the product quality is 
specified as T and the quality characteristic obeys the normal distribution N (μ, σ 2), 
the expected loss per item is formulated as follows: 

kτ 2 = E[k(x − T )2] =  k{σ 2 + (μ − T )2}, (1) 

where k denotes the proportional coefficient based on the functional limit of quality 
and the monetary loss brought by the product which cannot fulfill its function. Even 
if k = 1, statistical evaluation of quality does not lose generality. When k = 1, 
expected loss τ 2 is calculated from the sum of variance and square of deviation from 
the mean to the target value. In this paper, this is tentatively called quality loss.
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Quality evaluation by quality loss may not be equal to evaluation by noncon-
forming production rate. Based on that, Arizono et al. [2] proposed a single sampling 
plan that uses quality loss as an index of quality. If the quality parameter (μ, σ 2) is 
unknown, the estimator of quality loss τ̂ 2 is calculated from the random sample as 
follows: 

τ̂ 2 = s2 + (x − T )2 , (2) 

where s2 is the sample variance and x is the sample average, and these are the 
maximum likelihood estimators of the variance and mean of the product quality. The 
inspection defines target quality as two types of quality losses: acceptance loss τ 2 0 and 
non-acceptance loss τ 2 1 . The sample size and inspection criterion have been derived 
from an approximate model of the probability distribution of quality loss using the 
chi-squared distribution. The detail can be seen in Arizono et al. [2]. 

3 Single Sampling Plan Index by Quality Loss 

As mentioned in the introduction, focusing on the loss (x − T )2 by the difference 
between the average and the target value is one of the effective ways to improve 
the quality loss on the production site. Based on this, a new sample statistic λ̂2 that 
emphasized the bias is defined as follows: 

λ̂2 = s2 + w(x − T )2 , (3) 

where w is the coefficient that defines the ratio of the square of the bias to the 
variation. To emphasize the loss by the square of the bias, assume the relation of 
w >  1. If  w = 1, the statistic λ̂2 is equal to the estimator of conventional quality 
loss τ̂ 2. Note that x and s2 are the maximum likelihood estimators of the mean and 
variance in the quality characteristic, which are calculated as follows: 

x = 
1 

n 

n∑

i=1 

xi , (4) 

s2 = 
1 

n 

n∑

i=1 

(xi − x)2 , (5) 

where n is the sample size and xi is a quality characteristic of each random sample 
from a lot. 

Consider to employ the statistic λ̂2 as an inspection statistic to guarantee the quality 
loss τ 2. In concrete, a single sampling inspection with the operating characteristics 
under two criteria: acceptance quality and non-acceptance quality. In the proposed 
inspection, they are given as a quality loss: acceptance loss τ 2 0 and non-acceptance
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loss τ 2 1 , where τ 2 0 is defined as the ideal quality of the product. Also, μ0 and σ 2 0 
are defined as a combination of the mean and variance that satisfies τ 2 0 . The normal 
distribution N (μ0, σ  2 0 ) is named the null distribution below. Since the ideal mean is 
equivalent to the target value, the acceptance mean μ0 is equal to T . On one hand, the 
quality has variability. Therefore, the minimum possible variance on the production 
site is used as the acceptance and unavoidable variance σ 2 0 . Therefore, the acceptance 
loss is calculated as τ 2 0 = σ 2 0 . 

In the case of non-acceptance criteria, τ 2 1 shall be given from the product quality 
to be rejected. Then, the combination of (μ1, σ  2 1 ) is defined as any combination of 
the mean and variance that satisfies τ 2 1 . The normal distribution N (μ1, σ  2 1 ) is named 
the alternative distribution below. There are innumerable pairs of (μ1, σ  2 1 ). 

We derived a single sampling inspection with the operating characteristics under 
acceptance quality and non-acceptance quality by employing λ̂2 as an inspection 
statistic. Sampling inspection by variables requires two values: sample size n and 
acceptance value of inspection statistic c. These values are required to satisfy the two 
kind of probabilities: producer’s risk α and consumer’s risk β. In order to calculate 
the probability of acceptance or non-acceptance, it is necessary to understand the 
statistical characteristics of the inspection statistic λ̂2. 

First, consider the statistical model of λ̂2 under the acceptance loss τ 2 0 . If the  
product quality follows N (μ0, σ  2 0 ), statistic η0 based on inspection statistic λ̂2 is 
defined as follows: 

η0 = 
nλ̂2 

σ 2 0 
= 

ns2 

σ 2 0 
+ w 

n(x − μ0)
2 

σ 2 0 
∼ χ 2 n−1 + wχ 2 1 , (6) 

where χ 2 ν denotes chi-squared distribution with ν degrees of freedom. Since η0 is 
given as a weighted sum of two chi-squared distributions, it is too complex to analyze 
for the statistical characteristic of statistic η0. To represent the statistical characteristic 
of η0 as a simple distribution, Patnaik’s approximation [6] is applied to Eq. (6). In 
this method, the following new statistic ρ0 is defined using η0. 

ρ0 = 
2E[η0] 
V [η0] η0 ∼ 

n − 1 + w 
n − 1 + w2 

(χ 2 n−1 + wχ 2 1 ), (7) 

where E[ηi ] and V [ηi ] means the expectation and variance of ηi respectively. The 
expectation and variance of ρ0 are equal to those of the chi-squared distribution with 
φ degrees of freedom. 

φ = 
(n − 1 + w)2 

n − 1 + w2 
. (8) 

Therefore, under the null distribution N (μ0, σ  2 0 ), λ̂2 can be approximated using 
a single chi-squared distribution that satisfies the first and second order moments as 
follows:
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λ̂2 = 
σ 2 0 
n 

V [η0] 
2E[η0] ρ ∼ 

σ 2 0 (n − 1 + w) 
nφ 

χ 2 φ . (9) 

Then, consider the statistical model of λ̂2 when the product quality obeys the 
alternative distribution N (μ1, σ  2 1 ). Then, the statistical model of the statistic η1 under 
the alternative distribution N (μ1, σ  2 1 ) is defined as follows: 

η1 = 
nλ̂2 

σ 2 0 
= 

σ 2 

σ 2 0

(
ns2 

σ 2 
+ w 

n(x − μ0)
2 

σ 2

)
∼ 

σ 2 

σ 2 0 
(χ 2 n−1 + wχ 2 1,δ), (10) 

where χ 2 1,δ is the non-central chi-squared distribution with 1 degree of freedom and 
non-centrality parameter δ: 

δ = 
n(μ1 − μ0)

2 

σ 2 1 
. (11) 

To represent the statistical characteristic of η1 as a central chi-squared distribution, 
Patnaik’s approximation is applied to Eq. (10). The statistic ρ1 is defined as follows: 

ρ1 = 
2E[η1] 
V [η1] η1 ∼ 

n − 1 + w(1 + δ) 
n − 1 + w2(1 + 2δ)

(
χ 2 n−1 + wχ 2 1,δ

)
. (12) 

Based on Eq.  (12), ρ1 can be approximated using chi-squared distribution with ψ 
degrees of freedom. 

ψ = 
{n − 1 + w(1 + δ)}2 
n − 1 + w2(1 + 2δ) 

. (13) 

Therefore, under the alternative distribution N (μ1, σ  2 1 ), λ̂2 is approximated using 
a single central chi-squared distribution with ψ degrees of freedom as follows: 

λ̂2 = 
σ 2 0 
n 

V [η1] 
2E[η1] ρ1 ∼ 

σ 2{n − 1 + w(1 + δ)} 
σ 2 0 ψ 

χ 2 ψ . (14) 

Inspection criteria are defined for each of the acceptance quality and non-
acceptance quality. The acceptance criterion is derived from the approximate model 
based on the null distribution N (μ0, σ  2 0 ), i.e., Eq. (9). In the case of the product 
quality following the acceptance loss τ 2 0 , the probability of non-acceptance is defined 
as producer’s risk α. Therefore, the acceptance criterion c0 can be derived as follows: 

c0 = 
σ 2 0 (n − 1 + w) 

nφ 
χ 2 φ (α), (15)
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where χ 2 ν (p) is the upper 100 p percentile of the chi-squared distribution with ν 
degrees of freedom. 

On the other hand, the criterion under the alternative distribution N (μ1, σ  2 1 ) can 
be derived based on Eq. (14). In the case of the product quality following τ 2 1 , the  
probability of non-acceptance is defined as (1 − β). Therefore, the non-acceptance 
criterion c1 can be derived as follows: 

c1 = 
σ 2 1 {n − 1 + w(1 + δ)} 

nψ 
χ 2 ψ (1 − β). (16) 

The sample size can be decided using acceptance and non-acceptance criteria. In 
the inspection, acceptance value must be less than non-acceptance value to satisfy 
both of the specified producer’s and consumer’s risks. Therefore, the following 
formula can be used to find the sample size. 

σ 2 0 (n − 1 + w) 
nφ 

χ 2 φ (α) ≤ 
σ 2 1 {n − 1 + w(1 + δ)} 

nψ 
χ 2 ψ (1 − β). (17) 

However, the right term of Eq. (17) varies with the pair of (μ1, σ  2 1 ). Hence, Eq. (17) 
needs to be satisfied in the case of all pair of (μ1, σ  2 1 ). The inspection must set the 
value of the right term in Eq. (17) appropriately. Then, c1 is defined as a lower limit 
value of non-acceptance. Therefore, c should be used as a minimum value as follows: 

σ 2 0 (n − 1 + w) 
nφ 

χ 2 φ (α) ≤ min 
μ1,σ 2 1 

σ 2 1 {n − 1 + w(1 + δ)} 
nψ 

χ 2 ψ (1 − β) ≡ c. (18) 

Sample size n is decided as a minimum value satisfying Eq. (18). 

4 Numerical Examples 

In numerical examples, assume T = 0.0, τ 2 0 = 1.0, τ 2 1 = 2.5. The null distribution 
has been described as N (0.0, 1.0), and the alternative distribution N (μ1, σ  2 1 ) that 
satisfies the minimum value of c1 has been searched by the numerical computation. 
Producer’s and consumer’s risks have been set as α = 0.05 and β = 0.10. 

First, the sample size and inspection criterion are verified. Figure 1 shows the 
relationship between sample size and coefficient w. When w = 1.0, this inspection 
is correspondent to the inspection proposed by Arizono et al. [2]. Figure 1 shows that 
the sample size is not constant as the coefficient increases. The range of minimum 
sample size is limited to w ≤ 1.80 and the sample size is increased when w >  1.85. 
Figure 2 shows the shift of inspection criterion that calculated by Eq. (15). The 
inspection criterion increases with the coefficient w.
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Fig. 1 Relationship between sample size n and coefficient w 

Fig. 2 Inspection criterion c by coefficient w 

Then, the probability of non-acceptance has been verified. Table 1 shows the 
probability of non-acceptance when the product quality has been given as τ 2 1 = 2.5. 
To verify the effect of bias, six pairs of (μ1, σ  2 1 ) with the different mean and same 
quality loss have been computed. The probability has been computed by the Monte 
Carlo method using the normal distribution N (μ1, σ  2 1 ). This simulation is computed 
100, 000 times for every pair of (μ1, σ  2 1 ). According to Table 1, the probability of 
non-acceptance, that is, the power shows all more than 0.90. Therefore, the proposed 
inspection satisfies the prescribed consumer’s risk. When the mean is μ1 �= μ0 = 
0.0, the probability of acceptance increases according to the coefficient w. As we  
intended, the proposed inspection plan is sensitive to the change of the mean in the
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product quality. Figure 3 shows operating characteristic curve for difference in the 
coefficient w. Even if the sample size is same, the larger the coefficient w is, the 
smaller the probability of acceptance is when the mean in the product quality is 
different from the target value. 

The proposed inspection can use any value of coefficient w. However, these values 
are not all desirable. When the value of w is large, the inspection sensitively detects 
the bias. From this perspective, a larger coefficient is desirable. On one hand, when 
the value of w is too large, the sample size will be increased. Since more sample 
size increases the cost, the same sample size as the case of w = 1.0 is needed. From 
this perspective, a too large coefficient is not desirable. Given these considerations, 
the desired coefficient w is defined as the maximum value when the required sample 
size is equal to the case of w = 1.0.

Table 1 Probability of non-acceptance in the case of τ 2 1 = 2.5 

w (μ1, σ  2 1 ) 
(0.00, 2.50) (0.55, 2.20) (0.77, 1.90) (0.94, 1.60) (1.10, 1.30) (1.22, 1.00) 

1.0 0.909 0.908 0.913 0.922 0.935 0.952 

1.1 0.909 0.911 0.920 0.932 0.947 0.965 

1.2 0.909 0.913 0.925 0.940 0.957 0.975 

1.3 0.908 0.915 0.930 0.947 0.964 0.981 

1.4 0.907 0.917 0.934 0.952 0.970 0.985 

1.5 0.907 0.918 0.937 0.956 0.974 0.988 

1.6 0.906 0.920 0.940 0.960 0.977 0.991 

1.7 0.905 0.921 0.942 0.963 0.980 0.993 

1.8 0.904 0.922 0.944 0.965 0.982 0.994 

Fig. 3 Difference of operating characteristic curve by mean μ1 
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5 Conclusion 

This article has proposed the variable sampling inspection with emphasizing the 
difference between the mean in the product quality and the target value. For this 
purpose, inspection statistic with the coefficient was defined. Some numerical exam-
ples were calculated to confirm the operating characteristics of the inspection. The 
result has showed that the inspection can detect the bias sensitively. And in the case 
of using desired coefficient, it can be done while maintaining the inspection cost. 
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Proposal and Verification of Quality 
Control Method by Adjusting Process 
Mean in Post-process 

Akimasa Otsuka, Kazuya Hayashi, and Fusaomi Nagata 

Abstract Variations of component quality have a significant impact on product 
quality and its performance. The variations in the manufacturing process are due 
to variations of dimensions and geometrical features caused by machining errors. 
The selective assembly method is a standard method for improving product quality. 
However, it takes time and costs much because all products should be measured, 
classified in rank, assembled into a product. In this study, we proposed a method 
to stabilize product quality by managing the parts that are produced machined in a 
later process. The effectiveness of the proposed method is verified in simulations 
using a virtual product consisting of two parts. Following two cases were simulated 
to verify the effectiveness, Case A where the process mean is randomly set assuming 
a situation where two parts are made individually, and Case B where the process 
means of the part machined later is controlled according to process means of another 
part machined before. The cases A and B are compared by calculating values of 
process capability index Cpk calculated by the process mean and standard deviation 
when the two parts are assembled. In order to visualize the fluctuations of the process 
mean and process capability index, control charts of Cpk for each lot and investigated 
the Cpk statistics. The results showed that the proposed method could significantly 
decrease a variation of process mean and implied that specifying limits of process 
capability index in design drawing can realize quality design in mass production. 

Keywords Process control · Process capability index · Quality design ·Mass 
production 

1 Introduction 

Recently, process control in the manufacturing process is evolved because elements 
of the manufacturing process, such as sensors, robots, software, the internet, and 
artificial intelligence, are also evolved day by day. By exploiting those components
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in the manufacturing process, future products will have higher quality, and manu-
facturing costs will decrease. This future situation will be welcomed around and can 
be achieved by developing informatics concepts and techniques. Integrating modern 
techniques, Industrial Internet of Things (IIoT), Artificial intelligence, Digital twin, 
and big data, the design and manufacturing processes of a product may significantly 
change [1]. 

Generally, a product consists of several assemblies. An assembly usually consists 
of several parts. The quality of the product depends on the qualities of the parts, and 
the process quality of assembling the parts is also important. In the manufacturing 
process of parts, variations of dimensions and geometrical features of parts are caused 
by several machining errors due to fixing-error of materials, kinetic-error of machine 
tools, and assembling-error. If those errors were zero, the high-quality assembly 
could be easily realized. Up to now, many studies have been addressed to control the 
quality effectively. 

The selective assembly method is a common and traditional method for achieving 
high-quality. The selective assembly is applied for products that require high precious 
assembling, such as mating parts of slide bearing, ball bearing, etc. Selective 
assembly is still studied to realize a higher quality of assemblies [2]. However, it 
takes time and costs much because all products should be measured, classified in 
rank, and assembled into a product. 

In this paper, a method in terms of process control is proposed. The method is 
controlling the size of a part according to the size of the other part machined in 
advance. For example, products usually have mating parts consisting of a pin and a 
hole, and clearance is essential for product quality. The clearance is the difference 
between the pin size and the hole size. In mass production, those two parts are usually 
produced individually then assembled each other. If we control the process of the 
hole parts according to the mean size of the pin parts produced in advance, the mean 
size of the clearance will be reduced. 

The method needs an assumption that the process mean of the hole parts is observ-
able and follows the standard distribution. As the method may need to produce them 
sequentially, it may take much time to produce the assemblies. However, the method 
could stabilize product quality by managing the parts that are produced machined 
in a later process. The effectiveness of the proposed method is verified through 
simulations using a virtual product consisting of two parts. The result showed that 
the proposed method could significantly decrease a variation of process mean. The 
simulation results imply that specifying limits of process capability index in design 
drawing could realize quality design in mass production.
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Fig. 1 Example of X-bar chart 

2 Process Control 

2.1 Control Chart 

Control charts are a traditional method of statistical quality control and are still a 
typical tool. Control charts are used to visualize process stability, products pass or fail 
judgments, and process adjustments. A stable state of the process must be achieved 
and maintained for producing high-quality outputs. The basic function of the control 
chart is to statistically visualize variation of process mean caused by special causes 
as opposed to process variance caused by common causes. Common causes change 
inherent in the process in the long run. If the variation parameters are kept between 
the upper control limit line and the lower control limit line, the process is in a stable 
state. A product consists of several parts, and information on the control charts is 
feedbacked to control the part’s quality in the machining process. 

The most standard control chart is the Shewhart control chart that has upper and 
lower control limits. The control limits are decided based on tolerance and process 
standard deviation. Figure 1 shows an example of an X-bar chart, in which horizontal 
and vertical lines are respectively lot number and lot mean (lot mean). If the lot mean 
is larger than UCL or smaller than LCL, the lot is rejected. Products quality is assured 
lot by lot by observing this chart, and the defects of the process can be found live. 

2.2 Assumption of the Normal Distribution 

A random error of parts size statistically follows the normal distribution. If those parts 
are assembled, the assembly size also follows the normal distribution. Consequently, 
the mean of the distribution follows the normal distribution. In mass production, the 
assemblies are produced and inspected lot by lot. The lot is controlled by monitoring 
its range, mean, standard deviation. Under process control, the process mean is 
usually assumed to be the normal distribution, and this paper also assumed it. The
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standard deviation of the process follows the chi-square distribution if the process 
follows the normal distribution. 

2.3 Process Capability Index 

Process capability index Cpk is an index for evaluating the capability of a manu-
facturing process from the process mean and standard deviation [3]. The process 
capability index is a dimensionless index that indicates how well the quality of the 
manufacturing process is controlled. There are several types of indices, such as Cp, 
Cpk, Cc, and Cpm. Process capability index Cpk is commonly used because Cpk is 
related to the defects rate of products. Definition of Cpk is shown as the following 
equation. 

Cpk = min{(μ − L)/3σ, (U − μ)/3σ } (1) 

where µ is the population mean, σ is the population standard deviation, L is the 
lower tolerance limit, U is the upper tolerance limit. In this paper, process capability 
index Cpk is used to quantify lot by lot qualities of mass-produced products. Cpk 
can be used when the process is stable and under statistical process control. 

As general criteria for process capability index, if Cpk is lower than 1.00, then 
the process is regarded as low capability. If Cpk is 1.33, then the process is regarded 
as normal capability. If Cpk is larger than 1.33, then the process is regarded as high 
capability. Process capability control charts have been studied [4], and it is still a 
useful tool. In this study, process capability index Cpk is evaluated to quantify product 
quality in simulation. 

3 Method for Controlling the Quality of Products Lot 
by Lot 

In this study, we proposed a method to stabilize the product quality by managing the 
parts machined in the latter process. Figure 2 shows an overview of the proposed 
method for a product consisting of two parts. The product specification is virtual, 
for example. The method requires assumptions that part 1 and part 2 are machined 
separately, and the part 1 is machined after machining and measuring another lot. 
Under those assumptions, the target size of part 2 machined later is controlled by the 
mean size of part 1. Assembling two parts into a product, the mean size of products 
the lot can be controlled better. The effectiveness of the proposed method is verified 
in simulations using a virtual product consisting of two parts.
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Fig. 2 Overview of the proposed method 

4 Case Study in Simulation 

4.1 Case Study 

Following two cases were simulated to verify the effectiveness, Case A where the 
process mean is randomly set assuming a situation where two parts are made indi-
vidually, and Case B where the process mean of the part machined later is controlled 
according to the process mean of another part machined before. Case A and Case B 
are compared by calculating values of process capability index Cpk calculated by the 
process mean and standard deviation when the two parts are assembled. In order to 
visualize the fluctuations of the process mean and process capability index, control 
charts of Cpk for each lot and investigated the Cpk statistics. The result showed that 
the proposed method can significantly decrease a variation of process mean. This 
result implies that specifying limits of process capability index in design drawing 
could realize quality design in mass production. 

4.2 Simulation Conditions 

A simulation with different conditions is performed to judge the result of this 
proposal. Case A is the case where part 2 is manufactured regardless of the size 
of part 1. This is called the traditional method. Case B is the case where the size of 
part 2 is changed according to the size of part 1. This is the proposed method. The 
variation of the process means is within the range of the standard. The variability is 
randomly selected from the normal distribution, and the variability is added to the 
previous process mean to obtain the next process mean so that it is influenced by the
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product manufactured before. Standard deviations of both part sizes are fixed in this 
study. The number of lots is set to 1000, the number of products in a lot is 50 pieces, 
the size of Part 1 is 100.0, tolerance of Part1 is 0.14, the size of Parts 2 is 40.0, and 
tolerance of Part 2 is 0.10. Tolerance is set to be complying with ISO IT10 grade. 

5 Results 

To compare each product quality of Case A and Case B quantitatively, Cpk values 
are calculated by Eq. (1) for every assembly lot. Figure 3 shows Cpk values of whole 
lots after the simulation. A horizontal line is the lot number, and a vertical line is the 
Cpk value of the lot. Comparing the result of the traditional method and proposed 
method, the Cpk variance of the proposed method is significantly smaller than Case 
A. Figure 4 is an enlarged view of Fig. 3 and is shown from lot 1 to lot 50 to show 
the smaller variance of Cpk values of the proposed method. 

The means of the Cpk values of Case A and Case B through 1000 lot simulations 
are both 1.00. The standard deviations of the Cpk values of them are 0.0168 and 
0.0108, respectively. There is a difference about 1.6 times in standard deviation. It is 
also found that the minimum value of the Cpk of Case B is about 0.1 higher than the 
value of Case A. It is concluded that the products produced by the proposed method 
have higher quality in terms of less variation of products. 

However, there is a tradeoff between smaller variance and longer production time 
in the proposed method because part 2 should be produced after part1 is produced 
and measured. Therefore, the method could be efficiently applied if the order of parts 
productions is fixed.

Fig. 3 Simulation results from 1 to 1000 lot numbers
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Fig. 4 Simulation results from 1 to 50 lot numbers

6 Conclusion 

In this paper, a method to stabilize product quality by managing the parts produced 
machined in a later process was proposed. The effectiveness of the proposed method 
was confirmed in simulations using a virtual product consisting of two parts. The 
result showed that the proposed method could significantly decrease a variation of 
Cpk. This result implies that specifying limits of process capability index in design 
drawing could realize quality design in mass production. For future work, the method 
will be expanded for a real product consisting of several parts. Furthermore, this 
proposal should be compared the existing method called selective assembly. 
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Examining the Correspondence 
of Cognitive Costs and the Mutual 
Information Criterion in Rational 
Inattention Models 

Qi Wu, Shinji Nakazato, Bojian Yang, and Tetsuya Shimokawa 

Abstract The rational inattention model has recently attracted much attention as a 
promising candidate to model bounded rationality in the research field of decision-
making and game theory. The model presumes that the cost of information processing 
is proportional to the mutual information obtained from signals. It has been reported 
that the introduction of this information cost can explain various phenomena observed 
in the market, and applied in a wide range of fields such as finance, bargaining, 
auction, and policy analysis. However, the rational inattention model does not have 
a sufficient cognitive foundation, despite the amount of attention it has received. In 
this study, we will use both a behavioral and neural approach to investigate whether 
the amount of mutual information corresponds to cognitive costs. 

Keywords Rational inattention · Mutual information · Experiment 

1 Introduction 

Theoretical models that presume human rationality are the mainstream in the field of 
finance and game research, but in recent years, the rational inattention (RI) model, 
which explicitly introduces cognitive costs associated with information acquisition 
and processing, has been attracting attention. The RI model is characterized by the 
assumption that the cognitive processing cost of information can be measured in 
terms of the amount of mutual information from the acquired signal. Once this 
assumption is accepted, theoretically, the existing model can be extended to a more 
realistic decision-making setting in a relatively natural way, and it also has the great 
advantage of being able to use the accumulated knowledge in the field of information
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theory. The RI model has been actively studied as a theory that links decision-making 
and information theory, and as a modern theory that expresses Simon’s bounded 
rationality [1–3]. 

The history of the RI models begins with Sims [4, 5], and there have been two 
major streams of research. The first is the Kalman filter type model initiated by 
Sims [4]. This model is used in a dynamic environment, in which the accuracy of 
the filter, or Kalman gain, is determined by the cognitive capacity constraints of 
information processing. This cognitive capacity, like that in Shannon’s sense, is an 
upper limit on the total amount of information that can be processed, but in Sims 
[4] it is determined by the subject’s ability. This model has been applied to many 
dynamic models, including financial and policy analysis. 

Another stream is the stochastic choice type model. This model assumes that 
information processing costs are incurred in proportion to the amount of mutual 
information, and given this assumption, the subject decides not only the action to 
take but also the amount of information to use to maximize the expected utility. This 
model is known to be closely related to logit-type stochastic choice models [6] and 
has been applied to a variety of fields including game theory [7]. Over recent years, 
there has been progressing in the refinement of information cost modeling and in 
extending to dynamic environments. 

However, in contrast to this energetic promotion of the theoretical works, empirical 
verification of the validity of the RI model has not progressed much. There have been 
only a few behavioral experiments and even fewer in more realistic settings. Further-
more, to our knowledge, the central assumption of the RI model, that the amount of 
mutual information obtained from signals adequately represents the cognitive cost 
of information, has not been tested from a neuroscientific perspective. The present 
study aims to test this point. 

Specifically, we will examine whether the cognitive processing cost of the model 
is consistent with the activation of brain regions related to working memory and 
reasoning, such as the dorsolateral prefrontal cortex, ventral prefrontal cortex, and 
rostral prefrontal cortex. The difficulty in empirically testing the RI model is that we 
cannot directly measure the amount of mutual information, because this amount is 
subjectively determined depending on the amount of signal used by the subject, and 
thus is not available to the observer. In this paper, we avoid this problem by focusing 
instead on the parameters representing the capacity in the Kalman filter-type model 
and the information cost in the stochastic choice type model. 

The contributions of this paper are twofold: 

1. We first tested the RI model from a neuroscientific point of view, and validated 
its central assumption that the cognitive processing cost of information can be 
measured in terms of the amount of mutual information from the acquired infor-
mation, by mapping it to the activation of the prefrontal cortex, which is well 
known in cognitive science as costly cognition. 

2. We proposed an experimental framework, a sequential investment task, in which 
the two main models of RI can be treated simultaneously in a more realistic 
experimental environment.
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2 Problem Setting 

2.1 Sequential Investment Task 

In this task, participants make predictions about the return of a price sequence each 
period and decide whether to invest in a single stock or a safe asset. The participant’s 
goal is to maximize the expected return. The fundamental return of the stock is 
randomly set at the beginning of each price sequence. The safe asset return is always 
set to zero. This fundamental return is fixed and unchanging throughout the price 
sequence, but the actual return of the stock observed each period is composed of the 
fundamental return plus white noise caused by exogenous factors such as the market 
environment. Therefore, participants cannot directly observe the fundamental returns 
when making investment decisions. However, they can calculate a sufficiently large 
number of past returns from observable price sequences and average them to get the 
fundamental return. If the inferred fundamental return is higher than the safe asset 
return, the rational decision in this setting is to invest fully in the stock, otherwise 
not. 

In this experiment, we have two treatments for the variance of exogenous noise, 
one large and one small. Each price column was prepared with 10 paths with different 
fundamental returns. Five of these paths used white noise with large variance, and 
the other five paths used white noise with small variance. 

Let f be the return determined from the fundamentals of the stock and be constant 
over time. The return observed in each period t is defined by rt = f + εt , where 
εt N (0, σ  2 N ) i.i.d.. The return on the safe asset is always assumed to be r S = 0. The  
price sequence presented to the participant’s GUI is calculated as Pt+1 = (1+ rt )Pt . 
Therefore, when the fundamental return is zero, f = 0, the price will randomly walk. 

The participant can predict the fundamental return f from the observed returns. 
If there is no cognitive constraint on information processing, fundamental returns f 
can be identified from the law of large numbers by using a large enough number of 
past returns and taking the average of the time series. However, if there is a cognitive 
constraint, participants may not reasonably formulate a prediction because it takes a 
certain amount of calculation to obtain each period’s returns from prices and to take 
their average. 

To fit the setting of the model to be analyzed, the decision-making of the partic-
ipants was assumed to be static. That is, participants are given 100 units of points 
at the beginning of each period, which is cleared at the end of the period. Thus, the 
participant decides each period whether to invest in a stock or safe asset to maximize 
the return of the period. However, participants can use the historical price sequence 
to identify the fundamental return in this experiment. Participants are first presented 
with a 100 periods price sequence. The reason for presenting 100 periods price in 
advance is to give a sufficient sample to infer the fundamental return. Participants then 
invest, the next price sequence is revealed, and liquidation for that period takes place. 
Price updates are made every second. Participants made this independent choice 180 
times per price sequence.
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Fig. 1 NIRS image 

2.2 Experimental Setup 

The biometric information used in this analysis was the change in blood hemoglobin 
concentration in the prefrontal area. Functional NIRS (BriteMKII supplied by Artinis 
Medical Systems) was used to measure the blood hemoglobin concentration in the 
prefrontal area. Figure 1 shows a visualization of the change in blood hemoglobin 
concentration during the experiment. The left figure shows the activation of the 
ventral region, and the right figure shows the activation of the dorsolateral and 
dorsoventral regions. We will focus on the dorsolateral, ventral, and rostral regions, 
which are considered to be closely related to costly cognition, working memory, and 
reasoning [8–11]. 

Functional NIRS measures the difference in optical absorption characteristics 
between oxygenated and non-oxygenated hemoglobin by irradiating near-infrared 
region light from an external source. Therefore, compared to fMRI, it is more difficult 
to measure deep brain regions, but on the other hand, it has the advantage of being 
able to measure in a non-constrained and realistic environment. The sampling rate is 
relatively fast (50 Hz), but the spatial resolution is not so high (20–30 mm). This is 
non-invasive equipment. These characteristics make it suitable for decision analysis 
in more realistic environments as in the present financial task. 

2.3 Participants 

The participants of this experiment were 40 undergraduate and graduate students of 
the School of Business, Tokyo University of Science. None of them had any invest-
ment experience. The number of valid samples was 39. Subjects made 180 investment 
decisions for one price sequence and were rewarded up to 1000 yen (including 500 
yen for participation) according to their points. Subjects were randomly assigned to a 
task for each treatment. 19 subjects were assigned to the large white noise condition



Examining the Correspondence of Cognitive Costs and the Mutual … 815

and 20 to the small condition. Subjects were briefed on the GUI operation and the 
investment task setting and then engaged in the task. 

3 Analysis Model 

3.1 The Kalman Filter Type RI Model 

In the RI model by Sims [4], the subject attempt to remove the noise in the observed 
signal (past returns in the present task) by using the Kalman filter, but the accuracy 
of the filter is constrained by the subject’s information processing capacity. If the 
capacity is small, the information in the signal cannot be utilized well (Kalman gain 
becomes small), which means that there is a momentum in investment. 

More specifically, it is modeled as follows. We write the subjective variance 
of the noise in the observed signal as σ 2 N . The conditional mutual information of 
the observed return rt in each period t is It−1( f ) = 1 

2 log(1 + σ −2 
N σ 2 t−1), and the 

constraint κ = 1 2 log(1 + σ −2 
N σ 2 t−1) holds when the cognition capacity of a subject is 

κ. From the constraint, the observed noise becomes σ 2 N = σ 2 t−1 

exp(2κ)−1 . In this model, 
the noise appearing in the observation equation is therefore subjective; if κ is ∞, 
then the variance of the observation noise is 0, and if κ is 0, then the variance of 
the observation noise is ∞. Given the subjective observation noise, the update of 
people’s expectation follows; 

μt = μt−1 + 1 

1 + σ 2 N (κ) 
(rt−1 − μt−1), 

σ 2 t = σ 2 t−1 −
(

σ 2 t−1 

σ 2 t−1 + σ 2 N (κ)

)
σ 2 t−1 (1) 

People invest in the stock or safe asset based on the expectation formation. In the 
following analysis, we examine six variations of the choice model, including loss 
aversion, are examined. The details of the models are described in Sect. 4.2. 

3.2 Stochastic Choice Type RI Model 

In the stochastic choice type RI model, the subject is assumed to make a decision 
in two steps [6]. The first step is to choose the information strategy to use, and 
the second step is to choose the action to optimize the expected profit based on 
the prediction/belief of the fundamental return. It is optimal to use as many and as 
useful signals as possible to identify the fundamental returns, but a certain percentage
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of cognitive cost λ is required in proportion to the amount of mutual information 
obtained from the signals. 

More specifically, in the second stage, the subject decides whether to invest in 
the stock or safe asset according to the conditional distribution of the fundamental 
return p( f |s ) given signal s. The utility realized with an optimal action at this 
stage is denoted by V (p( f |s )). In the first stage of information strategy selection, 
given the expected utility, the subject decides which signal s to use. The choice of 
information strategy determines which signal structure p(s, f ) is desirable. To obtain 
more detailed information, a cost λ{H ( f ) − H( f |s )} is incurred according to the 
amount of mutual information, where H is the Shannon entropy, and the amount 
of mutual information is defined as the decrease in entropy due to the acquisition 
of the signal. λ is a parameter that represents the cognitive cost per unit of mutual 
information. The first-stage problem can be written as follows: 

max 
p(s| f )

∑
f

∑
s 

V (p( f |s ))p(s| f )p( f ) − λ{H ( f ) − H ( f |s )}, 

where we assume that the possible states of the fundamental return are finite to keep 
the discussion simple. 

Assuming that the ex-ante choice probabilities of a stock and safe asset are equal 
before the fundamental returns are given in the experiment (the expected value of 
the fundamental return f given in this experiment is zero, which is equal to the 
return of the safe asset), the solution to this problem can be derived by the following 
softmax-type choice rule. 

pt = exp
(

f 

λ

)/{
1 + exp

(
f 

λ

)}
, ∀t 

To derive this rule from the above optimization problem, some equation transfor-
mations are required. See Lemma 1 and Collorary 1 in Matějka and McKay [6] for  
more details on this. 

4 Empirical Results 

4.1 Quantile Analysis 

We examine the relationship between the parameter values of each RI model and the 
hemoglobin concentration in the blood. As mentioned earlier, the amount of mutual 
information obtained from signals is determined subjectively, and this cannot be 
observed directly. The parameters of each model can be considered as its alternative 
indicators. Figures 2 and 3 show the average hemoglobin concentration in blood 
of each group in dichotomous analysis, and Fig. 4 shows the average hemoglobin
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concentration in blood of each group in the trichotomous analysis. The figure on the 
left shows the hemoglobin concentration in the blood of each sample, divided into 
two or three groups according to the size of the estimated model parameters (the left 
bar shows a small value group and the right bar is a large value group). From left to 
right, they correspond to rostral, dorsal-extralateral, and ventral-extralateral regions. 
The right figure is a scatter plot of the parameters for each sample and the blood 
hemoglobin concentration in the extraperitoneal region. 

From these figures, we can see that brain activity is consistent with the assumptions 
of the RI models. In other words, the larger the cognitive cost λ and the larger the 
capacity κ, the more activated the brain regions involved in costly cognition. The 
differences between these groups are significant for λ in all brain regions in the 
dichotomous partition and all brain regions except the rostral region in the tripartite 
partition (5% level in ANOVA analysis). However, for κ, no significant difference 
was confirmed for any of the regions. As can be seen from the scatter plots in each 
figure, the correlations are not sufficiently clear due to the large individual differences 
in biological data. This may be partly because the Kalman filter type RI model does 
not fit well in the present sample, which will be revealed in the next section.

Fig. 2 Correlation with λ, dichotomous analysis 

Fig. 3 Correlation with κ, dichotomous analysis
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Fig. 4 Trichotomous analysis, λ on the left and κ on the right

4.2 Model Selection 

Finally, we selected a more appropriate model based on the behavioral data, using the 
maximum likelihood method for model fitting. The table (Model selection) summa-
rizes the log-likelihood (llh), Akaike’s information criterion (AIC), and R2 (R2) for 
the Kalman filter type and stochastic choice type RI models and their variations. 
R2 is the improvement in the log-likelihood from a random prediction, defined as 
follows, R2 = log M−log Mrand  

− log Mrand  
, where M is the likelihood of the model concerned and 

Mrand  is that of the random prediction model. 
We examined the following six variants of the Kalman filter type RI models and 

the stochastic choice type RI model. Table 1 clearly shows that the stochastic choice 
type is superior for this experimental data. Since the fundamental returns were fixed 
in this experiment, the prediction converged at a relatively early stage, and therefore 
the characteristics of the Kalman filter type model may not have been fully utilized. 
As for the change in blood hemoglobin concentration, the correlation between the 
parameters of the stochastic choice type model was clearer than that of the Kalman 
filter type model, the same tendency was observed for the behavioral data.
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A Proposed Model for 3D Printing 
Education in the University 

Anca Draghici , Carmen Sticlaru, Agneta Lovasz, and Larisa Ivascu 

Abstract 3D printers are a fascinating tool for engineering teaching and education, 
related to a large variety of subjects. More and more universities are integrating not 
just the topic of additive manufacturing, but 3D printers’ infrastructures to create great 
learning experiences. The main scope of the paper is to analyze the state of teaching 
and learning 3D printing in the universities, presenting the advantages, particular-
ities, and the involved actors. There will be supported the ideas that through 3D 
printing, students can translate their ideas directly into reality, and spatial imagina-
tion. Usually, initial teaching and learnings activities begins with simple physical 
objects and later deals with abstract, virtual 3D models and complex assemblies. 
The “magic” of teaching and learning 3D printing is that it allows quick reversal, 
from the 3D CAD drawing to the physical object; the direct link of the two processes 
is stimulating creativity and enhance imagination. Finally, there will be discussed 
the case of teaching and learning 3D printing at Politehnica University of Timisoara 
(Romania) with the support offer by the “3D Printing Support Service for Innovative 
Citizens” INNO3D project (2019-1-IE203-000693INNO3D). 
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1 Introduction 

The engineering practices of today required new interdisciplinary skills and compe-
tencies (transversal, trans-sectoral), which require the ability of a person to connect 
and integrate knowledge from different fields couple them to a specific context; this 
approach involved a lot of creativity, agility, and innovation. This is engineers’ actual 
ways of acting in design, manufacturing, logistics, data analysis etc. These compe-
tences can be developed through an effective physics instruction, which would be 
able to guide the students towards a deeper understanding of disciplinary funda-
mental concepts and, at the same time, to strengthen their reasoning abilities and 
transversal skills” [1, 2]. Furthermore, recent updates of the pedagogy procedures, 
standards of science education strongly encourage the design and use of instructional 
environments focused on the engagement in the engineering practices, as a more 
efficient and effectiveness way of teaching and learning students enrolled in engi-
neering programs [1, 2]. At this regard, the use of 3D printing technology, placed in 
a problem/project-based learning approach, to foster engineering education has been 
proved as a feasible solution. It has been reported the improvement of engineering 
design teaching and learning process based using 3D printing and that students could 
rapidly and directly measure the created artefact quality [3]. Teaching staff experi-
ences from different university programs are convergent on recognized that efficient 
of the comprehensive abilities development by using 3D printing technology within 
curricula subjects related to the engineering studies [3–9]. The extended use of 3D 
printing in higher education is related with STEM (Science, Technology, Engineering 
and Mathematics) education development and the modern approach of training the 
new generation of future engineers. This, FabLabs or MakerSpaces of universities 
were created using international projects or public–private partnership [10–12]. 

In this context, the present article will present a brief literature review referring to 
teaching and learning 3D printing in universities, presenting the advantages, partic-
ularities, and the involved actors. There will be supported the ideas that through 3D 
printing, students can easy transfer their ideas into tangible products, and spatial 
imagination. The literature review will be accompanying by facts on industrial use 
of the technology as motivation factors for students to achieve the related compe-
tences. Second, there will be discussed the case of teaching and learning 3D printing at 
Politehnica University of Timisoara (Romania) with the support offer by the INNO3D 
project. 

2 Literature Review and Industrial Development 

2.1 Literature Review 

In 2014, a research has reported that 3D printing could directly support the teaching 
process [13]. From the idea to the printed part, there have been described an easy
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process to follow in the university laboratory, which strongly motivates students, and 
promotes understanding of the engineering design process and enhances students’ 
involvement in class; by using 3D printing technologies, students can translate their 
ideas directly into reality, and spatial imagination is promoted [13]. Usually, in the 
early years, teaching and learning engineering design begins with physical objects 
and later deals with abstract, virtual 3D models. But introducing the innovative 3D 
printing technologies allows a reversal: from drawing (3D CAD) to the physical 
object. It is now possible to directly link the two processes during the learning phase, 
stimulating creativity and enhance imagination [3–9]. 

The use of 3D printing in engineering education and training were growing rapidly. 
All around the world, higher education institutions are developing new curricula and 
purchasing equipment, software, and materials to support research and instruction. In 
response to the growing opportunities in the additive manufacturing job market, the 
interests among students in this field of study have increased dramatically [3–9]. In 
addition, the engineering education in this field has been supported by the tremendous 
equipment developers and providers, being recognized that the 3D printers’ market 
that has rapidly evolve [14]; actually, it is very easy to buy and to use a desktop 
3D printer at home and this is because the “increase demand for smaller, more 
affordable 3D printers that has grown amongst hobbyists, do-it-yourselfers, design 
engineers, and small business owners”. There have been observed that desktop 3D 
printer providers and their market continuously expand as many existing and new 
companies release printers with greater capabilities and better features [14]. 

In addition, universities have supported the FabLabs or MakerSpaces develop-
ment [10–12] as collaborative working places, with adequate digital and non-digital 
infrastructure (spaces with equipment such as: computers, printers, laser cutters, 3D 
printers, CNC machines, woodworking tools, soldering equipment, sewing machines 
etc.) and coaches (trainers, demonstration, addition learning sessions etc.) that 
contributed to the practical work in engineering projects; the aim is to provide non-
specialists the access to technologies, so that they can explore, learn and make [10]. 
Using such techno-creative activities and spaces of universities [15], students could 
develop their technical skills and competences by practical exploration of the 3D 
printing technologies and thus, better connect theoretical knowledge with applica-
tions. Furthermore, in a recent published study [10], there have been recognized 
that FabLabs and MakerSpaces “spaces go beyond digital twenty-first century skills 
as they are mixed digital and physical environments”. The learning solution has 
expanded internationally being recognized that FabLabs are those makerspaces that 
have signed the Fab Charter of the Fab Foundation; actually, more than 1,750 active 
FabLabs centers exists all over the world [16]. 

Trainers and learners have recognized that engineering education and training 
can be benefited through 3D printing by creating excitement in learning and educa-
tional practices, most by supporting STEM curriculum, opening new possibilities for 
learning, critical and analytical thinking, innovation, and entrepreneurship, giving 
access to new materials and applications not available before and promoting problem-
solved skills and methodologies. Using the 3D printing technologies students can 
take their design ideas to the next level by allowing them to get involved in the
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fabrication stage [2–4, 6–8]. In many higher education institutions, 3D printing has 
been integrated into conventional undergraduate and graduate programs, offering 
advanced training programs or courses only [5–8, 17, 18]. At this level of educa-
tion, important use is to integrate 3D printing technologies in sciences (e.g., the 
case of applying in different engineering subjects, programs). Models are produced 
to support students’ knowledge acquisition in a practical manner [2, 5–9]: devel-
oped test models can be used for experiments and test specimens can be useful for 
learning about mechanical properties of materials. Teaching staff has recognized 
that educational approaches using 3D printing differ in duration being differentiated 
by the learning objectives, and the competencies that are to be taught. Numerous 
and diverse methods and tools, formats, which are used by universities to teach 3D 
printing technology refers to: integration into existing teaching units; provision of 
3D printing literature support by university library; online tutorials (with certifi-
cates); Independent Bachelor or Master Lecture (e.g., Rapid Prototyping, Additive 
Manufacturing, 3D Printing); 3D printing/additive manufacturing course of studies 
(already included in the master programs); 3D Printing Summer Schools; Voluntary 
3D printing working groups (dedicated to a specific research or project with indus-
trial partner); Excursions to trade fairs and exhibitions, company visits; Competitions 
(e.g., 24 h challenges, hackathons); Open University/Faculty/Lab days or learning 
by doing (self-education) in FabLabs and MakerSpaces etc. 

On the education market of additive manufacturing, 3D printing there have been 
observed an interesting dynamic in the last years. After isolated, informal qualifica-
tion measures from companies for the elimination of a qualification gap (created by 
new technology) providers of formal advanced training take up topics of the new tech-
nology and offer further training in events and courses. Providers may be commer-
cially private, non-profit private or educational institutions of a company, colleges, 
academies, chambers, guilds or institutions of a church, party, union, or associ-
ation. Several educational institutions and professional associations have created 
additive manufacturing certificates, diplomas, and degree programs. Most focus on 
developing a workforce capable of designing parts, operating the systems, and main-
taining the related equipment. There are also various training programs for addi-
tive manufacturing, ranging from day seminars to multi-day courses and consulting 
services. 

Aside of companies, there are some relevant examples of public libraries offering 
3D printing trainings (together with related services). In 2017, the 3D printing media 
network has recognized that there were more than 800 3D printers in libraries world-
wide and the public needs and interests for this domain of services is increasing [19]; 
the dynamics of this field of services is positive, related to 2015 when there have 
been reported 250 3D printers in libraries in the United States supporting the related 
services to users, according to data published by the American Library Association 
(ALA). The researchers have found that most printers and services are provided by 
libraries located in US and other English-speaking countries (e.g., United Kingdom, 
Australia), but the “Chinese libraries alone could have three to five times as many”. 
Other geographic areas such as South America are also very likely to be offering 
3D printing through libraries and European countries, which only recorded a few
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dozen in this map, are likely to have several hundred (or even thousands) already. 
Definitively, the Covid-19 pandemic has positively impacted the 3D printing tech-
nology use because of the increase interest and the huge number of medical shields, 
3D respirator, valves and other devices that were use by hospitals and were donated 
by public (as universities) or private providers all over the world [20]. 

2.2 Industrial Use of 3D Printing 

The exploitation of the 3D printing competencies could be demonstrated by the 3D 
Printing Index score (calculated based on 38 quantitative metrics in six dimensions) 
which is an indicator measures the degree to which an array of countries’ labor skills, 
industrial capabilities, governance, and economic assets support additive manufac-
turing [21]. The index values could shed light not only on where each country stands 
but also on what can be done to improve the use of 3D printing technologies in 
actual industries. The Index shows the United States holds the lead with Germany 
closing in. Korea, Japan, the United Kingdom, and Singapore have also embraced 
the technology and have begun to capitalize on the opportunity. Challengers such 
as Australia and China, although lagging, have an opportunity to capitalize on the 
technology that the leaders have developed, while followers such as Indonesia have 
a long way to go to catch up (based on data available on the Wohlers Report 2017: 
3D Printing and Additive Manufacturing State of the Industry by Wohlers Associates 
[21]). 

Furthermore, the study on the state of 3D printing in 2019 (with 1,300 respon-
dents from Europe (64%), United States (16.6%) and Asia (20.2%), [22]) has under-
lined that “additive manufacturing adoption is growing across shop floors globally, 
evidenced by more than 70% of enterprises finding new applications for 3D printing 
in 2019 and 60% using CAD, simulation, and reverse engineering internally”; 80% 
of the respondents from enterprises have recognized that 3D printing is enabling 
them to innovate faster and 51% “actively using 3D printing in production” [22]. 

From the Eurostat information (data from 2018, published in 2019, see Fig. 1) there 
have been selected two aspects: (a) the use of 3D printing by economic activity which 
show a dominant exploitation of the technology and the related competencies by large 
manufacturing enterprise (more than 200 employees) and (b) the use of 3D printing by 
purpose that shows the extensive use for prototypes or model for internal production 
purposes. These two areas of 3D printing competencies exploitation have proven 
the motivation for teaching and learning in university programs with the support of 
large-scale manufacturing companies (the situation of successful development) [23].

In the last years, there have been exploited more and more the ideas of creation 
smart farms or plants of 3D printer networking solution that already exists in the 
neighborhood areas of universities or big companies’ plant. These creative techno-
logical hubs will be able to produce more, faster, in better conditions and at lower 
costs parts for different economic activities (most for the automotive industries, but 
also for health units, too) [24].
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Fig. 1 3D Printing statistics from Eurostat database [23]

3 INNO3D Projects and the Related Training Program 

3.1 The INNO3D Project 

The present study has been associated with the implementation of the INNO3D 
project (“3D Printing Support Service for Innovative Citizens”) through the support 
of a European international consortium of libraries, companies, and universities. The 
project duration is of 36 months, and it started in October 2019, and it aims to develop 
tools that will define an innovative train program for librarians in using 3D printing. 
Thus, librarians and specialists (engineers or designers) from their own organization 
or collaborators (from national organizations or from the INNO3D partners) will 
be able to train users in using 3D printing effectively and libraries will provide 
a dedicated service. The project supports the extension of the classical libraries’ 
services [20]. The idea is to transform today’s libraries into cutting-edge learning hubs 
in 3D printing teachnologies and give communities access to technologies that will 
have a significant impact on fields as scientific research, education, architecture, small 
scale manufacturing processes for entrepreneurs, engineering studies, healthcare, 
creative design for culture, entertainment industry (toys) and other [20]. 

INNO3D international partnership is supported by the following organizations: 
Limerick Institute of Technology—Ireland (Contractor and coordinator), Transil-
vania University of Brasov—Romania, Panepistimio Kritis—Greece, Univerzita 
Konstantina Filozofa v Nitre—Slovakia, Politehnica University of Timisoara— 
Romania, UNIVERSITAT Politecnica de Valencia—Spain, MB Think Tank srl— 
Romania, Universidade Nova de Lisboa—Portugal and University of Piraeus 
Research Center, Greece (nine organizations) [20]. 

The methodology used for the project implementation is based on six core activ-
ities which will deliver the outcomes of the project, as follows: (1) Project manage-
ment: this is an ongoing activity during the project’s life. It ensures the smooth 
implementation and achieves the proposed results; (2) Mapping 3D printing educa-
tion in libraries and at the university level; (3) Developing, testing, and implementing 
3D printing training curriculum; (4) Elaborating 3D printing trainers’ toolkit for theo-
retical program; (5) Validating quality assurance and improvement of 3D printing
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curriculum and 3D printing training materials; (6) Transferring project results and 
best practices. Institutionalizing 3D printing in libraries of each partner in the project 
to ensure ongoing training of librarians and library users for future generations [20]. 
The project is expected to have immediate impact and long-term effect on improved 
and modernized educational processes in 3D printing across university, other libraries 
in the community and the whole society. Already, the INNO3D training program has 
been defined based on the inventory of the skills needed in relation to the type 
of pieces to be process/printed, some multimedia educational resources have been 
created and currently two e-books are developed one for the trainees and the other 
for trainers related to the 3D printing technology [20]. 

3.2 A Proposed Model for 3D Printing Education 

Based on the industrial interest on 3D printing competencies and the literature review 
related to this topic, there have been answered the question on: How 3D printing is 
being used in the education system? The holistic answer refer to: (1) teach students 
about 3D printing; (2) teach educators about 3D printing; (3) teach design, creativity 
skills and methodologies; (4) produce artefacts (pieces, assemblies) to empower 
the learning process; (5) create assistive technologies (as mention in [2]). Further, 
the context of INNO3D project implementation has provided new opportunities: 
innovation transfer related to teaching—learning 3D printing; new skills acquisition 
in the field of 3D Printing (operating with new and emergent technology); skills 
related to work and interact in an international project team. Thus, it was created a 
framework on teaching and education 3D printing, and each partner institutions have 
benefit from the inspirational ideas of teaching and learning 3D printing of the others. 
Most, because of the project target group was defined by librarians, the INNO3D 
project aims to create, through the librarians and the libraries partners (from Ireland, 
Romania, Portugal, Slovakia and Greece), a critical mass to accelerate the transfer 
and implementation of 3D printing technologies in engineering education. In the 
following will be discussed the proposed model adopted by Politehnica University 
of Timisoara, Romania (Fig. 2).

The case study approach is based on the re-engineering process which is adequate 
to a disruptive innovation of the library services [25, 26]. It consists of four phases 
during which several university entities are involved: (1) user-library process to get 
and understand the order and need of the user; (2) library-CAD model designer 
(from university specialized department) to prepare the STL AMF 3MF file, do 
the verifications, repair files if needed, action on orientation load and optimization 
through simulation; (3) CAD model designer-library process to do the 3D printing 
process in the library INNO3D MakerSpace; (4) library-user process to deliver the 
piece and accomplished user need. The framework of “re-engineering model” of the 
library’s services is the result of several discussions with the related stakeholders on 
the topic.
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Fig. 2 The proposed “re-engineering model” of the library’s services Politehnica University of 
Timisoara, Romania

4 Conclusions 

The literature review and industrial trends (before and during the pandemic crisis) 
have recognized the positive impact and the attractiveness of exploiting additive 
manufacturing and 3D printing technologies for engineering education. These offers 
to teaching staff the opportunity to quick demonstrate engineering design process 
started from ideas (good and bad, innovative one) to artefacts (real models of prod-
ucts) by offering new and challenge opportunities for new teaching—learning— 
assessment approaches that could be adopt and adapt to a large variety of teaching 
subjects or learning contexts (e.g., Manufacturing, Production Engineering (innova-
tive manufacturing for product development and Rapid Tooling technologies), Engi-
neering and Technologies (Concurrent engineering, Methodologies and Software 
tools in Design for Manufacture and Assembly); Biomedical engineering, (Proto-
types, customized implants, new biocompatible materials), Architecture, Construc-
tion Engineering etc.). Through the case study discussion (the INNO3D project and 
its implementation at Politehnica University of Timisoara, Romania), there have been 
underlined the need for university library system in Romania to better support their 
organization’s change management (adopt the paradigm of library process oriented) 
strategies to lead them into the present and the future of Digital Era. Considering the 
proposed feasible approach of re-engineering in university library and their associ-
ated digital services (that should be representative and dominant in present and the 
nearest future), it is necessary to re-think on this serious issue and how it will be 
applied for providing better services to fulfil multidimensional needs of the users. 

The paper main contributions are the fulfilment of the knowledge gap identified 
in the literature related to the teaching and learning 3D printing in the universities, 
presenting the advantages, particularities, and the involved actors and by proposing 
a feasible framework of providing 3D printing technologies as a library service.
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Thus, students’ projects (mechanical engineering, automotive, logistics, architec-
ture, construction and civil engineering or even architectural models etc.) could 
easy become a reality and teaching staff could easily access the INNO3D created 
MakerSpace for demonstrations and practical lessons (e.g., teaching services using 
INNO3D training program). Also, the MakerSpace is open to industrial applications 
(external services) or other external users’ needs (different applications of students 
from other universities in the city of Timisoara). 
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Abstract The paper aims describing a collaborative international initiative of 
four European universities to develop a training program for supporting university 
teaching staff in creating and using multimedia technologies effectively (extend their 
digital competencies). Thus, teaching and researching staff from higher education 
institutions will follow a designed framework to develop their digital skills to create 
more realistic and attractive content that should improve engineering education (with 
a debate based on examples and best practices of different specializations). We relate 
the presented approach to MUST project (Multimedia Competencies for University 
Staff to Empower University—Community Collaborations, 2020–1-RO01-KA203-
080399). The training curriculum and the created educational resources make up 
a dedicated service offered by universities through DigiCoaches who will provide 
training to other internal/external users/trainees in creating-using multimedia tech-
nologies effectively. The paper will enhance the quality and relevance of knowledge 
and skills of university teaching and researching staff in multimedia technologies 
by presenting an overview of the training needs assessment study. Five universities 
from Romania, Spain, Lithuania, Slovenia, and Republic of North Macedonia with 
two consulting companies from Germany and Portugal (experts in creating digital 
resources) will support the new multimedia curriculum and training programme 
development. 
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1 Introduction 

Universities aim to share and give access to learning and enrichment resources that 
will have a significant impact on many economic and social fields. 

The efforts of universities are beginning to be intense and aligned with the new 
international requirements. Technological advancement is an efficient support for 
the development of multimedia technologies. Sound cards led to the development of 
this technology, followed by several other facilitators: compact discs, digital cameras 
that began to be used more and more, and finally the various videos that turned the 
computer into an efficient educational tool. Multimedia technologies are used in 
various environments: medical, statistical, economic and others. At the same time, 
multimedia technologies are used in entertainment and in the active training of indi-
viduals. In recent years, multimedia technologies have been very good facilitators 
of the teaching–learning process. It is appreciated in the literature that these tech-
nologies are the best educational techniques. This statement is supported by the 
following aspects: it addresses several senses and develops the creative side. All these 
presentations used in universities integrate several elements that develop an interest 
in students: text, spoken words, sound, music, graphics, animations, photographs, 
images, numerical evolutions, and others. 

New multimedia technologies will transform today’s universities into cutting-edge 
learning hubs that teach 21st-century skills. The goal of multimedia technologies in 
universities is to create a realistic perception of the users on novel learning tech-
nologies and potential of digital resources and reinforce that learning with simpler 
hands-on projects [1–8]. The advantages of using multimedia technologies are many 
that can be remembered: transforming the reading process into a dynamic process, 
the use of graphics helps to shape the concept and faster learning, the recorded voice 
can be heard several times so that the concept is enhanced, various colours and 
animations can turn the learning process into an innovative and attractive one, and 
the use of maps and classifications outlines a concept closer to reality [9–14]. 

The study [14, 15] presents the impact of multimedia technologies on universities 
in Asian regions and highlights the main factors identified: efficiency and attractive-
ness. Other studies are important in the field of mathematics in which remarkable 
results are recorded [16]. In chemistry and biology, universities that use multimedia 
technologies have favourable results, especially in engineering [17–20]. There were 
also studies in universities that have study programs in management. Here there was 
a much higher degree of attractiveness and a considerable presence at courses. Engi-
neering universities have started to use these facilities more and more intensely, and 
the results show an increased interest of students [21]. Engineering and the teaching 
process are directions in which new technologies are present and represent a basis for 
future research directions [22, 23]. Therefore, multimedia technology is a growing 
interest in universities, but also for the economic environment [24–26]. 

This paper aims to present an international initiative for the development of a 
blended curriculum and training program dedicated to university staff to support 
their multimedia skills development. To develop this approach, a market research
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survey was conducted to identify multimedia training needs. The proposed approach 
will support engineering studies from several European universities. 

2  Overview of MUST Project  

MUST project (Multimedia Competencies for University Staff to Empower 
University—Community Collaborations, 2020–1-RO01-KA203-080399) addresses 
to “Innovative practices in a digital era” (as described in [20], p. 101), because there 
is proposed to be develop-implement an innovative blended curriculum and training 
program dedicated to university staff to support their multimedia skills development; 
these refer to the design and use of digital technologies in creative, collaborative, 
efficient ways to better facilitate teaching-training-learning-assessment process of 
Generation Z students or for user in universities’ community (vocational education 
for lifelong learning). These are aligned with the objectives of the European Educa-
tion Area, notably the new European Universities initiative [21]. Considering the 
European Commission Digital Education Action Plan [22] that calls for systematic 
action in this area, MUST project addresses to the developing of digital compe-
tences and skills (Actions 4 to 8) and the use of the European frameworks on digital 
competences of educators as university staff. 

In each university partner involved in the project there were not implemented 
coherent training programs for multimedia skills development of teaching staff (as 
will be demonstrated through the training needs assessment). The developed high 
quality visual digital media resources and learning framework can help to engage 
this target group in meaningful learning activities for self- expression and gradual 
competence and confidence building in key competences as well as the technical skills 
to use sector specific occupational learning. Visual media within a transmedia strategy 
make learning independent of time, allow for repeating the content as needed and can 
be designed to promote language proficiency, digital skills, a sense of initiative and 
self-efficacy at the same time. Common projects using engaging multimedia with 
university staff and students/community learners can lower the mental barriers for 
accessing higher education [19]. 

The project is developed transnationally, because none of the participating univer-
sity has enough expertise available to carry out the programme on its own (as demon-
strated also by the Pilot Study, see Sect. 3 and 4 of the paper) and they need support 
from expertise of an NGO partner from Germany (SoWiBeFo) and a small company 
from Portugal (Storytellme). Benchmarking expertise on work based learning and 
digital media developed in Germany (referring to universities and industry) and 
experiences from the use of text-based digital learning in Portugal will enriched and 
extend university staff knowledge in the design and use of multimedia technologies 
[19]. 

The project objectives are to improve and diversify: (1) university staff skills 
in creating and using multimedia technologies effectively (for education, research, 
university-community projects, advertising, and communication purposes); (2) the
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services offered to university users and other university staff through the designed 
training program that empower these users with key skills and the opportunity to 
develop their multimedia competencies. Following MUST training program, skilled 
university staff could better support not only internal processes of the universities but 
also university-community project by creating a strong imagine (through visual story-
telling, experiments, and demonstrations, through transmedia etc.) on the academic 
potential for knowledge-innovation transfer, lifelong learning and vocational educa-
tion training, social and cultural projects, university advertising etc. The developed 
MUST training curriculum and the created educational resources will define a dedi-
cated service offered by universities through DigiCoaches (trainers of trainers from 
university staff) who will provide training to other internal/external users/trainees in 
creating-using multimedia technologies effectively. 

3 Research on Multimedia Training Needs Assessment 

A survey based on a designed questionnaire was conducted supported by the 
Google Form platform; the answers were collected from January 2021 to June 2021. 
This study was applied online and addressed to individuals from the universities 
from Romania, Germany, Lithuania, North Macedonia, and Slovenia. The research 
sample consists of all types of universities staff (teaching, administrative, technical, 
students); 122 responses were registered, being representative for the targeted univer-
sity. From the perspective of age, there are respondents in the category under 25 years, 
approximately 27%, the interval between 25 and 35 years there were 15%, the interval 
35–45 years a percentage of 30%, and over 45 years a percentage of 26%. From a 
gender perspective, there is a well-balanced proportion, about 53% women, and 47% 
male. The areas in which the respondents work, and they will exploit the achieved 
multimedia knowledge is manly from the engineering field of science (51.70%). 

Figure 1 shows the results regarding the respondents’ interest on several topics to 
get involved in such training programs. The skills held are suitable for the job, but 
they can be improved. Respondents are willing to improve their multimedia skills 
because they can strengthen both research and practical skills.

Figure 2 highlights the respondents’ training needs in multimedia production 
and exploitation fields. There is interest in a “strong” and “very strong” need for 
knowledge exploitation. From the general basic knowledge perspective, the direc-
tions targeted by this research were: relevant intellectual property rights in the 
context of multimedia design, production and exploitation, planning strategies for 
multimedia design, multimedia production techniques, and methods and tools used 
in multimedia production. In each direction, multimedia applications in university 
educational processes are appreciated by respondents and can be used in educational 
programs, research, communication, and others. In addition, the preferred method 
for achieving multimedia skills and competence has been investigated. Over 46% 
appreciate that best practices represent the main direction. Tutorial demonstrations 
are appreciated by 31% of respondents.
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Fig. 1 The responses reflecting the need for “Support material and Reference” and for theoretical 
knowledge in different areas

Fig. 2 Respondents’ interest in getting involved in a program for developing multimedia skills
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4 Multimedia Skills Development to Support Engineering 
Studies 

The training needs assessment has provided a large range of information regarding 
the needs of multimedia skills and competencies. During the pandemic period 
(started from March 2020 till June 2021) several informal discussions with colleagues 
involved in the education process of different engineering programs (specializations) 
have underlined that many of them have self-developed their digital skills in teaching 
on-line. Difficulties encountered when teaching practical lessons (demonstrations on 
handling and using equipment, apparatus, machines etc.), most of them being forced 
to quick develop movies in the university labs, providing realistic visual demonstra-
tions that were used in the online classes. Most of the teaching staff were not equipped 
with properly recording equipment and thus most were using their mobile phones for 
these practical lessons. Frequently, teachers have no knowledge to do the recording 
and the video explanations (they were not able to provide clearly and attractive movies 
due to their lack of acting skills) and the results usually were supported by additional 
explanations with other video demonstrations found on YouTube or provided by 
industrial consulting companies. In addition, during the online classes via Zoom, 
the generated movies need to be process and re-use adequately for students learning 
process. So, additional problems arise in the field of self-processing of the video 
theoretical lessons and the tutorials (related to the engineering seminars and projects 
development). Simultaneously, usually in the universities departments there are no 
technical staff able to support multimedia materials (e.g., educational resources). 

Started from this situation and the need for quick extend the teaching staff digital 
knowledge in the field of multimedia technologies arise in the early period of the 
pandemic when the MUST framework for multimedia competencies development 
together with the associated training program have been designed in a collaborative 
manner within the international consortium. 

The proposed framework for multimedia skills development has been developed 
based on the Bloom’s taxonomy (adapted for https://cft.vanderbilt.edu/guides-sub-
pages/blooms-taxonomy/). The adaptation takes into considerations five levels of the 
taxonomy by merging level 1 and 2 of the original shape due to the way learning 
and action (knowledge use and exploitation) in the case of multimedia technolo-
gies required such an approach. According to this framework, a preliminary self-
assessment test provides a diagnosis, feed-back of the potential trainers’ skills and 
competences (done online via the web page and the e-learning platform dedicated to 
MUST training program) to the design and development of the multimedia products 
(see Table 1).

In addition, the self-assessment test offers concrete suggestions for competence 
improvement in a specific domain! Moreover, university staff will get the opportunity 
to increase their competence level by enrolling in the corresponding online training 
program that will be developed by MUST consortium. Depending on the identified 
proficiency level, potential trainers might be suggested to complete either the entire 
training or only specific unit(s). Each area is assessed independently; individuals

https://cft.vanderbilt.edu/guides-sub-pages/blooms-taxonomy/
https://cft.vanderbilt.edu/guides-sub-pages/blooms-taxonomy/
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Table 1 The structure of the self-assessment test defining MUST framework for multimedia skills 
development 

Area of competences 
to be assess (no of 
competences/training 
elements) 

Evaluation scale (applicable 
for all the training elements 
developed in correlation with 
the developed competences) 

Test results and 
recommendations 

(U1) Intellectual Property 
Rights for multimedia 
(2 competences/training 
elements)

. I have basic knowledge and 
hear about …; I can explain 
the basic principles of …

. I can design a multimedia 
product and apply 
knowledge for …

. I developed analysis and 
synthesis based on the 
knowledge in the field of 
…; I can design a approach 
for …

. I can evaluate …

. I can create professional …

. No statement is correct

. Feed-back for each training 
element

. General feedback per 
training unit

. General suggestion on which 
element and unit should be 
followed 

(U2) Planning strategies for 
multimedia design 
(2 competences/training 
elements) 

(U3) Multimedia production 
techniques 
(2 competences/training 
elements) 

(U4) Methods and tools for 
multimedia production 
(4 competences/training 
elements) 

(U5) Applicative competences 
(education, research, 
advertising, community 
projects)—four domains each 
with 2 competences/training 
elements

although can freely choose any area, he/she should assess the five areas sequentially, 
using the same scale as suggested by the Blooms’ taxonomy (individuals should 
choose the option that best fits to his/her competence level). After the self-assessment 
is finalized, potential trainers will be given general feedback in terms of his/her 
competence level for the whole area (unit) and each related training-learning element 
(which correspond to a specific competence that is developed) in certain cases he/she 
will be pointed to the right training modules that should be followed to further develop 
his/her competence level. 

The described framework is correlated with the training program skill card (first 
column of Table 1). The total number of competencies is 18 and they refer both to the 
Pedagogy and Technology domains (as identified by MUST consortium members); 
these were considered most relevant for the creation and delivery of the MUST 
training program for university staff (and will allow the transformation into a post-
university training program). The defined competencies (associated to the training 
elements of each unit) were also verified by participants in 2 focus groups consisting 
of academic staff and instructional designers from partner institutions in Slovenia, 
Lithuania, Portugal, Germany, Spain, North Macedonia, and Romania. Thus, MUST
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training program is already structured for the university staff (including teaching, 
research, and administrative staff) multimedia skills development. In the next period 
there will be developed the in Europe and beyond will receive accurate input on 
the development and implementation of MOOC-based curricula. MUST training 
program itself will be designed as a MOOC in English language and it will be 
translated in all university partners languages. In this way, the wider international 
academic community will be granted with open access to this output and will learn 
about multimedia design and technologies. 

The contents of the training program will be closely linked to the self-assessment 
tool. Based on the results obtained from the self-assessment tool, academic staff 
will be re-commended to either take separate modules of the training program, or to 
complete the entire program. 

5 Conclusions and Final Remarks 

The pandemic situation has changed the way we approach the learning process. 
In this context we must speak of learning, unlearning, and relearning. Competency 
building needs to be strengthened through multimedia technology training programs. 
The MUST project is a necessity for technical universities in different countries. 
The training needs were identified through an online market research conducted 
in individuals in Romania, Germany, Lithuania, North Macedonia, and Slovenia. 
Respondents appreciate the practical studies and simulations that can be performed 
using these technologies. 

Strengthening multimedia skills is a necessity in these pandemic conditions where 
online learning has replaced the traditional face-to-face learning. University teaching 
staff skills’ development in the field of multimedia can attract students in the teaching 
process and increase the motivation rate (develop active learning communities). Also, 
it is expected that the proposed approach will positively impact students’ way of 
communication and better expressed themselves. 

The presented framework will be the concerned of the next period activities of 
the MUST project. Thu, a study on the generated effects of the learning program 
is needed to really proof the impact of the achieved skills in engineering studies 
(promoting best practices, successful pedagogical methods etc.). 
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An Optimization Model on Patient 
Appointment Scheduling of MRI 
Diagnostic Examination 
with Prioritization 

Joachim Jover, Westin Perez, Joanne Tung, and Charlle Sy 

Abstract Purchasing additional MRI machines may not always be a feasible solu-
tion to increase diagnostic services capacity. Healthcare systems make use of appoint-
ment scheduling to optimize the use of their limited resources as an alternative to 
investing in new machines. A properly planned appointment scheduling system will 
allow for the efficient use of the MRI machine and accommodate patients effectively. 
The challenge in appointment scheduling comes in the various uncertainties that 
could disrupt the planned schedules. Current research and literature on appointment 
scheduling for MRI scans have not tackled the appointment scheduling problem while 
considering the occurrence of unpunctual patients, no show patients, and unsched-
uled arrivals, at the same time. This study develops a scheduling model that considers 
the aforementioned uncertainties in addition to different patient types. A two stage 
solution is utilized in order to create a weekly appointment schedule. The first stage 
determines the total number of patients to be accommodated for the week. This is 
then used as an input for the second model to determine the time slot assignment of 
patients. The latter minimizes the total penalty contributed by the priority levels and 
the cost of rearranging from the original order of requests. A neighborhood search 
heuristic is used to develop a prioritization rule when such uncertainties are realized. 
From the results and analysis, it was found that the model returns a schedule that 
generates a lower value of the objective function compared to ad hoc scheduling 
practices such as that of scheduling according order of request only or according to 
priority level only. 

Keywords Optimization · Patient scheduling · Healthcare · Heuristic 

1 Introduction 

Capacity deficiencies occur when the demand for a service cannot be met using 
available resources. The Diagnostic Demand and Capacity Programme [1] reports
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that MRI capacity is unable to match demand and yet the utilization rate of the 
equipment only averages from 43.7 to 59.8%. This may be caused by both the lack 
of equipment and the varying protocols of the hospitals. Low utilization rates of the 
MRI machines are still observed despite demand being higher than capacity. This 
highlights the significance of proper planning of resources in order to satisfy the 
patients’ needs without the need for additional investment. A study by [2] states that 
MRI examination is one of the greatest bottlenecks in hospitals since capacity is 
limited. 

Hospitals need to operate more efficiently and effectively with the limited 
resources they have. This was addressed in [3] by highlighting the importance of 
hospital scheduling since proper scheduling of operations improves staff produc-
tivity and morale. This in turn improves the efficiency in the utilization of resources 
and equipment. Appointment scheduling, if applied properly, allows for the system 
to undergo a smooth workflow, reduces waiting time of patients while lessening 
overcrowding, and provides the ability to match supply and demand in the current 
system. 

However, proper application of appointment scheduling is no easy task, as diffi-
culty in scheduling is often caused by the inconsistency of the demands hospitals 
face, given the variety in the patients’ diagnosis and the equally varied urgency 
these patients need for treatment [4]. Studies have been performed on managing 
hospital appointment schedules, tackling a variety of the problems that arise from 
the procedure. Mahmoudzadeh et al. [5] tackled the uncertainty in the demand for 
appointments, given its unpredictable nature in a hospital setting. In a separate study, 
[6] looked into optimizing the appointment scheduling process by accounting for 
same-day requests and “no-show” patients that fail to show up for their scheduled 
appointments, as this is a reality that hospitals face every day and can cause problems 
to arise if not accounted for [7]. Tackled similar ideas in their study, but opted to 
also account for an outpatient hospital setting in their study, as well as delving into 
unpunctual arrivals and stochastic service times when searching for ways to optimize 
scheduling. However, the study does not consider unscheduled arrivals or same-day 
requests. 

Despite the substantial amount of research that covers multiple types of patients 
regarding their appointment schedules and whether or not they arrive for them, 
no study has yet to account for all types of patients. These types being: on time 
patients, late arrivals, no shows, and unscheduled patients in a single system. Patient 
unpunctuality is a prevailing issue when tackling MRI scheduling, as lates and no-
shows are very common among MRI patients. A study performed by [8] deter-
mined that in particular, unpunctual patients serve as a major detriment to the MRI 
scheduling process, with no-shows proving to be particularly detrimental, given that 
these patients lead to slots being wasted on them and double occupancy for MRI 
scheduling slots. 

The results that previous models and studies arrive at are not applicable to a model 
that seeks to incorporate all types of patients due to the fact that no-shows and late 
patients ultimately provide different types of problems that the system must deal 
with. This is due to the fact that late patients serve as delays in the system, as patients
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who are late do still make use of the system beyond their initial intended arrival time, 
while no-show patients essentially free up slots in the system, providing opportunities 
to rearrange patient schedules in more optimal positions. This is something that this 
study seeks to cover, in order to create a more comprehensive analysis of the hospital 
system by accounting for a variety of patient accommodation concerns. Since there is 
a high demand for MRI, hospitals use scheduling as a means to organize the machine’s 
activity throughout the day. Through appointment scheduling, the hospital will be 
able to ensure that more patients will be given treatment on time and that the machine 
is better utilized with less idle time. An appointment scheduling model that considers 
various patient accommodation concerns will be able to generate a schedule that can 
adjust when uncertainties are realized. 

2 Appointment Scheduling for MRI Diagnostic Exams 

The components of the scheduling system for MRI examinations consist of the 
following: the patients, the scheduler of the hospital or MRI clinic, the MRI machine, 
and the initial schedule of patients. The schedule appointed to patients will depend 
on the patient’s priority level and the order within the queue. Priority level pertains to 
the urgency or level of care needed by the patient as assessed by the doctor’s recom-
mendation to have an MRI diagnostic test. The order of the patients is the original 
sequence of the patients’ request for an appointment. This is likened to a first come 
first served queue wherein those that request earlier are placed first in the order of 
appointments. The priority level of the patients would affect the order of the patients 
if higher priority patients are present in the system and they have to be accommodated 
before those that made an appointment request earlier. An appointment time will be 
given to the patients however, the given schedule for patients within a day may still 
be subjected to uncertainties. 

The number of patients that can be accommodated into the system is based on 
the capacity of the available MRI machine. For appointment booking, the scheduler 
will contact the patient first before they are assigned to a schedule. During this first 
call, the scheduler will obtain the patient’s information before placing them in the 
queue of exams to be scheduled. If during the first call attempt, the necessary patient 
information has not yet been obtained, the patient drops the call, or the patient cannot 
be contacted, a second call attempt will be made within one week of the first call. 
Based on the aforementioned study, the minimum time patients spent in the queue 
was 2.5 weeks. This process shows the current set-up for scheduling an appointment. 
Comparing the access time of the patient from the current setup of 2.5 weeks lead 
time, a mathematical model will significantly reduce the access time because patients 
can be scheduled instantaneously. This will help determine the approximate number 
of patients that the facility has to prepare for in a given week. The appointment 
booking flowchart used in the study is shown in Fig. 1.
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Fig. 1 Intraday schedule flowchart 

3 Model Development 

The patient appointment scheduling system for MRI exams identifies the number 
of patients to expect in a given week and the patient schedule to assign and prepare 
throughout the workweek. As a result, the study opted to use two models to determine 
these separate goals. The first model will create an estimate of the number of patients 
that must be prepared for in a workweek. This would allow for the hospital to aptly 
prepare for the expected patient distribution and understand the size of the schedule in 
that week. This is where the second model would come in, where with the knowledge 
of the number of patients expected in the workweek, there is an understanding of 
how the model should be utilized. 

Prior to running the second model, the number of runs required is first computed. 
This is done by dividing the number of patients to be accommodated for a week, 
obtained from the first model, by the number of patients that can be scheduled in 
one run of the second model. This means that the number of runs for Model 2 is 
affected by the size of the model that can be run within a reasonable amount of 
time. After computing for the number of runs, the initial order of patients and their 
corresponding priority levels can be inputted to Model 2. The second model will 
create a schedule that minimizes the schedule rating, based on the initial schedule 
and the priority levels. Once a schedule has been formulated, a heuristic will be used 
to determine a prioritization rule when no shows or unscheduled arrivals occur. The 
neighborhood search heuristic will be used to make the adjustments to the model 
when information on these uncertainties are realized. This will result in a finalized 
and adjusted schedule considering uncertainties.
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3.1 Total Patient Prediction Model 

The first model formulated for the study is a model designed to predict the amount of 
patients that the hospital system must account for based on probability of lates and 
no shows, the expected amount of emergency patients, and the expected distribution 
of patient priority types. This model will be run first given that the output will serve 
as an input for the second model. For simplification purposes, we will refer to the 
first model as Model 1 throughout the study. 

Equation (1) represents the objective of the model, which is to prepare for a real-
istic number of patients of varying priority levels. The model was created to set up a 
scenario where hospitals will maximize the number of patients they can accommo-
date. Thus, Za is defined as a summation of the weight distributions garnered as a 
result of taking in patients of various types (xi j  ), with an altered weight contribution 
for accommodating beyond hospital capacity. The decrease of weight contribution 
as the model allocates patients above the capacity limit is given such that an optimal 
schedule is one that follows the idea that the more patients there are, the higher the 
waiting time for the patients above the limit. This can also be interpreted as conges-
tion in the hospital system or overcapacity. The penalties then represent the costs 
that are incurred by accommodating patients beyond the soft limits of the hospital 
setting. 

Max  Za = 

⎛ 

⎝ 
n∑

i=1 

Valuei ∗ 
n∑
j=1 

xi j  

⎞ 

⎠ −
(

n∑
i=1 

Penaltyi ∗ xi2

)
(1) 

Equation (2) establishes the distinctions between patients that fall within the 
hospital limits when they are accommodated and those who do not. This constraint is 
necessary in order to establish the basis for cost increasing per patient accommodated 
beyond this limit. In order to make the distinction between patients that fall within 
the soft limit and those outside, a switch variable Y is used as in Eq. (3) to create a 
condition where patients outside the soft limit can only be accommodated once the 
initial soft limit was filled up. 

n∑
i=1 

xi j  ≤ Limit j ∀ j (2) 

n∑
i=1 

xi2 ≤ M ∗ Y (3) 

To create a projected allocation amount for patients of a specific type, the total 
amount of patients of said type was constrained to fit within certain percentage param-
eters. This would create a scenario where the model would expect to fit each amount 
of patients in a specific priority type into an allocated portion of the whole, resulting
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in a projected value represented by Allocationi . Once the allocation amount is deter-
mined, this value will then be subject to slight modifications based on punctuality 
probability as well as emergency patient probabilities. This would mean that the 
actual amount of patients the model prepares for will not be equal to the allocation 
amount previously determined, as the resulting value must still be based on no-show, 
late, and emergency probabilities. 

n∑
i=1 

n∑
j=1 

xi j  ∗ Distributioni ≤ Allocationi ∀i (4) 

n∑
j=1 

xi j  + Emergencyi = Allocationi ∗ Punctuali ∀i (5) 

3.2 Patient Scheduling Model 

Based on the results of Model 1, the Patient Scheduling Model (referred to as Model 
2) will then create an optimal schedule based on initial appointments and patient 
priority levels. The model’s objective function, shown in Eq. (6), minimizes the 
combination of the total weighted contribution of patients in the system based on 
their position in the schedule and the cost accrued by adjusting patients from their 
initial positions in the process of creating said schedule. Patient weight contributions 
are computed by multiplying their predetermined priority levels with their position 
on the final schedule, where the patient that goes first would be assigned a value of 
one (1), the patient that goes second would be assigned a value of two (2), and so on. 
This would provide incentive to place higher priority patients first in the schedule 
as to minimize the multiplicative values weight contributions provide. Without the 
penalties in the model, the optimal solution that would be generated arranges patients 
by priority level in descending order. In a practical setting, these penalties translate to 
a decrease in the patients’ satisfaction with the service. If those with lower priorities 
are appointed at the end of the schedule despite having requested earlier, then their 
satisfaction with the service decreases. 

Min  Zb = 
n∑

k=1 

(Priori t yk ∗ xk + RatingDecreasek ∗ Changek) (6) 

Equations (7) and (8) create unique schedules for each patient in the system. 
Hence, a switch variable was used to determine the greater value between xk and xl 
when compared to one another. It is also important to ensure that each patient has a 
minimum space of one unit of schedule between them. Meanwhile, Eq. (9) ensures 
that all patients have an appointment in the hospital system, preventing patients
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from not being listed in the resulting schedule. In Eq. (10), the absolute value of the 
difference between the patients’ original and new positions will be multiplied to the 
corresponding penalty weight to account for adjusting patients from their original 
appointment schedules. 

xk − xl ≥ 1 − M ∗ Ykl ∀k, l (7) 

xl − xk ≥ 1 − M ∗ (1 − Ykl ) ∀k, l (8) 

xk ≥ 1 ∀k (9) 

|xk − Originalk | = Changek ∀k (10) 

3.3 Heuristic 

A neighborhood search heuristic is subsequently used to account for uncertainties 
that might happen once an initial schedule has been obtained. In a real life setting, 
when uncertainties such as no shows or unscheduled arrivals occur, the scheduler 
will have to make the necessary adjustments as soon as possible. 

The mechanism for Algorithm 1 and Algorithm 2 are shown in Fig. 2. Algorithm 
1 defines the process of updating the schedule when there is a no show patient. The 
process begins when a no show patient is realized. The scheduler will then have 
an option to call on a patient from the set of remaining patients who have yet to 
be serviced for the day. The criteria for choosing which patient to be moved up to 
the time slot of the no show is either to call the immediate next patient or the next 
patient with the highest priority level among the remaining patients. If the patient 
can be moved up to the earlier time slot, the scheduler will then assign them to the no 
show patient’s timeslot starting after the 15 min allocated to the lateness allowance. 
However, if the patient is unable to take the earlier time slot, the schedule of the 
remaining patients will continue as is.

Algorithm 2 defines the process of updating the schedule when there are unsched-
uled arrivals. The process begins when an unscheduled patient arrives. The priority 
level of the unscheduled arrival is checked and compared with the priority level of 
the set of remaining patients for the day. The criteria to determine which time slot 
the unscheduled arrival will take is either to schedule the new patient at a time slot 
where all scheduled patients of a higher priority have been served or to schedule the 
new patient at a time slot where all scheduled patients of the same priority level have 
been served. After the new patient is given a time slot, the scheduled patients will 
then be pushed back by the number of unscheduled patients allocated before them. 
If there are no unscheduled arrivals, the schedule will proceed as is.
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Algorithm 1 Algorithm 2 

Fig. 2 Flowchart

4 Model Results 

The model optimization process involves the calculation of the amount of patients the 
hospital system should prepare for and the identification of the order of the aforemen-
tioned patients with consideration of their priority level while limiting the amount 
of change in individual patient schedules from their original requested timeslot. 
Figure 3 shows the results gathered from Model 1 and Model 2. A total of 157 
patients, belonging to four priority levels (1 being the lowest and 4 having the highest 
priority), were assumed to be needing an MRI schedule. The higher priority patients 
were naturally the ones that fit within the soft limit. Lower priority patients were 
accommodated beyond the limit as much as the system could allow it. Soft limit is 
the capacity of the hospital which can be flexible. 

Model 2 gives the output of column ‘X’ and ‘Timeslots moved’. ‘X’ denotes 
Xi which is the order of patient numbers. For example, Patient Number 4 should 
be placed in the 11th time slot because it has a corresponding Xi value of 11. The

Model 1 Model 2 

Fig. 3 Results from model 1 and model 2 
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Fig. 4 Sample schedule and resulting penalties 

columns ‘New order’ and ‘New priority’ shows the newly arranged schedule for the 
patients and their corresponding priority levels. ‘Timeslots moved’ column gives the 
difference of the patient’s new order from their original order of request. For example, 
Patient Number 4 is scheduled to be in time slot number 11 but was originally the 
4th patient by order of requests. This means that Patient Number 4 was moved 7 time 
slots from the original order. 

Figure 4 shows how the results from Model 2 can be operationalized given the 
assumption that one session is equivalent to one hour. The “Original” column repre-
sents the order by which patients call in for the appointment. Meanwhile, the “Base 
Run” column reflects the new schedule that takes into account both priority and 
order of appointment request. The penalties from both are also shown in Fig. 4. The  
resulting schedule from the model was able to obtain a lower schedule rating than 
the original order of the patients’ requests. When comparing the components of the 
schedule rating, the model was able to minimize the total penalty or weight contri-
bution from the priority levels of the patients. Although it incurred penalty from 
rearranging the original order, the overall schedule rating remained to be lower than 
the level obtained prior to using the model. 

5 Conclusions 

The total patient prediction model, referred to as Model 1, was developed in an 
attempt to consider the most unpredictable facets of patient scheduling in the form of 
lates, no-shows, and emergency patient arrivals. Unlike other models, which focused 
either on lates and no-shows or emergency patient arrivals exclusively, this model 
takes into account all of these facets when generating expected patient totals. The 
patient appointment scheduling model, referred to as Model 2, was created in order 
to address the scheduling aspect of the issue hospital systems face. The model sought
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to balance the decision between addressing the needs of high priority patients as soon 
as possible while at the same time honoring the initial appointment schedules made 
by patients. 

The neighborhood search heuristic is then used to develop decision making criteria 
when uncertainties are realized. For the occurrence of no show patients, the results 
from the scenario analysis shows that moving the next immediate patient to the no 
show’s supposed idle time provides a slightly lower schedule rating, as opposed to 
moving the next patient with the highest priority level. Therefore, it is recommended 
that when there is a no show, the scheduler will look at the base schedule and call 
the immediate next patient to the no show time slot. 
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Discrete Event Simulation 
for Pharmaceutical Supply Chain 
Analysis in India 

Rohit Sindhwani and Venkataramanaiah Saddikuti 

Abstract Around the globe, pharmaceutical companies are increasingly becoming 
connected, internally as well as externally. Data and information is significantly 
important to deliver better quality healthcare. A large number of pharmaceutical 
business running legacy systems will not survive without investing in technology, 
data systems and innovative models. Hence, innovative business models warrants 
better product mix with complex generics and specialty products. We identify how 
supply chain management systems help in coordinating the planning and operations 
of emerging business models in pharmaceutical sector though network optimization. 
Since pharmaceutical products are for human consumption, complete control over 
distribution chain is mandatory. Hence, we focus on modern supply chain having 
traceable, secure, globalized and compliant logistics for the pharmaceutical sector. 
We simulate the pharmaceutical supply chain using digital twins. We utilize discrete 
event simulation methodology using anylogistix simulation and optimization toolkit. 
The case study in this work is the Jan Aarogya (peoples’ health) scheme in India, 
which is built on the modern supply chain paradigm of hub and spoke architecture. 
We find that digital twins can significantly improve the decision-making during 
large-scale healthcare disruptions. We simulate pharmaceutical supply chains during 
disruptions by focusing on system resilience. A system resilience is composed of 
component resilience, buffer inventory and time. We derive the impact of disruptions 
and build a simulation model for the located pharmaceutical hubs. Based on our 
simulation model for pharmaceutical supply chains, we show the impact of network 
utilization and proactive planning. Suitable recommendations for policy makers is 
also highlighted based on the analysis results. 

Keywords Pharmaceutical supply chain · Digital twin · Innovation · Disruption ·
Simulation
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1 Introduction 

Indian pharmaceutical industry produces 20% of the world’s medicines. India is 
a source of 60,000 generic brands and has a network of 3000 pharma companies 
with more than 10,500 manufacturing facilities [1]. However, high out of pocket 
(OOPE) expenditure, the price of patented drugs, regulatory issues and spurious 
medications have pressurized the healthcare payers. Increased regulatory scrutiny has 
led to delay in product approvals. In recent years, the margins for large formulation 
players dropped significantly due to pricing pressure and weak product launches. As 
the world embraces COVID-19 pandemic, it is expected that the margins will stay 
flat because of high raw material costs and high cost of exports in 2021. 

There are a number of challenges, which the pharmaceuticals industry is facing 
currently. These are primarily because of low productivity, rising research and devel-
opment costs and reduced proprietary products. While broad challenges are impor-
tant, we will look into some of the challenges faced by Indian Pharmaceutical 
industry. India is the largest provider of generic drugs as it supplies across the globe. 
However, OOPE in 2015–16 for India was at 60.5%, which was much higher that 
the global average of 20%. The condition is similar for state level burden on health 
expenses. Bihar’s OOPE were around 80%, while in UP, the OOPE was around 75% 
of health expenditure. The share of medicines is the biggest contributor to OOPE 
incurred by households (Table 1). Even though the country is a hub for generic 
medicines, we see that high expenditure on drugs (Pharmaceutical share in OOPE), 
patented drug pricing, and dependency on China, significantly hinders the reach of 
essential medicines to people. 

Table 1 Healthcare expenditure in India (Source: National Health Accounts) 

S. No. Indicators NHA 2013–14 NHA 2014–15 NHA 2015–16 NHA 2016–17 

1 GDP (In crores) 11,272,764 12,433,749 13,764,037 15,362,386 

2 THE per capita 
(current prices) 

3638 3826 4116 4381 

3 THE as % of 
GDP 

4.0 3.9 3.8 3.8 

4 CHE as % of 
THE 

93.0 93.4 93.7 92.8 

5 OOPE as % of 
THE 

64.2 62.6 60.6 58.7 

6 Pharmaceutical 
expenditure as 
% of CHE  

35.7 37.9 35.4 36.8 

Legend: THE = Total heath expenditure, CHE = Current health expenditure, OOPE = Out of 
pocket expenditure.
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In 2004, WHO estimated that 649 million Indians lacked access to essential 
medicines. To bridge this gap, the Government of India launched an emerging busi-
ness model. The Government launched Pradhan Mantri Bhartiya Janaushadhi Pariy-
ojna (PMBJP) in 2008 to sell quality generic medicines and surgicals in India. The 
accessibility of drugs in India has improved through Jan Aushadhi (JA) stores and 
e-Pharmacies post 2015. While the medical spending is increasing year on year, 
this scheme is accessible and affordable for lower income groups. The aim of this 
manuscript is to understand how the emerging business models like PMBJP can 
develop in pharmaceutical supply chain (PSC) in India. More specifically, we under-
stand how supply chain management practices can help in delivering N95 masks to 
low income groups. Secondly, we explore the role of innovative digital twins that help 
in mitigating impact of large-scale disruptions on PSCs. Long duration disruption is 
modeled using discrete event simulation considering three scenarios with different 
recovery policies. The study led to answering following research questions: 

• How can network optimization help in SC mapping of emerging business models 
in pharmaceutical sector in India? 

• How does digital twins simulate the disruption propagation in pharmaceutical 
supply chains in India? 

The manuscript is structured as follows. Section 2 focus on literature review on 
simulation based supply chain modeling and disruption propagation in supply chain. 
Section 3 highlights the problem framework for network optimization for emerging 
business models in pharmaceutical sector. Section 4 introduces the simulation model 
on the supply of generic drugs in JA stores in India, and Sect. 5 highlights the results 
and insights of the presented work. Finally, in Sect. 6, conclusion and future scope 
of work is recommended. 

2 Literature Review 

The pandemic crisis has led to disruption propagations across the supply chains [2–4]. 
The pandemic disruption is a low frequency/high impact event; however, the disrup-
tion is more of a dynamic process with an unpredictable timeline. The disruption 
propagation or ripple effect also influence bullwhip effect due to uncertain demand 
and backlog accumulation [5]. To overcome such a super disruption, supply chains 
need to adapt to new normal by focusing on resilience, survivability and viability 
[6]. The objective of the supply chains focus on maintaining the services critical to 
the society during the disruption and not just individual firms’ performance. A PSC 
plays a crucial role in building the restoration efforts in a radically changed environ-
ment. India’s role in stabilizing the service level of PSC is important as the country 
is referred to as the medical basket of the world. Further, [7] reflected the impor-
tance of simulation modelling to make informed decisions during COVID-19. We 
address the literature of digital twins in supply chain disruption propagation/ripple 
effect modelling [3] explored the effects of disruption propagation on supply chain
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Fig. 1 Cumulative number of Jan Aushadhi stores over time 

network. They identified that backup supply and flexible operations can help mitigate 
effects of forward and backward propagation respectively [4]. Studied the impact of 
epidemic outbreaks on SC performance and used anylogistix software to predict 
short-term and long-term impact on global SCs [8]. Analysed the impact of severe 
disruptions on the performance of healthcare supply chains so that there is no short-
ages in hospital wards. They identified backup supplier and lateral trans-shipment 
as the effective mitigation strategies for short term and long-term disruptions [9]. 
Found that disruption driven changes in supply chain behaviour causes backlog and 
delayed orders referred to as “disruption tails” [10, 11] provided important insights 
of COVID-19 on food supply chains using simulation. All these studies simulate to 
model the ripple effects in supply chains and consider supply and demand disruptions 
to analysis SC performance. 

3 Problem Framework 

3.1 Problem Statement 

The main objective of JA scheme is to provide affordable, generic and high quality 
medicines through dedicated stores. There has been an exponential growth in number 
of JA store in the last decade (Fig. 1). The wholesale distributors serve the JA stores in 
the states. The JA scheme is built on the modern supply chain paradigm with hub and 
spoke architecture. We consider the requirement of N95 masks during the pandemic 
disruption. The network optimization model optimize the number of distribution 
centres and backup factories. The objective is to maximize the profit earned by the 
PSC of the JA scheme. 

3.2 Notations and Decision Variables 

The parameters and decision variables used in the model formulation are listed in 
Tables 2 and 3 respectively. Since the supply chain is built on the hub and spoke archi-
tecture, we consider the relevant central distribution centres (CDCs) as prospective



Discrete Event Simulation for Pharmaceutical Supply Chain Analysis in India 857

Table 2 Parameters and subscripts for the model formulation 

Notations Definition 

i Index for source nodes, iεN 

j Index for destination nodes, jεN 

k Index for hub connected to i , kεH 

m Index for hub connected to j , mεH 

α Discount factor for transshipment (hub to hub), (k → m) 
χ Discount factor for collection (source to hub), (i → k) 
δ Discount factor for distribution (source to hub), (m → j ) 
N Set of all nodes 

H Set of all hubs, H ⊆ N 
Wi j Flow from source i to destination j 

di j Cost of travelling from node i to node j 

di jkm Cost of traversing source i to destination j ; di jkm  = χ dik  + αdkm + δdmj  

Fk Fixed cost of establishing CDC at hub k

�k Capacity of hub k 

Table 3 Decision variables for the model formulation 

Notations Definition 

Xi jkm Fraction of flow from source i to destination j , through hubs k and m 

zk 1 if pharmaceutical hub k remains open, 0 otherwise 

hubs and model the hub location problem. The transportation from one CDC to other 
is through full truck load (FTL). Hence, we get economies of scale and a discount 
factor is attached to such transportation. 

3.3 Mathematical Formulation 

We model the Capacitated Multiple Allocation Hub Location Problem (CMAHLP) 
to locate the prospective CDC [12, 13]. We integrate the model with the PSC by 
discounting the trans-shipment costs between the CDCs. Thus, we find the location 
of the prospective distribution centre. The location for backup factories are found 
from standard transportation problem. The professional solver CPLEX is used in 
anylogistix to solve the supply chain model. Once we solve the network optimization 
model to find prospective supply chain configuration, we generate useful what-if 
analysis by simulating the digital twin. We incorporate disruption scenario events in 
our simulation.
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min 
X.z 

G(X, z) =
∑

i∈N

∑

j∈N

∑

k∈H

∑

m∈H 
Wi j  di jkm  Xi jkm  +

∑

k 

Fkzk (1) 

s.t.
∑

k∈H

∑

m∈H 
Xi jkm  = 1 ∀i, j ∈ N (2)

∑

m∈H 
Xi jkm  +

∑

m∈H/{k} 
Xi jmk  ≤ zk ∀i, j ∈ N , k ∈ H (3)

∑

i∈N

∑

j∈N

∑

m∈H 
Xi jkm  ≤ �k zk ∀k ∈ H (4) 

Xi jkm  ≥ 0 ∀i, j ∈ N , k, m ∈ H (5) 

zk ∈ {0, 1} ∀k ∈ H (6) 

The objective function (1) minimizes the transportation and hub location cost. 
Constraint (2) states that demand between sources i to destination j has to be routed 
via hubs k and m. Constraint (3) is a facet defining constraint set which ensures 
that flow is sent via open hubs only. Constraint (4) is the capacity restriction of the 
open hub, Constraint (5) is the non-negativity constraint on the fractional flows and 
Constraint (6) is the binary constraint of the hub location. 

4 Network Optimization and Simulation Model 

4.1 Network Optimization 

We utilize discrete event simulation methodology using anylogistix simulation and 
optimization toolkit. In particular, we consider the PSC for JA scheme in India. The 
supply chain is made up of four echelons: two suppliers, three factories, four central 
distribution centre (CDC) and thirty-seven wholesale drug distributors. The input 
data on which the study is based is presented in Table 4 (1 m3 equivalent to 1000 
pcs).

In the centralized configuration, the suppliers ship their products directly to CDCs. 
The CDC managed by BPPI (Bureau of Pharmaceutical Policy in India) then breaks 
down the shipment to smaller lots and directly ships to the JA Kendras (whole-
sale drug distributors in our case). There are two external suppliers (Venus and 
Magnum) for N95 surgical mask in the centralised configuration. Thus, the supply 
chain becomes more integrated and the flow becomes seamless. 

In the decentralised case, we model three echelon supply chain where we have 
three internal backup factories of Indian drugs and pharmaceuticals limited (IDPL). 
These factories can be useful for production of N95 masks during surge in demand
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Table 4 Input data for network optimization 

S. No. Parameter Value 

1 Demand for N95 masks in the markets per 
day (normally distributed) 

1% of state’s population, 2% during 2nd 

wave (1 April–31 May) 

2 Transportation distances and time in 
between supply chain facilities 

Actual routes 

3 Inventory carrying cost at CDC in $ per 
day, per m3 

10 

4 Fixed facility costs, $ per day 5000 

5 Transportation cost in $ per km, per m3 0.01 

6 Discount factor for transportation between 
CDC 

0.5 

7 Inbound processing cost at CDC, in $, per 
pcs 

0.15 

8 Outbound processing cost at CDC, in $, per 
pcs 

0.1 

9 Maximum CDC storage capacity, in pcs per 
day 

300,000 

10 Maximum production capacity at backup 
factory, in pcs per day 

200,000 

11 Production cost at backup factory, per pc 
in $ 

0.15 

12 Cost of purchasing from primary suppliers, 
per pc in $ 

0.23 

13 Unit Price, in $ per pc in $ 0.34 

14 Penalty for overutilization of production 
capacity, in $ 

100,000

or during disruptions. While the factories transport manufactured masks to CDCs, 
the CDC builds up inventory. The external suppliers only manufacture N95 masks. 
Figure 2 shows the distribution of facilities and clients and the optimized supply 
chain using network optimization.

4.2 Simulation Model 

The assumptions for the experiments for digital twin simulation are presented below: 
The optimized supply chain from network optimization is considered for simula-
tion experiment. A one-year period (Jan 1, 2021–Dec 30, 2021) is considered. The 
experimental part comprise the following disruption and reconfiguration scenarios 
(Table 5). The disruption scenarios are based on the increased number of cases in 
India during the second wave and lockdown restrictions. Scenario 1 is based on the 
increased demand of N95 masks during 2nd wave. Scenario 2 looks into disruption
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Fig. 2 Downstream JAK supply chain for N95 masks in India and optimized network using 
anylogistix

Table 5 Disruptions and reconfiguration scenarios 

Scenario Disruption Recovery 

1 Normal scenario (increased demand 
during 2nd wave) 

Normal demand after 31 May 

2 Full disruption of CDC 1 (Gurugram) on 
1 April together with increased demand 

50% CDC 1 capacity recovery on 1 May 
and full recovery on 30 June 

3 Full disruption at Supplier 1 (Magnum) 
on 1 April together with increased 
demand 

Full supplier recovery on 30 June 

at CDC in Gurugram due to lockdown in Delhi-NCR. Scenario 3 is based on the 
disruption at Supplier in Maharashtra due to lockdown. 

5 Results and Discussions 

The optimal solution to our network optimization problem is to open CDCs in 
Gurugram and Benguluru, all open all the three backup factories. The supply chain 
design post network optimization (Fig. 2), after 10 iterations has an overall profit 
of 31,103,136 USD. The key performance indicators that we look into are financial 
performance, operational performance, and customer performance in normal state 
and disrupted state. 

5.1 Financial Performance 

As per the financial performance, total costs are 185.89 million, 99.29 million and 
182.73 million USD in the three scenarios scenario respectively (Fig. 3). The costs 
reduce due to facility disruptions; however, the revenue and profit also decrease
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respectively. The supply chain for Scenario 2 faces loss of 1.17 million USD due to 
disruption of trans-shipment CDC hub.

5.2 Operational Performance 

As can be seen in Fig. 4, there was a buildup of available inventory during the 
disrupted period for Scenario 2. There was a severe shortage during the disruption 
of supplier in Scenario 3. As far as lead time is concerned, we see that the lead time 
for the three scenarios remain around 24 days.

5.3 Customer Performance 

As can be seen in Table 6, the service level reduce in Scenario 2 once the disruption 
occurs and the backlog keeps building in future. Also, the demand placed by site drops 
significantly in Scenario 2 since only one CDC is fully functional during disruption. 
The ELT service level for N95 masks deteriorates in Scenario 3 (indication of impact 
of ripple effect). The bullwhip effect is higher in Scenario 3 since the disruption is 
at the upstream, and thus impacts more SC entities.

The simulation model investigated the impact of large-scale disruption and the 
effects with backup factories in place. For each scenario, financial, operational and 
customer performance is carried out. We understand that system resilience and flex-
ibility need to built in the model as the PSC is important for the overall well-being 
of the individual. The challenges in PSCs are reducing counterfeit drugs and main-
taining time and temperature controlled transport. If the inventory keeps building 
ups, obsolescence level will increase resulting in wastages. The distribution chal-
lenges that accompany cold chain operations results in potentially life threatening 
consequences. 

6 Conclusion 

In this paper, we applied network optimization to the emerging business models in 
pharmaceutical sector. We analysed the impact of large-scale disruptions on PSCs. 
Combining the emerging business models with digital twins using anylogistix, we 
build some novel insights through performance indicators. 

We find that the broad challenges that impact the pharmaceutical industry 
is demand forecasting, price fluctuation assessment and disruption management. 
Demand forecasting techniques require that pharmaceutical goods are produced and 
delivered seamlessly in time. This goal can be accomplished with the use of healthcare
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Fig. 3 Financial performance of the PSC in three scenarios
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Fig. 4 Available inventory including backlog



864 R. Sindhwani and V. Saddikuti

Table 6 Key performance 
indicators (KPIs) for 
customer performance 

KPI Scenario 1 Scenario 2 Scenario 3 

Demand Placed (Orders) 
by Site 

393.0 277.0 358.0 

ELT Service Level by 
Orders 

1.0 1.0 0.8965 

Service Level by Orders 0.9965 0.5279 0.8435 

Bullwhip Effect by 
Product 

1.0191 0.9999 1.2757

analytics and data mining techniques. Secondly, analysing pricing structures for low-
income group in India is another challenge in pharmaceutical industry. Thirdly, there 
is always a risk of disruption propagation in the PSC. We highlight that simulating 
the propagation of counterfeit drugs though online pharmacies and incorporating 
perishability can be an important area of research. 
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Dual Resource Scheduling in Trauma 
Care Centre with Time Varying Patient 
Demand 

Venkataramanaiah Saddikuti and Pavan Kumar Gudavalleti 

Abstract This paper presents an integrated approach for the dual resource (medical 
staff and emergency beds) scheduling at each Point of Care (PoC) under time-varying 
Patient arrival demand for trauma centers. Practical constraints, such as the number of 
beds available, the number of patients that can be treated simultaneously at each Point 
of Care (PoC), and the signing on/off medical staff, are considered. The objective is to 
reduce the Patient’s waiting time before entering into Operation Theatre/discharged 
since the Patient’s arrival to the hospital. The mixed-integer linear programming 
(MILP) technique is used to solve the resulting multi-objective to deliver medical 
staff scheduling (i.e., signing on and off times of medical staff) and bed require-
ments simultaneously. The reduction of waiting times with this proposed algorithm 
is analyzed. A case study is conducted based on real-life data from a trauma center in 
India. The proposed approach is compared with the practical approach being followed 
in the trauma center. This comparison shows the proposed approach’s effectiveness, 
suggesting scheduling medical staff based on historic patient arrival patterns will help 
reduce Patient’s waiting times before entering Operation Theatre since the patient 
arrival. There is an average improvement in total process times for patients by 30%, 
with enhancements considered at a critical PoC. 

Keywords Emergency care · Capacity planning in trauma care center · Medical 
resources optimization · Point of care 

1 Introduction 

Timely support of emergency care is crucial for the recovery of the Patient in need 
of it. During workdays or weekends, the hourly rate of patient arrival varies and
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can be estimated from historical data. As patient arrival rates increase and beds 
become unavailable and the attention of medical personnel becomes saturated. Thus, 
the planning process demands great attention because the recovery of the Patient is 
strongly influenced by qualified and timely attention. 

As shown in Fig. 1, the different stages of trauma treatment include external 
factors (ambulance services), internal factors (primary treatment and theatre of oper-
ations), and post-operative treatment. This paper focuses only on how to optimize 
primary treatment until the Patient arrives in an operating Theatre. The primary treat-
ment section is considered in three broad categories: Human Resources, Physical 
Resources and Process—Organization and administration (Mock C, 2004). Tradi-
tionally, medical staff planning (Human Resources) and bed availability (Physical 
Resources) are planned only once, in the initial stages of setting up the trauma care 
center. 

In general, failure to update the planning process can cause the trauma center to 
operate in a sub-optimal manner. Planning determines the number of beds and hours 
of employment of specialized, general, nursing and paramedical staff to meet the 
demand for incoming patients within the constraints of the infrastructure. The bed 
requirements at each PoC can be determined based on the historical patient arrival 
rates, based on which the feasible schedule of medical staff could be obtained for a 
given interval. We focus on integrating medical staff scheduling and bed requirement 
plans for a typical trauma care center. In this optimization problem, detailed explana-
tions regarding the assumptions are given in Sect. 3.2. In this paper, an optimization 
model is proposed for the medical staff scheduling and bed circulation planning 
for a trauma care center, with an objective to minimize the waiting times of the 
patients before entering the operation theatre. A mixed-integer linear programming 
(MILP) model is formulated, where the time-varying patient demand, the medical 
staff scheduling, the connection of bed services at each Point of Care are included in 
the model formulation. The rest of this document is organized along the following 
lines. Section 2 provides a literature review on the effect of waiting times of the 
Patient due to their arrival rate. Section 3 provides a detailed problem statement and 
the assumptions for formulating the model. In Sect. 4, the optimization problem for 
patient demand-oriented medical staff scheduling is formulated. In Sect. 5, a case 
study in a local trauma care center at Lucknow in India and the implications of the 
model are discussed.

Fig. 1 Trauma Care 
delivery process 



Dual Resource Scheduling in Trauma Care Centre with Time Varying … 869

2 Literature Review 

The purpose of a trauma care center is to stabilize patients who have a life-threatening 
or limb-threatening injury or illness and it focuses on the provision of immediate 
medical interventions [1]. After an accident or incident, the Patient is transported to 
the hospital by ambulance services. Pre-hospital emergency care is provided when 
the Patient needs life support until reaching the trauma center [2]. The trauma care 
center faces significant challenges in delivering high-quality, timely care to patients, 
given the increasing number of patients and limited hospital resources [3]. Several 
studies indicated that patient crowding contributes to reduced quality of patient care 
[4], treatment delays [5, 6], and worsens adherence with medical authority guidelines 
[7]. 

Modeling Approaches for Emergency department patient flow are classified into 
formula-based, regression-based, time-series analysis, queuing theory and Discrete 
Event Simulation [8]. The formula-based methodology employs past flow perfor-
mance based on the number of staff and beds. Typical assessment tools include 
Emergency Department Work Index [9], Work Score [10, 11], Early Warning System 
and Demand Value [12]. They are straightforward and are used to divert ambulance 
services but do not have scalability and do not employ optimization techniques. 
The regression, a statistical technique uses the number of patients, determining 
patients’ waiting times, staffing and information from other services, [13–15]. Due to 
inherent limitations in regression, for better handling, time-series based approaches 
are used for patient arrivals, bed occupancy, length of stay etc. [16–19]. The time-
series method fails to capture the level of short-term variability. Queuing models 
help in optimal staffing and patient prioritization. These models generate relations 
between capacity, waiting times and treating process times. These models approx-
imate patient arrival rates (Poisson/random) and flow patterns [20, 21]. They work 
on targeting discharging of patients within a set target. Discrete-event Simulation 
mime the models above with a graphical user interface helps in “What-If” analysis 
but cannot be used for “best-fit” models [8]. 

In this paper, we present an optimization model, with an objective to minimize 
the waiting times of the patients before entering the operation theatre by adaptively 
scheduling the medical staff based on patient arrival pattern. This would fetch better 
patient treatment satisfactorily and facilitates identification of bottleneck for future 
expansion plans. The average patient arrival rate at a trauma care center is around 
15–20 per day in cities of India [22–25].
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Fig. 2 Steps in emergency care delivery at the trauma center considered in the study 

3 Problem Statement and Formulation 

3.1 Problem Statement 

We consider a trauma care center with the steps given in Fig. 2, where the patients 
can enter the trauma center from the Point of Care, PoC 1. Intended care is delivered 
to the patients at each Point of Care. The total number of PoCs is J. The patient 
treatment direction is from PoC 1 to J. Re-examination, and patient review at each 
Point Care is considered an additional PoC in the basic model. In a practical scenario, 
re-examination will be carried out at the earlier PoC. The number of patients treated 
simultaneously at each PoC depends on patient arrival and resource availability at 
the given PoC. 

When considering medical staff scheduling problems for a trauma center, the 
inter-arrival time of patients changes several times; the incoming patient arrival rate 
in the peak hours may be significantly higher than that in the off-peak hours. Typical 
schedules for offering services to 4 patients in an hour, each arriving at an interval of 
15 min, are shown in Fig. 3. This trauma center is assumed to have 9 PoCs before the 
Patient enters the Operation theatre. We propose to obtain Medical staff scheduling 
with the consideration of the number of simultaneous services to the Patient that can 
be offered at each Point of Care and patient demand to minimize the patients’ total 
waiting time before entering into Operation Theatre.

3.2 Assumptions 

The detailed descriptions of the assumptions to obtain Patient demand-oriented 
medical staff scheduling are described below:

(1) Each point where a Patient is observed, like primary care, fee counter, etc., is 
termed as a Point of Care (PoC); 

(2) Patient in observation at a PoC cannot be set aside to treat another patient; 
(3) Each bed in a PoC can accommodate only one Patient at a time; 
(4) The available medical staff can be scheduled during the whole operating period;
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Fig. 3 Example of a patient treatment plan since arrival till entering operation theatre

(5) The medical staff can be scheduled for a continuous minimum and maximum 
working hours; 

(6) The number of medical staff is the effective number after considering leave 
reserve and rest giver; 

(7) There is a restriction on the maximum number of hours that medical staff can 
be called for working in a week. 

4 Mathematical Formulations 

The mathematical model is presented in this section to optimize the medical staff 
scheduling and bed requirement at each Point of Care. Initially, the notations and 
decision variables are discussed. Then, the constraints and objective functions of the 
patient arrival rate-based medical staff scheduling is formulated. 

4.1 Notations and Decision Variables 

The parameters and subscripts used in the model formulation are listed in Tables 1 and 
2 lists the decision variables. Since the model is built based on patient arrival rates, 
the departure and arrival times at Point of Cares (PoCs), the transit times, waiting 
times and process times at each PoC are considered essential elements. Moreover, 
the availability of active beds at each PoC is a necessary aspect of planning. The 
considered possibilities include (1) whether the bed needs to activated or not, (2) 
whether the bed is to be deactivated or not immediately after the service to a patient, 
and (3) whether the same bed is to be used to serve the other Patient arrived later or 
not.
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Table 1 Parameters and subscripts for the model formulation 

Notations Definition 

I Set of patients {1,2,3,….I} 

i, i ′ Index of patients i, i ′ ∈ I 
J Set of point of care (PoC) {1,2,3,….J} 

j, j ′ Index of point of care j, j ′ ∈ J 
k Number of time intervals in the operating period, where k ∈ [1, 2, 3, . . . .,  K] 
tra  j Transit time from PoC j to j + 1, j ∈ J/{J } 
wt j,min Minimal Waiting time for the process to start after arrival at PoC j ∈ J 
wt j,max Maximal Waiting time for the process to start after arrival at PoC j ∈ J 
τi, j Process time of patient i at point of care j ∈ J 
τ j,min Minimum process time at PoC j ∈ J 
τ j,max Maximum process time at PoC j ∈ J 
tstart Start time of the trauma center services, tstart  = t0 
tend End time of the trauma center services, tend = tK 
pk Number of PATIENTS Arriving in time interval

[
tk−1, tk ) where k ∈ [1, 2, 3, . . . .,  K] 

λk Patient arrival rates in time interval
[
tk−1, tk ) where k ∈ [1, 2, 3, . . . .,  K] 

Nbed, j Maximum number of beds available at Point of Care j ∈ J 
M Large number 

Table 2 Decision variables for the model formulation 

Notations Definition 

pstarti, j Process start time of patient i ∈ I at point of care j ∈ J 
pendi, j Process end time of patient i ∈ I at point of care j ∈ J 
ai, j Arrival time of patient i ∈ I at point of care j ∈ J 
wti, j Waiting time of patient i ∈ I at point of care j ∈ J 
χi,k 0–1 binary variable, χi,k = 1, if the patient i ∈ I at point of care 1 in the interval

[
tk−1, tk ), Otherwise  χi,k = 0 

ξi, j 0–1 binary variable, ξi, j = 1, if the new bed service is initiated to offer service to 
Patient i ∈ I at Point of Care j ∈ J, Otherwise  ξi, j = 0 

δi, j 0–1 binary variable, δi, j = 1, if the bed service is withdrawn after service to Patient 
i ∈ I at Point of Care j ∈ J, Otherwise  δi, j = 0 

βi,i ′, j 0–1 binary variable, βi,i ′, j = 1, if the bed service at Point of Care j ∈ J is connected 
to offer service to Patient i ∈ I and i ′ ∈ I, Otherwise βi,i ′, j = 0
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4.2 Constraints 

In this subsection, constraints are discussed and formulated to generate a feasible 
schedule of the activation or deactivation of beds at each PoC based on the historic 
patient arrival rate. 

Starting Constraints 
The patient arrival rate has these scenarios as illustrated in Fig. 4, where the arrival 

rates of two successive patients are estimated to be the same in a given time interval, 
i.e., the patient arrival rate is constant between the arrival of Patient i and i−1 within 
the interval. 

Assuming that only arrivals are possible in the same interval, then the arrival time 
of patent i at PoC 1 can be indicated as the following constraint: 

ai,1 ≤ tk,start  + trai,1 + (m − 1).λk ∀iε I, kεK , m ∈ pk (1) 

Arrival Constraints of Patient at each Point of Care. 
The various time processes involved in patient movement from one Point of Care 

to another are shown in Fig. 5. The figure illustrates. Process end time, Arrival time 
and Process start time are flow variables, whereas the Process time, Transit time and 
Waiting time are the interval time variables.

The arrival time of patient i at Point of Care j is equivalent to the sum of the 
process end time at Point of Care j − 1 and the transit time from the Point of Care 
j − 1 to j , except for the first Point of Care. The arrival time of patient i at Point of 
Care j should satisfy the following constraint: 

ai, j = pendi, j−1 + trai, j ∀ j ∈ J/1 (2)  

Process Start Constraints of Patient at each Point of Care.

Fig. 4 Scenarios for 
calculation of Patient arrival 
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Fig. 5 Various times 
involved in patient 
movement from one point of 
care to another

The process start time of patient i at Point of Care j is equivalent to the sum of 
the arrival time and the waiting time at Point of Care j . The process start time of 
patient i at Point of Care j should satisfy the following constraint: 

pstarti, j >= ai, j + wti, j (3) 

Since a patient being offered service cannot be kept aside for providing service 
to another patient, according to Assumption (2), the Patient’s order of services holds 
the same for all the Point of Cares if the beds are available. 

pstarti, j − pendi−k, j >= 0∀i > Nbeds, j and k = {1, . . .  i} (4) 

Process End Constraints of Patient at each Point of Care. 
The process end time of patient i at Point of Care j is equivalent to the sum of 

the process start time and the process time at Point of Care j . The process start time 
of patient i at Point of Care j should satisfy the following constraint: 

pendi, j = pstarti, j + τ j (5) 

Process time Constraints. 
The process time of Patient i at Point of Care j should satisfy the following 

constraint: 

τ j,min ≤ τi, j ≤ τ j,max (6) 

Transit time Constraints.
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The transit time of Patient i from Point of Care j − 1 to j should satisfy the 
following constraint: 

tra  j,min ≤ trai, j ≤ tra  j,max (7) 

Waiting time Constraints. 
The Waiting time of Patient i from Point of Care j should satisfy the following 

constraint: 

wt j,min ≤ wti, j ≤ wt j,max (8) 

Bed Constraints. 
If services of patient i and i ′ utilize the same bed at Point of Care, then βi,i ′, j = 1. 

However, if patient services i and i ′ does not utilize the same bed at Point of Care j , 
i.e., βi,i ′, j = 0, then it means that they use different beds at Point of Care j . A large  
positive number M is introduced, and these constraints at PoC j are formulated as: 

pendi ′, j − ai, j ≥ wt j,min − M
(
1 − βi,i ′, j

) ∀iεI/1, i ′εI, j ∈ J/1 (9)  

pendi ′, j − ai, j ≤ wt j,max + M
(
1 − βi,i ′, j

) ∀iεI/1, i ′εI, j ∈ J/1 (10)  

When βi,i ′, j = 0, i.e., patient i and patient i ′ does not use the same bed at 
PoC j , the constraints (9) and (10) become pendi, j − ai ′, j ≥ wt j,min − M and 
pendi, j − ai ′, j ≤ wt j,max + M respectively. Due to the big M value, these values 
are satisfied. When βi,i ′, j = 1, i.e., patient i and patient service i ′ use the same 
bed at PoC j , the constraints (9) and (10) become pendi, j − ai ′, j ≥ wt j,min and 
pendi, j −ai ′, j ≤ wt j,max , which mean that the patients at PoC j , satisfy the minimal 
and maximal waiting time constraints. 

The bed assigned to provide service to a patient at PoC j can be initiated or can 
be the same used by earlier Patients. It means that when a current patient is offered 
service at a bed, it can be withdrawn or used to perform service to another patient. 
Based on the definitions of the binary variables ξi, j and βi,i ′, j in Table 3, if there is 
no existing activated bed can be used to service patient i ′, i.e.,

∑

i∈I 
βi,i ′, j = 0, then 

new bed for offering service to the patient i ′ must be assigned, if feasible else the 
Patient shall wait. Thus, the following constraint is formulated: 

ξi ′, j = 1 −
∑

i∈I 
βi,i ′, j (11)

If the bed serving patient i ′ is not new, then there must exist only one bed to 
service patient i ′, i.e.,

∑

i∈I 
βi,i ′, j = 1, since ξi ′, j is a binary variable and its maximum 

value is equal to 1. Thus, the following constraint is formulated:
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Table 3 Sample Example 

Patient No Arrival time 
(minutes) 

POC1 
Process end 
time 
(minutes) 

POC2 
Process end 
time 
(minutes) 

POC3 
Process end 
time 
(minutes) 

POC4 
Process end 
time 
(minutes) 

Total 
Process 
time 
(minutes) 

P1 0 20 70 100 132 132 

P2 13 33 83 113 147 134 

P3 17 43 93 123 162 145 

P4 24 53 103 133 177 153 

P5 36 63 113 143 192 156

∑

i∈I 
βi,i ′, j ≤ 1 (12)  

If the bed after offering service to patient i is not offering further service within 
the interval, i.e.,

∑

i ′∈I 
βi,i ′, j = 0, then the bed after serving patient i is withdrawn from 

the operation. Otherwise, the bed after serving patient i continues to offer service to 
another patient. Thus, the following constraint is formulated: 

δi, j = 1 −
∑

i ′∈I 
βi,i ′, j (13) 

Each bed can perform service to only one Patient at a time. Thus, the following 
constraint is formulated:

∑

i ′∈I 
βi,i ′, j ≤ 1 (14)  

Also, if the same bed offers services to two patients i and i ′ with i < i ′, when 
βi,i ′, j = 1, then the bed serving patient i must not be withdrawn, i.e., δi, j = 0. But  
this bed shall also perform service to patient i ′. Hence, the bed serving patient i ′
does not require the new bed activated, i.e., ξi ′, j = 0. Thus, the bed activation should 
satisfy the following constraints: 

δi, j + ξi ′, j ≤ M
(
1 − βi,i ′, j

)
(15) 

δi, j + ξi ′, j ≥ −M
(
1 − βi,i ′, j

)
(16) 

When βi,i ′, j = 0, the constraints are given in (15) and (16) will be satisfied due 
to the big M. 

Practically, the number of beds available for the activation is limited and is denoted 
by Nbed, j . When ξi ′, j = 1, i.e., the bed offering service to patient i being newly 
assigned, we need to check whether there are still beds available at PoC j to perform
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service to Patient i . Thus, the difference between the total number of beds deactivated 
from utilization and the total number of beds under utilization should be less than or 
equal to the number of available beds at that Point of Care, j . This condition can be 
formulated as: 

i∑

m=1 

ξm, j − 
i−1∑

m=1 

δm, j ≤ Nbed, j (17) 

where 
i∑

m=1 
ξm, j and 

i−1∑

m=1 
δm, j are the total number of beds activated and deactivated 

until the departure of patient service i from PoC j . 
Patient Demand Constraints 
The Patient arrival rates can be written as: 

λ̃(t) = 

⎧ 
⎪⎪⎪⎨ 

⎪⎪⎪⎩ 

λ1, i f  tε[t0, t1) 
λ2, i f  tε[t1, t2) 

. . .  
λK , i f  tε

[
tK −1, tK ) 

(18) 

whereas 

λk = κk 

(tk − tk−1) 
(19) 

where κk is the number of patients arriving in the interval [tk-1, tk). The operating 
period [tstart , tend] is split into K time slots with the splitting time instants t1, t2, …,  
tK-2, tK-1 where t0 is tstart and tK is tend . The patient arrival rates are assumed as 
Poisson distributed within the interval. 

4.3 Objective Function 

An even bed activation and deactivation plan at each PoC between successive patients 
entering into Operation theatre can reduce total waiting time, based on the patient 
arrival pattern. The objective function is to minimize the variation between the 
consecutive end time of the patient treatment process at each Point of Care to reduce 
the waiting time of the patients. In an ideal case, the inter-arrival time of patients shall 
be the same as the inter-departure time of patients to the operation theatre. Thus, an 
objective function is formulated as follows: 

Minimize
∑

i∈I/1

(
ai,1 − ai−1,1

) − (
pendi,J − pendi−1,J

)
(20)



878 V. Saddikuti and P. K. Gudavalleti

Table 4 Various time parameters in Minutes at each Point of Care 

Point of Care Transit 
time to 
next 
PoC 
(Min) 

Transit 
time to 
next 
PoC 
(Max) 

Waiting 
time 
(Min) 

Waiting 
time 
(Max) 

Process 
time 
(Min) 

Process 
time 
(Max) 

Capacity of 
Patients 
treatment at 
each POC 

POC1: Stretcher 20 30 10 40 10 15 2 

POC2: Primary 
check 

10 20 20 70 10 30 2 

POC3: Cash 
payment 

5 10 15 45 5 20 3 

POC4: Lab 
investigation 

2 5 120 240 15 120 1 

POC5: 
Ultrasound 
investigation 

5 15 10 30 10 20 2 

POC6: 
Re-examination 

10 25 15 45 10 45 1 

POC7: Surgery 
ward 

5 15 40 180 15 25 1 

POC8: Surgeon 
check 

5 10 30 120 10 20 1 

POC9: Speciality 
Ward 

15 20 130 240 5 15 2 

POC10: 
Specialist check 

5 20 15 90 5 20 1 

POC11: 
Operation theatre 

30 45 720 4320 20 45 1 

To explain the objective function, a sample example assuming a typical hospital 
with four PoCs is discussed in Table 4. Let the Patients are arriving hospital at arrival 
times of 0,13,17,24 and 36 min. The total process time of each Patient is 132, 134, 
145, 153 and 156 respectively. It can be seen that the process time on each Patient 
is increasing, if the Patient inter-arrival time is reducing. Ideally, the process time 
for all the patients should be same i.e., the difference between the process times of 
Patient i and his/her predecessor Patient i − 1 shall be Zero. Hence, the objective 
function is chosen to minimize the process times of two successive patients. 

5 Case Study 

The MILP programming is carried out through CPLEX (student version, for less 
than 1000 variables) and Matlab. The proposed model has been applied to a Trauma 
Center in Lucknow. The average number of cases seen daily is 110 and the average
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number of admissions through this center daily is 70 [1]. The center will function 
round the clock on all days throughout the year. There are 150 beds and ten operation 
theatres (five major and five minor). The layout of this trauma center is illustrated in 
Fig. 6. The detailed activities taken at each PoC are discussed in [2]. 

The transit, waiting and process time is shown in Table 4. Transit time and Process 
time are obtained from [2]. The minimum and maximum waiting times are obtained 
from the trauma center and represent the performance of the trauma center. The 
operating period of the trauma center is 24 h. 

The patient arrivals are approximated in intervals of three hours based on the 
overall road accident rates in India [3]. The estimated patient arrivals are shown in 
Fig. 7. It can be noted that the peak hours are between 09:00 AM to 09:00 PM. Based 
on this historic arrival pattern, the number of facilities at each PoC can be put into 
operation at that time interval can be planned to minimize the patient waiting times. 

If the capacity is doubled at each PoC, the percentage improvement is around 
30%. See Table 5. The results of the first three Patient’s travel are plotted in Fig. 8 
as programmed in Matlab. Using the optimization model, it can be seen that most of

Fig. 6 The layout of Trauma center operations 

Fig. 7 Estimated Patient arrivals in three hours interval 
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the waiting time is available in PoC4. Now keeping bed capacity at all other PoCs 
as one and double the capacity at the PoC4 yielded almost similar results as shown 
in Table 6 with an only enhancement of capacity in PoC 4. 

From the above, it can be seen that the performance of the hospital in terms of 
delivering care to the hospital can be optimized using this model. The ratio of beds 
activated to the staff requirement is constant. It can be obtained using multiplication

Table 5 Increase in the improvement of process time by doubling the capacity at each PoC 

Patient No Arrival time 
(minutes) 

Process end time 
(minutes) till PoC4, 
when only one bed is 
operated in each PoC 

Process end time 
(minutes) till PoC4, 
when two beds are 
operated in each PoC 

Percentage 
improvement 

P1 0 132 132 NA 

P2 13 134 132 2% 

P3 17 145 132 10% 

P4 24 153 136 13% 

P5 36 156 132 18% 

P6 47 160 132 21% 

P7 64 158 132 20% 

P8 68 169 132 28% 

P9 76 176 135 30% 

P10 93 174 132 32% 

Fig. 8 The plot of the first three Patient’s travel along the Point of Cares
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Table 6 Increase in the improvement of process time by doubling the capacity only at PoC 4 

Patient No Arrival time 
(minutes) 

Process end time 
(minutes) till PoC4, 
when only one bed is 
operated in each PoC 

Process end time 
(minutes) till PoC4, 
when two beds are 
operated only in PoC 4 

Percentage 
improvement 

P1 0 132 132 NA 

P2 13 134 132 2% 

P3 17 145 138 5% 

P4 24 153 141 9% 

P5 36 156 139 12% 

P6 47 160 138 16% 

P7 64 158 132 20% 

P8 68 169 138 22% 

P9 76 176 140 26% 

P10 93 174 133 31%

factor as per the standards of the hospital. For this purpose, the time slot for consid-
eration can be three or four hours for scheduling the medical staff. In this manner, 
the dual resource scheduling based on patient arrival patterns can be achieved for 
that particular time interval. 

6 Conclusions 

In this paper, we have formulated a Mixed-Integer Linear Programming model 
for activation of the beds at each PoC. The optimization model’s performance is 
compared with the practical approach followed by a trauma center in India. According 
to the results, the capacity enhancement at Critical PoCs can improve the hospital’s 
performance in delivering timely care to the patients by optimizing the medical staff 
for that particular time interval. This helps in utilizing the scarce and valuable medical 
staff resources optimally while delivering quality and timely care to the Patients. 
Further Research 
The optimization can be included from the time of the accident, travel by ambulance, 
and completion of the operation theatre. The optimization can also consider the cost 
of enhancing capacity at a particular PoC in the workforce and additional equipment. 
The optimization can also be improved to evaluate the improvement in transit times 
and process times.
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Real-Time Scheduling of Bed Resource 
Allocation to Improve Emergency 
Overcrowding 

Shao-Jen Weng, Chih-Hao Chen, Yao-Te Tsai, and Shih-Chia Liu 

Abstract Previous studies usually investigated improve the overcrowding in the 
emergency department (ED) as the research goal. In the case of limited medical 
resources, the congestion in the ED was due to the capacity of the hospital, and the 
imbalance of resources in the hospital is one of the bottlenecks. For this problem, we 
simulated the use of bed resources in different departments through discrete events, 
and dispatched the allocation of bed resources in real time. Finally, we compared 
three bed resource scheduling plans. This study shows that the best plan can improve 
the proportion of admitted patients held >48 h from the original 5.08 to 1.83%; The 
proportion of admitted patients held >24 h, stays dropped from 19.49 to 16.21%, and 
the variance of daily ED occupancy was reduced by 7%. 

Keywords Overcrowding · Hospital operations · Emergency department ·
Simulation 

1 Introduction 

The ED is facing unprecedented pressure. If the ED is not invested or improved 
according to the increase of patients in the future, the waiting time of emergency 
patients may increase [1]. Congestion in the ED occurs because the number of inpa-
tients exceeds the number of beds in the medical institution. It is not a specific 
problem in the emergency department, because the congestion in the ED is caused 
by the congestion of the medical institution [2], and the high bed utilization rate
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may affect the waiting time of emergency patients and the organizational relation-
ship between the emergency room and the ward, and emergency patients wait for a 
long time. It seems to be related to the poor performance of the medical system or 
long-term care management [3]. 

In order to increase the turnover rate of beds, the improvement of the flow of 
people and the ability of the medical staff to move, the early discharge of patients or 
the rapid bed cleaning, etc., are all easy to implement methods. After sorting, there are 
four intervention measures, namely, smoothing elective admissions, early discharge, 
weekend discharge and full capacity action plan, these methods require communi-
cation, cooperation and compromise between departments, in order to improve the 
overall capacity of the hospital and reduce the number of boarded patients in the 
ED [4], the external system impact of the ED is indispensable. The simulation must 
expand its research scope and check the system impact outside the ED itself [5]. 

The current research trend of unbalanced medical resources is the methodology 
for patient referral between graded hospitals [6–8], but there are also problems with 
imbalances in medical resources within the hospital, such as the imbalance of bed 
resources between departments, which causes overcrowding in the ED [9]. There is a 
close relationship between multiple departments of the hospital and the overcrowding 
of the ED, but most studies discuss the relationship between a single department 
and the ED [10–12], or the scheduling of beds based on patient types [13–15]. In 
addition, a specific indicator may have a negative impact on another indicator. Few 
studies are for the allocation of multi-sectoral resources for multiple indicators, but 
the combination of multi-objective methods or different improvement methods can 
improve the hospital more comprehensively [16]. 

When the hospital is overloaded, it will cause the ED to be overcrowded. Most 
hospitals will formulate surge agreements to deal with the measures when the hospital 
is overloaded. There are usually two types of surge agreements. One is the emergency 
response agreement for major disasters; One is the protocol of daily surge, including 
increasing emergency beds or allowing non-acute patients to be discharged, etc., to 
improve the daily overcrowding situation [17, 18], this study belongs to the latter. 

Emergency response capability has been identified as a key indicator of hospital 
performance in the United States, and coordinating patient discharge and smoothing 
workload is usually an effective strategy to improve emergency response [19]. 
Hospital administrators can use bed scheduling measures to smooth the number of 
people in ED, improve surge capacity, and maintain ED quality indicators [9], there 
is no research to improve ED quality indicators through bed scheduling measures. 
Therefore, this study simulates the real-time scheduling of multi-departmental beds 
to alleviate the demand for emergency beds, put forward the method of real-time 
scheduling of beds and three strategies for multi-departmental scheduling of beds, 
How to improve ED quality indicators and solve ED overcrowding.
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2 Materials and Methods 

2.1 Model Development 

This study is based on the boarding time data of emergency patients at Taichung 
Veterans General Hospital (TCVGH) from January to September 2018 and the types 
of patients who mainly use beds provided by the hospital, and construct models for 
emergency patients, elective surgery patients, invasive examination patients, medical 
examination patients, and patients transferred from the intensive care unit (ICU) to 
simulate the use of beds by different types of patients. When boarding patients are 
stranded in the ED, they need to have vacant beds before they can be hospitalized. 

The total number of beds is set to 900, and there are 80 patients in the initial ED. 
It is assumed that distribution of the number of patients in different departments who 
need to be admitted to the hospital, the distribution of length of stay and the arrival 
time distribution of patients each day in Table 1, patients outside the emergency 
department have priority in using beds, because different departments have their 
own beds that can be used first. In addition, regardless of the need for additional 
beds in departments other than the emergency department or the difference in patient 
arrival time, they will be admitted to the hospital at 12 noon. 

In this research, we use SIMUL8, a set of discrete event simulation software tools, 
to develop a real-time scheduling bed resource simulation model, and to track five 
indicators, namely the proportion of ED patients held >24 h, the proportion of ED 
patients held >48 h, the proportion of admitted patients held >24 h, the proportion of 
admitted patients held >48 h and the variance of daily ED occupancy, assess whether 
to improve ED overcrowding. In the past, data-driven discrete event simulation was 
used to help hospitals decide on overcrowded improvement plans [18]. Simulations 
are also applied to patient queuing, resource constraints, and multi-unit hospital 
models to evaluate hospital performance in different scenarios [20], and there are

Table 1 Fitting statistical distributions for different departments in the model 

Department Distribution of the 
number of patients 
(number of people) 

Distribution of length 
of stay (min) 

Arrival time distribution 
of patients (min) 

Elective surgery Uniform (120,140) Exponential (4320) Fix (1440) 

Invasive 
examination 

Uniform (1550) Exponential (4320) Fix (1440) 

Medical 
examination 

Uniform (4060) Exponential (1440) Fix (1440) 

Transfers from the 
intensive care unit 
(ICU) 

Uniform (1015) Exponential (10,080) Fix (1440) 
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Fig. 1 Comparison of the number of boarded patients each day and the number of available hospital 
beds in the ED 

many related literatures on optimizing bed capacity and allocation, reducing emer-
gency waiting time and maximizing operating room utilization and other related 
resource allocation simulation models [21]. 

2.2 ED Situation 

The average number of boarding patients per day is about 37, and the peak number is 
63. The average number of beds provided ED is 37 beds per day, and the peak number 
of beds provided is 125 beds. The average daily difference between its hospital 
beds and emergency patients waiting to be hospitalized is 12.91, and the maximum 
difference is 90. It is often impossible to provide emergency beds to emergency 
patients immediately (see Fig. 1), causing patients to stay in the ED. The quality 
indicators that Taiwan hospitals pay attention to are the proportion of ED patients 
held >24 h, the proportion of ED patients held >48 h, the proportion of admitted 
patients held >24 h, and the proportion of admitted patients held >48 h. The current 
situation in order of 5.46, 1.42, 19.49 and 5.08%, if the number of available beds for 
emergency patients can be immediately supplemented, it can effectively reduce the 
proportion of ED patients held. 

2.3 Analysis of the Strategy 

In this study, based on the maximum number of stranded emergency patients, we 
decided whether to schedule beds, and set the number of days to return the scheduled 
bed, the number of scheduled beds at one time, and the maximum scheduling bed in 
Table 2, by sequentially changing the decision variables, find out the better setting of 
the hospital’s scheduling beds, and compare the strategies of different departments’ 
bed adjustment ratios in Table 3. The priority of the indicators is from the propor-
tion of ED patients held >48 h, the proportion of admitted patients held >48 h, the 
proportion of ED patients held >24 h, the proportion of admitted patients held >24 h
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Table 2 Decision variables of beds scheduling mechanism 

The maximum 
number of 
stranded 
emergency 
patients 
(number of 
people) 

The number of days 
to return the 
scheduled bed (day) 

The number of 
scheduled beds at 
one time 
(number of bed) 

The maximum 
scheduling bed 
(number of bed) 

Decision 
variables 

90 
100 
110 
120 

1 
2 
3 
4 
5 
6 

20 
30 
40 
50 

20 
30 
40 
50 
60 

Table 3 The strategies of different departments’ bed adjustment ratios 

Scenario The ratio of 
scheduled beds in 
elective surgery (%) 

The ratio of 
scheduled beds in 
invasive 
examination (%) 

The ratio of 
scheduled beds in 
medical 
examination (%) 

The ratio of 
scheduled beds in 
transfers from the 
intensive care unit 
(ICU) (%) 

S1 100 0 0 0 

S2 25 25 25 25 

S3 58 14 22 6 

and the variance of daily ED occupancy is compared by the importance of the index 
from high to low. 

3 Results 

Tables 4, 5, 6, and 7 show the simulation of different variables based on the maximum 
number of stranded emergency patients, the number of days to return the scheduled 
bed, the number of scheduled beds at one time, and the maximum scheduling bed. 
The average emergency quality index and the impact of the standard deviation (Std) 
of the number of people staying in the ED each weekly. The results show that setting 
the maximum number of stranded emergency patients at 100, the dispatched beds 
will be returned after 2 days, the dispatch of 40 beds at a time and the maximum 
scheduling bed at 50 beds, all indicators have better performance, compared with 
the original emergency quality indicators. The priority of the indicators is from the 
proportion of ED patients held >48 h, the proportion of admitted patients held >48 h, 
the proportion of ED patients held >24 h, the proportion of admitted patients held
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>24 h and the variance of daily ED occupancy, the improvement ratio of each index 
was 58, 58, 13, 13 and 16%. 

Tables 8 and 9 present the three multi-departmental strategies proposed based on 
the above-mentioned optimal scheduling bed variable settings and simulations. The 
results show that S2’s the proportion of patients held are better than other strategies, 
although the variance of daily ED occupancy was reduced by 7%, which is lower 
than S1’s 16% and S3’s 13%, but judging from the comparison of hospital priority 
indicators, S2 is obviously the best among all emergency quality indicators. We

Table 4 The result of different variables based on the maximum number of stranded emergency 
patients 

Maximum number 
of stranded 
emergency patients 
(number of people) 

ED patients 
held >48 h 

Admitted ED 
patients held 
>48 h 

ED patients 
held >24 h 

Admitted ED 
patients held 
>24 h 

Standard 
deviation 

90 0.96 3.41 4.89 17.44 5.01 

100 0.86 3.07 4.84 17.27 5.10 

110 0.84 2.99 4.93 17.58 5.36 

120 0.87 3.12 4.99 17.81 5.28 

Table 5 The result of different variables based on the number of days to return the scheduled bed 

The number of 
days to return 
the scheduled 
bed (day) 

ED patients 
held >48 h 

Admitted ED 
patients held 
>48 h 

ED patients 
held >24 h 

Admitted ED 
patients held 
>24 h 

Standard 
deviation 

1 0.86 3.07 4.84 17.27 5.10 

2 0.76 2.71 4.83 17.23 4.93 

3 0.80 2.85 4.88 17.41 5.07 

4 0.83 2.95 4.83 17.22 5.34 

5 0.85 3.05 4.86 17.32 5.60 

6 0.91 3.24 5.00 17.83 5.54 

Table 6 The result of different variables based on the number of scheduled beds at one time 

Number of 
scheduled beds at 
one time 
(number of bed) 

ED patients 
held >48 h 

Admitted ED 
patients held 
>48 h 

ED patients 
held >24 h 

Admitted ED 
patients held 
>24 h 

Standard 
deviation 

20 0.76 2.71 4.83 17.23 4.93 

30 0.73 2.60 4.77 17.03 4.84 

40 0.71 2.55 4.79 17.09 4.80 

50 0.71 2.55 4.79 17.09 4.80
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Table 7 The result of different variables based on the maximum scheduling bed 

Maximum 
scheduling bed 
(number of bed) 

ED patients 
held >48 h 

Admitted ED 
patients held 
>48 h 

ED patients 
held >24 h 

Admitted ED 
patients held 
>24 h 

Standard 
deviation 

20 0.87 3.10 4.90 17.48 5.00 

30 0.71 2.55 4.79 17.09 4.80 

40 0.67 2.40 4.91 17.51 4.65 

50 0.60 2.13 4.75 16.96 4.61 

60 0.59 2.12 4.86 17.34 4.32

Table 8 Comparison of the proportion of patients held indicators for three multi-departmental bed 
Scheduling Strategies 

Strategy ED patients held 
>48 h 

Admitted ED 
patients held >48 h 

ED patients held 
>24 h 

Admitted ED 
patients held >24 h 

Original 1.42 5.08 5.46 19.49 

S1 0.60 2.13 4.75 16.96 

S2 0.51 1.83 4.54 16.21 

S3 0.55 1.97 4.65 16.59 

Table 9 Comparison of the 
variance of daily ED 
occupancy indicators for 
three multi-departmental bed 
scheduling strategies 

Strategy Mean Standard deviation Improve efficiency 
(%) 

Original 91.09 5.51 baseline 

S1 87.12 4.61 16 

S2 86.21 5.10 7 

S3 86.66 4.79 13 

found that the three strategies of multi-departmental bed scheduling are all effective, 
but when the proportion of patients held drops to a certain level, it will be inversely 
proportional to the variance of daily ED occupancy, Perhaps because the number of 
patients arriving in the emergency department has changed greatly, in order to main-
tain the smoothness of the number of patients staying in the emergency department, 
some patients who will stay in the emergency department for more than 24 and 48 h 
have been sacrificed. 

4 Discussion 

Studies have shown that the emergency department quality indicators of the strategy 
of scheduling the same number of beds in different departments are better than other
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strategies. Although the variance of daily ED occupancy was reduced by 7% of all 
strategies, we found that the three strategies of multi-departmental bed scheduling 
are all effective, but when the proportion of patients held drops to a certain level, and 
the difference between different departments in the simulation is only the difference 
between the length of hospitalization and the number of beds required per day. It also 
reveals that when the hospital beds are expected to meet the needs of patients, the 
occupancy time of hospital beds is very important, because the multi-departmental 
bed allocation strategy sets the proportion of the number of scheduled beds. There-
fore, unless the number of beds required per day is less than the number of scheduled 
beds, the number of beds is not sufficient for scheduling, but the settings of the three 
strategies are all in Within the range of the number of beds required per day, if the 
estimated bed occupancy time or some patients with a known hospitalization period 
are scheduled, the beds will be better used and the emergency quality indicators will 
be improved. We conducted research through simulation analysis, and we found that 
if the decision variables of real-time scheduling of beds are optimized through data 
simulation, the effect of the strategy that can assist in scheduling of beds is more 
significant. 

5 Conclusions 

The imbalance of resources in the hospital is one of the bottlenecks of the hospital’s 
capacity. The contribution of this study is that we propose three strategies for real-
time scheduling of multi-departmental beds, which can simultaneously reduce the 
variance of daily ED occupancy and the proportion of patients held, and reduce the 
problem of ED overcrowding. 
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Basic Medical Equipment and Human 
Resource Allocation Models in Philippine 
Barangay Health Centers Using Integer 
Linear Programming 
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Clara Franchesca Mendoza, and Angeline Nicole Regalado 

Abstract The Philippines is one of the populous nations in the world that suffers 
from the scarcity of healthcare resources. The research aims to increase the 
percentage of population accommodated by healthcare resources in barangay health 
centers annually using Integer Linear Programming (ILP). It will be used to address 
the problem of the insufficiency of healthcare resources in the Philippines which can 
also be used on different local barangay health centers. The study will be comprised 
of two models—the Human Resource Model and Basic Medical Equipment Model. 
The researchers also conducted three different cases for each model to test the feasi-
bility and optimality of the model. For the first case, the base model, it is found that 
there is an infeasible solution with the data used from 2018 for the Human Resource 
Model. For the second case, decreasing the budget of 17% given to the Department 
of Health for 2019. This case decreased the budget allocated for the Human Resource 
of healthcare resources which makes the model more infeasible. For the third case, 
the surplus in the budget constraint of the Basic Medical Equipment Model will be 
used as an incremental for the budget constraint in the Human Resource Model to 
point out the lack of budget as a source of infeasibility for the first two models of 
Human Resource. 

Keywords Integer linear programming · Operations research · Healthcare 
resources · Barangay health center · Optimization 

1 Introduction 

The World Health Organization (WHO) defines a healthcare system as “well-
functioning” if it provides impartial access to quality healthcare regardless of pay 
dimensions while protecting them from the financial consequences of poor health. 
Healthcare in the Philippines does not meet these set standards [1]. Healthcare in the
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Philippines suffers from a shortage of human medical resources, especially doctors. 
This makes the system run slower and less efficiently. In addition to this problem, 
public health facilities are more run-down. These facilities have fewer medical staff, 
inferior facilities, and a lack of medical supplies. Due to the limited resources in 
the country, proper allocation of these resources is necessary for a development to a 
more efficient healthcare system and to reach those who need efficient and effective 
healthcare service. 

The Philippines reached one hundred million (100,000,000) mark of population 
landing twelfth (12th) of the most populous nation in the world [2]. Due to this, 
healthcare is compromised with only 23,927 health facilities servicing the entire 
population [3]. In 2016, 59.2% or 342,705 patients have died having no medical 
attention or was left unattended (Philippine Statistics Authority, 2016). This infor-
mation is especially highlighted knowing that as of 2018, 21.6% of the Filipino 
Population is located below the poverty line leaving 2,160,000 having access to only 
2587 healthcare facilities that charge little to none (Philippine Statistics Authority, 
2018). Rural areas are where people are, which is why local government units prior-
itize catering problems to these areas but this cannot be resolved immediately by 
the government as the population increases rapidly each year [4].  Live  birth in the  
Philippines was recorded to be at 1,731,289 or 17 births per 1000 population. These 
accounts have truly made it difficult to address the growing concerns on the lack of 
medical resources to attend to all of the Philippines’ populations 

Operations Research has long been used for a fair and efficient allocation of various 
resources in various fields, one of which is the field of medicine. Europe, a continent 
having countries like France, Italy, United Kingdom, and Netherlands top the world 
rankings with the most effective healthcare system (World Population Review 2019), 
have found it effective to utilize Operations Research. They have been making use 
of the Data Envelopment Analysis through the Linear Programming Method. 

2 Materials and Methods 

2.1 Research Design 

The research adopted an action research design which means that a problem was 
comprehended and understood, therefore developing a model as a form of an inter-
vention plan. In the research’s case, the problem addressed was the high rate of 
casualties in local barangay brought about by the lack of medical attention due to 
inadequate medical resources in each local barangay. 

The model developed was an Integer Linear Programming model which is to 
address the problem of inadequacy of medical resources (barangay health workers 
and basic medical equipment). The model can be applied in different local barangay 
health centers in the Philippines to generate an optimal number of essential medical 
resources that should be in the local barangay health centers according to House Bill
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No. 1339 of 2016 of the Republic of the Philippines which will maximize the Human 
Resource Capacity and Procurement of each Barangay Health Centers given the 
Budget set by the Department of Health considering constraints from data gathered 
on the selected rural community considering factors such as population size and an 
average number of patients in the barangay health centers that gets accommodated. 

Another method used was the case study research design. Three (3) case studies 
were done to analyze possible situations as to why the model produces such solutions 
through sensitivity analysis. 

2.2 Data Measures 

The Two (2) Integer Linear Programming (ILP) models were formulated considering 
the following conditions Provided the population of CHO 1 of the City of Dasmariñas, 
the plan of maximizing the Human Resources Capacity and the procurement of Basic 
Medical Equipment given the budget is to be achieved through the design of the ILP 
model keeping in mind the effect of acquiring adequate numbers of medical resources 
(barangay health workers and basic medical equipment). 

Through the consideration of the following factors, the Integer Linear Program-
ming was formulated: 

1. The population of City Health Office 1 
2. The recommended ratio of nurses to a number of people by the House Bill 1339 

of 2016 
3. The recommended ratio of midwives to a number of people by the House Bill 

1339 of 2016 
4. The recommended ratio of barangay health worker to a number of people by the 

House Bill 1339 of 2016 
5. The Basic Medical Equipment enumerated under the House Bill 1339 of 2016 

• Blood Pressure Apparatus. 
• Dressing Kit. 
• Weighing Scale. 
• Thermometer. 
• Glucometer. 
• Delivery Kit. 

Decision Variables for the First Model 

X1 = number of nurses needed to accommodate the total number of population 
covered by the barangay health center. 
X2 = number of midwives needed to accommodate the total number of population 
covered by the barangay health center. 
X3 = number of barangay health workers needed to accommodate the total number 
of population covered by the barangay health center.
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The First Model is then written as follows: 

Max Z = (
3 
i=1xi

)

Subject to: 

X1 ≥ A 

5000 

X2 ≥ A 

2500 

X3 ≥ 
A 

500 

X1 ≤ 90038 

X2 ≤ 43044 

X3 ≤ 7923324 

360.000X1 + 205.155X2 + 121.620X3 ≤ B 

The data in Tables 1 and 2 measures were used in translating the model to Lingo: 

Decision Variables for the Second Model

X1 = number of blood pressure apparatus needed to accommodate the total 
number of population covered by the barangay health center 
X2 = number of dressing kits needed to accommodate the total number of 
population covered by the barangay health center.

Table 1 Decision variables for model 1 

Decision variables 

Xi Number of health workers needed to accommodate the total number of population 
covered by the barangay health center 

Table 2 Other notions used for objective function for model 

Other notions used for objective function 

A Population of city health office 1 of the city of dasmariñas 

B Budget allocated by the Philippine government for medical human resource for city 
health office 1 of the City of Dasmariñas 
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X3 = number of weighing scales needed to accommodate the total number of 
population covered by the barangay health center.
X4 = number of thermometers needed to accommodate the total number of 
population covered by the barangay health center. 
X5 = number of glucometers needed to accommodate the total number of 
population covered by the barangay health center. 
X6 = number of delivery kits needed to accommodate the total number of 
population covered by the barangay health center. 

The Second Model is then written as follows: 

Max Z = (6 
i=1xi

)

Subject to: 

X1 ≥ 52 

X1 ≥ 
1 

6 
C 

X2 ≥ C 

X3 ≥ 52 

X3 ≥ 
1 

5 
(C) 

X4 ≥ 52 

X4 ≥ 
1 

5 
(C) 

X5 ≥ 52 

X5 ≥ 
1 

2 
(C) 

X6 ≥ D 

0.300X4 + 0.08X5 + 0.200X6 + 0.06X7 + 1.000X8 + 0.100X9 ≤ E 

The data in Table 3 and 4 measures were used in translating the model to Lingo:
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Table 3 Decision variables for model 2 

Decision variables 

Xi Number of basic medical equipment needed to accommodate the total number of 
populations covered by the barangay health center 

Table 4 Other notions used for objective function for model 2 

Other notions used for objective function 

C Population of accommodated patients of the city health Office 1 of the city of dasmariñas 

D Average number of births under city health office 1 of the city of dasmariñas 

E Budget allocated by the Philippine government for basic Medical equipment and general 
medical facilities for city health office 1 of the city of Dasmariñas 

3 Results 

Through the Integer Linear Programming Model, provided by the data gathered from 
the data given by the City Health Office (CHO) 1 on the 26 barangays they are admin-
istering, and barangay health center regulations stated on the House Bill no. 1339 of 
2016, the researchers were able to identify the optimal number of healthcare resources 
(Health Workers and Basic Medical Equipment) to maximize the Human Resource 
Capacity and Procurement of each barangay health center with the budget allocated 
by the Department of Health. The software LINGO was used to test its optimality 
and feasibility of the model. The model’s sensitivity was also examined by testing 
three (3) cases based on the evident observations and clear analysis upon acquiring 
initial results from the model done. 

3.1 Case 1. Base Model—Human Resource Model 

The first case was the original model derived from the data gathered including the 
House Bill 1339. The model was formulated based on the following constraints: the 
number of nurses, midwives, and barangay health workers obtained from the House 
Bill 1339, the total number of nurses, midwives and barangay health workers avail-
able in the Philippines, and budget allotted by the national government to the local 
government unit for healthcare from the General Appropriations Act to maximize 
the Human Resource Capacity and Procurement of the Basic Medical Equipment 
based on the budget allocated by the Department of Health for each barangay health 
center (Table 5).

The base model for the Human Resource was used in order to find the optimal 
number of human resources (nurses, midwives, and barangay health workers). The 
model was run and the results are as in Fig. 1.
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Table 5 Case 1 Input for 
human resource model 

!Objective Function; 
Max = X1 + X2 + X3; 
!Constraints; 
!Barangay Health Worker; 
!Nurses; 
X1 >= 479044/5000; 
!Midwife; 
X2 >= 479044/2500; 
!Health Worker; 
X3 >= 479044/500; 
!HR Supply; 
X1 <= 90038; 
X2 <= 43044; 
X3 <= 7923324; 
!Budget Constraint (in thousands); 
360.000*X1 + 205.155*X2 + 121.620*X3 <= 11738.472; 
!Non Negativity Constraints; 
X1 >= 0; 
X2 >= 0; 
X3 >= 0;

Fig. 1 Result of the case 1 model—human resource model 

Data from 2018 was used in the model to obtain the result. Case 1 for Human 
Resource resulted in an infeasible solution. House Bill No. 1339 indicated a definite 
ratio of the medical personnel (number of nurses, wives, and barangay health workers) 
to the population which gives a definite number for these variables. The budget for the 
human resource allotted constrained the number of medical personnel that should be 
for the CHO 1 according to the standards in House Bill No. 1339. In analysis through 
arithmetic, the budget allotted for the human resource in the field of healthcare is not 
enough for the standards given by the house bill. 

The base model for the Human Resource was used in order to find the optimal 
number of human resources (nurses, midwives, and barangay health workers). The 
model was run and the results are as in Table 6.
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Table 6 Case 2 Input for 
human resource model 

!Objective Function; 
Max = X1 + X2 + X3; 
!Constraints; 
!Barangay Health Worker; 
!Nurses; 
X1 > = 486325/5000; 
!Midwife; 
X2 > = 486325/2500; 
!Health Worker; 
X3 > = 486325/500; 
!HR Supply; 
X1 < = 90038; 
X2 < = 43044; 
X3 < = 7923324; 
!Budget Constraint (in thousands); 
360.000*X1 + 205.155*X2 + 121.620*X3 < = 9742.932; 
!Non Negativity Constraints; 
X1 > = 0; 
X2 > = 0; 
X3 > = 0; 

3.2 Actual Budget Constraint—Human Resource Model 

The Model on Case 2 for Human Resource reflects the 17% decrease on the budget 
given to the Department of Health for 2019 by the Philippine Government allocating 
a higher percentage of 54% on the personnel services due to the implementation of 
the 2015 salary standardization law tranche 4 (Department of Health 2019). 

The right-hand side of the model was changed due to an increase in population 
and a decrease in the budget for the year 2019. 

Manipulation of the model only took place on the right-hand side assuming the 
population growth rate of 1.52% for the Philippines. The results of running the model 
for testing its feasibility are established as in Fig. 2. 

Fig. 2 Result of the case 2 model—human resource model
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The outcome of the model revealed infeasible following a 17% decrease in the 
total budget even though there was a 54% increase in personnel service allocation. 
Employing the pattern of being infeasible on the base model, the decrease in budget 
while the population being serviced increases creates a great impact on the result. 

3.3 Assuming 100 Percent Accommodation for CHO 
1—Human Resource Model 

Further model manipulation and analyzation were done to come up with a model that 
would exhibit a feasible solution, achieving the objective of maximizing the Human 
Resource Capacity of the Barangay Health Center in accordance with the budget allo-
cated by the Department of Health. Capitalizing Case 3—Human Resources on satis-
fying the House Bill no. 1339’s recommended healthcare resources (Health Workers, 
Basic Medical Equipment, General Medical Facilities) for barangay health centers 
to achieve 85% accommodation for the population of CHO 1, changes on the budget 
were made. The model for Case 3 is showcasing in Table 7. 

Still using the projected 2019 population for City Health Office 1 the model on 
Case 3 for Human Resources increased further the budget by 1748%. 

Applying the same method used on Case 2, the researchers retained the population 
and allocated 66% of the total budget allocated to Heath Service Budget to the 
Personnel Service. 

Upon manipulation of the data, it was found that a surplus of ₱1,422,487.06 on 
the budget of equipment for 2019. Adding this up to the budget to be given, it was

Table 7 Case 3 input for 
human resource model 

!Objective Function; 
Max = X1 + X2 + X3; 
!Constraints; 
!Barangay Health Worker; 
!Nurses; 
X1 > = 486325/5000; 
!Midwife; 
X2 > = 486325/2500; 
!Health Worker; 
X3 > = 486325/500; 
!HR Supply; 
X1 < = 90038; 
X2 < = 43044; 
X3 < = 7923324; 
!Budget Constraint (in thousands); 
360.000*X1 + 205.155*X2 + 121.620*X3 < = 193217.896; 
!Non Negativity Constraints; 
X1 > = 0; 
X2 > = 0; 
X3 > = 0; 
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Table 8 Result of case 3 
model—human resource 
model 

Human resource Amount to be hired 

Nurses 98 

Midwives 195 

Barangay health worker 973 

TOTAL 1265 

computed that 66% of the budget is to be allocated to human resource. However, 
still appearing infeasible, the budget for Human Resource was raised to 1748% to 
get these results (Table 8). 

3.4 Case 1. Base Model—Basic Medical Equipment Model 

The Basic Medical Equipment base model was derived from the data included on 
the House Bill 1339. The model was formulated based on the following constraints: 
blood pressure apparatus, thermometer, glucometer, weighing scale, dressing kit and 
delivery kit obtained from the House Bill 1339, the useful lives of the equipment, the 
population of accommodation for City Health Office 1, and the budget allotted by the 
national government to the local government unit for healthcare from the General 
Appropriations Act to maximize Human Resource Capacity and Procurement of 
Basic Medical Equipment through the budget allocated to the barangay health centers 
by the Department of Health (Table 9).

The Basic Medical Equipment base model was used in order to find the 
optimal number of basic medical equipment (blood pressure apparatus, thermometer, 
glucometer, weighing scale, dressing kit and delivery kit). With the budget allocated 
to City Health Office 1, procurement for blood pressure apparatus is 1553, ther-
mometer is 9318, glucometer is 1864, Weighing Scale is 25,576, Dressing Kit is 
4659, and Delivery Kit is 4286, all of which are summarized in the Table 10.

3.5 Case 2. 2019 Actual Budget Constraint—Basic Medical 
Equipment Model 

The Model on Case 2 reflects the 17% decrease on the budget given to the Department 
of Health for 2019 by the Philippine Government only allocating only 46% of the 
budget for the procurement of the Basic Medical Equipment (Table 11).

The right-hand side of the model were changed due to an increase in population 
and decrease on the budget for the year 2019. 

The outcome of the model revealed the following after a 17% decrease in the 
total budget and allocating only 46% to the Basic Medical Equipment. The decrease
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Table 9 Case 1 input for 
basic medical equipment 
model 

!Objective Function; 
Max = X1 + X2 + X3 + X4 + X5 + X6; 
!Constraints; 
!Basic Medical Equipment; 
X1 > = 52; 
X1 > = (1/6)*9318; 
X2 > = 9318; 
X3 > = 52; 
X3 > = (1/5)*9318; 
X4 > = 52; 
X4 > = (1/5)*9318; 
X5 > = 52; 
X5 > = (1/2)*9318; 
X6 > = 4286; 
!Budget Constraints (in thousands); 
0.300*X1 + 0.080*X2 + 0.200*X3 + 0.060*X4 + 1.000*X5 
+ 0.100*X6 < = 8206.068; 
!Non Negativity Constraints; 
X1 > = 0; 
X2 > = 0; 
X3 > = 0; 
X4 > = 0; 
X5 > = 0; 
X6 > = 0;

Table 10 Result of case 1 
model—basic medical 
equipment model 

Basic medical equipment to be procured yearly 

Budget ₱8,206,068 
Blood pressure apparatus 1553 units 

Thermometer 9318 units 

Glucometer 1864 units 

Weighing scale 25,572 units 

Dressing kit 4659 units 

Delivery kit 4286 units 

TOTAL 47,254 units

in budget while the population being serviced increases creates great impact on the 
results summarized in the Table 12.
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Table 11 Case 2 input for 
basic medical equipment 
model 

!Objective Function; 
Max = X1 + X2 + X3 + X4 + X5 + X6; 
!Constraints; 
!Basic Medical Equipment; 
X1 > = 52; 
X1 > = (1/6)*9318; 
X2 > = 9318; 
X3 > = 52; 
X3 > = (1/5)*9318; 
X4 > = 52; 
X4 > = (1/5)*9318; 
X5 > = 52; 
X5 > = (1/2)*9318; 
X6 > = 4286; 
!Budget Constraints (in thousands); 
0.300*X1 + 0.080*X2 + 0.200*X3 + 0.060*X4 + 1.000*X5 
+ 0.100*X6 < = 6811.036; 
!Non Negativity Constraints; 
X1 > = 0; 
X2 > = 0; 
X3 > = 0; 
X4 > = 0; 
X5 > = 0; 
X6 > = 0;

Table 12 Result of case 2 
model–basic medical 
equipment model 

Basic medical equipment to be procured yearly 

Budget ₱6,811,035.66 
Blood pressure apparatus 1553 units 

Thermometer 9318 units 

Glucometer 1864 units 

Weighing scale 2321 units 

Dressing kit 4659 units 

Delivery kit 4286 units 

TOTAL 24,001 units 

3.6 Case 3. Assuming 100% Accommodation for CHO 
1—Basic Medical Equipment 

Focusing Case 3 on the efficient allocation of the total budget for Barangay Health-
care, analysis on the surplus on each equipment without having to break the recom-
mended number of Basic Medical Equipment by the House Bill no. 1339 was prior-
itized for better and fair allocation of budget. The model for Case 3 is showcasing 
(Table 13).
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Table 13 Case 3 input for 
basic medical equipment 
model 

!Objective Function; 
Max = X1 + X2 + X3 + X4 + X5 + X6; 
!Constraints; 
!Basic Medical Equipment; 
X1 > = 52; 
X1 > = (1/6)*9318; 
X2 > = 9318; 
X3 > = 52; 
X3 > = (1/5)*9318; 
X4 > = 52; 
X4 > = (1/5)*9318; 
X5 > = 52; 
X5 > = (1/2)*9318; 
X6 > = 4286; 
!Budget Constraints (in thousands); 
0.300*X1 + 0.080*X2 + 0.200*X3 + 0.060*X4 + 1.000*X5 
+ 0.100*X6 < = 6783.580; 
!Non Negativity Constraints; 
X1 > = 0; 
X2 > = 0; 
X3 > = 0; 
X4 > = 0; 
X5 > = 0; 
X6 > = 0; 

The researchers retained the population and the budget using the sensitivity anal-
ysis in reference to the 2018 budget and is then allocated to the Basic Medical 
Equipment. Projecting the possible budget increase and using the sensitivity anal-
ysis from the actual budget allocated to the Department of Health for 2018, a surplus 
of ₱1,422,487.06 was found and therefor was added to the Human Resource budget. 
The Procurement of Basic Medical Equipment are as follows (Table 14). 

Table 14 Result of case 3 
model–basic medical 
equipment model 

Basic medical equipment to be procured yearly 

Budget ₱6,783,580.00 
Blood pressure apparatus 1553 units 

Thermometer 9318 units 

Glucometer 1864 units 

Weighing scale 1864 units 

Dressing kit 4659 units 

Delivery kit 4286 units 

TOTAL 23,544 units
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4 Discussion 

4.1 Conclusion 

The researchers formulated two (2) integer linear programming models for local 
government to use to determine the number of healthcare resources (nurses, 
midwives, barangay health workers, blood pressure apparatus, dressing kits, 
weighing scales, thermometer, glucometer, delivery kit) needed in their community 
to maximize the Human Resource Capacity and Procurement of the local barangay 
health centers. The first model is for human resource planning which takes into 
consider for constraints the supply of each human resource (nurses, midwives, and 
barangay health workers) available in the Philippines, the ratio mandated in the House 
Bill No. 1339, the salary given to them annually total budget allocated for Human 
Resource. The second one is the model for the procurement of basic medical equip-
ment such as blood pressure apparatus, thermometer, glucometer, dressing kits and 
delivery kits which on the other hand takes consider as a constraint each equipment 
life cycle before repurchasing, minimum number of each equipment mandated by 
the House Bill No. 1339, and the price of each equipment correlated to the budget 
for equipment procurement. 

Three (3) cases were analyzed for the model’s sensitivity. First, the base model, 
which provided an infeasible solution for the human resource. Since there is a definite 
number of medical personnel needed, by doing basic analysis through arithmetic in 
the model, the budget for human resource does not suffice the given standards. The 
base model for the equipment procurement yielded a feasible solution but excessive 
than what’s only needed. The second case was using the actual 2019 budget as budget 
constraint which still yielded an infeasible solution for the human resource. On the 
other hand, the model for the equipment is feasible yet there are still excess resources 
from the solution. The last model was based on the Case1: Human Resource Base 
Model and Medical Resources Base Model. This model led to still an infeasible 
solution for the human resource model and a feasible but with excess solution in the 
equipment procurement model. From the second solution of the model for equipment, 
a sensitivity analysis was done. From the sensitivity analysis, the considerable limit 
of the right-hand side for the budget was reduced from the budget allocation for 
procurement in the second model and was considered as surplus. This surplus for 
procurement was then added to the budget for the human resource but the model for 
the human resource is still infeasible. It was then found that a minimum increase of 
1748% in human resource budget for it to be feasible. This proves that there is an 
imbalance in the distribution of the budget in human resource and procurement of 
equipment. 

In conclusion with the different cases tested in the model, the budget highly influ-
ences the effectivity of the healthcare system in the Philippines; effective as defined 
by the Merriam-Webster Dictionary as producing a desired effect. The objective was 
to maximize the number of human resource capacity and procurement to accommo-
date the population of the barangay but due to the lack of budget, the model was not
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able to deliver an optimal solution. When the budget was manipulated, it then gained 
an optimal solution. This shows that the budget greatly affects the solution of the 
model which then translates that the budget allocation is not enough for the standards 
set by the government itself. Moreover, when further analyzed, the budget allocation 
for the human resource was the one that keeps the model infeasible which then again 
translates that the budget for human resource is short for the standards mandated by 
the government. However, when the desired objective was sought, the budget that 
came from the optimal solution was ideal but not realistic for the available resources 
of the Philippines. The results showed that the budget allocation for healthcare is 
not proportional to the needs of the population of the Philippines, hence, there is a 
clear image of inadequacy of resources in the country which reflects to the healthcare 
system. 

4.2 Recommendations 

Upon the analysis of the results from the study and correlating it to the current state 
of the country, the researchers recommend the Philippine Government: 

• To reconsider to improve and prioritize the budget allocation on the healthcare 
system of the Philippines. 

• To reevaluate the House Bill No. 1339 that mandated the standards for human 
resource and equipment. 

Based on the results of the three (3) cases presented per model, the researchers 
recommend that the most effective model to be used is case 3 as it proposes a more 
feasible solution to the problem. It was the model that determined that there is a 
need to adjust the budget allocated for the human resource. Other models resulted a 
solution of either there is a surplus in equipment or shortage in budget. 
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