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Preface

This volume of Lecture Notes in Mechanical Engineering gathers selected papers
presented at the 14th International Conference on Advanced Mechanical and Power
Engineering (CAMPE-2021), held online from Kharkiv, Ukraine, on October 18–
21, 2021. Between 1972–2022, XXI CAMPE Editions were carried out. The first 7
conferences did not include international authors (1972–1993), and the other 14
conferences held in 1994–2021 were international events. CAMPE-2021 was
organized by the National Academy of Sciences of Ukraine, the A. Pidhornyi
Institute of Mechanical Engineering Problems of the National Academy of Sciences
of Ukraine, the Engineering Academy of Ukraine, and the Joint Stock Company
«Ukrainian Energy Machines».

The aim of the conference was to present the latest achievements in mechanical
and power engineering and to provide an occasion for discussion and exchange of
views and opinions. The conference covered the following topics:

– Development and Improvement of Numerical Methods of Calculation of Fluid
Flow and/or Heat Transfer

– Numerical Analysis of Fluid Flow and/or Heat Transfer in Power Equipment
– Identification and Optimization of Fluid Flow and/or Heat Transfer in Power

Equipment
– Profiling of Flow Parts of Turbomachines
– Development of Thermal Circuits and Improvement of Thermodynamic

Characteristics of Power Equipment
– Efficient Fuel Combustion
– Renewable Energy Sources
– Resource-Saving and Energy-Efficient Technologies
– Energy Storage
– Environmental Safety Issues of Power Engineering
– Hydrogen Technologies
– Theoretical and Applied Mechanics
– Mechanical Structures and Stress Analysis
– Engineering Design
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– Materials Engineering
– Nanotechnology and Microengineering
– Methods and Technologies for Additive Manufacturing
– Engine Technology
– Aerospace Technology and Astronautics

The organizers received 85 contributions from 264 authors and 26 countries
around the world.

After a thorough peer-review process carried out in collaboration between the
conference committee and the Springer series editors, 37 papers were accepted for
publication in this book, prepared by authors from 19 countries (acceptance rate
around 42%).

We would like to thank the members of the International Program Committee for
their hard work during the review process. Their involvement and commitment
were crucial for both the success of CAMPE-2021 and for the realization of this
book.

The book “Advances in Mechanical and Power Engineering” has been organized
in three parts, according to the main topic covered by the respective contributions:

1. Fluid Mechanics and Heat Transfer in Power Engineering.
2. Energy Saving Technologies and Environmental Safety.
3. Dynamics and Strength of Power Equipment.

The first part “Fluid Mechanics and Heat Transfer in Power Engineering” covers
recent developments of advanced computational and analytical methods for
applications in mechanical engineering, turbomachinery, heat and power engi-
neering. It reports on both theoretical and experimental research, and the use of
modern computer technology and effective mathematical methods for the analysis
of fluid mechanics and heat transfer problems, as well as for the identification and
optimization of fluid flow. It highlights new strategies for implementing intelligent
solutions at the purpose of improving compressor and turbine stages and effective
methods for profiling flow parts of turbomachines.

The second part “Energy Saving Technologies and Environmental Safety”
presents some comparative analysis of computational methods adopted for reno-
vation projects in mechanical engineering, such as those relating to the development
of thermal circuits, and the improvement of thermodynamic characteristics of power
equipment. The works belonging to this part are also devoted to methods for
ensuring ecological and human safety and for reducing material costs and envi-
ronmental pollution. New advancements in energy saving technologies, renewable
energy sources, topical issues in environmental safety, resource-saving and
hydrogen technologies are presented.

The third part “Dynamics and Strength of Power Equipment” reports on recent
developments in mathematical models and methods to simulating the dynamics
characteristics and durability of machines and engineering designs applications. It
describes advanced mathematical models for simulating the behavior of power
equipment under static and dynamic loads and for making qualitative predictions on
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reliability and durability. It also covers topics related to stress-strain state, stability,
structure optimization, and dynamic processes of mechanical systems and objects. It
shows applications in nanotechnology, microengineering, engine and aerospace
technologies, astronautics, materials engineering, and additive manufacturing.

We would like to take this opportunity to thank authors for their contributions,
members of Program Committee, and invited external reviewers for their efforts and
expertise in contribution to reviewing, without which it would be impossible to
maintain the high standards of peer-reviewed papers.

We appreciate the partnership with Springer, EasyChair, StrikePlagiarism, and
our sponsor Joint Stock Company «Ukrainian Energy Machines» for the essential
support during the preparation of CAMPE-2021.

Thank you very much to CAMPE-2021 Team. Their involvement and hard work
were crucial to the success of CAMPE-2021 conference.

Holm AltenbachMay 2022
Alexander Cheng

Xiao-Wei Gao
Andrii Kostikov

Wladyslaw Kryllowicz
Piotr Lampart
Viktor Popov

Andrii Rusanov
Stavros Syngellakis
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Abstract. The objective of this paper is to develop an effective numerical method
for analyzing vibrations of fluid-filled elastic shells of revolution. The novelty of
the proposed method consists in elaborating the unified approach for high accu-
racy evaluation of own frequencies and modes of empty and fluid-filled elastic
shells, and compressible liquid sloshing in rigid reservoirs. The system of dif-
ferential equations is obtained to describe compressibility effects in the acoustic
approximation. Numerical simulation is based on coupled finite and boundary
element methods involving singular integral equations; the integral presentations
are corresponded to the Helmholtz equation. All unknown functions are presented
as Fourie’s series. This has allowed to obtain finally the one-dimensional inte-
gral equations. The eigenvalue problems for vibration analysis of reservoirs with
compressible liquid are formulated, and the iterative method is proposed for their
numerical solution. Accuracy and reliability of the proposed methods are ascer-
tained. Numerical results demonstrate the mutual influence of compressibility,
elasticity, and liquid sloshing. It is shown that compressibility effects are espe-
cially significant at high wave numbers. For sufficiently thin elastic shells, the
lowest frequencies of vibration are obtained namely at the high harmonics. In
such cases, the neglect of compressibility can lead to the incorrect resonance
detuning.

Keywords: Elastic shell · Vibration · Compressibility · Sloshing · Helmholtz’s
equation · Boundary and finite element methods

1 Introduction

Fluid–structure interaction (FSI) problems are studied by many researchers during last
decades. At simulations, elements of mechanical engineering structures are often con-
sidered as thin shells, partially filled with liquids. Therefore, the strength analysis of
such structures should be carried out in coupled formulations, taking into account the
interaction of two media.
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In this paper, an effective method is proposed for estimating own frequencies of
liquid-filled shells. The effects of elasticity of shell walls, compressibility of liquids,
and free surface sloshing are studied and their mutual influence is analyzed.

FSI is one of the main problems in many engineering applications such as turbine
engineering [1, 2], chemical industry [3], transport [4], spacecraft designs [5, 6] with
analysis of strength [7] and vibration [8] characteristics of fuel tanks, etc.

Free vibrations of liquids and their suppression in rigid shells and shell structures
are well studied. In [9, 10] the baffles are considered as slosh suppression devices in
rigid cylindrical shells. Forced liquid vibrations in rigid containers are studied in [11].
In [12, 13] it was shown that viscosity and compressibility of liquids have a big impact
on dynamical characteristics of structure elements under intensive impulsive loading.
Sloshing problems in rigid containers in nonlinear formulations are considered in [5, 14].
Review in [15] indicates that the elasticity influence of the tank walls can be significant
in the vibration analysis. Thus, the problem of vibrations of liquid-filled shells is far from
its full solution. The dynamic characteristics of shells with liquid should be determined
taking into account the mutual influence of various factors.

2 Methodology

2.1 Basic Relations

The objective of this contribution is to study vibrations of an elastic shell filled with a
liquid. The shell of revolution, partially filledwith the compressible liquid, is considered.
The Cartesian coordinate system Oxyz is connected with the shell (Fig. 1). Below there
are the basic relations that describe coupled shell-fluid interaction.

Fig. 1. Fluid-filled shell of revolution and drafts of cylindrical, conical, and spherical shells

Suppose that the liquid is an inviscid and compressible one. The equations of motion
of the shell with the liquid are following [11]:

L(U) + M
(
Ü

) = P. (1)
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Here vectors U and P are the shell displacements and a liquid pressure on the wetted
surface S1, operators L and M are stiffness and mass matrices. Notice that the vector P
is directed along the normal n to the wetted shell walls if the ideal liquid is considered.

To define the unknown pressure, we use the mass and momentum conservation laws

∂ρ

∂t
= −div

(
ρVf

) + Q, ρ
dVf

dt
= ρb + div(σ f ), (2)

where Vf is the liquid velocity, ρ is the liquid density, Q is for mass sources, vector b is
volume forces, σf is the stress tensor.

To determine the components of the stress tensor σf , the following hypothesis is
used:

σ f = −pI + T; T = 2μ

(
Ṡ − 1

3
div(Vf )I

)
.

Here Ṡ is the strain-rate deviator, I is the unit tensor, and μ is the liquid viscosity
coefficient. Let p = |P|. Using the equations of state p = p(ρ), ∂p

∂ρ
= c2, and supposing

b = 0, one can obtain the acoustic approximation of Eqs. (2) as

divVf = − 1

ρ0c2
∂p

∂t
+ Q

ρ0
,
∂Vf

∂t
= − 1

ρ0
∇p + μ

3ρ0
∇divVf + μ

ρ0
�Vf . (3)

Here ρ0 is the average value of the liquid density at linearization, c is the speed of sound.
Considering divergence from the second equation in (3) with Q = 0, we have

div

(
1

ρ0
∇p

)
− 1

ρ0c2
∂2p

∂t2
+ div

[
4μ

3ρ0
∇

(
1

ρ0c2
∂p

∂t

)]
= 0.

Then the following differential equation is obtained

1

ρ0c2
∂2p

∂t2
= 1

ρ0
div(∇p) + 4μ

3ρ20c
2
div

[
∇

(
∂p

∂t

)]
= 0. (4)

It follows from Eq. (4) that viscosity contributes significantly less than compress-
ibility. So, to define the pressure of the ideal compressible liquid we receive

1

c2
∂2p

∂t2
− div(∇p) = 0. (5)

The second equation in (3) without mass sources Q takes the form

∂Vf

∂t
= − 1

ρ0
∇p. (6)

Equation (5) in the fluid domain bounded by surfaces S= S1 ∪ S0, is used to calculate
the pressure p. So, it is necessary to apply boundary conditions. The non-penetration
condition is satisfied at the shell inner wetted surface S1, so (U̇, n) = (Vf , n), where n
is the unit outward normal to the surface S1. It follows from Eqs. (3), (6) that

(∇p,n) = −ρ0
(
Ü,n

)∣∣
S1

. (7)
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At the free surface S0, kinematic and dynamic conditions are set according to [11].
From the dynamic condition we have p = ρ0gζ. Here ζ = ζ(x, y, t) is an unknown

time-dependent function of the free surface elevation. According to the kinematic
conditions, the following approximate equations are received at the free surface:

∂ζ

∂t
= (

Vf ,n
)
,
∂2ζ

∂t2
=

(
∂Vf

∂t
,n

)
=

(
− 1

ρ0
∇p,n

)
.

So, at the free surface S0 we have

ζ = p

ρ0g
,

∂p

∂n

∣
∣∣∣
S0

= −1

g

∂2p

∂t2
. (8)

Thus, the motion of the coupled “shell-fluid” system is described by the next system
of differential equations with unknown functions U and p:

L(U) + M
(
Ü

) = ρn, (9)

1

c2
∂2p

∂t2
− div(∇p) = 0, (∇p,n)|S1 = −ρ0

(
Ü,n

)
, (∇p,n)|S0 = −1

g

∂2p

∂t2
. (10)

Boundary value problem (9)-(10) is completed by conditions of the shell fixation,
and initial conditions assuming that the sloshing motion starts from the state of rest.

2.2 Eigenvalue Problems for Shells Partially Filled with Compressible Liquid

Consider harmonic oscillations and suppose that

p(x, y, z, t) = exp(iωt)ϕ(x, y, z),U(x, y, z, t) = exp(iωt)u(x, y, z), (11)

Then for the function ϕ(x, y, z), the Helmholtz equation is received as ω2ϕ

c2
+∇2ϕ =

0.
Represent this function as the sum ϕ = ϕ1 + ϕ2 of two auxiliary functions. Next,

the following boundary value problems are formulated tor unknown functions ϕ1 and
ϕ2.

The function ϕ1 describes the compressible liquid sloshing in the rigid shell, so

ω2ϕ1

c2
+ ∇2ϕ1 = 0, (∇ϕ1,n) = 0|S1, (∇ϕ1,n) = − ω2ϕ1

g

∣∣∣
∣
S0

. (12)

The functionϕ2 describes vibrations process in the fluid-filled shell with elastic walls
but without sloshing

ω2ϕ2

c2
+ ∇2ϕ2 = 0, (∇ϕ2,n) = −ω2(u,n)

∣∣
∣
S1

, ϕ2 = 0|S0 . (13)
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UsingEqs. (9), (11), the coupled problem to study vibrations of elastic shells partially
filled with compressible liquids is formulated as the system of differential equations and
boundary conditions (12), (13) and the following equations

L(u) − ω2M(u) = (ϕ1 + ϕ2)n. (14)

So, it is necessary to define functionsϕ1,ϕ2, u and frequenciesω fromEqs. (12)-(14).
These equations represent the eigenvalue problem.

Let � be the domain occupied by the liquid, with boundaries S = S1∪S0, Fig. 1a).
As it is assumed beforehand, � is the body of revolution, so the cylindrical coordinates
system ρ,θ,z is introduced. Note that the free liquid surface in reservoirs may evolve
in many different modes. These modes are usually defined by their wave numbers m
and mode numbers n corresponded to each wave number. As in [11], all the unknown
functions are presented as Fourie’s series, namely:

u =
∞∑

m=0

cosm θ

∞∑

n=0

umn, ϕi =
∞∑

m=0

cosm θ

∞∑

n=0

ϕmn
i , i = 1, 2. (15)

According to [5, 11], Eqs. (15) allow us to obtain finally the one-dimensional integral
equations for evaluating the pressure for each m and n.

We begin with eigenvalue problem (12) considering the rigid shell with the com-
pressible liquid. For numerical simulation the boundary element method (BEM) [11] is
implemented by using the fundamental solution G(P,P0)of the Helmholtz equation as
in [16].

So, the integral equation for determining the function ϕ1 is following

2πϕ1(P0) = ω2

g

¨

S0

ϕ1(P)G(P,P0)dS −
¨

S

ϕ1(P)
∂

∂n
G(P,P0)dS, (16)

where G(P,P0) = exp(ikr)
r , r = |P − P0|, k = ω

c ,P = (ρ, θ, z), P 0 = (ρ0,θ0,z0).
The integral operators on a surface S with a generatrix � are introduced as in [11]

A(σ,S)p(P) =
¨

S

p(P)G(P,P0)dS =
∫

�

p(r, z)	(P,P0)d�, P0 ∈ σ, (17)

B(σ,S)p(P) =
¨

S

p(P)
∂

∂n
G(P,P0)dS =

∫

�

p(r, z)
(P,P0)d�,P ∈ S, (18)

where kernels 
(P,P0) and 	(P,P0) have logarithmical singularities.
Let {ξk}N1+N0

k=1 be nodes of finite-boundary element net, N0 is the number of the
nodes on the free surface, N1 corresponds to nodes of the shell wetted walls, and N
= N1 + N0. Introducing the following vectors of the unknown function ϕmn

1 values of

in these nodes as
{
ϕmn
10

} = {
ϕmn
1

(
ξj

)}N0
j=1,

{
ϕmn
11

} = {
ϕmn
1

(
ξj

)}N
j=N0+1, we receive the

eigenvalue problem for evaluation the own modes and frequencies of the liquid in the
rigid shell

A0(k)
{
ϕmn
10

} = ω2

g
B0(k)

{
ϕmn
10

}
, (19)
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where A0 = 2πI + B(S0, S1)C−1B(S1,S0), C = 2πI + B(S1, S1), B0 = A(S0, S0) +
B(S0, S1)C−1A(S1, S0). For determining the values of pressure

{
ϕmn
11

}
on the wetted

surface S1 we have

{
ϕmn
11

} = C−1[B(S1, S0) − ω2

g
A(S1, S0)]

{
ϕmn
10

}
. (20)

The numerical solution of Eqs. (19) is based on reduced BEM [11]. The surface inte-
grals (17)-(18) are reduced to one-dimensional ones, and for their evaluation the effective
method is in use [17]. The difficulty of BEM implementation consists in necessity to
solve singular integral equations with unknown kernels, i.e. with an unknown coefficient
k = ω

c . So, the iterative method for numerical treatment of Eqs. (19) is proposed. As
first approximation we consider k = 0 that corresponds to incompressible liquid. Herein
the values of frequencies ωm

n and modes are received for each wave number m. Then for

each m and n at the next iteration, the value k=ωm
n
c is calculated. The process continues

until |ωm
n

(i) − ωm
n

(i+1) |>ε on adjacent iterations, with ε as the given accuracy. The
proposed method allows us to obtain the own modes and frequencies of vibrations for
both incompressible and compressible liquids in rigid shells. This problem is also the
auxiliary one for coupled problem (12)-(14).

Next, consider eigenvalue problems for elastic shells with compressible liquid.
Vibrations of elastic shells, partially filledwith compressible liquid,without sloshing,

are described by the following equations

L(u) − ω2M(u) = ϕ2,
ω2ϕ2

c2
+ ∇2ϕ2 = 0, (∇ϕ2,n) = −ω2(u,n)

∣∣∣
S1

, ϕ2 = 0|S0 .
(21)

Introducing vectors of values of the unknown functions in the nodes {ξk}N1+N0
k=1 as

{umn} = {
umn

(
ξj

)}N1
j=1,

{
ϕmn
21

} = {
ϕmn
2

(
ξj

)}N
j=N0+1 and using the integral presentation

for Helmholtz’ equation as in [16], we receive
{
ϕmn
21

} = ω2H
{
umn

}
,H = H−1

1 H2. (22)

H1 = 2πI + B−1(S1, S1)A(S1, S0)A−1(S0, S0)B(S0, S1),

H2 = B−1(S1, S1)A(S1, S0) − A(S1, S0)A−1(S0, S0)A(S0, S1).

With applying (22), the first equation in (21) takes the form

L
{
umn

} − ω2[M + H]
{
umn

} = 0. (23)

So, we obtain the eigenvalue problem for evaluating the vibration modes {umn} and
frequencies ωmn of the elastic shell, with added liquid masses, but without sloshing.

Finally, the coupled eigenvalue problem for elastic shells partially filled with com-
pressible liquid including sloshing effects is described by Eqs. (12)-(14). For pressure{
ϕmn
11

}
we have Eq. (20), and pressure

{
ϕmn
21

}
is received from Eq. (22). So, Eq. (14) takes
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the formL{umn}−ω2[M + H]{umn} = C−1[B(S1, S0)+ ω2

g A(S1, S0)]
{
ϕmn
10

}
. Then this

equation is rewritten as follows

L̃
{
fmn

} − ω2M̃
{
fmn

} = 0, (24)

where extended matrices are introduced

L̃ =
(
L 0
0 C−1B(S1, S0)

)
, M̃ =

(
M + H 0

0 C−1 1
gA(S1, S0)

)

,
{
fmn

} = {umn}{
ϕmn
10

} .

So, the eigenvalue problem is formulated in more general formulation.

3 Results and Discussion

3.1 Numerical Simulation of Liquid Vibrations in Rigid Shells

Modes and frequencies of free liquid vibrations for rigid conical, spherical and cylindrical
rigid shells (Fig. 1b) are evaluated by solving eigenvalue problem (12) using proposed
BEM for its numerical implementation. It is supposed that R = 1 m, H = 1 m, for all
shells under consideration, and R1 = 0.5 m for truncated conical shell.

First, the required number of boundary elements along shell meridians and radii of
the free surface is determined as N = 240 to achieve accuracy ε = 10−4. Table 1 below
provides the numerical values of the natural frequencies of liquid sloshing for m = 0,1
for different shells, and comparison with known analytical and numerical data.

Table 1. Frequency parameter χ2
0k /g for different shells

M n Conical shell Spherical shell Cylindrical shell

Present study Present study Numerical
results [15]

Present study Analytical
results [15]

0 1 3.4665 3.7454 3.7451 3.8281 3.8281

2 6.6810 6.9767 6.9763 7.0160 7.0159

3 9.8453 10.1479 10.1474 10.1732 10.1734

1 1 1.3052 1.5603 1.5601 1.7501 1.7501

2 4.9255 5.2759 5.2755 5.3392 5.3293

3 8.1411 8.5060 8.5044 8.5362 8.5366

For slosh frequencies in the rigid cylindrical shell, the analytical solution [15] is used

ω2
mn

g
= μmn

R
tanh

(
μmn

H

R

)
, n = 1, 2, ..,ϕ2mn = Jm

(μn

R
r
)
cosh

(μn

R
z
)
cosh−1

(μn

R
H

)
.

(25)
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Here values μn are roots of the equation J
′
m(x) = 0, where Jm(x) is the Bessel function

of the first kind ω mn, ϕ2mn are liquid sloshing frequencies and modes. The numerical
solution is obtained by using the proposed BEM and compared with analytical solution
(25). The numerical data of [15] for spherical shells are also used for comparison. Noted,
that form= 0,1 the difference between frequencies for compressible and incompressible
liquids is quite small. But with increasing the wave number the difference became more
notable. For instance, in Table 2 there are natural frequencies 6n for compressible and
incompressible liquids compared with the numerical data of [15, 18].

Table 2. Natural frequencies of compressible and incompressible liquids, 6n,Hz

n Compressible liquid Incompressible liquid

Present study Results of [18] Present study Results of [15]

1 1.363 1.365 1.363 1.363

2 1.707 1.707 1.707 1.707

3 1.947 1.948 2.152 2.152

The results of Table 2 demonstrate that compressibility reduces the natural fre-
quencies for high wave numbers. The iteration process for receiving the frequencies of
sloshing, including compressibility influence, is convergent in 3–4 iterations.

3.2 Numerical Simulation of Elastic Shell Vibrations Coupled with Liquid
Sloshing

We have studied coupled vibrations of the “elastic shell - incompressible fluid” system
and estimated the parameters at which the effect of wall elasticity cannot be neglected.
At simulations, the circular cylindrical elastic shell, partially filled with the liquid, has
been considered, with geometrical and mechanical parameters of [11]. We supposed
that the shell bottom is elastic, and the shell is clamped along the bottom contour.
Equations (24) have been used for numerical implementation. Some lowest frequencies
of coupled vibrations of fluid-filled cylindrical shells with different thickness h are
presented in Table 3.

Results of Table 3 demonstrate that the lowest frequencies of the elastic shells
decrease with decreasing the shell thickness. So, for very thin elastic shell, the low-
est coupled frequency will be much smaller than the fundamental liquid frequency. In
such cases, the effect of wall elasticity is very significant. This also does not allow to
consider separately the spectra of frequencies of the shell and liquid sloshing.

The vibration modes corresponding to frequencies ω11, ω01, ω0,26, and ω0,34, are
shown in Fig. 2a)-Fig. 2d).

The different nature of the vibration is expressed by the vector {fmn} in Eq. (24)
that determines the dominant modes. Finite element method is used for evaluation of
matrices L and M, as in [7, 11].
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Table 3. Frequencies of fluid-filled elastic cylindrical shells

M n h/R = 0.01 h/R = 0.0015 Type of dominate vibration modes

1 1 0.6422 0.6422 liquid sloshing

0 1 0.97441 0.9744 liquid sloshing

0 10 5.5213 0.8644 bottom vibration

0 26 43.8628 7.0645 wall vibration

0 34 210.0076 41.1698 vibration of wall and free surface

Fig. 2. Modes of vibrations of “elastic shell - incompressible fluid” system

The compressibility effects are not essential at these wave numbers. But the fixation
conditions can lead to a significant change in frequencies. Thus, it was shown in [19]
that the lowest vibration frequencies of elastic shells with rigid bottoms were obtained
at the 6th -7th harmonics. Namely for such harmonics, as shown above, the effect of
compressibility leads to notable changing in the frequency characteristics.

As advantages of the proposed method, it should be mentioned the possibility to esti-
mate: frequencies of empty shell (p = 0 in Eqs. (9); sloshing frequencies, when the only
Eq. (12) is under consideration; frequencies of fluid-filled shell without including free
surface effects, whenEqs. (13) and (14) are solved; frequencies of elastic shells including
sloshing from Eqs. (12)-(14), and also the possibility to estimate the abovementioned
frequencies for both compressible and incompressible liquids. The importance of the
proposed method consists in possibility to analyze the dominating vibration modes.
Among them there are sloshing dominating modes, structure dominating modes with
added liquid masses, coupled modes, combining the structure and the fluid vibrations.
The disadvantages are linear formulation constraints due to the acoustic approximation,
neglect of damping and viscosity.

4 Conclusion and Future Research

The approach based on the boundary and finite element methods is proposed to study
the frequencies and modes of vibrations of fluid-filled elastic shells of revolution. The
eigenvalue problems are formulated for rigid shells with compressible liquid, for elas-
tic shells partially filled with compressible liquid with and without including sloshing
effects. The singular integral equations are received by using the fundamental solution of
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theHelmholtz equation.Accuracy and reliability of the proposedmethod are ascertained.
The effects of compressibility are estimated. It was demonstrated that with increasing
the wave number, starting from the 6th harmonic, these effects became notable, and
neglection of compressibility for these wave numbers can lead to incorrect resonance
detuning. It has been established that the effect of wall elasticity is significant at relative
shell thicknesses less than 0.001. At the next stage, the developed methodology will be
generalized for studying nonlinear vibrations.

Acknowledgements. The authors are very grateful to Ministries of Education and Science of
Republic of India and Ukraine for their financial support of the Joint project, and to our foreign
collaborator, professor Alexander Cheng for his continued support and cooperation.
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Abstract. The flutter of fan rotor blades is one of the main problems facing
designers of modern aircraft engines. To predict the flutter of fan blades, various
simplified methods were previously used, which were based on the experience of
designing and fine-tuning engines, on the processing of a large number of tests
performed. Another method for predicting aeroelastic instability is the frequency
method, in which the motion of the blades is described by harmonic functions in
time with a constant phase angle between the blades. In this work, a numerical
method is used to predict flutter, which is based on solving a coupled problem
of unsteady aerodynamics and the dynamics of oscillating blades in an unsteady
spatial viscous gas flow.Based on the solution of the aeroelastic problem, a study of
the aeroelastic behavior of the fan blade row in a viscous gas flow has been carried
out.Numericalmodeling is implemented using an explicitmonotonefinite-volume
difference scheme of the 2nd accuracy order of Godunov-Kolgan, generalized for
an arbitrary deformable computational mesh. To describe the motion (vibrations)
of the blades, a modal approach was used taking into account the first five natural
modes of vibrations. The results of aeroelastic characteristics calculations and
aerodamping coefficients of the fan blades for harmonic and coupled oscillations
at different inter-blade phase angles are presented.

Keywords: Aircraft engine · Aeroelastic problem · Flutter · Viscous gas ·
Natural mode

1 Introduction

Among the problems of aeroelastic nature, the most common are resonant vibrations,
flutter, and self-oscillations of the rotor blades of turbomachines (turbines, compressors,
fans, etc.). Flutter is one of the most dangerous phenomena of aeroelasticity due to its
disastrous consequences.Most of themodern research is devoted to the problemof flutter
of the last stages of steam turbines [1–4], blades of wind turbines [5], and radial turbines
[6]. The problem of the aeroelastic behavior of fans and compressor rotors of aircraft
engines is especially actual [7–10]. The supersonic flow, flow stall, surge in compressors
complicates the prediction of the onset of the aeroelastic blade vibration [11–14].
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Methods of mathematical modeling of aeroelasticity in blade rows can be divided
into two approaches – modeling of oscillations in the frequency and time domains. For
the frequency approach, linearization of motion equations in time is usually used, which
makes it difficult to simulate oscillations with large amplitude, but can significantly
reduce the cost of calculation [2, 15]. Some improvements of this method and taking into
account some nonlinear dependencies make it possible to obtain a satisfactory result [6,
7, 12]; methods for solving the coupled problem have also been proposed [16]. Another
approach – modeling in the time domain – makes it possible to completely reproduce
non-stationary phenomena in a turbomachine, however, it requires other simplifications
to reduce the cost of calculation [17]. The most popular methods are modeling inviscid
flows or limiting the motion of the blades to several modes, frequencies, or phases of
oscillations [10]. Quite often used is the energy method, which consists in determining
the work of aerodynamic forces for given oscillations of the blades [4]. To simplify
the blade motion equations, the modal method is also used [13, 18]. For some objects,
in particular, for the axial-radial compressor of a helicopter engine, modeling in the
frequency domain turns out to be more efficient [14].

The need to simulate transient aeroelastic processes, especially in partial modes,
requires the development of numerical methods for solving the coupled problem of
unsteady aerodynamics and elastic oscillations of blades in a three-dimensional viscous
gas flow. The purpose of this article is to numerically simulate the aeroelastic oscillations
of the fan blades of an aircraft engine using the developed method [18] for solving the
coupled problem to identify the instability boundaries of the blade oscillations.

2 Aeroelastic Problem Statement

A three-dimensional flow of viscous gas through a rotating blade row of the fan blades
is considered, the oscillations of which are described using a modal approach.

The blade row is an axial fan impeller consisting of 24 blades.
A three-dimensional transonic flow of a viscous gas through the blade row is con-

sidered in the physical domain, including an impeller rotating at a constant angular
velocity ω, in a Cartesian coordinate system, and is described by the complete system
of Reynolds-averaged Navier–Stokes’s equations, represented in differential form of
conservation laws [18].

⎧
⎪⎨

⎪⎩

∂ρ
∂t + ∇(ρv) = 0

∂ρv
∂t + ∇(ρv) − ∇� = 0

∂ρEt
∂t + ∇(ρEtv) − ∇(�v) + ∇q = 0

(1)

In the Eq. (1) ρ denotes density; Et – specific total energy;� – stress tensor; q – heat
flux; v = iu + jv + kw – velocity vector.
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As flow Eqs. (1) closure, an algebraic turbulence model is used, based on the original
two-layer model of Cebeci-Smith and modified by Baldwin and Lomax [19].

The boundary conditions are determined by waves arriving at the boundaries with
fixed values of the flow parameters (in the inlet section – total pressure p0, total tem-
perature T0 and flow angles in the tangential and meridional sections β, γ; at the outlet
boundary – static pressure p2).

On the “solid” walls of the computational domain, the following are specified:

- the condition of “no-slip” v = vw, where vw is the speed of wall movement in the
considered coordinate system;
- heat flux qw (for an adiabatic wall qw = 0);
- relation for pressure at the wall obtained by projection on the normal to the wall of the
momentum conservation equation ∂p

∂n = gradnτ .

The discrete form of Eqs. (1) was obtained using the Godunov-Kolgan difference
scheme of the 2nd order of accuracy in coordinates and time, generalized to the case of an
arbitrary spatial deformable computationalmesh [20]. Themesh size for the aerodynamic
calculation containing 24 blades is 5,088,000 cells.

The dynamic model of oscillating blades in a linear formulation is described by a
matrix equation using the modal approach [21].

The numerical solution of the problem of integrating a coupled system of equations
of aerodynamics and dynamics of oscillating blades consists in the parallel solution at
each time step of aerodynamic and dynamic problems with exchange of the calculation
results for each of the problems at previous iteration as input data for the next iteration.
Instantaneous aerodynamic loads obtained from the solution of the aerodynamic prob-
lem at the previous time layer are used as input data in the dynamic problem; in the
aerodynamic problem, the new position and vibration velocities of blades obtained from
solution of the dynamic problem are taken as boundary conditions.

3 Results and Discussion

A numerical study was carried out for a blade row, which is an axial fan impeller
consisting of 24 blades (Fig. 1). Due to copyright restrictions, detailed drawings of the
fan blade are not shown.
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Fig. 1. Blade row of axial fan impeller.

Calculations of aeroelastic characteristics of the blade row were performed for the
mode:

– total inlet pressure = 100,426 ÷ 100,530 Pa;
– total inlet temperature = 288 K;
– flow angles in the circumferential (α) and radial (γ) directions are given;
– the static pressure at the outlet behind the fan was assumed to be variable along the
radius (Fig. 2);

– rotational speed of the blade row = 3610 rpm.

Vibrations of the rotor blades were determined taking into account the first five
natural modes of vibrations (Table 1) without taking into account mechanical damping.

Table 1. Fan blade natural frequencies

Natural form number 1 2 3 4 5

Frequency, νi, Hz 91 212 393 454 635

Figure 2 shows the graphs of the spanwise distribution of total pressure p0 at the inlet
in the absolute coordinate system, total pressure p0w in the rotating coordinate system,
and static pressure p2 at the outlet behind the blade row.
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Fig. 2. Spanwise inlet distribution of total pressure in the absolute and rotating coordinate system,
and static backpressure

A calculation of airflow through rotating fan blade row with given harmonic law of
blades oscillations was carried out. The aerodynamic calculation is performed until
reaching of periodic unsteadiness of the flow with a frequency equal to the blade
oscillation frequency.

The criterion of resistance to flutter is the expression for the coefficient of aerody-
namic damping (D > 0,W < 0), which is equal to the coefficient of workW, taken with
a minus sign, performed by the aerodynamic load during one period of oscillation. If the
value of W is positive, then flutter will occur, otherwise, it will not.

The influence of the inter-blade phase angle (IBPA) of the blade oscillations on the
aerodamping coefficient, taking into account the first five natural modes of oscillations,
is shown in Fig. 3.

 

0.034

0.035

0.036

0.037

0.038
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Fig. 3. Dependence of the aerodamping coefficient averaged over the blade height on the IBPA
for 1–5 natural modes
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For all IBPAs, the aerodamping coefficient isD>0 (W <0),which corresponds to the
dissipation of oscillating blade energy into themain stream. Themaximum aerodamping
takes place at oscillations with a phase shift IBPA = –90°, the minimum value at IBPA
= + 90°.

Further, the calculation of coupled oscillations for 8 periods is carried out. In this
work, the calculation of aeroelastic characteristics of the fan blades is presented for IBPA
= + 90°.

Figure 4 shows graphs of unsteady aerodynamic forces acting in the circumferential
direction (Fy) on the peripheral layer of the blades (Fig. 4, a), in the axial direction
(Fz) (Fig. 4, c), aerodynamic moment (M) (Fig. 4, e) and their amplitude-frequency
characteristics (Fig. 4, b, d, f). On the amplitude-frequency characteristics, A0 denotes
mean amplitude value, and A/A0 denotes dimensionless values of the force or moment
amplitude respectively.

As follows from the graphs, unsteady components of aerodynamic loads decrease in
the transient process, and the aerodynamic loads converge to the loads corresponding to
stationary mode.

The displacements of the blade peripheral section in the circumferential, axial direc-
tions and rotation relative to the center of gravity for IBPA = + 90° are shown in Fig. 5
for two periods of harmonic oscillations and eight periods of coupled oscillations. On
Fig. 5 A0 denotes mean displacement amplitude, and A/A0 denotes dimensionless values
of the displacement amplitude.

The greatest contribution to unsteady components of oscillations in the circumferen-
tial direction is made by the frequency close to the 1st natural form frequency (~90 Hz),
in the axial direction – the frequency close to the 1st natural frequency (~90 Hz) and to
the 2nd natural frequency (~200 Hz).

Only the first two natural modes of vibration make a significant contribution to
the motion of the blades. Vibrations of the blades in the first and second modes are
approaching a stable vibration mode with constant amplitude and frequency.
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4 Conclusion

A numerical analysis of aeroelastic characteristics of the fan blade row for the given
operating mode was carried out using a mathematical model for solving the coupled
problem of unsteady aerodynamics and dynamics of elastic vibrations.

With harmonic oscillations of the blades according to given law, taking into account
interaction of the first five natural modes of oscillations, there is “positive aerodamping”
(W < 0, D > 0), i.e., removal of energy from the oscillating blade into the main stream.

The numerical analysis of coupled vibrations showed that only the first two natural
modes of vibrations make a significant contribution to the motion of the blades. Blade
oscillations in the first and second modes are approaching to a stable vibration mode
with constant amplitude and frequency and undergoing aerodamping for the 3–5 natural
modes.
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Abstract. Further development of hydropower as a source of renewable energy
is an important factor for the world economy. As the hydro potential of large rivers
in Ukraine is almost exhausted, one of the relevant ways to increase hydropower
production is to complete the construction of existing and design new hydropower
and pumped storage plants. In IMEP of NASU, with the help of modern numer-
ical methods, two variants of the radial-axial pump-turbine runners of different
specific speeds for heads of 80–120 m were designed, which meet the conditions
of promising PSPs of Ukraine. The aim of the work was to obtain and analyze
the energy characteristics in the turbine and pump modes of the two developed
variants of the pump-turbine runners and evaluate the possibility of their applica-
tion at promising PSPs of Ukraine. An experimental study was conducted at the
hydrodynamic stand and energy characteristics were determined in a wide range
of operation. The blade elements of the models for the experimental study were
made of PLA plastic on a 3D printer. Experimental studies have confirmed the
high theoretical energy performance of the developed flow parts. The best charac-
teristics in both turbine and pump modes are obtained on the model with a higher
specific speed. Based on the results of the research, a conclusion was made on the
compliance of the obtained characteristics of the models with the requirements
for the development of pump-turbines to the parameters of promising PSPs of
Ukraine.

Keywords: Pump-turbine · Runner · Hydrodynamic test stand · Experimental
studies · Energy characteristics

1 Introduction

Nowadays, the world’s hydropower provides about 20% of total electricity genera-
tion, which is the largest contribution to the energy system among renewable energy
sources. Further development of hydropower, namely – construction and modernization
of hydraulic power plants (HPP) and PSPs – is an important factor for theworld economy
for the following reasons [1–6]:

– these energy sources are renewable;
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– support of other renewable sources: solar and wind stations;
– the guarantee of the stability of energy production and prices;
– providing consumers with water from reservoirs, reducing the risks of floods and
droughts;

– providing stability and reliability of energy systems;
– contribution to the fight against climate change by preventing greenhouse gas emis-
sions, which helps to slow global warming. Improving air quality, as HPPs and PSPs
do not produce toxic by-products at all and do not emit pollutants into the air, thus
reducing the amount of acid rain and smog;

– contribution to the development of infrastructure and economy;
– the guarantee of clean and cheap energy “for today” and “for tomorrow”, as the
average service life of HPPs is 50–100 years. At the same time, the stations can be
easily modernized, introducing the latest technologies and spending minimal funds
on their operation and maintenance in the future.

In the energy systems of developed countries, the share of HPPs and PSPs in the
total capacity has been increased to at least 15–20%, which ensures the operation of
steam and nuclear turbines at modes close to nominal. At the same time, in 2021, the
volume of energy production at HPPs (including HPPs at the “green” tariff) in Ukraine
is forecast to be at the level of 5.287 billion kWh, taking into account the low water
content of the river in recent years. PSPs power generation is defined at 1.7 billion kWh,
which is about 5% of the total [7].

As the hydro potential of large rivers in Ukraine is almost exhausted, one of the
current areas of the hydropower production increase is the completion of the Dniester
(head H = 165 m) and Tashlyk (H = 125 m) PSPs, which began in the last century, as
well as the construction of a new Kaniv PSP (Hmax = 113 m) [8, 9].

Specialists of “Ukrhydroproject” PRJSC are developing projects for the construction
of promising PSPs of Ukraine, including Chervonooskilska (H = 84 m), Lomachynska
(H = 125m), Pechenizhska (H = 80m) and others [10]. Thus, an extremely relevant and
important task is the development of pump-turbines flow parts (FP) for a heads range of
80–120 m.

2 Analysis of Literature Sources and Problem Statement

A review of recent publications has identified the following technical directions to
increase efficiency and expand the range of pump-turbines [11]:

– application of asynchronousmotor-generator with variable adjustable rotation speed –
up to ± 30% of synchronous – for hydraulic units [12–14];

– application of runners with intermediate shortened blades – splitters – in Francis
pump-turbines [15–18]. In IMEP, experimental and numerical studies of the influence
of splitters geometrical parameters on energy characteristics of the pump-turbine at
heads up to 200 m in the turbine and pump modes are carried out [19, 20];

– air intake under the runner to reduce the level of pressure pulsations and improve
cavitation;
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– one of themost promising areas is the design of new runners with an increased number
of blades and their significant spatial shape [21, 22].

Based on the literature review, the latter direction was chosen as the main one for
the design, numerical and experimental study of the pump-turbines flow parts at heads
of 80–120 m, which meet the conditions of promising PSPs of Ukraine.

In IMEP, with the help of modern numerical methods [23, 24], two options of the
pump-turbine flow part of different specific speeds are designed: the first option of the
increased specific speed (such pump-turbines have not been developed so far) and the
usual one.

Today, numerical and experimental methods are used to study the working process
in hydraulic machinery flow parts. Numerical methods have the following advantages:
require less time and money, provide detailed information on the structure of the flow in
any cross-section of the flow part elements. However, it should be noted that experimen-
tal studies on modern hydrodynamic test stands provide more reliable data on energy,
cavitation, pulsation, and other characteristics of models in a wide range of operation.

The purpose of this paper was to obtain and analyze the energy characteristics in
the turbine and pump modes of two Francis pump-turbines flowpath designs of different
specific speeds and evaluate the possibility of their application at promising PSPs of
Ukraine.

Theflowparts differed primarily in the geometric parameters of the runner: the runner
of higher specific speed received the number ORO5247M, the second one – ORO5248.
Table 1 shows a comparison of the geometric parameters of the two runner options.

Table 1. Comparison of geometric parameters of the ORO5247M and ORO5248 runners.

Parameters ORO5247M ORO5248

Guide vane height, b0/D1 0,25 0,20

Number of blades, z 9 7

The guide vane shaft diameter, D0/D1 0,85 0,85

The angle of coverage of the peripheral section, ϕ, º 77,5 84,1

The leaning angle of the pressure edge in the circular direction, γ, º 40 30

Previously, a numerical study of the flow in designed flow parts of viscous incom-
pressible fluid was carried out [24], a picture of the flow in the characteristic flow part
cross-sections was obtained and the calculated energy characteristics in a wide range
of modes were determined. The results of the numerical study predicted a high level of
performance of the flow parts.

3 Description and Characteristics of the Hydrodynamic Test Stand

Experimental studies of the pump-turbine flow part model were performed on the
hydrodynamic test stand ECS-30.
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This stand is designed to perform research work on the study of the processes in
hydraulic machines (hydraulic turbines, pumps, pump-turbines, micro HPPs), conduct
research, and obtain experimental characteristics of hydraulic machinery models [25].
In terms of its parameters and equipment, the ECS-30 stand is a unique structure that
has no analogs in Ukraine and received the status of “national heritage” in 2007.

Extensive operational capabilities of the stand control system ensure ease of instal-
lation and stability of test modes. The automated system of measurements and math-
ematical processing of operating mode parameters allows obtaining the characteristics
of hydroturbine models with a high level of reliability while ensuring compliance with
the modeling criteria provided by the international standard IEC 60193 [26], as well
as other requirements for acceptance tests. Table 2 shows the compliance of the stand
measurement parameters with the requirements of the IEC 60193 standard.

Table 2. Comparison of measurement error of model hydroturbine parameters with IEC 60193
requirements.

Parameter Measurement error

IEC 60193 requirements, % Achieved value at the ECS-30 stand, %

Rotation speed ± 0,075 ± 0,03

Head ± 0,100 ± 0,10

Torque ± 0,100 ± 0,10

Mass flow rate ± 0,200 ± 0,20

Model efficiency ± 0,250 ± 0,25

The main parameters of the experimental equipment of the ECS-30 test stand: diam-
eter of the runner model of 300–400 mm; heads up to 30 m in turbine and pump modes;
flow rate up to 0.500 m3/s, supply up to 0.700 m3/s; power of DC motors of circulating
pumps up to 160 kW; power of the balancing motor-generator of 200 kW.

The pump-turbine flow parts models consist of a spiral case (SC), stay vanes, guide
vanes, a runner with a diameter of D1 = 350 mm, and a draft tube (DT).

SC has round meridional sections, which were calculated according to the law of
constant circular velocity, the coverage angle ϕcp = 360°, the velocity coefficient in the
input section K = 0.97.

Stay vanes consist of 20 columns, including a stay vane tongue. Profile of columns
have a slight positive curvature. Radial guide vane consists of 20 blades of positive
curvature, height b0 = 0.25D1. The guide vane shaft diameter D0 = 1.2D1.

The parameters of the runner are given above, in Table 1.
The draft tube is made with an elbow of KU-3RO type, overall dimensions: height

h = 3.15D1, length l = 4.5D1.
In order to significantly reduce the cost of the model unit manufacturing and reduce

the time of research, the most complex and time-consuming elements in production –
spiral case and blades of the runner – were made by 3D-printing technology from PLA
plastic. The advantages of this material are its non-toxicity (natural raw materials in
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PLA plastic allow to use it for various purposes without endangering human health), size
stability, absence of necessity to heat the platform when printing, surface smoothness,
it being ideal for moving models, etc. [27]. Blades were printed with a layer thickness
of 0.1 mm, then, to achieve satisfactory smoothness, the surface of the model has been
polished and varnished. Preliminary calculations for strength have shown that the study
of runner models with blades made of PLA plastic can be carried out at heads up to 20m.
Figure 1 shows a picture of the SC and model unit runner. During the research, SC was
placed in a metal box filled with water to reduce the pressure acting on the walls of the
spiral.

Fig. 1. Spiral case and pump-turbine runner model.

In the turbine mode, the study was conducted at the head of H = 6 m, guide vane
openings from 10 to 42 mm with a step of 2 mm. In the pump mode, the study was
conducted at the runner rotation speed of 800 min−1, with openings from 12 to 34 mm
with a step of 2 mm.

4 Results of Experimental Study

4.1 Turbine Mode

The working characteristics and hill charts of the pump-turbine flow part models with
runners ORO5247M and ORO5248 (Fig. 2 and Fig. 3, respectively) are constructed.

An important difference in the characteristics of the ORO5247M flow part is the
location of the power limitation line in the area of high flow rates, which allows to
reliably operate the unit in a wide range of operation and, accordingly, generate more
power. The maximum value of efficiency in the turbine mode was obtained when the
guide vane opening was a0 = 20 mm, the reduced flow rate was QI´ = 0.570 m3/s and
the reduced rotation speed was nI´ = 80.5 min−1. A fairly high level of efficiency in a
wide range of costs and rotation speeds should be noted. Thus, the efficiency isoline,
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Fig. 2. Hill chart of the flow part model ORO5247M.

Fig. 3. Hill chart of the flow part model ORO5248.

corresponding to 0.994 of the maximum efficiency, extended in the flow rate range from
0.520 to 0.620 m3/s at the rotation speed of 76 to 87 min−1.

The optimum of the flow part with ORO5248 runner in turbine mode was obtained
when guide vane opening was a0 = 23 mm, the reduced flow rate was QI´= 0.500 m3/s
and the reduced rotation speed was nI´ = 83 min−1. It should be noted that the value of
the maximum efficiency of this flow part was almost 0.85% lower than in ORO5247M,
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obtained at a higher value of the guide vane opening, at a lower by 0.070 m3/s flow rate
and higher by 2.5 min−1 rotation speed.

4.2 Pump Mode

In the ORO5247M flow part with small values of guide vane openings (12, 16 mm) the
maximum efficiency was obtained at a flow rate of approximately 0.460 m3/s, but there
is a surge at such supplies, as well as head failure, which leads to unstable operation of
the unit. At the increase of guide vane opening to 18 mm, the operation point with the
maximum efficiency shifted to the right on the characteristic to QI´= 0.520 m3/s where
the surge is absent.

Figure 4 shows the energy andhead characteristics of theflowpartmodelORO5247M
in the pumpmode at the values of guide vane opening close to optimal. Interesting results
were obtained with the guide vane openings of 20 and 22 mm, where a slight difference
in the guide vane opening leads to a significant change in the type of characteristics: at
a0 = 20 mm the maximum efficiency corresponds to the supply of QI´ = 0.560 m3/s,
while at a0 = 22 mm it already is QI´ = 0.720 m3/s. In the supply range of QI´ =
0.450…0.650 m3/s, the efficiency at a0 = 20 mm exceeds the same indicator at a0 =
22 mm up to 5%.
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Fig. 4. Dependence of relative efficiency and heads on supply of the ORO5247M flow part

Studies of the model at a rotation speed of 600 min−1 gave similar results. Addi-
tionally, studies were performed at a0 = 19 mm, at which the maximum efficiency was
obtained in the pump mode, which corresponded to the supply of QI´ = 0.550 m3/s.

At higher values of the guide vane opening the supply corresponding to the modes
with the maximum efficiency is shifted to the right of the characteristic, and the value
of these efficiencies decreases.

In the ORO5248 flow part (Fig. 5), the best characteristics were obtained with the
guide vane openings from 19 to 21 mm. The maximum value of efficiency was obtained
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at a0 = 21 mm when supply was QI´ = 0.455 m3/s. At the opening of 22 mm the
maximum efficiency sharply shifts to the right to values of supply of 0.700 m3/s, thus
the value of head in the range of supply of 0.420…0.700 m3/s considerably falls. The
value of the maximum efficiency of the flow part with ORO5248 runner is 0.2% lower
than with ORO5247M.

–♦– а0=18 mm; –■– а0=20 mm; –▲– а0=22 mm

50

55

60

65

70

75

80

85

90

95

100

0,100 0,200 0,300 0,400 0,500 0,600 0,700 0,800

Q I', m
3
/s

E
ff

ic
ie

n
cy

, 
%

6,0

6,5

7,0

7,5

8,0

8,5

9,0

9,5

10,0

10,5

11,0
Н , m

Н

η

Fig. 5. Dependence of relative efficiency and heads on supply of the ORO5248 flow part

5 Conclusion

Two options of flow part models of Francis pump-turbines with heads of 80–120 m,
which differed by runners of different specific speeds, were designed, numerically and
experimentally studied.

Experimental studies conducted at the hydrodynamic test stand confirmed the high
energy performance of the developed flow parts. The best characteristics in both turbine
and pump modes were obtained on the model with high specific speed. Conducted
numerical investigation of the flow parts verified their energy characteristics.

According to the results of the experimental study, the use of the pump-turbine flow
part with the high specific speed ORO5247M runner is recommended for the PSPs of
Ukraine with heads of 80–120 m.

References

1. ITAIPUHomepage: https://www.itaipu.gov.br/en/energy/10-reasons-promoting-hydroelectri
city. Last accessed 14 July 2021

https://www.itaipu.gov.br/en/energy/10-reasons-promoting-hydroelectricity


32 O. Khoryev et al.

2. Vennemann, P., Thiel, L., Funke, H.C.: Pumped storage plants in the future power supply
system. VGB PowerTech 1–2, 44–49 (2010)

3. Ruppert, L., et al.: An analysis of different pumped storage schemes from a technological and
economic perspective. Energy 141, 368–379 (2017)

4. Bessa, R., et al.: Role of pump hydro in electric power systems. J. Phys. Conf. Ser. 813,
012002 (2017)

5. Nishiwaki, Y.: A proposal to realize sustainable development of large hydropower project.
Soc. Soc. Manag. Syst. Internet J. 5(1), 1–10 (2009)

6. Fischer-Aupperle, B.: Current opportunities for hydro power in China. HyPower 16, 24–27
(2007)

7. UHE Homepage: https://uhe.gov.ua/media_tsentr/novyny?field_rik_dogovoru_target_id=
All&field_misac_dogovoru_target_id=All&field_rubrika_novini_target_id=All&page=1.
Last accessed 14 July 2021

8. Lynnyk, A., Khaitov, V.: Up-to-date level andmain trends in development of hydraulic turbine
construction in Ukraine. Journal of mechanical engineering 1(13), 11–18 (2010)

9. DSNEWS Homepage: https://www.dsnews.ua/economics/bez-vody-nikak-pochemu-pri-dvi
zhenii-v-evropu-u-gaes-net-31082017100000. Last accessed 14 July 2021

10. IPMACH Homepage: https://ipmach.kharkov.ua/wp-content/uploads/2019/10/Abstracts-of-
section-2-of-UE-2019.pdf. Last accessed 14 July 2021

11. Nowicki, P., Sallaberger, M., Bachmann, P.: Modern design of pump-turbines. In: 2009 IEEE
Electrical Power & Energy Conference (EPEC), Montreal, pp. 1–7. IEEE (2009)

12. Kubo, T., Osada, O., Tojo, H., Shiozaki, T., Suzumura, T., Watanabe, T.: Design and Manu-
facturing of The World’s Largest 475 MVA/460 MW Adjustable Speed Generator-Motor for
Pumped Storage Hydro Electric Power Plant. 2014 CIGRE session, A1_113_2014, pp. 1–7
(2014)

13. Kuwabara, T., et al.: Design and dynamic response characteristics of 400 MW adjustable
speed pumped storage unit for Ohkawachi power station. IEEE Trans. Energy Convers. 11(2),
376–384 (1996)

14. Von Nessen-Lapp, W., Novicki, P.: 4×265 MW pumpenturbine in germany: spezial mechan-
ical design features and variable speed operation. In: 22nd IAHR Symposium of Hydraulic
Machinery and System, 1–11 (2004)

15. Taguchi, T., Umeda, N., Tezuka, K.: Runner for pumped storage power plant. In: XXI IAHR
Symposium of Hydraulic Machinery and System, pp. 1–9 (2002)

16. Yun, J., Wei, X., Wang, Q., Cui, J., Li, F.: Experimental study of the effect of splitter blades
on the performance characteristics of francis turbines. Energies 12, 1676 (2019)

17. Hou, Y., Li, R., Zhang, J.: Research on the length ratio of splitter blades for ultra-high head
Francis runners. Procedia Eng. 31, 92–96 (2012)

18. Jia, Y., et al.: Experimental study of the effect of splitter blades on the performance
characteristics of Francis turbines. Energies 12(9), 1676 (2019)

19. Rusanov, A., Khoryev, O., Agibalov, Y., Bykov, Y., Korotaiev, P.: Experimental research of
francis pump-turbines with splitters in a pumpmode. In: 2020 IEEEKhPIWeek on Advanced
Technology (KhPIWeek), pp. 183–187. IEEE (2020)

20. Rusanov, A., Khoryev, O., Agibalov, Y., Bykov, Y., Korotaiev, P.: Numerical and experimental
research of radial-axial pump-turbinemodelswith splitters in turbinemode. In: Proceedings of
Integrated Computer Technologies inMechanical Engineering – 2020, pp. 427–439. Springer
International Publishing (2021)

21. Cepa, Z.: On experience following from unit 4 upgrading at Dalesice pumped storage power
plant, pp. 99–109. Conf. on Hydraulic turbomachines un hydropower and other industrial
application, Kliczkow Castle (2005)

22. Brekke, H.: Design, Performance and Maintenance of Francis Turbines. Global Journal of
Research in Engineering: Mechanical and Mechanics Engineering 13, 28–40 (2013)

https://uhe.gov.ua/media_tsentr/novyny?field_rik_dogovoru_target_id=All&amp;field_misac_dogovoru_target_id=All&amp;field_rubrika_novini_target_id=All&amp;page=1
https://www.dsnews.ua/economics/bez-vody-nikak-pochemu-pri-dvizhenii-v-evropu-u-gaes-net-31082017100000
https://ipmach.kharkov.ua/wp-content/uploads/2019/10/Abstracts-of-section-2-of-UE-2019.pdf


Experimental Studies of Pump-Turbine Flow Part Models 33

23. Rusanov, A.V., et al.: Naukovo-tekhnichni osnovy modeliuvannia i proektuvannia pro-
tochnykh chastyn enerhetychnykh turboustanovok. Podgorny Institute for Mechanical Engi-
neering Problems, Kharkiv (2019)

24. Rusanov, A., Khoryev, O., Dedkov, V.: The runner design of the radial-axial pump-turbine
for the conditions of Kaniv PSPP. Bulletin of NTU «KhPI». Series: Hydraulic machines and
hydraulic units 17, 4–8 (2019)

25. Veremeenko, I.S., Gladyishev, S.V., Dedkov, V.N.: Modernization of energy cavitation stands
of the laboratory of hydromachines of IPMash of NAS of Ukraine. J. Mech. Eng. 13, 3–12
(2010)

26. IEC 60193:2019. Hydraulic turbines, storage pumps and pump-turbines – Model acceptance
tests. International Electrotechnical Commission, Geneva (2019)

27. 3DToday Homepage: https://3dtoday.ru/wiki/PLA_plastic. Last accessed 14 July 2021

https://3dtoday.ru/wiki/PLA_plastic


Turboexpander Unit Use for Efficiency Increase
of Gas Compressor Station

Aleksandr Shubenko1, Mikola Babak1, Oleksandr Senetskyi1,2(B),
Volodymyr Sarapin3, and Yana Forkun2

1 A. Pidhornyi Institute of Mechanical Engineering Problems NAS of Ukraine, Kharkiv, Ukraine
aleksandr-seneckij@ukr.net

2 Beketov National University of Urban Economy in Kharkiv, O. M, Kharkiv, Ukraine
3 MIRAI INTEX S.R.O., Brno, Czech Republic

Abstract. The purpose and principle of operation of a gas-pumping unit with
a gas-turbine drive are described using the example of GTC-10i of compressor
station “Pervomayskaya”. The possibility of efficient use of fuel gas overpres-
sure energy by a turboexpander is considered. A technical solution for use of a
turboexpander unit for increasing energy-economic and environmental indices of
compressor station is proposed. The fact that the use of mechanical energy of
the expander for additional compression and cooling of the atmospheric air flow
in front of the compressor of a gas turbine engine will increase the efficiency
of the gas pumping unit is shown. Results of the simulation of thermodynamic
processes in elements of existing and proposed schemes by software package
“Thermal Schemes” (product of A. N. Podgorny Institute of Problems ofMechan-
ical Engineering NAS Ukraine) are shown. The comparative analysis of energy
consumption and environmental indicators of the considered schemes is carried
out. The economic feasibility and prospects of introducing the proposed technical
solution in modern conditions are proved.

Keywords: Compressor station · Natural gas · Gas turbine engine ·
Turboexpander unit · Energy efficiency · Energy saving

1 Introduction

An important role in issues of increasing environmental safety is allotted using of
resource and energy saving technologies. Energy saving measures allows to weaken
the anthropogenic load on the environment, reduce the volume and rate of depletion of
underground sources of fossil fuels and also preventing environmental damage associ-
ated with their extraction, processing, transportation, use and further disposal of waste.
The use of these technologies in such an important complex of the country’s economy
as the gas transmission system is an actual task.

Gas compressor stations (GCS) are an integral part of the gas transmission system.
Since the natural gas (NG) pressure in pipelines gradually decreases during long-distance
transportation, it becomes necessary to periodically compress it. Gas turbine engines
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(GTE) are used to drive booster compressors at the most of GCS in Ukraine (64%),
using 8 – 10% of the transported NG volume for their own needs (about 4.5 billion
m3 per year). The combustion products of these engines are significant sources of air
pollution [1].

One of the promising ways to solve the issue of improving the economic and envi-
ronmental performance of GCSwith a gas turbine drive is the use of turboexpander units
(TEU) for utilizing the excess fuel gas pressure.

2 Problem Statement

Turboexpander units (TEU) instead of a throttling valve allows to convert the potential
energy of the compressed NG pressure into the kinetic energy of the flow and then
into the mechanical energy of the rotor, which in turns moves an electric generator or
compressor. The expansion of the gas flow in the turboexpander is accompanied by a
decrease in its temperature. Thus, TEU allows to produce electricity and cold using the
power potential of the gas flow [2–5].

Sufficient experience has already been accumulated in world practice in the develop-
ment and implementation of TEU in nodes for reducing NG pressure at gas distribution
stations (GDS) [5–7], in boiler houses and thermal power plants [8, 9]. There is also
an accumulated experience in using TEU at GCS to reduce pressure of fuel gas before
it is fed into the gas turbine engine with the electricity generation for its own needs
[10, 11]. This technical solution allows to achieve partial independence of the station
from external power supply but doesn’t solve the issue of improving the environmental
performance of GCS.

3 Research Aim and Tasks

The aim of this work is to develop a technical solution for the use of TEU at the purpose
of improving the energetic, economic and environmental performance of GCS.

The following tasks were solved to achieve this goal:

– the principles of operation of a gas compressor unit (GCU) with a gas turbine drive
were analyzed (on the example of the compressor station “Pervomayskaya”, Kharkiv
region, Ukraine) and a solution was proposed for the use of TEU;

– thermodynamic processes of the original and proposed schemes were simulated, indi-
cators of energy consumption and volumes of emissions into the atmosphere were
compared;

– the economic feasibility of introducing the proposed solution was assessed.

4 Research Materials and Methods

To accomplish the assigned tasks, thematerials of themainGCU technical characteristics
of GCS “Pervomayskaya” UMG “Kharkivtransgaz” were used, as well as the following
research methods:
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– modeling of thermodynamic processes in elements of GCS technological scheme [12,
13];

– ecological and economic calculation of the feasibility of implementing the proposed
TS.

5 Research Results

The solution of the problem was considered on the example of GCS “Pervomayskaya”
with GCU of GTC-10i type (Table 1) with a capacity of 10 MW (7 units), which are
completed the gas turbine engine of MS3142 type (Table 2).

Table 1. Technical characteristics of GTC-10i GCU

Characteristic Value

Climatic performance «C.1»

Nominal productivity, mln m3/day 17.6

Inlet pressure, MPa 5.1

Outlet pressure, MPa 7.55

Pressure ratio (outlet to inlet) 1.48

Gas turbine engine MS3142

Nominal power at the engine coupling (in stationary conditions), MW 10.0

Nominal rotor speed of the power turbine engine, rpm 6500

Efficiency (in stationary conditions),% 31.8

Compressor type RF2BB30

Unit weight (dry) in the scope of delivery, kg 110000

A simplistic technological scheme of GCU with GTE is shown in Fig. 1.
The operation principle of this traditional scheme: atmospheric air is compressed in

the compressor (C) and supplied to the combustion chamber (CC). At the same time, the
fuel NG is supplied to CC, which is taken from the low-pressure line. The gas pressure
is throttled by a control tap (Regulating Tap, RT). In the combustion chamber NG is
combusted. The air is additionally mixed with the combustion products to decrease their
temperature to the value allowed by themode of turbine operation. In the first turbine (T),
which drives the compressor, there is a partial expansion of the combustion products. In
the second turbine (power, PT), the combustion products expand to atmospheric pressure.
This turbine serves as a drive for a booster compressor (BC), which increases the gas
pressure in the line.

As can be seen from the technological scheme, the potential energy of the fuel
NG is irretrievably lost in RT. The gas for compression at GCS “Pervomayskaya” is
taken from a low-pressure line with a pressure of 5.1 MPa and throttled to 0.729 MPa.
Another disadvantage of GTE operation is the dependence of its efficiency on the outside
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Table 2. Engine characteristics of MS3142

Characteristic Value

Nominal power, MW 10

NG flow rate at 100% load, m3/h 4295

Efficiency, % 27.1

Compressor pressure ratio 17.5

Working fluid flow rate through the engine, kg/s 52.0

Output shaft/generator speed, rpm 7100/6500

Gas temperature at engine outlet, °C 520

Fuel gas pressure, MPa 1.5

Oil flow rate, kg/h 0.6

Weight, kg 61800

Resource before overhaul/appointed, h 16 000/100 000

Fig. 1. Technological Scheme of GCU GCS: RT – regulating tap; C – compressor; CC – com-
bustion chamber; T – turbine; PT – power turbine; BC – booster compressor.

air temperature.With an increase in the air temperature at the compressor inlet, its power
consumption increases, this leads to an increase in the consumption of the fuel NG and
a decrease in the engine efficiency. For example, with an increase in the temperature
from 20 °C to 30 °C, the volume of the fuel gas consumption increases by 4%, which,
accordingly, leads to a proportional increase in the volume of emissions of combustion
products.

To improve the fuel-economic and environmental performance of GCS “Pervo-
mayskaya”, wewill consider a proposal to improve the process flow diagram ofGTC-10i
GCU. Our proposal consists in using the potential energy of the fuel NG by installing
a TEU instead of regulating tap. Thus, a turboexpander and a compressor were located
on the same shaft (see Fig. 2). TEU is using the mechanical work of the turboexpander
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to increase the air pressure at the inlet to GTE compressor. The gas expansion in the
turboexpander leads to a decrease in its temperature. This makes it possible to cool the
atmospheric air at the inlet to GTE compressor. The use of the potential energy of the
fuel NG to pressurize the flow of atmospheric air, pre-cooled by the same gas, leads to
an increase of GTE efficiency.

Fig. 2. The proposed technological scheme of GCU GCS: EC – expander compressor; E –
expander; HE – heat exchanger.

In accordance with this scheme, the atmospheric air is cooled in a heat exchanger
(HE), partially compressed in expander compressor (EC) and then finally compressed
in C of GTE and supplied to CC. After the overpressure in the turboexpander has been
triggered and heated in the HE from the atmospheric air, NG taken from the low-pressure
line is also fed into this chamber. Then everything is as in the previous scheme.

To calculate technological schemes and determine the volumes of formation and
emissions of natural gas (NG) combustion products during the operation of GTC-10i
GCU at GCS “Pervomayskaya”, the “Thermal Scheme” software complex developed at
A. Pidhornyi Institute of Mechanical Engineering Problems NAS of Ukraine (Kharkiv)
[14] was used. This software allows to simulate thermal schemes considering the ther-
modynamic properties of multicomponent working mediums. The following natural gas
composition was taken (values are in %mol): CH4 – 92; C2H6 – 3.9; C3H8 – 1.0; C4H10
– 0.4; C5H12 – 0.3; N2 – 1.5; and CO2 – 0.1. The results of calculating the characteristics
of the previously presented technological schemes for one GTC-10i GCU are given in
Table 3.

The economic assessment and efficiency of the proposed technological schemes was
carried out further using data from only one, the least favorable operating mode of GCS
(outside air temperature+ 25 °C, see Table 3). An increase in the outside air temperature
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adversely affects GTE operation. The operation of the station in other, more favorable
modes may only improve the characteristics presented below. Seasonal changes in the
operating mode of GCS are regulated by the number of included GPUs.

Table 3. Thermodynamic calculations results of technological schemes with atmospheric air
parameters: the pressure is 0.101325 MPa and the temperature is 25 °C

Characteristics Value for different schemes

scheme on Fig. 1 scheme on Fig. 2

Air temperature before compression in the
compressor, °C

25 24.3

Inlet air pressure: GTE compressor,
MPa

0.101325 0.10389

combustion
chamber, MPa

0.729 0.72954

Gas pressure: inlet to BC, MPa 5.1

outlet to BC, MPa 7.55

Gas temperature at the outlet of BC, °C 66.6

Flow rates: NG which is transported, kg/s (st. m3/h) 147.87 (733 333)

air, kg/s (st. m3/h) 52.00 (155366) 50.03(149480)

fuel NG kg/s (st. m3/h) 0.873(4329) 0.840(4166)

thousand tons/year
(mln st.m3/year)

27.53(37.926) 26.49(36.493)

combustion
products

kg/s (st. m3/h) 52.87(155521) 50.87(149630)

mln tons/year (mln
st.m3/year)

1.667(1362.4) 1.604(1310.7)

including CO2 kg/s (st. m3/h) 2.38(4656) 2.29(4480)

thousand tons/year
(mln st.m3/year)

75.055(40.78) 72.217(39.24)

NOx kg/s (st. m3/h) 0.0125(35.41) 0.0109(30.88)

thousand tons/year
(mln st.m3/year)

0.394(0.31) 0.343(0.2705)

Excess power of GTE, kW 10 000

GCU efficiency, % 25.45 26.45

At assessing the values of NG combustion products emissions, it was taken into
account that GTEs are characterized by a high fuel combustion efficiency, which is
usually 0.95 – 0.99 in the entire range of operating loads and 0.98 – 0.99 in the design
mode [15]. Natural gas (NG) is considered one of the most environmentally friendly
fuels, as it doesn’t contain ash and sulfur compounds. The chemical reaction of its
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complete combustion can be expressed by equation:

CnHm +
(
n + m

4

)
O2 → nCO2 + m

2
H2O, (1)

where n is the number of carbon atoms, m is the hydrogen in a hydrocarbon molecule.
Under conditions of high-temperature fuel combustion, air nitrogen becomes reac-

tive with forming nitrogen oxides (NOx): “thermal”, “fast” and fuel (according to the
Ya. B. Zeldovich theory [16]). The determining factors in the formation of nitrogen
oxides are the temperature and residence time of the fuel-air mixture in the combustion
zone.

Comparison of the thermodynamic calculations results showed that the implementa-
tion of the proposed technical solution, using the example of one GTC-10i GCU of GCS
“Pervomayskaya”, will annually save about 1,433 thousand m3 of fuel NG and reduce
the annual emissions of its combustion products on 52 tons of NOx and 2838 tons of
CO2.

For determine the feasibility of implementing the proposed TS at this GCS, its simple
payback period was calculated τpp:

τpp = CC

A
, (2)

where CC is the total capital costs for the purchase, assembling and commissioning of
new equipment, UAH; A is the annual savings from implementation, UAH/year.

Measures for modernization of GCS, including capital costs for assembling and
commissioning of new equipment, as a rule, are taken at the rate of ~ 15% of its cost
(Ceq) [17].According to preliminary estimates, the cost of oneTEUwith 132kWnominal
capacity, for example, produced by PrJSC “Turbogaz” amount isCeq = 12 million UAH
[18]. Considering the costs of installation and commissioning, the capital costs for one
unit will be K = 1.15 · Ceq = 1.15 · 12 = 13.8 million UAH.

The annual income from the implementation consists of savings on fuel (ANG) and the
amount of the environmental tax (AET ):

A = ANG + AET = (V0 − VM ) · CNG +
n∑

i=1

((Mi0 − MiM ) · TRi), (3)

where V0, VM are the annual fuel gas consumption, respectively, before and after mod-
ernization, thousand m3/year (see, Table 3); CNG = 1280 UAH/thousand m3 is the price
of NG for operators of the gas distribution network for production and technological
costs, normalized losses and their own needs. This price corresponds to the price list
of NJSC “Naftogaz of Ukraine” prior to the adoption of the resolution [19], according
to which CNG is determined by each network operator. For a preliminary estimate of
A, we will use the previously indicated value of CNG , since, in the new resolution, on
the average, it is likely that this price has increased; Mi0, MiM are the annual volumes
of emissions of i-th combustion product, respectively, before and after modernization,
t/year (see, Table 3); TRi is the tax rates in the current year for a ton of i-th substance,
UAH/t (according to the Tax Code of Ukraine [20] as of 2021 TRCO2 = 0.41 UAH/t,
TRNOx = 2451.84 UAH/t).
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The annual savings from the implementation of the proposed technical solution
(scheme 2) will be:

A = (37926 − 36493) ·12180+ (75055 − 72217) ·0.41+ (394 − 343) ·2451.84 =
17580147.42 UAH/year = 17.58 million UAH/year.

Its simple payback period is τpp = 13.8
17.58 ≈ 0.78(years) ≈ 10(months).

6 Conclusions

GCS “Pervomayskaya” (Kharkiv region, Ukraine) provides compression of transit natu-
ral gas in main gas pipelines by operation of seven GTC-10i GCU (with nominal power
10 MW), which are equipped with gas turbine drives model MS3142. Each GCU in the
process of its operation annually combusts ~ 37.926 million m3 (27.53 thousand tons)
of natural gas and is a source of constant influence on the atmospheric air with an annual
emission of 394 tons of NOx and 75.055 thousand tons of CO2.

The works [2–5] discussed the need to introduce a turboexpander unit, but did not
considered the possibility of replacing the control valve with a turboexpander unit. In
order to improve the energetic, economic and environmental indicators ofGCS, an energy
saving technical solution is proposed, which consists in using the potential energy of
the natural gas at installing TEU instead of a throttle valve. The compressor, using the
mechanical operation of the turboexpander, raises the air pressure at the inlet to GTE
compressor. The cold formed during gas expansion in the turboexpander is used for
cooling the atmospheric air at the inlet to GTE compressor.

Modeling of thermodynamic processes of the original and proposed schemes using
the example of oneGTC-10iGCU showed that the use of TEUwill increase its efficiency,
while annually saving 1,433 thousandm3 of the fuelNGand, accordingly, reduce harmful
NOx emissions on 52 tons and CO2 on 2838 tons, if it compared to existing approaches
[10, 11]. Subject to annual operation of six GCUs of GCS “Pervomayskaya” (+ 1 GCU
in reserve), the proposed solution will save almost 8.6 million m3 of NG and reduce
station NOx emissions on 312 tons and CO2 on 17028 tons.

The results of the ecological and economic efficiency research of the proposed solu-
tion may depict the perspectives for its realization. With a total capital expenditures of
13.8 million UAH, based on one GCU, the annual economies from the inculcation of
TEU will amount to ~ 17.5 million UAH at the expense of decrease in the fuel NG flow
rate and 126.2 thousand UAH at the expense of decrease in the amount of environmental
tax. Its simple payback period is ~ 10 months.

The example considered here (GCS “Pervomayskaya”) also suggests the possibility
of using TEU at other stations equipped with gas turbine drives. First of all, on those,
which are characterized by a greater value of ΔP and power of GTE. The widespread
implementation of the proposed solution may make it possible to save millions of cubic
meters of natural gas annually, and to significantly reduce air pollution, which is in line
with the state policy in the field of energy saving and ecology.
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Abstract. The actual problem of modern power engineering both in Ukraine and
around the world is the transfer of existing energy generating capacity of com-
bined heat and power plants (CHPP) to operate with ultra-supercritical steam
parameters. Reconstruction of CHPP power units can extend the service life of
existing steam generators, improve environmental and economic performance.
But increasing the ranges of operating modes due to the introduction of new tech-
nologies and types of power equipment requires a radical revision of approaches
to the quality of design of thermal circuits. The purpose of the study was to create
a method for optimizing the CHPP power units operating with ultra-supercritical
steam parameters, taking into account losses from the irreversibility of thermody-
namic processes in their main elements. The topological-exergetic model of the
CHPP power unit with intermediate superheating of steam, operating with ultra-
supercritical steam parameters, was formed. Thermodynamic and exergy analysis
of the CHPP power unit operation with variation of superheated steam parameters
were performed. The method for optimizing the operating modes of the CHPP
power unit operating with ultra-supercritical steam parameters was developed. As
a result of multivariate calculations, the optimal operating parameters were found,
at which the maximum efficiency of the CHPP power unit with the minimum
values of the exergy destruction in its main elements is observed. This makes it
possible to determine the rational limit for further increasing the parameters of
the superheated steam.

Keywords: Combined heat and power plant · Energy efficiency · Exergy
analysis · Optimization · Resource use efficiency · Ultra-supercritical steam
parameters

1 Introduction

The actual problem of modern power engineering both in Ukraine and around the world
is the transfer of existing energy generating capacity of combined heat and power plants
(CHPP) to operate with ultra-supercritical steam parameters. Reconstruction of CHPP
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power units can extend the service life of existing steam generators, improve environ-
mental and economic performance. Currently, the typical range of steam supercritical
parameters is from 240 bar to 285 bar of pressure at temperatures from 540 °C to 596 °C.

Today, the global thermal power industry has already taken real steps towards a
massive transition to power units operating with ultra-supercritical steam parameters
(30 MPa/600 °C, and even up to 35 MPa/650 °C). In the literature there are reports of
work on the design of power units operating at an initial steam temperature of more than
700 °C [1].

But increasing the ranges of operating modes due to the introduction of new tech-
nologies and types of power equipment requires a radical revision of approaches to the
quality of the thermal circuits design [2–5]. It is known that huge funds are spent on the
development of CHPPs, so in modern economic conditions it is necessary to develop and
improve advanced methods of analysis and decision-making in the design of thermal
circuits of energy systems [6–12].

The actual task is the design search for the optimal value of ultra-supercritical
parameters of superheated steam, corresponding to energy, environmental and economic
requirements.

The purpose of this research can be formulated as the creation of a method for
optimizingCHPPpower units operatingwith ultra-supercritical steamparameters, taking
into account losses from the irreversibility of thermodynamic processes in their main
elements.

2 Literature Analysis and Problem Statement

When analyzing the feasibility of reconstructing theCHPP thermal circuit, it is necessary
to take into account that the operation of the equipment being replaced is determined
by the efficiency of not only the main, but also the auxiliary elements of the power unit.
Power units consist of a large number of elements, the dependencies between which are
always complex. In this case, not only the parameters inside the power unit are important,
but also the analysis of all possible types of interaction of energy flows at the boundaries
of the system.

One of the effective methods for analysing thermal schemes is the exergy method
[6–8], the basis ofwhich is the assessment of the state of the energy-technological system
as a whole and its individual elements using a generalized thermodynamic characteristic
(exergy), which provides the final target effect.

Using the exergy method, it is possible to comprehensively solve such problems as
the thermoeconomic optimization of the power unit or its subsystems, the determination
of rational operating modes, and the distribution of exergy costs between the power unit
elements.

As is known [9], in any energy conversion system there is always an element (or set
of elements), the change in thermodynamic losses in which most affects the efficiency
of the system as a whole. Using the exergy approach to design, it is possible to choose
variable factors, the change of which decisively affects the efficiency of the system.
This solves the problem of finding a “bottleneck” in the system, where the increase in
costs per unit exergy is particularly sharp. This makes it possible to significantly narrow
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the range of variation of the parameters in the search for rational technical solutions
for the reconstruction of the thermal circuit elements, which creates the preconditions
for the construction of evolutionary algorithms for the synthesis of energy conversion
systems. Here arises the important task of choosing a strategy for the development of
the production power system.

Currently, various methods of designing complex technical systems based on the
exergy approach are being introduced into engineering practice [6, 7]. They can be
grouped into two classes: algebraic and numerical methods. All of them are based on
the use of thermoeconomic models or topological-exergetic models, which are formed
from a complex set of linear equations to determine the exergetic product of each ele-
ment of the system. Among the algebraic methods are: the theory of exergetic cost, the
theory of average costs and themodified productive structural analysis. Numerical meth-
ods include thermoeconomic functional analysis and engineering functional analysis. A
thorough analysis of the literature on the application of exergy methods for the analysis
of thermal power plants was performed in [10]. This paper compares various approaches
to the so-called 4-E modeling (energy, exergy, economics and ecology), which includes
methods and algorithms for exergy analysis of energy conversion systems, methods for
modeling the relationships between exergy and economic flows and their costs in the
power unit and its elements.

A purely thermodynamic analysis of the supercritical Rankine cycle with single
and double intermediate overheating for a modern steam power plant with a capacity
of 1,200 MW was performed in [11]. Variational calculations were used to determine
the exergy destruction in each element, and it was shown that an increase in tempera-
ture has a greater effect on an increase in the power plant electrical efficiency than an
increase in pressure. Thus, with superheated steam parameters of 325 bar/700 °C, the
efficiency of the single/double intermediate overheating cycle is 46.45%/49.40%, and at
350 bar/650 °C this efficiency is 45.40%/47.92%. However, the authors did not consider
the influence of the intermediate superheated steam parameters, and did not determine
the limits in which an increase in the parameters of the superheated steam still has a
rational meaning.

Research in [12] is devoted to the energy and exergy evaluation of a 220 MW super-
critical thermal power plant. The authors performed the component based exergy analysis
and calculated the exergy destruction in the main elements of the power plant. It is deter-
mined that the total exergy that was destroyed in the power plant was 400.015 MW. The
maximum values of exergy destruction (87%) take place in the boiler. At the same time,
the exergy destruction in three turbines is in total 9%, and in the condenser it is only 2%.
The authors tried to reduce the losses of exergy in the boiler, but at the same time they
did not study the influence of the irreversibility of thermodynamic processes in other
elements on the exergy destruction in the boiler.

It should be noted that in all studies, the parameters of superheated steam were set
selectively without any system, which does not allow determining the general trend in
the change in efficiency when varying the parameters. In addition, an unsolved problem
is the determination of the limit to which a further increase in the superheated steam
parameters is thermodynamically expedient.

Therefore, the research tasks are:
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1. Formation of a topological-exergetic model of a CHPP power unit with intermediate
superheating of steam, operating with ultra-supercritical steam parameters.

2. Performing a thermodynamic and exergy analysis of the CHPP power unit operation
with variation of superheated steam parameters.

3. Development of a method for optimizing the operating modes of the CHPP power
unit operating with ultra-supercritical steam parameters, taking into account losses
from the irreversibility of thermodynamic processes in its main elements.

When performing these research tasks, the modern methods of applied thermody-
namics will be used, including the structural theory of thermoeconomics. This theory
was developed by representatives of the Spanish school of applied thermodynamics [13].

3 Thermodynamic and Exergetic Model of a CHPP Power Unit
Operating with Ultra-supercritical Steam Parameters

Figure 1 shows the thermal diagramof aCHPPpower unitwith intermediate superheating
of steam.

BOIL – boiler; HPT – high-pressure turbine; LPT – low-pressure turbine;
EG – electric generator; COND – condenser; IHE – intermediate heat 

exchanger; CONDP – condenser pump; FWP – feed water pump  
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Fig. 1. Thermal diagram of a CHPP power unit with intermediate superheating of steam.

The equations of the thermodynamic model of a CHPP power unit with intermediate
superheating of steam for its main blocks are presented in [14].

The indexation of exergy flows is shown in Fig. 1. The i-th flow of exergy (i= 1…9)
is determined by the equation

Ei = Gi(hi − h0 − [(T0 + 273.15) (si − s0)]),

where G is the mass flow rate; h0, s0 are the enthalpy and entropy of the working fluid
at ambient pressure and ambient temperature, which are taken equal to P0 = 1.013 bar
and T0 = 20 °C.



48 V. Tarasova et al.

Exergy flows from the 10-th to the 14-th can be written as: E10 =NHPT , whereNHPT

is the high-pressure turbine power; E11 =NLPT , where NLPT is the low-pressure turbine
power; E12 = Ncondp, where Ncondp is the condenser pump power; E13 = NFWP, where
NFWP is the feed water pump power; E14 = NCHPP, where NCHPP is the electric power
of the CHPP power unit. The 15-th exergy flow E15 is equal to the heat output of the
boiler Qboil, and the entropy s15 = 0.

The exergy flow from the condenser can be written as

E16 = Qcond

[
1−

(
T0 + 273.15

T5 + 273.15

)]
,

where Qcond is the heat output of the condenser.
For a detailed exergy analysis, it is necessary to form a topological-exergetic model

[15] of a CHPP power unit by dividing the exergy flows according to a qualitative
attribute into “fuel” or “product” of an element, using the LIFO-principle of exergy flow
decomposition [13, 15]. The model is formed as a complex of interrelated exergy flows
of elements, in each of which the process of energy conversion (electrical, mechanical,
thermal) is carried out. Energy conversion is estimated by the amount of decrease (“fuel”)
or increase (“product”) of exergy flow in the power unit elements. Using the topological-
exergetic model of the power unit, a relationship is established between the efficiency
of the system and the exergetic efficiency of its elements. A detailed algorithm for the
formation of a topological-exergetic model of the production structure of a power plant
is given by us in [15].

Table 1 shows expressions for determining the exergy destruction in each element
of the CHPP power unit and the distribution of exergy flows according to the qualitative
attribute “fuel” or “product”.

Table 1. Distribution of exergy flows in the elements of the CHPP power unit for “fuel” or
“product” and their destruction.

No Element “Fuel” “Product” Exergy destruction,
EDk

0 Environment E14 + E16 E1 –

1 Boiler E15 (E1–E8) + (E3–E2) ED boil = E15 + E2
+ E8–E1–E3

2 High-pressure
turbine

E1–E2–E9 E10 ED HPT =
E1–E2–E9–E10

3 Low-pressure
turbine

E3–E4 E11 ED LPT =
E3–E4– E11

(continued)
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Table 1. (continued)

No Element “Fuel” “Product” Exergy destruction,
EDk

4 Condenser pump E12 E6–E5 ED condp = E12 +
E5–E6

5 Intermediate heat
exchanger

E9 E7–E6 ED IHE = E6 +
E9–E7

6 Feed water pump E13 E8–E7 ED FWP = E13 +
E7–E8

7 Electric generator E10 + E11 E12 + E13 + E14 ED EG = E10 +
E11–E14–E12–E13

8 Condenser E4–E5 E16 ED cond =
E4–E5–E16

4 Determination of the CHPP Power Unit Efficiency with Varying
Temperature and Pressure of Superheated Steam

Thermodynamic analysis of the cycle of the CHPP power unit operating with ultra-
supercritical steam parameters, as well as its exergy analysis and optimization were per-
formed. The following parameters were set as variables: the temperature of superheated
steam was sequentially taken equal to 540 °C, 650 °C, and 700 °C, and its pressure was
24 MPa, 30 MPa, and 35 MPa. The following parameters were taken as fixed: pressure
and temperature of steam in the low-pressure turbine inlet T3 = 540 °C, P3 = 3.6 MPa;
steam pressure and temperature in the low-pressure turbine outlet T4 = 26.68 °C, P4 =
0.0035 MPa; temperature and pressure of feed water at the boiler inlet T8 = 249.9 °C,
P8 = 24.5 MPa.

Also, the following parameters were taken as fixed: thermal efficiency of the boiler
ηboil = 0.93; isentropic efficiency of the high-pressure turbine ηHPT = 0.9; isentropic
efficiency of the low-pressure turbine ηLPT = 0.9; efficiency of the electric generator
ηEG = 0.98. The efficiency of the pumps was taken equal to 0.85. For all calculations,
the mass flow rate of superheated steamwas set the same and equal toG1 = 266.7 kg/s. It
should also be noted that the relative degree of steam dryness at the low-pressure turbine
outlet (x4 = 95%) was also taken as a fixed parameter.

Table 2 shows the cycle parameters of the CHPP power unit with intermediate
superheating of steam at varying temperatures and pressures of superheated steam.

Variant i (see Table 2) was analyzed, for which the highest CHPP power unit effi-
ciency is observed (Fig. 2). For this, the parameters of the corresponding reference cycle
with avoidable exergy costs were found, namely: thermal efficiency of the boiler ηboil

= 0.99; isentropic efficiency of the high-pressure turbine ηHPT = 0.99; isentropic effi-
ciency of the low-pressure turbine ηLPT = 0.99; efficiency of the electric generator ηEG

= 1; boiler pressure losses �Pboil = 0; pressure losses in the superheater of the boiler
�PSH = 0. The efficiency of the pumps was taken equal to 0.99.
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Table 2. Cycle parameters of the CHPP power unit.

Parameter Variant

a b c d e f g h i

T1, °C 590 650 700 590 650 700 590 650 700

P1, MPa 24 24 24 30 30 30 35 35 35

T2, °C 311.0 357.5 397.1 281.2 325.4 363.6 261.7 303.8 340.8

P2, MPa 3.8 3.8 3.8 3.8 3.8 3.8 3.8 3.8 3.8

Figure 2 shows the change in the CHPP power unit efficiency when changing T1 and
P1.

Table 3 shows the values of exergy destruction in each element of the CHPP power
unit, both complete exergy destruction and its component parts. In addition, Table 3
shows the avoidable (exogenousEDk

EX and endogenousEDk
EN ) and unavoidableEDk

UN

parts of exergy destruction in each k-th element, related to the complete destruction EDk

in the each k-th element in percent. It should be noted that 82.57% of the total exergy
destruction in the CHPP power unit (EDtot = 427.77 MW) corresponds to the exergy
destruction in the boiler, 5.60%– in the low-pressure turbine, 6.82%– in the intermediate
heat exchanger, and the rest (5.01%) corresponds to other elements.
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Fig. 2. CHPP power unit efficiency when changing T1 and P1.

From the Table 3 it can be seen that most of the exergy destruction in the boiler
corresponds to unavoidable destruction (EDk

UN = 83.60%), the endogenous component
EDk

EN of avoidable destruction (associated with the imperfection of the boiler itself) is
6.31%, and the exogenous component EDk

EX of avoidable destruction (associated with
the imperfection of other elements) is 10.09%.

Calculations show that most of the exogenous part of exergy destruction in the boiler
is associated with irreversible thermodynamic processes in the low-pressure turbine, and
a smaller, but also important part, with irreversibility in the high-pressure turbine and
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Table 3. Exergy destruction in each element of the CHPP power unit (variant i).

Element EDk ,
MW

EDkEN,
MW

EDkEX,
MW

EDk
UN ,

MW
EDk

EN ,
%

EDk
EX ,

%
EDk

UN ,
%

Boiler 353.18 22.28 35.64 295.27 6.31 10.09 83.60

High-pressure
turbine

9.01 8.08 0.10 0.84 89.64 1.06 9.30

Low-pressure
turbine

23.95 20.87 1.00 2.09 87.13 4.16 8.71

Condenser pump 0.12 0.09 0.02 0.01 77.31 18.00 4.69

Intermediate heat
exchanger

29.20 1.20 3.40 24.60 4.11 11.63 84.26

Feed water pump 1.00 0.76 0.19 0.05 76.31 18.58 5.11

Electric generator 7.87 7.80 0.07 0.00 99.15 0.85 0.00

Condenser 3.42 1.97 0.18 1.28 57.48 5.12 37.40

losses in the electric generator. Thus, if we improve these elements, or find the optimal
modes of their operation, it is possible to reduce the exergy destruction in the boiler, and
therefore in the entire CHPP power unit.

5 Optimization of the Cycle of the CHPP Power Unit

To determine the optimal value of pressure P1, up to which the efficiency of the CHPP
power unit is still increasing, its cycle was optimized as follows.

It should be noted that in Table 1 the “product” of the condenser is the irreversible
losses of exergy to the environment. Therefore, the electric power of the CHPP power
unit can be represented by the exergy balance equation

NCHPP = Qboil − EDtot − E16, (1)

where EDtot is the total exergy destruction in all elements of the CHPP power unit.
Equation (1) can be represented as:

ηCHPP = NCHPP

Qboil
= 1− eDtot − e16, (2)

where eDtot = EDtot /Qboil is the relative total exergy destruction in the CHPP power unit;
e16 = E16/Qboil is the relative exergy costs in the condenser.

Wewill consider (2) as a function that depends on the pressureP1. To find the optimal
value of P1, which provides the maximum value of the CHPP power unit efficiency, we
use the necessary extremum condition:

∂ηCHPP

∂P1
= −∂eDtot

∂P1
− ∂e16

∂P1
= 0.



52 V. Tarasova et al.

For convenience, we will write

f =
(
−∂eDtot

∂P1
− ∂e16

∂P1

)
.

To determine the optimal superheated steam pressure P1opt , we plot the dependences
f (P1) for each temperature T1 under consideration (Fig. 3). The optimal value of P1opt
is located at the intersection of f with the abscissa axis.

6 Results and Discussion

Figure 3 shows that at T1 = 590 °C P1opt
(590) = 38 MPa, and at T1 = 700 °C P1opt

(700)

is almost 45 MPa. For each temperature T1, until the pressure P1 reaches the P1opt
value, the CHPP power unit efficiency ηCHPP will increase, and with a further increase
in pressure P1, ηCHPP will gradually decrease.
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Fig. 3. Dependence of f value on P1.

Thus, variant g (see Table 2) at T1 = 590 °C and P1 = 35 MPa is the closest to
the optimal one, at which there are the minimum relative total exergy destruction in
the CHPP power unit and the minimum relative costs of exergy, which is lost from the
condenser to the environment. Further improvement of this variant will not significantly
affect the energy efficiency of the CHPP power unit.

As for variant i at T1 = 700 °C and P1 = 35 MPa, a further increase in pressure P1
will only improve the energy performance of this variant.

If you choose from variants a – c at P1 = 24 MPa, then preference should be given
to variant c with highest efficiency, namely, at T1 = 700 °C (see Fig. 2).

The obtained results do not contradict the data of other authors [5, 7, 8], but when
choosing the best variant, such restrictions arise as the real technical capabilities of
mechanical engineering and the cost of equipment. Therefore, further research will
be devoted to the thermoeconomic analysis and optimization of the CHPP power unit
operating with ultra-supercritical steam parameters.
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7 Conclusions

1. The topological-exergetic model of the CHPP power unit with intermediate
superheating of steam, operating with ultra-supercritical steam parameters, was
formed.

2. Thermodynamic and exergy analysis of the CHPP power unit operation with varying
parameters of superheated steam were performed. The values of exergy destruction
in each element of the CHPP power unit, both complete exergy destruction and
its component parts, were obtained. It has been shown that most (more than 80%)
of the total exergy destruction in the CHPP power unit corresponds to the exergy
destruction in the boiler. Most of the exogenous part of exergy destruction in the
boiler is associated with irreversible thermodynamic processes in the low-pressure
turbine, and a smaller, but also important part, with irreversibility in the high-pressure
turbine and losses in the electric generator.

3. The method for optimizing the operating modes of the CHPP power unit operating
with ultra-supercritical steam parameters was developed. As a result of multivariate
calculations, the optimal operating parameters were found, at which the maximum
efficiency of theCHPPpower unit with theminimumvalues of the exergy destruction
in its main elements is observed. This makes it possible to determine the rational
limit for further increasing the parameters of the superheated steam.
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Abstract. The paper is devoted to designing the new high-pressure cylinder
(HPC) flow part of T-100 series heating turbines based on numerical simulation of
gas dynamic characteristics using the in-house IPMFlow software package. The
new flow part is designedwith reactive-type stages. The comprehensivemethodol-
ogy, which is implemented in IPMFlow package, includesmethods of various type
of complexity: gas dynamic calculations with taking into account thermodynamic
properties of the real steam (IAPWS-95 equations) and methods for designing
blade profiles geometry based on a fixed finite number of parameters. At the
final step, calculating end-to-end of the HPC with 18 stages was performed. The
calculations are performed using the parallel computing technology. It is shown
the substantial increasing in power and efficiency of the developed HPC. Such
increase was reached due to using the monotonic meridional contours and stages
of reactive type with advanced smooth blade profiles.

Keywords: Steam turbine · Reactive type blading · Flow part · High-pressure
cylinder · Spatial flow · Computational research

1 Introduction

In July 2021, the European Commission released the “Fit for 55” package of proposals
to change the EU’s policies about climate, energy, etc. to reduce the greenhouse gas
emissions by 55% by 2030, compared to 1990 [1]. The main direction of meeting these
requirements is the transition to clean “green” fuels with a simultaneous decrease in the
use of hydrocarbons [2], including the almost complete rejection of “dirty” coal-fired
thermal power plants (TPP) [3]. Another way to satisfy “Fit for 55” package of proposals
consists in increasing the efficiency of power generating equipment at combined heat
and power plants (CHPP) and TPPs. This way provides decreasing the unit coal-fired
fuels consumption for generated electricity, and reducing the harmful emissions [4].

The efficiency of TPPs and CHPPs facilities, namely power generating equipment,
can also be improved, so that it will be possible to improve the gas dynamic character-
istics of the flow parts of steam turbines. This is important for Ukraine and post-soviet
countries because actually all the equipment at most existing power units of TPPs almost
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completely exhausted its estimated and residual resource [5]. They need to be replaced
with new ones [6], or require complete reconstruction [7]. In world practice of turbine
building, it is accepted that the flow part of powerful steam turbines consists of three
cylinders: of high, intermediate and low pressure [8]. The most problematic of them are
HPCs. Almost all the HPCs of steam turbines that are part of TPPs and CHPPs, which are
operated in Ukraine and post-soviet countries, are made with impulse-type stages [9].
Stages of such type allow to trigger large thermal drops (compared to reactive), there-
fore, their number is smaller, which helps to reduce the production price of the turbine.
One of the main differences of reactive-type stages is the fact that the flow velocity is
higher and such stages require significantly improved seals [10]. Recent investigations
concern with numerical simulations of gas dynamic characteristics for improvement and
modifications of the turbomachine flow parts, are carried out using the 3D CFDmethods
[11, 12]. These research works indicate the significant advantages of the reactive-type
stages in efficiency compared with the impulse-type ones [13].

It should be noted that the T-100 series turbines with an impulse-type HPC are the
most widespread steam turbines. On the territory of Ukraine, 6 turbines of the T-100
series have been installed and are in operation, and there are more than 300 of them all
over the world.

The article presents a new design of the reactive-type HPC flow part of the T-100
series turbine. The main purpose to develop the new flow part is adjustment within the
overall the existing turbine dimensions. New turbine was developed using the in-house
IPMFlow software package. The comprehensive methodology, which is implemented
in IPMFlow package, includes methods of various type of complexity: gas dynamic
calculations with taking into account the real thermodynamic properties of steam, as
well as methods for designing of the blade profiles geometry. It is shown that due to
using the monotonic meridional contours and reactive-type stages with smooth blade
profiles, substantial increase of power and efficiency is obtained in the developed HPC.

2 Method for Gas Dynamic Calculation and Profiling of Axial
Reactive-Type Flow Parts

Numerical simulating the 3D steam flow and designing the new flow part of the steam
turbine are accomplished with the in-house IPMFlow software package. This in-house
package is the result of development and generalization of earlier in-house Computer
Codes FlowER and FlowER-U [14]. The IPMFlow software package is based on the
next mathematical model [15]:

• the numerical implementation of the unsteady Reynolds-averaged Navier-Stokes
equations;

• the implicit quasi-monotonic ENO method of high accuracy;
• the Menter k-ω shear stress transport turbulence two-equation model;
• the method of analytical approximation-interpolation to IAPWS-95 equations taking
into account the steam thermodynamic properties [16].

The numerical simulation was accomplished using IPMFlow software package. The
sufficient reliability of results is demonstrated both by qualitative flow specifics, and
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by quite accurate quantitative estimations of the dynamical characteristics of isolated
turbine stage as well as the whole turbomachine.

For reducing and accelerating the computation time in the IPMFlow software pack-
age, the advanced parallel computing technology is introduced [17]. Its main features
are following:

– usage for shared RAM computers only,
– applicability for any operating system (considering each parallel process as the
executable module).

– in one parallel process, at least one blade row should be considered (minimal geometric
object);

– the total processes number should not exceed the number of rows of turbine blades.
– the total number of processes may be unequal to the cores number.
– the computational acceleration depends almost linearly on the total number of
processes.

For instance, using the parallel computations of the 18-stages flow part with 9 pro-
cesses at 8 cores led to the computational time acceleration by 7.1 while maximum
possible acceleration is 8.

For describing the axial blade row geometry, the method of analytical profiling [18]
is used. Here the blade is determined by the set of flat profiles defined by 4th and 5th order
curves. As the initial data, the finite number of parameters is used. These parameters
commonly accepted in turbine engineering are following: number of blades, width of
profile, inflow and effective outflow angles, etc. The method allows to obtain full three-
dimensional geometric characteristics of a wide range of axial turbines flow parts in a
short time. That makes it qualified and efficient in gas dynamic design, modification,
and improvement of turbomachines.

3 Research Object

The latest modifications of the T-100 series turbines, namely T-110/120–130, is consid-
ered in this research. The nozzle steamdistribution systemwith a two-stageCurtis control
stage is used in this turbine [19]. HPC consists of a control stage and 8 impulse-type
pressure stages (Fig. 1).

The lowest efficiency in the control stage is 67.9%, the efficiency of the pressure
stages is 89.5–90%, and HPC’s efficiency as a whole is 84.5%. The initial flow part total
capacity is 46.3 MW. All these data were obtained from simulations and described in
[20]. Calculations were performed without taking into account losses in blade-shaft and
blades-casing clearances.
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Fig. 1. Mid-meridional section of the flow part of HPC of T-110/120–130 series turbine [20].

4 Results and Discussion

The main outcome of the research is development of the new HPC flow part. The elabo-
rated unit has essential advantages, such asfitting into the existing dimensions, possibility
of installation on the existing fundaments of the original one. The boundary conditions
involved for the gas dynamic design are satisfied for the initial HPC, namely, behind
the control valves at the HPC inlet, the total pressure and temperature are 12.8 MPa and
555 °C, respectively, static outlet pressure is 3.3 MPa, and mass flow is 133.06 kg/s.

The developedHPCflow part has 18 cylindrical stages: control stage and 17 reactive-
type stages. All stages are designed with constant cross-sections. To reduce the losses,
the control compartment of the new HPC was designed without a mixing chamber [21].
Instead of the abovementionedmixing chamber, the axial distance between the first stage
rotor and second stage stator was increased. To provide the optimal loading of the new
flow part stages, their number and thermal drops distribution are chosen so as to provide
an approximate equality of the value u/c0 to 0.7 (with an exception for the control stage)
[22]. The outflowangle from the stage is chosen to ensure proximity to the axial direction.
The design of meridional contours with the stages position in them (Fig. 2) is carried
out on the basis of the data obtained using approximate methods. These data include
number of stages, mid-diameters, thermal drops, and heights of stages. The next step in
the design was manual and separate creation and calculations of the stages. At the final
step, end-to-end computations of the entire HPC and its refinement were carried out. The
final HPC’s flow part view was obtained by considering, on the average, 5–7 options for
each stage separately, and 3 options of HPC entirely. End-to-end HPC computations of
all 18 stageswere accomplished on h-type difference gridswith boundary layer thickness
corresponding to y + < 5, and the total cell number of about 15 million (about 450
thousand for each row). Calculations were performed without taking into account the
losses in blade-shaft and blades-casing clearances.

Fig. 2. The newHPCmid-meridional section of (red line – stator blades, blue line – rotor blades).
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Figure 2 demonstrates the smoothness of the meridional contours and absence of
overlaps. This helps to avoid the emergence of circulation zones (flow separation) in
places of the sharp shape changing in the meridional contours [23].

Figs. 3, 4 and 5 show the isolines, and Figs. 6, 7 and 8 demonstrate the diagrams of
static pressure distribution in the mid-tangential sections on the blade surfaces.

Fig. 3. Static pressure isolines in 2nd stage along themiddle tangential section: a – stator, b – rotor

Fig. 4. Static pressure isolines of 10th stage along middle tangential sections: a – stator, b – rotor.

It can be seen from the results obtained (Figs. 3, 4, 5, 6, 7 and 8) that smoothing the
profiles by 4th and 5th order curves led to the fairly monotonic static pressure distribution
on the blades. Such picture of the flow can be observed in each row of the designed flow
part. This indicates the high level of the flowpart gas dynamic perfection that is confirmed
by the integral characteristics presented in Table 1.

Table 2 demonstrates the gas dynamic characteristics of the initial and new HPCs.
So, the first (control) stage efficiency is higher than 91%, and the rest of the stages are
in the range of 92–94%. The total elaborated HPC flow part efficiency is 93.5%, and its
power of nominal mode is 51.2 MW. The efficiency and power of the offered flow part
compared with the initial one increase by 9.0% and 4.9 MW, respectively.
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Fig. 5. Static pressure isolines in 18th stage along middle tangential sections: a – stator, b – rotor.
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Fig. 6. Static pressure at the blade surfaces along middle tangential sections of the 2nd stage:
a – stator, b – rotor, Z – axial dimensionless coordinate (0 – leading edge, 1 – trailing edge).
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Fig. 7. Static pressure at blade surfaces along middle tangential sections of the 10th stage: a –
stator, b – rotor, Z – axial dimensionless coordinate (0 – leading edge, 1 – trailing edge).
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Fig. 8. Static pressure at the blade surfaces along middle tangential sections of the 18th stage:
a – stator, b – rotor, Z – axial dimensionless coordinate (0 – leading edge, 1 – trailing edge).

Table 1. The main integral characteristics by stages for new high pressure cylinder flow part.

No of stage Efficiency, % Reactivity degree, % Power, MW

1 91.26 0.225 4.31

2 92.25 0.519 2.43

3 92.53 0.499 2.40

4 92.51 0.476 2.49

5 92.55 0.479 2.43

6 92.82 0.502 2.52

7 92.88 0.494 2.53

8 93.01 0.49 2.56

9 93.15 0.49 2.57

10 93.02 0.488 2.61

11 93.67 0.494 2.64

12 93.86 0.5 2.67

13 94.02 0.49 2.70

14 93.80 0.488 2.72

15 94.17 0.501 3.14

16 93.96 0.481 3.39

17 94.05 0.48 3.50

18 93.83 0.484 3.65
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Table 2. Integral characteristics of the old and new high pressure cylinder flow parts.

Mass flow, kg/s Power, MW Efficiency, %

Original HPC 133.06 46.3 84.5

New HPC 133.06 51.2 93.5

Difference +0.0 +4.9 +9.0

5 Conclusions

The 3D geometry and computational models of the new HPC flow part of T-110/120–
130 series steam turbine have been developed based on the variational principles of
3D turbulent steam flows. Numerical simulation was accomplished using methods and
solvers for gas dynamic calculations and design of flow parts originated and evolved at
IPMach NAS of Ukraine.

The results and computational analysis are presented for the final version of the new
HPC flow part of the T-110/120–130 series steam turbine. The proposed HPC flow part
contains 18 stages (the control and 17 reactive-type) compared with 9 stages of the initial
design.

The developed HPC flow part total efficiency is 93.5%, and its power is 51.2 MW at
the nominal mode that is by 9.0% and 4.9 MW higher than those of the original turbine.

The total efficiency of the offered HPC flow part is 93.5%, whereas its power of
nominal mode is 51.2 MW that demonstrate increasing the efficiency and power of the
offered flow part compared to the initial one by 9.0% and 4.9 MW, respectively.

The technique developed in this paper and obtained experience will be successfully
applied in elaboration of new and improvement of existing HPC flow parts in different
large steam turbines in operation, or can be implemented at thermal power and combined
heat and power plants both in the Ukraine and other countries.

Acknowledgments. The authors are thankful to the Ukrainian National Academy of Sciences for
funding our research in the framework for budget theme II-14-20 devoted to the development of
effective methods for increasing the capacity of HP power units due to introducing the advanced
steam and gas technologies, under the program aimed to supporting the development of priority
research areas.
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Abstract. The research aim is to manage an effective and ecological combustion
of liquid fuels, including composite ones, in power plant boilers by using refined
pneumo-mechanical nozzles, in which air is the atomizing medium. The main
distinction of the developed pneumo-hydrovortex nozzles from existing pneumo-
mechanical ones is that the dispersed liquid is fed using the film technique with
a flow swirl. Numerical simulation and physical modeling methods were used to
refine the standard design of the pneumo-hydrovortex nozzle. Without degrading
dispersion quality, this enabled to reduce the flow velocity of the atomized fuel and
increase significantly theflame cone angle. Preliminary tests of the quality of atom-
izing a model liquid were performed using plastic pneumo-hydrovortex nozzles
obtained with 3D printers. Industrial tests of the new type pneumo-hydrovortex
nozzle demonstrated that its application for hydrocarbon fuel combustion could
reduce toxic emissions into the atmosphere with flue gases and offer a saving of
energy resources during heat and electric power production.

Keywords: Reducing toxic emissions · Combustion process intensification ·
Atomization devices · Liquid stream dispersion

1 Introduction

The energy and environmental indicators of the power-plant boilers operation depend
directly on the fuel combustion quality. During liquid fuel combustion even a minor
loss of atomization quality can lead to an increased consumption of energy resources;
an increased amount of toxic atmospheric emissions in flue gases; contamination of
boiler heat exchange surfaces, and so forth [1]. Improving the performance of power
installations with simultaneous improvement of their environmental performance calls
for developing the new types of burners. The emergence in the energy market of new
kinds of liquid composite boiler fuels in the form of emulsions and suspensions, differing
in their physical-chemical and rheological properties from conventional hydrocarbons,
including greater viscosity and the presence of a solid dispersion phase also implies
the need to upgrade burners. Hence, the development of new atomization devices for
effective flame combustion of liquid fuels is a topical problem [2].

Mechanical, steam-mechanical and pneumatic nozzles are usedmost often to atomize
liquid boiler fuel.
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The dispersion of combusted fuel with mechanical nozzles requires substantial pres-
sures at the nozzle inlet. These nozzles have a small adjustment range and are sensitive
to fuel quality. A significant increase in the adjustment range can be achieved by using
steam-mechanical nozzles. However, at certain operating conditions steam consumption
can be up to 0.3 kg per kilogram of fuel. This involves substantial energy expenditures
to manage effective combustion. In addition, the problem of nozzle contamination is not
fully eliminated [3].

The research aim is tomanage an effective and ecological combustion of liquid fuels,
including composite ones, in power-plant boilerswithout an extensive upgrading of burn-
ers by using refined pneumo-mechanical nozzles, in which air is the atomizing medium.
Pneumo-mechanical nozzles ensure high dispersion and atomization quality. In spite
of that partial mixing of combustion mixture components (air oxygen and combustible
matter) occurs prior to the initiation of the combustion reaction (inside the nozzles), the
combustion process per se in this case is that of the diffusion type [4]. This is because the
amount of air fed to the nozzle is insufficient for complete fuel combustion. Therefore,
the bulk of secondary air is fed directly into the combustion zone.

Since during diffusion combustion the rate of oxidation of the burnt fuel depends
on the intensity of the process of mixing with the secondary air, managing an effective
formation of a fuel-air mixture is pivotal. Thus, managing effective combustion of liquid
fuel requires not only its quality atomization but also a thoroughmixingof its fine droplets
with air. With quality atomization, the specific surface of contact of hydrocarbon fuel
droplets with secondary air can increase to over 2,500 times to accelerate substantially
the heating and evaporation of the combusted energy resource.

2 Literature Reviews

Numerical simulation techniques are used commonly to develop new devices [5]. A
computational research was conducted in different approaches to simulating laminar
diffusion combustion. Paper [6] considers the classical Burke-Schurmann problem in
application to building a mathematical model of a diffusion flame above a fuel film.
However, to ensure complete fuel combustion in a small volume and better mixing with
the oxidiser (secondary air), it is required to provide turbulence of the injected flow of
combusted liquid in the furnace volume. Hence, the fuel is dispersed most often with a
swirl of the atomized flow, and burners use special flame tubes whose design features
enable to increase a fuel-air mixture formation effectiveness [7].

Paper [8] presents the results of research in the processes of liquid fuels dispersion
with account of the Ohnesorge number (Oh) of the Sauter mean droplet diameter. It is
shown that the majority of combustible liquids are burnt in the gas phase because the
heating of these substances above the surface of the droplets forms a steam space, from
which the combusted fuel particles flow into the zone for mixing with air oxygen [9].

Papers [1, 10–14] describe in details the results of experimental research in the
dispersion of liquid droplets in the atomized nozzle flame using compressed air. Fuel
dispersionwith compressed air significantly increases the combustible liquid evaporation
rate. This is because theoxidizer is feddirectly into the atomizedflamecore and apartially
prepared fuel-air mixture flows into the furnace volume.
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Atomization with pneumo-mechanical nozzles using compressed air as an atomizing
medium intensifies the processes of fuel droplets ignition and evaporation. Due to this,
the fuel is ignited at earlier stages, the heating and evaporation rate of fuel droplets
increases, and the flame length shortens.

The above advantages of pneumo-mechanical nozzles during the atomization of liq-
uid fuels, including composite ones (emulsions and suspensions), allows drawing a con-
clusion that one of the ways of increasing the efficiency of existing power-plant boilers
with minimal upgrading is to replace in-service nozzles with devices using compressed
air as an atomizing medium.

3 Research Methodologies

IPMash NAS of Ukraine has developed and built a number of pneumo-hydrovortex
nozzles for atomizing liquids byusing compressed air as an atomizingmedium [15]. They
were developed using numerical simulation and physical modelling methods. Computer
simulation of fluid dynamics for nozzles was performed using the structural R-functions
method. The mathematical models were built based on the Navier-Stokes system of
equations reduced to a nonlinear fourth-order partial differential equation for the stream
function and Poisson’s equation for static pressure [15].

The main distinction of the developed pneumo-hydrovortex nozzles from existing
pneumo-mechanical ones is that the dispersed liquid feeding uses the film technique
with a flow swirl. When the atomizing medium (air) is fed tangentially with a high
speed into the nozzle, intense vortex formation takes place in its mixing chamber with
occurrence of local zones with reduced pressure. This ensures an effective dispersion of
the liquid and better quality mixing of the high-viscosity fuel with the oxidizer. Also,
note that due to the film tangential compressed air feed to the atomizing path, the abrasive
wear of its inner surfaces, including the orifice part is reduced. The latter is especially
significant for atomizing suspension fuels. Preliminary tests of the quality of atomizing
a model liquid were performed using plastic pneumo-hydrovortex nozzles manufactured
by 3D printers. Figures 1 and 2 are clearly displaying the vortex character of the nozzle
stream. 3D printing significantly reduces the cost of developed devices and speeds up
the process of their experimental research. It also shortens the process of refining and
making production prototypes.

The results of commercial pneumo-hydrovortex nozzles performance quality pilot-
scale tests demonstrated their high effectiveness for combustion of a wide range of
non-standard low-reactivity fuels. The substantial energy and environmental indicators
improvement was achieved as compared to those of commonly used nozzles.
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Fig. 1. Simulating the dispersed liquid flow by means of a pneumo-hydrovortex nozzle

Fig. 2. Model liquid atomization with a pneumo-hydrovortex nozzle made by 3D printing

The developed nozzles passed the tests successfully. They are used for combustion
of high-viscosity composite fuels based on oil tanker crude oil slops, high ash content
waste of coal preparation plants, highly watered sewage frommunicipal water treatment
plants and other kinds of waste of various origins.

Table 1 shows the results of comparative experimental research in the environmen-
tal indicators of combustion of hydrocarbon fuel (fuel oil) for different atomization
devices—the developed pneumo-hydrovortex nozzle and a mechanical rotatory one.

Table 1. Environmental indicators of the processes of fuel oil combustion for different types of
nozzles

Nozzle type CO, ppm CO2, % NOx, ppm SOx, ppm

Pneumo-hydrovortex 12 11.1 91 132

Rotatory 33 8.4 97 136
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According to the results (Table 1), using pneumo-hydrovortex nozzles reduces the
amount of toxic emissions into the atmosphere in flue gases during the combustion of
hydrocarbon energy carriers. The result of higher quality fuel dispersion and mixing in
the developed devices is the combustion with a lower excess air factor to consequently
reduce NOx emissions.

Experimental research in the combustion of non-standard alternative low-reactivity
fuel mixtures containing a significant amount of moisture and solid impurities has con-
firmed not only the possibility of using the developed nozzles but also the high efficiency
of combustion processes.

In particular, experimental research in the processes of combustion of composite
fuels based on fuel oil with addition of alcoholic beverage production waste as the
aqueous phase (AP) was conducted. The composite fuel of the given type was produced
using the energy-technological research complex shown in [15]. Tests demonstrated
the inadaptability of standard commercial nozzles and burners due to the unsatisfactory
dispersion of high-viscosity fuel mixtures and the loss of flame caused by their clogging.
Hence, the results of combustion of a composite fuel are given only for the pneumo-
hydrovortex nozzle.

The basic physico-chemical and rheological properties of the combusted composite
fuel are shown in Table 2.

Table 2. Physico-chemical and rheological properties of researched composite fuels

Fuel Moisture content,
%

Ash content, % Specific
combustion heat,
MJ/kg

Viscosity, mPa:s

Fuel oil + 20%
AP

19.7 0.18 33.4 264

Fuel oil + 25%
AP

24.4 0.22 32.5 276

Fuel oil + 30%
AP

29.1 0.26 31.7 329

Fuel oil + 35%
AP

33.9 0.32 31.1 436

Fuel oil + 40%
AP

38.8 0.38 29.2 524

During the research of the composite fuel combustion processes (Table 2), the focus
was on the combustion environmental indicators because the task was to assess the
possibility of using waste of given origin in the composition of fuel emulsions during
their flame utilisation. The results of analysing the composition of flue gases during
composite fuel combustion are given in Table 3.
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Table 3. Results of analysing the composition of flue gases during composite fuel combustion

Fuel Excess air factor, α CO,ppm CO2, % NOx, ppm SOx, ppm

Fuel oil + 20% AP 1.22 19 11.8 69 94

Fuel oil + 25% AP 1.24 20 11.6 76 95

Fuel oil + 30% AP 1.27 24 11.5 75 96

Fuel oil + 35% AP 1.29 27 11.4 78 96

Fuel oil + 40% AP 1.31 32 11.2 84 98

An analysis of the results of experimental research allows making a conclusion that
using pneumo-hydrovortex nozzles can ensure high-quality and environmentally safe
combustion of low-reactivity high-viscosity composite fuels. Their use can significantly
increase the efficiency of power-plant boilers during combustion of both conventional
fuel oil and fuel-water emulsions without a substantial upgrading of power equipment.

4 Results and Discussion

According to IEA data [16], currently about 38% of electric power in the world is
produced by coal-fired thermal power plants. The boiler units at these plants are started
up and brought to predesigned thermal operating conditions by combustion of natural
gas or fuel oil.When fuel oil is used as the start-up fuel, mechanical or steam-mechanical
nozzles are used in the majority of cases. The drawbacks of these nozzles were described
earlier in this paper.

The developed pneumo-hydrovortex nozzles are considered as an alternative to these
nozzles. As demonstrated above, pneumo-hydrovortex nozzles ensure not only high-
quality dispersion of the burnt fuel but also a resistance to clogging, including the case
when suspension fuels are used.

Depending on the purpose and design of the power-plant boiler, a number of require-
ments are imposed on the fuel flame: the flame length and pattern, its temperature,
radiation capability, the atomized fuel stream discharge velocity (largely affects com-
bustion stability), heat transfer to heated surfaces, and other parameters. Proceeding
from these requirements, the design of a nozzle for atomizing the combusted liquid fuel
should ensure not only the specified dispersion of the droplets but also the required flame
pattern with the specified atomized stream discharge velocity.

The developed designs of pneumo-hydrovortex nozzle ensure ultradispersion atom-
izing with a flame cone angle within 20–90° and the atomized fuel stream discharge
velocity of 20–30 m/s.

Nozzles that provide a small cone angle and a long flame are most often used in
very long furnace units. For instance, cyclone primary furnaces with a length of 8–10
m are provided for burning water-coal suspensions in industrial power-plant boilers.
The combustion chambers of these primary furnaces are lined with refractory materials
to create the required thermal stress level. The big length of the primary furnaces is
due to the low moisture evaporation rate from the surface of coal particles and their
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complete combustion. Such primary furnaces cannot use nozzles with big flame cone
angles because the contact of fuel droplets with the refractory lining of the walls leads
to the formation of solid deposits of unburnt fuel.

For power-plant boilers with a big furnace volume, when the fuel flow rate reaches
500–2,000 kg/h and more, secondary air is supplied by force-flow fans with low heads.
In this case, the atomized flame cone angle should be 75–90°. At smaller angles, the
quality of atomized fuel mixing with the secondary air degrades, combustion efficiency
drops, toxic atmosphere emissions (incl. CO) grow, and the unburnt fuel contacts the
heat exchange and other boiler surfaces to form solid deposits that degrade heat transfer
and the operation of the boiler unit as a whole.

Industrial pilot-scale tests were conducted for pneumo-hydrovortex nozzles devel-
oped by IPMash NAS of Ukraine. These pneumo-hydrovortex nozzles are intended for
burning fuel oil during starting up and bringing to design thermal operating conditions
of a 200 MW pulverised coal-fired power-plant boiler. The need to replace standard
mechanical nozzles was due to the low quality of fuel oil combustion, and big chemical
and mechanical underburns.

The first stage of this research used a hydraulic test bench to conduct preliminary
tests of the quality of atomization of a model liquid (water) and determine the cone
angle. Nozzles with a design fuel flow rate of 1,500 kg/h and various flame cone angles
were tested. Air with a pressure of 5 bar was fed to the nozzle for atomization. The fuel
feed pressure was 7 bar.

Figures 3 and 4 show photographs of water atomization with cone angles of 20° and
90°.

Fig. 3. Water atomization with a cone angle of 20°

Visual monitoring of the operation of the nozzles suggested that the atomization
process was steady in the hydro-gas-dynamic sense and that the dispersion quality was
high (no films, and compact and homogeneous filling of the flame).

Both nozzles were tested in a power-plant boiler during its start up. The developed
nozzles were installed in place of standard mechanical ones. Nozzles with the flame
cone angle of 20° failed to ensure steady fuel oil combustion and their operation was
characterised by short-time fuel ignition with subsequent flame loss. This is attributed
to high discharge velocities of the atomized stream and a small flame cone angle, failing
to ensure quality fuel mixing with the secondary air. Thereat, the amount of primary air
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Fig. 4. Water atomization with a cone angle of 90°

fed for atomizing (less than 8% of the required volume) is insufficient for stabilising
combustion, thus resulting in flame loss and extinction.

Using nozzles with a flame cone angle of 90° resulted in a substantial decrease in
the discharge velocity of the atomized flame with the same flow rate parameters.

From the moment of firing and further during boiler operation, we observed steady
fuel combustion with a bright-yellow flame. There was no evidence of the formation of
“black” smoke – one of the principal indicators of fuel underburning. Figure 5 illustrates
the process of fuel oil combustion in the furnace of a power-plant boiler using a pneumo-
hydrovortex nozzle with a cone angle of 90°.

Fig. 5. Fuel oil combustion in the furnace of a power-plant boiler using a pneumo-hydrovortex
nozzle

At the same time, we monitored the operation of standard mechanical nozzles. As
distinct to fuel combustion in a boiler with a pneumo-hydrovortex nozzle, the flame
colour has a pink hue when mechanical nozzles are used (indicative of low combustion
temperatures), and a big amount of black smoke was seen.

To determine the basic energy and environmental indicators of using pneumo-
hydrovortex nozzles when fuel oil is combusted, it is planned to conduct industrial pilot-
scale tests on a power-plant boiler with replacement of all mechanical atomizing devices.
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Such tests will allow determining the amount of toxic atmospheric emissions in the flue
gases, as well as the amount of fuel consumed for bringing the boiler unit to design ther-
mal operating conditions. According to tentative estimates, using pneumo-hydrovortex
nozzles instead of mechanical ones for fuel oil combustion, when a pulverised-coal
boiler will be brought to steady-state operating conditions, will provide fuel oil savings
of 3–4%. This will also result in a substantial reduction of CO and NOx in the flue gases.
Further, this will open the prospects of expanding the fuel base due to using composite
fuels.

5 Results and Discussion

The operating efficiency and environmental indicators of power installationswhen liquid
fuels are combusted depend on both fuel atomization quality and the quality of their
mixing with the oxidiser.

Since there are several types of nozzles as per the criterion of dispersion, a multi-
faceted approach is needed to install them in power-plant boilers. It must account for the
following: the basic characteristics of the combusted fuels; the equipment design and
the technical prospects of its revamping (managing the use of an atomizing agent, and
the possibility of providing auxiliary systems for preparing and feeding compressed air,
and so forth); and the energy, environmental and economic requirements to the thermal
energy process.

By the example of fuel oil combustion, the paper has shown the environmental advan-
tages of using pneumo-hydrovortex nozzles over rotary ones. Pneumo-hydrovortex noz-
zles ensure high-quality fuel dispersion and intensify the processes of evaporation and
ignition of fuel droplets. Subsequent comparative tests in composite fuel combustion
showed that the suggested type of nozzles is optimal. They ensure quality dispersion
of viscous watered composite fuel based on fuel oil and alcoholic beverage produc-
tion waste. In this case, the environmental combustion indicators confirmed process
efficiency.

Industrial pilot-stage tests conductedon a200MWfuel oil-firedboiler also confirmed
the possibility of increasing the efficiency of combustion of hydrocarbon fuels in power
plant equipment without its extensive upgrading by using pneumo-hydrovortex nozzles.

The pneumo-hydrovortex nozzles developed by IPMashNASofUkraine are a unique
type of devices for atomizing liquids and fuels of different origin including high-viscosity
highly watered ones, as well as those with solid impurities. Apart from the fuel-and-
energy complex, these types of atomizing devices can be used in the food industry,
fire-fighting systems, for dust suppression, in the production of nano powders and in
many other industries.

6 Conclusions

Experiments have proved the possibility of essentially increasing the efficiency of the
processes of combustion of hydrocarbon liquid fuel in power-plant boilers by using
new types of pneumo-hydrovortex nozzles. It was shown that the developed devices
ensure quality atomization of composite fuels and substantially reduce the amount of



76 O. Kravchenko et al.

hazardous emissions with flue gases. A comparison of the environmental indicators of
the processes of combustion of fuel based on fuel oil and alcoholic beverage production
waste has shown that using pneumo-hydrovortex nozzles is an optimal solution enabling
a quality dispersion of viscous watered composite fuel.

During the research, the design of pneumo-hydrovortex nozzles was refined. This
helped achieve the specified (required) flame cone angles and velocity of discharge of
the atomized liquid. This makes it possible to use nozzles of such type in industrial
power-plant high-capacity boiler units without a substantial upgrading of the equipment
in place to improve the energy and environmental indicators of producing thermal and
electric power.

According to the results of preliminary theoretical research, using pneumo-
hydrovortex nozzles instead of mechanical ones for burning fuel oil, when bringing
the pulverised-coal firing boiler to its specified operating conditions, fuel oil savings can
be 3–4%, and the amount of CO and NOx in the flue gases can be significantly reduced.
Further, this opens the prospects of extending the fuel base by using composite fuels.

The developed pneumo-hydrovortex nozzle can be used with success not only in
the power industry, but also in other industries requiring quality atomization of liquids,
including suspensions.
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Abstract. An analysis of the technical capabilities and prospects for increasing
the efficiency of natural gas usage in the energy supply system of Ukraine is pre-
sented in this article. An assessment of the prospects for increasing electricity
production without reducing the volume of heat generation on the basis of a more
complete use of the energy potential of fuel gas in combined cycle gas turbines
is given. It is shown that the retrofitting of the existing heat generating systems
based on CHP and water boilers with gas turbine superstructures will increase the
nominal capacity of power generating equipment in the energy system of Ukraine
by 17–20% without building additional power plants. Additional generation of
electricity in combined cycle gas turbines will allow to displace up to 20% of coal
from power generation, which will significantly reduce specific CO2 emissions.
Comprehensive implementation of the considered scientific and technical mea-
sures in the creation of specialized heat and power equipment for steam turbine
plants will provide an increase in the efficiency of power generation by 35–40%
with relatively small investment. The aim of this paper is to assess the possi-
ble scale of additional electricity production during the reconstruction of existing
power facilities.

Keywords: Gas · Combined cycle gas turbine · Cogeneration technologies ·
Energy efficiency

1 Introduction

Despite the relatively high potential of the Ukrainian energy sector (it ranks sixth in
Europe in terms of generated electricity capacity), the technical condition of the equip-
ment installed at power plants raises reasonable concerns. A significant part (up to 80%)
of the equipment is obsolete and has an operating time exceeding the design resource
by 150–170 thousand hours. The utilization rate of the nominal capacity of Ukrainian
TPPs is 31%, while in the world this indicator is 45% on average. This might be due to
frequent shutdowns of power units for repair work, technological downtime and oper-
ation at variable modes to cover peak loads. As a result, such important technical and
economic indicators of their operation as efficiency and reliability deteriorate [1, 2].
Annual electricity production in the country is at the level of 150–160 billion kW·h,
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which corresponds to a specific energy consumption per capita of 3200 kW·h. This is
almost 6 times less than in Norway and 3 times less than in the United States. Due to
the reduction in the number of able-bodied people in Ukraine, the growth of the gross
domestic product (GDP) can be ensured only with an increase in labor productivity,
which requires an increase in the power supply, at least to 0.32–0.34 kW·h/USD of
GDP. This will create the energy foundation for a gradual increase in this indicator to
the level reached in industrialized countries. According to the updated Energy Strategy
[3], it is planned to achieve the specific indicator of fuel consumption for electricity
generation at the level of 347–350 g of conventional fuel/1 kW·h in Ukraine only by
2035, while in the EU countries it is already 280–300 g of conventional fuel/1 kW·h.

About 73% of the total numbers of the Ukrainian thermal power plants operate
burning the coal as a fuel affecting a negative impact on the environment. Such impact
involves emission of more than 50% of nitrogen oxides, more than 60% of sulfur oxides
and 30% of particulate matter in the total number of atmospheric pollutants. As a result,
according to the environmental indicators, the Ukrainian TPPs do not meet the European
standards either in terms of specific or gross emissions.

Compared to other types of fossil fuels, when burning natural gas, combustion prod-
ucts contain significantly less harmful substances, including nitrogen oxides, with almost
complete absence of sulfur dioxide, ash and dust [4]. Nowadays, the steam turbine power
units with an electrical efficiency of less than 36% constitute 85% of the thermal power
generation capacities. Consequently, 64% of the fuel energy is released into the environ-
ment.World experience shows that it ismuchmore efficient to use the fuel in cogeneration
systems, primarily in combined cycle gas turbines (CCGT), in which the efficiency in
the production of electricity has already reached 50% and can be increased to 60–65%
in the near future [5–7].

Due to the high consumer qualities of natural gas, the world now has a tendency to
increase its use for energy and technological needs. The special literature names this ten-
dency as a “gas pause”. The natural gas becomes a symbol of the modern stage of power
engineering development. Therefore, the natural gas considered as a potential opportu-
nity to meet the demand of modern society in energy without leading to catastrophic
consequences for the environment [8–10].

Ukraine has got one of the most powerful gas transmission systems in the Europe.
Its property is the developed system of the gas transmission pipelines, the total length
of which is about 33 thousand km, about 40% of which are the unique high-pressure
pipelines (5.5 and 7.5 MPa) with diameter of 1020–1420 mm. The system involves
80 compressor stations. The total nominal capacity of gas- pumping units at these sta-
tions is about 5.4 million kW. The system involves also 12 large underground storage
facilities providing storage of the accumulated gas volume of 35.5 billion m3 that is
the particular important part of the system. To improve the efficiency of management
and operation of the gas transmission system, it is advisable to combine all elements
of the gas infrastructure within the framework of a consortium. At the same time, the
production, transportation, distribution and storage of natural gas will be carried out at a
qualitatively new level ensuring the integrated management of the gas power generation
system.
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The aim of this paper is to analyze methods for increasing the use of the energy
potential of natural gas in the heat and power sector by means of the gas turbine super-
structure to existing power generating plants and to assess the possible scale of additional
electricity production during the reconstruction of existing power facilities.

2 Methodology

The climatic features of Ukraine are such that there are practically no industrial, munic-
ipal and agricultural enterprises in the country that would not consume heat for heating,
hot water supply and technological needs.

Analysis of the structure of the heat generation system indicates that the bulk of heat
supply is carried out by boiler houses, the number of which is close to 26 thousand with
the volume of heat supply to consumers at the level of 33·106 Gcal/year, in which the
exergy potential of the fuel is implemented in less than 20% [11]. The structure of the
heat supply system in Ukraine is shown in Fig. 1.

Fig. 1. Structure of the heat supply system in Ukraine: 1 – boiler houses -74%; 2 – CHP - 21%;
3 – thermal secondary energy resources – 4%; 4 – electric heating – 1%.

Taking into account that the technical condition of the main equipment of the boiler
plants is characterized by wear of more than 70%, from economic point of view, it is
expedient to reconstruct only 60–65% of their total number. The rest boiler plants should
be completely replaced. Involvement in to the program of cogeneration modernization
of the most technically advanced water boilers will give the possibility for putting into
operation the equipment to generate 3.6–3.8 million kW of electric power additionally.
Since the district boiler houses are close to the consumer, energy losses in heating mains
are reduced, which, with centralized heat supply, averagely is 15–17%. In addition, they
already have gas facilities and can be transferred to work on a cogeneration power supply
scheme quite simply and in a short time. In this case, due to the generation of additional
electrical power in cogeneration plants, it becomes possible to transfer a part of the
population’s needs for cooking and heating to a much more efficient and safe energy
carrier—electricity [12]. Electric stoves are 3.5–4 times more economical in comparison
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with gas burners. The use of electricity and modern air conditioning systems operating
according to a heat pump scheme provides a reduction in energy consumption (by at
least 1.7–2.5 times) for premises heating in the autumn-winter period and their cooling
in the summer season. It is also advisable to carry out a phased transfer of hot water
supply to electric heating, which increases the efficiency of its generation and reduces
losses during transportation and use. As a result, more than a threefold reduction in gas
consumption for these purposes can be provided.

CHP plants are no less promising objects for the implementation of the gas turbine
superstructure. In Ukraine, there are about 250 CHP plants in operation with a total
heat production of 30 ÷ 35·106 Gcal per year. More than 200 of them are departmental
industrial heat-and-power plants with heating turbines, in which the consumption of
natural gas makes up to 58% of the total volume of used energy carriers. Improvement
of their technical and economic indicators can be achieved by energy symbiosis of gas
turbine and steam turbine power generation cycles [7, 13]. Integration of the gas turbine
unit and steam turbine plant cycles leads to a significant increase in the efficiency of the
combined cycle gas turbines (CCGT), which depends on the efficiency of the steam and
gas cycles and the ratio of heat volumes used in each of these plants [7].

There are the restrictions for implementing the gas superstructure to the existing
power plants. They are associated with the need to ensure the flow and temperature
parameters of the existing equipment operation. In particular, the restrictions concern the
steam generator of the steam turbine plants. There are the restrictions for implementing
the gas superstructure to the existing power plants. They are associated with the need
to ensure the flow and temperature parameters of the existing equipment operation. In
particular, the restrictions concern the steam generator of the steam turbine plant to
ensure the generated steam parameters meeting the requirement for the steam turbine
actuating medium. Since a part of the gas fuel energy in the case of the superstructure is
used in the gas turbine unit for the production of work then it is necessary to introduce
additional energy to maintain the volume of its supply to the steam turbine cycle. From
a thermodynamic point of view, the most effective is the supply of an additional volume
of gas to the combustion chamber of the gas turbine unit. However, in this option, the
temperature of the exhaust gases usually does not exceed 500 °C, which is lower than the
temperature required for the operation of the steam generator. Therefore, it is necessary
to heat them up to the rated temperature. It is possible to exclude additional heat input
into the steam generator by implementing a process close to isothermal in the gas turbine.
In practice, this can be implemented in a specially developed gas turbine design with
sequential heat input during gas expansion in the flow part. In [14], theoretical aspects
of multistage heat supply to the working fluid in the gas turbine unit are considered,
and in [7], technical solutions that ensure their implementation are given. The use of
new constructional heat-resistant materials based on the so-called viscous ceramics and
nickel-manganese steels or chromiumalloys allows to increase the operating temperature
of turbine blades by200–500° and, as a result, increase the cycle efficiency.New technical
and technological capabilities make it possible to abandon traditional designs for staged
heat supply with external combustion chambers and open up prospects for using the
interdisk space of a turbine as intermediate annular combustion chambers. In this case,
through the cooling system of the blade row, it is possible to introduce the fuel along the
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circumference into the interdisk space, turning it into a combustion chamber with a high
degree of turbulization. As a result of effective mixing, a uniform flame front, supported
by the high-temperature surfaces of the flow part, is formed. To stabilize combustion,
these elements must have a cermet coating with catalytic properties to intensify the
fuel oxidation process [15]. Such heat supply brings the expansion process closer to
isothermal, in which all the additionally supplied heat is converted into work. In this
case, the temperature of the gases at the outlet of the turbine will be higher, to a greater
extent meeting the needs of the operation of the steam generator. The use of the thermal
potential of the gas turbine unit exhaust gases in the combined cycle steam turbine
part makes it possible to limit the compression ratio to πk ≤ 15, which simplifies the
compressor design and minimizes the volume of additionally compressed gas in the gas
turbine unit cycle.

To increase the efficiency of the gas turbine unit by reducing the amount of combus-
tion air and, therefore, the work expended on its compression, it is advisable to inject
superheated water or wet steam with a low degree of dryness x > 0.6 to bring the gas
temperature to a technically acceptable level [7]. The use of water in the liquid phase will
significantly reduce its consumption compared to steam cooling. However, this requires
the development of a special design of the gas cooler to prevent the ingress of droplet
moisture into the flow part of the gas turbine. Technically, this can be done by installing
a ceramic nozzle with low hydraulic resistance at the outlet of the combustion chamber.
When the gas turbine unit operates in an open scheme, regardless of whether water is
used in the liquid or vapor phase, its replenishment is required. In the known designs,
to compensate for water losses at the outlet of the steam generator, a contact gas-liquid
heat exchanger is installed (by analogy with the “Aquarius” system) to capture steam
from the combustion products [16]. The high content of steam in the combustion prod-
ucts allows to obtain the required volume of recycled water for the operation of the gas
cooling system even with its partial condensation (at the level of 70–80%).

3 Results and Discussion

To create a project for modernizing a thermal power plant, it needs to determine the
data influencing strongly on the choice of the technological scheme and on the operating
parameters of the main structural elements on the integral energy characteristics namely
at the stage of technical proposal developing. To create a project for modernizing a
thermal power plant, it needs to determine the data influencing strongly on the choice
of the technological scheme and on the operating parameters of the main structural
elements on the integral energy characteristics. It needs to have such data at the stage of
technical proposal developing.

The dependence of the efficiency of the steam-gas unit on the efficiency of the gas
turbine unit and steam turbine plant, taking into account the additionally supplied heat,
can be determined by the equation

ηCCP = (1 + ηGTU ) · ηCCP − ηSTP

1 + ηGTU + η2GTU
, (1)

ηGTU is the gas turbine unit efficiency; ηCCP is the steam-gas plant efficiency; ηSTP is
the steam turbine plant.
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The range of change in the efficiency of the steam and gas parts developed by
the energy industry was set in the calculations. Figure 2 shows a graphical interpreta-
tion of the efficiency indicator of the CCGT unit for electricity generation for various
combinations of integrated cycles.

Fig. 2. Dependence of the integral efficiency of the CCGT plant on the values of the efficiency
of the gas turbine unit and steam turbine plant: 1—0.4; 2—0.3; 3—0.2.

The analysis of the obtained results shows that even with moderate indicators of
the thermodynamic efficiency of the elements integrated into the combined scheme of
the steam gas unit this unit provides the level of efficiency, which is unattainable by
other currently known megawatt power plants. The small specific volume of the gas
turbine part (0.6–0.7 m3/kW) makes it possible to place the gas turbine units and steam
turbine plants during modernization in the premises occupied by the existing steam
turbine power units. This makes it possible to use the production areas of existing power
plants to accommodate additional equipment, which reduces financial costs during the
reconstruction of power facilities [17].When cogenerationmodernization of the existing
power equipment through the use of the existing construction and technical base, the cost
of a unit of additionally installed power generating capacity does not exceed $ 250–450
per kW. Such projects have a relatively short commissioning time and are characterized
by lower unit capital costs compared to newly built plants (Table 1), which reduces the
return on investment to 3–3.5 years [3].

The planned rates of increase in electricity production are significantly higher in
comparison with the rates of increase in heat supply. Therefore, priority should be given
to the electrical component modernization. Without claiming the absolute accuracy of
the analysis results, in view of the high and difficult-to-predict dynamics of changes in
the domestic energy market, Fig. 3 shows the ratio between the volumes of additionally
used gas (the darker part of the histogram) and the increase in electricity production due
to the introduction of combined cycle technologies during the modernization of existing
power supply enterprises.

The given data indicates that due to the introduction of steam and gas power gen-
eration at existing facilities, the volume of electricity production can be increased by
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Table 1. Technical and economic indicators of the modern power generation systems

Parameter Plant type

CCGT
(combined cycle
gas turbines)

GTU
(gas turbine unit)

TPP
(thermal power
plant)

Nuclear
power
plant

Fuel cells

Power
generation
efficiency, %

50–65 30–40 25–36 30–35 45–70

Cost of kW of
nominal
capacity,
thousand USD

0.6–1.0 1.1–1.6 1.0–1.7 2.0–3.0 2.5–4.5

CO2 emissions
at equal power,
%

50 75 100 0 0

Fig. 3. The potential for increasing electricity production under increasing during cogeneration
based on the steam and gas technologies at: a) water boiler plants; b) CHP.

27–35%, which will provide coal substitution in the volume of 8,6·106 tons of conven-
tional fuel. The environmental effect of this measure will ensure a reduction in emissions
of carbon dioxide, sulfur oxides and ash in proportion to the decrease in the volume of
used coal. Another no less important argument in favor of the reconstruction of heat
and power equipment using steam and gas technologies is its higher thermodynamic
efficiency, which contributes to the reduction of thermal pollution and CO2 emissions
into the atmosphere. The problem of CO2 emission into environment is especially acute
in Ukraine due to the fact that the further increase in power generating capacities by the
traditional way is constrained by the lack of water resources for cooling the equipment
of TPPs and NPPs where the water consumption is, respectively, 30 and 50 m3/s under
generating power of 103 MW. The introduction of the steam and gas technologies to
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existing facilities does not require the attraction of additional volumes of process water.
That is a significant factor when choosing a strategy for modernization of the domestic
power industry.

The results of the analysis of the efficiency of additional fuel usage efficiency in
the CCGT unit testify in favor of the cogeneration reconstruction [18]. This indicator
reflects the ratio of the difference of works taking place during the steam-gas and steam
turbine cycles and additionally supplied heat in the combined cycle and can be estimated
by the formula

K = lCCP − lSTP
�Q

, (2)

where lCCP is the work at CCGT cycle; lSTP is the work at the basic steam turbine
cycle, ΔQ – additional heat introduced during the combined cycle; ΔQ = QCCP-Qbas.

By expanding the values of these quantities, we get

K = (1 + ηGTU ) · ηCCP − ηSTP

ηGTU + η2GTU
. (3)

Analyzing the K change in the range of real values of the efficiency of the gas turbine
unit and CCGT we can see that the energy of the additional fuel is almost completely
transformed into work.

Thus, a significant increase in the technical and economic indicators of the use of
natural gas can be achieved due to the following innovative technical solutions:

– providing for water cooling of the gases before the gas turbine input;
– providing for the actuating medium expansion process with heat supply in the flow
part of the gas turbine;

– implementing the contact technologies to removemoisture from combustion products;
– improving the gas dynamic characteristics of steam and gas turbines;
– optimizing the thermal schemes of the steam gas power generating systems [19, 20].

The comprehensive implementation the above mentioned scientific and technical
measures for creating the specialized heat-and-power engineering equipment for the
steam turbine plants will result in increasing the efficiency of power generation by
35–40% under a relatively small investment.

The total volumeof investments required to implement the initial stage of the program
for innovativemodernization of the power supply equipment in the amount of 25–30%of
the total nominal capacity will amount to $ 2.5–3.0 billion. To compare commissioning
of the new equipment of similar capacity will require more than $ 30 billion and much
longer terms of its implementation.

4 Conclusions

The article describes the ways of the power generating enterprises modernization to be
done by introducing the cogeneration steam and gas technologies in conditions of the
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limited financial capabilities of the modern economy to achieve the indicators of the
efficiency of electricity and heat production declared in the Energy Strategy of Ukraine.

Analysis of the CCGT main elements operation feature under integration of the
CCGT into energy-technological cogeneration systems showed that the chemical energy
of the additional fuel is converted into work with a transformation ratio close to unity.
Assessment of the increase in the efficiencyof electric energyproduction is givendepend-
ing on the ratio of the energy indicators of the gas turbine superstructure and the basic
steam turbine plant.

It was analyzed the methods for improving the thermodynamic processes by heat
generation in the gas turbine unit flow parts. Such approach gives the possibility for
providing the gas expansion process closer to isothermal, providing a higher degree
of energy transformation and an increase in the temperature of gases transferred to the
steam turbine flowpart, which reduces the consumption of natural gas for their additional
heating.

It is shown that the retrofitting of existing heat generating systems based on CHP and
water boiler plants with gas turbine superstructures will increase the installed capacity
of power generating equipment in the Ukrainian energy system by 17–20% without
building additional power plants.

The considered option of increasing the efficiency of natural gas use is an important
step to realize the policy of coal substitution and transition to the low-carbon technolo-
gies reducing the emissions of CO2 and other harmful substances in proportion to the
reduction in coal consumption. Additional generation of electricity in CCGT will give
the possibility for displacing up to 20% of coal from power generation process, which
will reduce the specific CO2 emissions by more than 2.0 times.

The experience of reconstruction of the power supply enterprises can be used for
introducing the cogeneration technologies in to industrial boiler and power technology
schemes of the enterprises that consume natural gas to provide thermal processes. Gas
consumption for these needs is 1.5 times higher than its consumption in the energy sector
and, therefore, the effect of cogeneration modernization will be even more significant.
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(maneuvering) capacities based on power units of NPPs of the K-1000 Series».

References

1. Shevchenko, A.A., Zipunnikov, M.M., Kotenko, A.L.: Adaptation of the high-pressure elec-
trolyzer in the conditions of joint operation with TPP and NPP power-generating units.
Naukovyi visnyk Natsionalnoho Hirnychoho Universytetu 6, 76–82 (2020)

2. Kulyk, M.M., Nechaeva, T.P., Zghurovets, O.V.: Prospects and problems of the development
of the unified energy system of Ukraine in the conditions of its accession to the energy
system of the European Union and hypertrophied use of wind and solar power plants in its
composition. Probl. Gen. Energy 4(59), 4–12 (2019)



Integrated Energy Technologies When Using Natural Gas 87

3. Khalatov, A.A., Fialko, N.M., Tymchenko, M.P.: Energy security of Ukraine: the threat of
long-term energy resources depletion: thermophysics and thermal. Power Eng. 42(3), 5–22
(2020)

4. Aminov, R.Z., Bairamov,A.N., Garievskii,M.V.: Assessment of the performance of a nuclear-
hydrogen power generation system. Therm. Eng. 66(3), 196–209 (2019)

5. Aminov, R.Z., Bairamov, A.N., Garievskii, M.V.: Estimating the system efficiency of the
multifunctional hydrogen complex at nuclear power plants. Int. J. Hydrogen Energy 45(29),
14614–14624 (2020)

6. Matsevityiy, Y., Ganchin, V.V.: To the Solution of Geometric Inverse Heat Conduction
Problems. J. Mech Eng. 24(4), 6–12 (2021)
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Abstract. Thermal power plants are often operated in the semi-peak and peak part
of the electrical load schedule of the power system. It is known that frequent oper-
ation of power equipment in variable modes leads to a deterioration of economic
indicators and accelerated exhaustion of residual resource. The paper proposes a
system for planning rational modes of operation of equipment of power plants.
The optimal distribution of the regime parameters of the power unit during the
year is investigated, namely the operating time, the number of starts and the pro-
portion of starts from different thermal states. The target functions of the research
are the specific consumption of equivalent fuel per 1 kWh of energy produced
and the residual resource of the power unit. When calculating the cost-efficiency
of the power plant, it was decided to bring all types of heat, electricity and fuel
losses to the similar losses of equivalent fuel. To calculate the residual life of the
power unit, the Palmgren-Miner hypothesis was used to estimate the damage of
the equipment during exploitation under different operating modes. The proposed
system was tested on the example of a real power unit with a capacity of 200MW.
Equipment start-up modes were investigated on the basis of start-up schedules
provided by the generating company. The research results showed that using the
proposed system for planning rational operating modes it is possible to achieve a
reduction of the specific consumption of equivalent fuel by 16% and an increase
in the individual resource of the power unit by 21%.

Keywords: Rationalization · Operating modes · Power unit · Thermal power
plant · Fuel losses · Efficiency · Durability · Residual resource

1 Introduction

Thermal power plants (TPP) are used as semi-peak and peak capacities in the power
systems of many countries around the world. This is due to the availability of cheaper
energy produced at nuclear power plants, the availability of cleaner energy obtained from
non-traditional energy sources, the insufficient supply of highlymaneuverable capacities
etc. [1] The reasons for this work vary from country to country. However, the common
consequence is that equipment designed to operate in stationary modes is operated in
frequent variable modes.

The operation of any power equipment on non-stationary modes is always accom-
panied by deterioration of economy, environmental friendliness and reliability. This
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deterioration will be the more intense, the longer the duration of the variable mode and
the more it differs from the nominal [2].

At the same time, the authors of [3] noted a significant impact of equipment start-up
modes on the rate of accumulation of damage in the main metal, which can lead to
premature failure and catastrophic consequences.

Thermal power plants in many countries around the world (especially China, USA,
Ukraine, Russia) are characterized by a significant exhaustion of individual resource of
its equipment. Therefore, the above circumstances significantly exacerbate the issue of
rational planning of the strategy of operation of TPP units.

A significant amount of scientific and applied research proves the effectiveness of
predictive optimization in addressing the rational use of energy resources and reducing
the negative impact of the energy sector on the environment [4, 5]. The authors of [5]
showed that by optimizing the daily composition of generating equipment in the Chinese
power system, it is possible to decrease material input and global warming potential by
29%, and to decrease water deprivation by 19%. The paper took into account the full
cycle of energy production from the energy source to the consumer supply.

A common research is to increase the efficiency of power plants by optimizing their
modes of operation [6, 7]. Thermal power plant operating on the organic Rankine cycle
with a heat pump was investigated in [6]. Typical operating modes and different types of
coolants for the cycle are studied.Mathematical optimization of themain thermodynamic
and technological parameters of TPP was performed on the basis of exergy analysis of
energy production. The optimal working parameters of the system provide a 28% higher
electrical efficiency.

The paper [7] is devoted to the study of rational modes of operation of the TPP
power unit with a capacity of 300 MW. The authors investigated 7 different modes of
operation of equipment from the fully basic (7000 h per year) to the mode with daily
stops for 7 h during periods of night reduction in consumption. According to the results
of calculations, an increase in the cost of electricity for the selectedmodes is investigated.
The authors’ calculation of turbine resource indicators deserves special attention. This
calculation is performed using the concept of equivalent exhaustion of the resource for
different methods of operation. The data obtained by the authors are of great interest to
generating companies.

At the same time, the calculations of the resource indicators of the equipment per-
formed by the authors [7] are significantly simplified, as they do not take into account
all the specifics of cyclic damage to the equipment during start-up. A detailed model of
low-cycle fatigue of the secondary superheater of the boiler is presented in [3]. The cal-
culations take into account the main mechanisms of destruction, as well as the effects of
oxidation, corrosion andwelding.When conducting a studyof the optimalmodes of oper-
ation of the secondary superheater, it is possible to significantly simplify the calculations
of cyclic damage. For this purpose, the authors performed an analytical representation of
the experimental Coffin-Manson curve for X7CrNiTi steel at a symmetrical load cycle
and constant temperature.

A similar study was performed by the authors [8]. On the basis of the modi-
fied Steinhart-Hart equation, the analytical adaptation of the fatigue curve of steel
25Cr1Mo1V at variable temperatures was performed. This analytical dependence has
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become a component of the system for estimating and forecasting the rational resource-
saving modes of TPP operation. This system allows to set the distribution of the operat-
ing parameters of the unit, which will provide the least accumulation of damage during
variable operating modes.

Given the above, it can be argued that research aimed at developing a system of
rationalization of the operating modes of a single unit to ensure cost-efficiency and
resource-saving is relevant. Such a system will allow generating companies to more
effectively plan the strategy of operation of their equipment. Effective planning will
significantly reduce the cost of generated electricity and prevent premature failure of the
main power equipment of thermal power plants.

2 Rationalization of Operating Modes of TPP Power Units
to Reduce Energy Losses During Operation

2.1 Loss of Fuel, Heat and Electricity During the Start-Up of TPP Power Unit

Rationalization of TPP operation modes in order to minimize fuel consumption requires
the establishment of the value and range of changes in energy losses for typical start-up
and stationary modes of operation.

The key problem in determining the value of these losses is that the total heat
consumption at start-up mode always consists of the heat consumption itself, the
consumption of electrical energy to drive the motors of the mechanisms and fuel
consumption.

Thus, when estimating the fuel loss during start-up �Bi, it is necessary to take
into account not only the overconsumption of natural fuel, but also the equivalent
overconsumption of fuel, which compensates existing heat and electricity losses:

�Bi = �Bf
i + �Bh

i + �Be
i + �Bu

i (1)

where�Bf
i ,�Bh

i ,�Be
i – fuel, heat from an external source and electricity for own needs

used on the i stage of start-up or cooling and reduced to the equivalent fuel (calorific
value of 1 kg of equivalent fuel is equal to 29.3 MJ);

�Bu
i – the amount of fuel that is equivalent to the useful electricity supplied to the

power grid during cooling, loading and stabilization.
It is convenient to divide the starting cycle of the power unit into several stages: down-

time of power unit, stage of preparation for start-up, ignition of the boiler and exploitation
before the rotor rotation, acceleration of the turbine to idle frequency, electrical load of
the turbine to rated power, stabilization of thermal state.

For each of the above six steps, the main components of fuel losses from the Eq. (1)
are determined. Specific methods for calculating start-up losses are usually approved by
the regulatory documents of the energy sector of the vast majority of countries [9].

In this study it was used the methodology presented in the normative document “RD
34.09.106–94.Method for Calculation of Loss of Fuel, Electric Power and SteamDuring
Startup of Power Units with Power of 160–1200 MW” (Ukraine).
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Start-up operating modes of TPP power units are classified depending on the metal
temperature before start-up. The determining temperature is usually the temperature of
the metal of the first stage, or the flanges in the area of the steam outlet, or the steam
inlet pipes.

In this paper, it is proposed to consider the following start-up modes of power units:
start-up from cold state of metal (CS) at a temperature> 150 °C, start-up from uncooled
state of metal (US) at a temperature 200–300 °C and start-up from hot state of metal
(HS) at a temperature 410–460 °C.

2.2 Development of a System for Planning Rational Modes of Operation of TPP
Power Units Aimed at Minimizing Fuel Consumption

After establishing the value of energy losses during the operation of the power unit at
start-up and stationary modes of operation, it is advisable to develop a system for plan-
ning a rational strategy for the operation of thermal power plant. The main stage in the
development of such a system is the formulation and solution of the optimization prob-
lem. This task is to determine the distribution of technological and operating parameters
of the unit, providing minimal energy losses.

The specific consumption of equivalent fuel beq is proposed as a target function of the
optimization problem. It is quite complex and easy to analyze indicator of the efficiency
of electricity generation.

beq(�x) → min
�x∈X

beq(�x) (2)

The solution to the set optimization problem is �xopt ∈ X , that beq
(�xopt) ≤ beq(�x) for

all �x ∈ X . In other words:

beq
(�xopt) = min

�x∈X
beq(�x) (3)

NXmin ≤ ∣∣X
∣∣ ≤ NXmax (4)

where �x is vector of the operating parameters that affect beq;X is the area of the existence
of �x; NXmin, NXmax are the boundaries of the existence of vector �x.

For the intended problem, themain components of the vector �x (optimization factors)
are offered:

1) unit operation time during the year tmin ≤ ti ≤ tmax;
2) the total number of start-ups from different thermal states for 1 year nmin ≤ nj ≤

nmax;
3) the percentage of cold start-ups from the total number CSmin ≤ CSk ≤ CSmax;
4) the percentage of hot start-ups from the total number HSmin ≤ HSl ≤ HSmax.

The percentage of start-ups from the uncooled state of the metal is determined by
the percentages of start-ups from other thermal states USk,l = 1 − (CSk + HSl).

Given the above, the following equation is obtained to calculate the average annual
specific consumption of equivalent fuel at the TPP:
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beqi,j,k,l = B1 · ti + �BCS · nj · CSk + �BHS · nj · HSl + �BUS · nj · (1 − (CSk + HSl))

N · (ti − �tTS ) + ECS · nj · CSk + EHS · nj · HSl + EUS · nj · (1 − (CSk + HSl))
(5)

where B1 – absolute consumption of equivalent fuel consumed for 1 h of operation of
the power unit at rated load; �BCS ,�BHS ,�BUS – overconsumption of equivalent fuel
at each type of start-up, calculated by Eq. (1); N – rated power of the power unit rated
power of the power unit; ECS ,EHS ,EUS – the amount of energy supplied to the network
during each type of start-up; ti, nj – term of operation and number of start-ups during
the year; CSk ,HSl – percentage of start-ups from cold and hot state of metal; �tTS – the
total time spent on all start-up modes.

Thus, the numerator of Eq. (5) presents the sum of all equivalent fuel consumed
for all modes of operation. This value consists of the nominal consumption during the
operating time ti and the amount of fuel overconsumption at each type of start-up. The
denominator shows the total amount of energy generated during the nominal and all
start-up modes.

According to the nature of operation in the power system during the year, we can
recognize two diametrically opposed strategies for the operation of the power unit:
completely basic mode of operation and completely peak mode.

With a completely peak mode, the operating time of the unit goes to its minimum
value ti → tmin. Conversely the number of starts goes to its maximum value nj → nmax.
At the same time, due to the peak mode and a significant number of starts during the
year, the metal of the turbine will most likely not have time to cool to a temperature
below 150 °C (start-up from a cold state). Thus, the percentage of hot and uncooled
start-ups will prevail in the share ratio CSk → CSmin.

With a completely basic mode of operation, the situation with the considered param-
eters will be opposite: the operating time of the power unit goes to its maximum value
ti → tmax, the number of starts goes to its minimum value nj → nmin. At the same time,
the percentage of cold start-ups will prevail in the share ratio CSk → CSmax.

Between these two opposite exploitation strategies of the power unit there are thou-
sands of variations with different combinations of variablesti,nj,., HSl , among which
there is an optimal mode surrounded by rational ones.

Given the above, the equation for calculating the average annual specific consumption
of equivalent fuel eq. (5) can be represented as:

beqi,j = B1 · ti + ni
[
CSi · �BCS + CSi · HSj · �BHS + CSi · (1 − HSj) · �BUS

]

N · [ti − �tTSi,j ] + ni[CSi · ECS + CSi · HSj · EHS + CSi · (1 − HSj) · EUS ]
(6)

�tTSi,j = ni
[
CSi · tCS + CSi · HSj · tHS + CSi · (1 − HSj) · tUS

]
(7)

ni = (nmin − nmax)
ti − tmin

tmax − tmin
+ nmax (8)

CSi = (CSmax − CSmin)
ti − tmin

tmax − tmin
+ CSmin (9)
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where tCS , tHS , tUS – start-up time from cold, hot and uncooled states, respectively.
Based on the above, a system of planning rational modes of operation of TPP units

was created. As an example, the results of using the system in relation to a specific power
unit with a capacity of 200 MW with a TP-100 power boiler and a K-200–130 steam
turbine are presented. The main operating parameters of the power unit are set using the
start-up map developed by the manufacturer. The amount of electricity generated for
each start-up ECS ,EHS ,EUS is calculated by integrating the electric power curve of the
turbogenerator presented in the start-up graphs.

The results of the calculations are presented in Fig. 1. The boundaries of change
of operating factors are chosen as follows: power unit usage time ti = 2000–6500 h;
annual number of start-ups ni = 25–75; percentage of start-ups from the cold state CSi
= 10–90%; percentage of hot start-ups in the range of hot and uncooled start-ups GSj
= 0–100%.

Fig. 1. The chart of specific consumption of equivalent fuel depending on operating parameters
for 200 MW power unit

Analyzing the obtained results (Fig. 1), it can be noted that the rational distribution
of the operating parameters of the 200 MW power unit, which are able to minimize the
consumption of equivalent fuel is:
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1) annual operating time of the power unit ti = 5500–6500 h;
2) annual number of start-ups ni = 25–36;
3) percentage of start-ups from the cold state CSi = 72–90%, from the hot state –HSj

= 10–28%, from the uncooled state – USi,j = 0–18%.

When operating in this range of parameters, the consumption of equivalent fuel is
about 334–340 g/kWh. The difference between the most rational and irrational regimes
is 16,5% (overconsumption 55 g/kWh).

The obtained results are expected – the optimal mode for the given boundaries of
optimization parameters is the mode which is as close as possible to completely basic,
at which there are no overconsumption of fuel during start-ups. The consumption of
equivalent fuel in completely basic mode is beqbas = 323,3 g/kWh. However, it is clear
that the 200MWunit cannot be operated in the completely basic mode of operation, both
due to the operating conditions of the power system and due to accidental circumstances
that could lead to an emergency shutdown of the equipment.

In addition, it should be noted that obtained values of the specific consumption of
conventional fuel are somewhat optimistic, as they are calculated for the conditions of
strict execution of start-up load schedules, instructions of exploitation and the absence
of incorrect actions of operating personnel.

3 Ensuring the Long-Term Operation of TPP Units
by Rationalization Operating Modes

The residual resource of the power unit determines the allowable residual operating time
of the equipment before the transition to the limit state. The residual operating time of
a power unit is often determined by the allowable service life of its turbine [7] and can
be calculated:

G = 1 − D′
st − D′

c

D′′
fc

(10)

where D′
st , D

′
st are the static and cyclic damage accumulated in the metal of turbine at

the time of estimating residual resource;D′′
fc – forecasted average annual damage for the

next period of operation.
The calculation of damage indicators is a separate complex task, that requires a

significant set of studies, performed by the authors earlier and presented in [8].
To ensure a high residual resource of themain equipment, it is proposed to rationalize

themodes of operation of the power unit according to a similar approach presented above.
Taking into account the Palmgren-Miner hypothesis, the residual resource of the power
unit can be represented as:

Gi,j =
(
1 − D′

st − D′
c

) · χ

ti
[T ] + ni

(
CSi
[NCS ]

+ CSi ·HSj
[NHS ]

+ CSi ·(1−HSj)
[NUS ]

) (11)

where χ – average annual operating time of the power unit according to the techni-
cal audit; [T ] – allowable operating time of the metal at rated loads and maximum
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temperatures, determined by experimental curves of long-term strength of steel; [NCS ],
[NHS ], [NUS ] – allowable number of start-up cycles from cold, hot and uncooled states,
determined by the curves of low-cycle fatigue of Coffin-Manson [8].

Demonstration of practical use of the developed system of planning of rational oper-
ating modes of TPP power units is offered to be presented on the example of power unit
№ 15 of Luhansk TPP (Ukraine). Resource indicators of this unit were calculated by the
authors earlier. As of 01.01.2020, this power unit has an operating time of 308 000 h
with 1467 start-ups from different thermal states.

The results of rationalization of the operating modes of this power unit in order to
ensure resource-saving are presented in Fig. 2.

Fig. 2. The chart of residual resource of the 15th power unit of Luhansk TPP (Ukraine) depending
on operating parameters

Analyzing the obtained results (Fig. 2), it should be noted that the rational distribution
of the regime parameters of the 15th power unit of Luhansk TPP, which demonstrates
the highest values of the residual resource is:

1) annual operating time of the power unit ti = 4200–5300 h;
2) annual number of start-ups ni = 38–49;
3) percentage of start-ups from the cold state CSi = 51–68%, from the hot state –HSj

= 20–49%, from the uncooled state – USi,j = 0–29%.

The residual resource of the power unit is about 90–98 thousandhourswhenoperating
in this range of regime parameters.
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The most rational mode of operation in comparison with irrational increases an
individual resource by 21.6%. If we consider the application of this system to a new
power unit, it is possible to achieve much higher growth rates of individual resource (up
to 50%).

4 Discussion of Research Results

Considering the results of the application of the developed rationalization systems, it can
be noted that the optimal distribution of the operating parameters for minimizing fuel
consumption and maximizing the residual resource do not match. The task is to find a
compromise solution that can to some extent satisfy the generating company. Therefore,
as rational, we can distinguish the following distribution of the operating parameters:

1) annual operating time of the power unit ti = 4800–5800 h;
2) annual number of start-ups ni = 33–44;
3) percentage of start-ups from the cold state CSi = 60–77%, from the hot state –HSj

= 20–40%, from the uncooled state – USi,j = 0–20%.

When operating in this range of operating parameters, the residual resource of the
unit is about 87–97 thousand h at a fuel consumption of 335–346 g/kWh. This proves
the effectiveness of the proposed system for planning cost-effective and resource-saving
operation of thermal power plants.

In the future, the authors will improve the proposed system of planning rational
modes of operation of TPP units, by bringing several target functions to a single one.
This indicator can be considered the economic profit of TPP from direct savings of
fuel, heat and electricity, as well as the profit from extended service life, reduction of
repair costs, etc. At the same time, if we take into account the profit from the direct
sale of electricity to suppliers of the power system, the value of the results increases
significantly.

In summary, it can be noted that the usage of developed system for rationalization
of the operating parameters of power units for energy generating companies is a very
promising and relevant tool to improve the efficiency of TPP operation.

5 Conclusions

The system for planning cost-efficient and resource-saving operating modes of TPP is
developed in the work. The concept of this work is to analyze thousands of possible
exploitation modes of power equipment, among which are those that provide extreme
values of the selected target functions. Operating modes are determined by operating
parameters, such as the annual operating time of the unit, the annual number of start-ups
and the percentage of start-ups by several thermal conditions.

The developed system of planning of rational operating modes allows to increase
efficiency of exploitation of thermal power plants to 16.5%. This is achieved by reducing
fuel consumptionwhenworking in irrational modes of operation. In the proposed system
there is an opportunity to change the boundaries of the studied parameters.
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From the point of view of resource saving when using the developed system, it is
possible to significantly reduce the negative impact of irrational modes of operation on
the rate of accumulation of damage in the main equipment and prevent its premature
failure. As a result, the individual resource of the power unit can be increased to 21.6%.
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Abstract. Long-term practice shows that even the best protective anti-corrosion
coatings cannot protect a poorly cleaned steel surface from destruction. The
resistance of protective non-metallic coatings (glassy, ceramic, polymer, glass-
crystalline, rubber), which, in terms of chemical resistance, noticeably surpass the
known stainless steels and special alloys, depends on the criteria of purity and
roughness of the metal surface on which it will be applied. Among the mechan-
ical cleaning methods, the priority is abrasive-jet, which provides the required
level of surface cleanliness and uniform roughness of the specified parameters.
Existing regulatory quality criteria for treated surfaces do not always provide a
complete answer to questions related to the strength of adhesion to them of protec-
tive non-metallic coatings. This is especially true for cleaning and coating the inner
surfaces of large hollow bodies of biological, chemical, food and other devices,
where the resistance of the protective layer is crucial. The purpose of this work is
to substantiate the need to supplement such products with the generally accepted
regulatory requirements for the condition of surfaces prepared for the application
of corrosion-resistant non-metallic coatings. These requirements relate to the tech-
nological interval between the process beginning of shot blasting of the product
and the process beginning of applying the soil layer to the cleaned surface, the
uniformity of surface roughness according to specified geometric parameters and
measures of the surface charging by fragments of a technical shot.

Keywords: Shot blasting cleaning · Quality criteria · Technological interval

1 Introduction

Many technological processes in various industries are carried out in an aggressive
working environment at elevated temperatures (up to 300 ◦C) and pressure (up to 20 atm).
Such technological processes take place in closed capacitive devices, which are made of
structural materials with high resistance to aggressive environments, namely: stainless
steels; nickel-chromium-molybdenum alloys such as Hastelloy, Remanit; carbon steels
clad with an acid-resistant layer of another metal or alloy; carbon-graphite composite
materials and others [1].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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The research aim of this work is to substantiate the need to take into account special
specific requirements for the quality of preparation of the inner surfaces of chemically
resistant housing of devices for applying anti-corrosion non-metallic coating on them.
This will significantly increase the reliability and efficiency of expensive large-sized
container products for biological, chemical and food purposes and others.

In order to improve the quality of surface preparation for themanufacture of parts and
assemblies, a promising direction is the use of low-cost low-carbon steels, on the surface
of which, at the stage of semi-finished products, protective non-metallic coatings (glassy,
ceramic, polymer, glass-crystalline, rubber) are applied, which are noticeably superior in
chemical resistance to well-known stainless steels and special alloys [2, 3]. This method
ofmanufacture is justified since it saves expensivemetals: nickel, molybdenum, titanium
and others. In addition, capacitive devices with a protective non-metallic coating have
an increased service life; allow obtaining sufficiently clean processed products that are
not contaminated with metal sludge. However, the resistance of protective non-metallic
coatings requires very careful surface preparation [4].

Themost effective, environmentally acceptable and economically profitablemechan-
icalway to form the necessary criteria for the quality of the treated surface is shot blasting,
which is carried out without the use of lubricants and coolants, and waste products are
harmless and relatively easy to remove and dispose of [5]. Compared to hazardous elec-
trochemical and electrophysical methods of cleaning metal surfaces, shot blasting is a
less energy-intensive process. Unlike chemical and physical methods, shot blasting does
not lead to metal saturation with hydrogen, which has a positive effect on the stability
of the protective coating [6].

Despite the availability of normative documentation on the research and standardiza-
tion of quality criteria for the cleaned surfaces: visual assessment of surface cleanliness
[7], tests to assess surface finish [8], the characteristics of the roughness or profile of the
surface [9], there is a need to supplement some criteria for shot blasting of the surfaces of
metal corrosion-resistant products cavities, which is of great technological importance.
Indicators for assessing the quality of preparation of steel surfaces of such products for
protective anti-corrosion coatings, given in international standards and technical litera-
ture, clearly do not sufficiently take into account the specific features of the shot blasting
technology.

2 Methodology

The research concerned large-scale equipment for the chemical, petrochemical, micro-
biological, medical and food industries, the cavities of which are prepared for the appli-
cation of durable protective non-metallic coatings. Such products are mainly made of
low-carbon steels. The strength of adhesionof non-metallic coatings to the treated surface
directly depends on the quality criteria of its processing.

To study the quality criteria of the treated surfaces, flat disk samples with a diameter
of 80 mm were made from the material of the product. Shot blasting was carried out
in a special protective chamber equipped with a shot blasting device with a capacity of
3...10m3/h. The attack speed of the pellets with a diameter of 0.8, 1.0 and 1.4 mm was
v = 40...120m/s, the angle of attack α = 15...90◦.
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Before shot blasting, the experimental disk samples were prepared according to the
technology adopted in chemical engineering [10]. They were subjected to heat treatment
in the mode of normalization annealing in a chamber electric furnace with a protective
atmosphere. To do this, the samples were placed in furnaces so that their surfaces did
not touch each other, heated to a temperature of 850 ± 20 ◦C at a rate of 300 ◦C/h, and
kept at this temperature for 30 min.

On the basis of the measurements, the surface roughness was determined and shot
debris charging of the treated surface on themanufactured sections of size 40×20×5 mm
was studied using an electron microscope.

3 Results

We will substantiate certain specific requirements for the condition of the surfaces
of capacitive products cleaned with shot-air jet before applying stable non-metallic
protective coatings on them.

3.1 Time Interval

The activated metal surface, after shot blasting, begins to interact intensively with the
surrounding atmosphere. This primarily concerns water vapor and oxygen in the air.

The interaction of the cleaned surface of a steel product with oxygen proceeds in
several stages [11]: physical adsorption of oxygen molecules, accompanied in many
cases by dissociationO2 → O+O; chemisorption of oxygen atoms; formation of metal
oxide nuclei in certain areas of the surface; formation of phase oxides and increasing
the continuity of the oxide film. Completion of these stages depends on the properties
and structure of the steel surface, while the heat of oxygen adsorption is an important
characteristic.

The adsorbed film serves as the basis for the formation of a phase oxide film, the
formation rate of which depends on the chemical activity of the metal. Most oxide
films have an ionic structure; their crystal lattice consists of charged metal and oxygen
ions with an interpolar bond. However, there is an imperfection in the structure of real
oxidative phases: uneven distribution of ions in the crystal lattice, free empty spaces
(holes), dislocations, distortions, etc. In places of transition from the oxide phase to the
metal, there is an intermediate zone with a thickness of several atomic layers, which is a
distorted part of the metal lattice on the one hand and the oxide part on the other. Due to
the presence of such an intermediate layer (interlayer) oxide films have a high strength
of adhesion to the metal.

Chemisorbed oxygen significantly changes the physical and chemical properties of
the surface of the metal product, which is very important for the processes of interaction
of the metal with the soil layer of the protective non-metallic coating. In this regard,
it can be expected that not metal oxides, but the treatment of the metal surface with
active oxygen before applying the soil layer will be effective for increasing the adhesion
strength of the soil with the metal. In the real conditions of machine-building production
of large-sized capacitive devices, hours pass between the beginning of shot blasting
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cleaning and the beginning of applying the soil layer on the cleaned surface. This is
primarily due to the removal of metal dust and drying of the treated surface.

In the time interval between the operations of cleaning and applying a protective
coating, the activated surface of the steel product is intensively oxidized, which nega-
tively affects the adhesion strength of the soil layer to the metal base. Therefore, the time
between these operations is limited to a certain interval. After this period of stay of the
cleaned capacitive devices in the workshop conditions, their surfaces become unsuitable
for applying a soil protective layer on them from the point of view of the reliability of
the contact adhesion.

The quality of steel surfaces cleaned by shot blasting is divided by experts in the field
of enameling of cavities of chemical devices according to the time interval (TI) between
the operations of their cleaning and coating into four groups of suitability, based on the
strength of the soil-metal contact: TI2, the interval is 2 h; TI4—4 h; TI6—6 h; TI8—8
h.

The study of the adhesion strength of glass-enamel coatings with steel 08 confirms
the proportional dependence of the adhesion strength of the soil-metal contact on the
time interval. That is, the eight hour interval is the limit in terms of the suitability of the
cleaned surface for applying a non-metallic protective coating to it.

The practice of manufacturing large-sized chemical containers shows that the pro-
posed classification of surface quality of steel products after shot blasting, depending
on the time interval of exposure in an atmosphere of free air, is justified and aimed at
the strength of the anti-corrosion coating. Therefore, this time indicator should be con-
sidered one of the important quality criteria and should be monitored when developing
a technological chart for cleaning the inner surfaces of large containers that require sig-
nificant cleaning time. And, if necessary, a short-term additional operation of surface
activation should be provided.

3.2 Roughness Parameters

Between the thickness of the dry baked soil layer and the surface roughness of the steel
product, which is estimated by the parameterRz [12]—the height of the profile roughness
at ten points, the ratio is:

aRz = δ, (1)

where a ≈ 2.0 is a coefficient of proportionality, the meaning of which is that the soil
layer should fill all the depressions of the profile and cover with somemargin the highest
protrus ions of microroughnesses Rmax.

There is a relationship between the average step of the surface profile roughness Sm
and the parameter Rz:

Sm = bRz, (2)

where b is the coefficient of proportionality, which for low-carbon steel products pro-
cessed at attack speeds v = 80...125 m/s, and was 8 at the angle of attack α = 70◦ and
~12 at α = 45◦.
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Roughness parameters Rz and Sm, as a reflection of the dimensions of the trace—
height (h ≈ Rz) and length (l ≈ Sm), depending on the technological modes of cleaning
(attack speed, angle of attack and shot size) can be determined by viscoelastic [13] and
elasticplastic models [14] of impact interaction between a shot and a fixed metal barrier.

It is known that the quality of the protective non-metallic coating depends on the
uniformity of the distribution of the material along the height of the surface profile. In
this regard, for the surfaces of the products cleaned by an abrasive-air stream it is rec-
ommended to adhere to a certain ratio between a step of roughnesses Sm and height of
microroughnesses Rz . It is established that the ratio Sm/Rz to ensure uniform roughness
varies between 9…10 at optimal angles of attack, which is achieved by changing the
technological modes, among which the determining factor is the angle of attack. There-
fore, when assessing the quality of treated surfaces, along with the specified parameters
of roughness [9], the ensuring of its uniformity, which is not discussed in the current
standards, should also be taken into account.

The ratio Sm/Rz ≈ l/h decreases with increasing angle of attack, remaining practi-
cally independent of the diameter of the shot. This fact made it possible to construct a
family of curves of dependences l/h on the angle of attack α at different speeds of attack
(see Fig. 1).

Fig. 1. Graphs of the ratio l/h.

These graphs make it easy to determine the angle of attack at the initial speed of the
attacking shot to ensure the quality criterion of the cleaned surface by the uniformity
of roughness, based on the ratio θ = Sm/Rz ≈ l/h. Having set the necessary indicator
θ of uniform roughness, we determine the corresponding angle of attack at a given
technological speed of attack of the shots and vice versa. For example, within the range
of variation of the uniform roughness index θ = 9...10, the optimal angle of attack at
v = 100...300 m/s ranges from 65◦ to 32◦.

This approach makes it possible to control one of the important quality criteria of the
cleaned metal surfaces of products from the point of view of uniform roughness of the
specified parameterswith specific initial data of the shot blasting process according to the
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graphs (see Fig. 1), while balancing the technological parameters to achieve maximum
productivity.

3.3 Charging of the Treated Surface

Impacting wear is the predominant type of wear of technical shot when cleaning metal
products [15]. Attacking shots hit a stationary work surface at speeds v ≥ 80 m/s. This
leads to the splitting of the shots, chipping of their protruding tops, rounding of the
cutting edges of the shots, etc. The bulk of the grinding products ricochet or turn into
metal dust, but some of the fragments of the shots penetrate into the surface layer of
the processed product and often turn out to be wrapped in the surface layer by other
shots, which subject the surface layer to severe plastic deformation. Such saturation of
the surface layer with fragments of shots is called charging.

Technical steel crushed shot of standard quality differs in chemical composition
from low-carbon steels primarily in carbon content C − 0.8...1.2% , because it must be
stronger and harder than carbon steel after appropriate heat treatment in order to have
the expected durability n, calculated in hundreds of cycles.

Therefore, the electrode potentials embedded in the surface layer of the fragments
of the shot differ from the electrode potential of low-carbon steel product. Without pre-
senting any danger at the stage of application and formation of a protective non-metallic
coating on the surface of the capacitive devices, fragments of the shot manifest them-
selves later in the operation of the capacitive device. They become foci of electrochemical
corrosion, which destroy the protective non-metallic coating inside. One such defect can
bring out of order a capacitive device with a working volume of tens of cubic meters.

Unfortunately, currently most machine builders do not pay attention to the charging
degree of the treated surface of low-carbon steel products, on the surface of which
protective non-metallic coatings are applied. This, in addition to capacitive devices,
should also include parts of load-bearing structures made of low-carbon steels of trucks,
agricultural vehicles, lifting and transport equipment, etc., the free surfaces of which are
protected from the chemical effects of the environment with paint and varnish coatings.

The quantitative degree of chargingwas established on the basis of the analysis of the
microstructure, which was studied by electron microscopy [16] of the surface layer of
the cleaned product. Thus, the quantitative composition and the volume fraction of stuck
shot fragments in a certain volume of the surface layer with a thickness δ = 0.1 mmwere
established experimentally on a microsection behind the knownmethods of stereometric
metallography.

The number of sections of shot fragments per unit area of a thin section was deter-
mined by the Jeffries method. For this, a square was selected in the plane of the thin
section, the natural area of which is equal to 1 mm2, and counted the number of cuts of
charged shot fragments according to the formula:

nch = z + 0.5ω + 0.25u, (3)

where nch is the total number of units of shot fragments; z is the number of whole units
within a square contour; ω is the number of units crossed by straight contour lines; u is
the number of angular units.
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The number of shot fragments in 1 mm3 of the surface layer volume was determined
by the Shailo-Shvarts-Saltykov formula:

Nch = (aknk − ak−1nk−1 − ... − a1k1)/�, (4)

where� is the breakdown price, which is equal to the quotient of dividing the maximum
diameter of the fragments by the number of groups (monodisperse systems); a—coeffi-
cients, the values of which depend on the number of groups; n is the number of sections
of shot fragments of a certain size group k per unit area of the section.

Figures 2–3 show graphs of the indicator dependence of the charging degree Nch on
the speed v and angle of attack α of the treated surface.

Fig. 2. Dependences of the charging degree Nch on the speed of attack v.

The charging of the surface by fragments of the shot gradually increaseswith increas-
ing angle of attack and reaches a maximum value regardless of the diameter of the shot
and the attack speed at α → 90◦. With a decrease in the diameter of the shot, the max-
imum value of the charging indicator decreases slightly. Thus, if for d = 1.4 mm
at the angle of attack α = 90◦ the charging rate is Nch ≈ 2.2 pcs/mm2, then for
d = 0.8 mm—Nch ≈ 1.1 pcs/mm2 (see Fig. 3).

Metallographic studies have established that the geometric dimensions of the shot
fragments along the diameter of the sphere described around them vary over a wide
range—from several to tens of micrometers. The ratio of small to large fragments is
approximately 5:1. About 20% of small shot fragments were completely immersed in
the surface layer. They were found only on the sections of experimental samples.

Let’s connect the charging degree with the technological parameters of cleaning.
Provided that when hitting the surface, nfr fragments are separated from the shot, then
the total number of formed fragments Nfr , and which can potentially charge the treated
surface, will be proportional to the shot number Nsh = tBsh/msh with the mass msh, that
during the time t at mass supply of a shot through a shot-jet nozzle Bsh attack the surface

Nfr = nfrtBsh/msh. (5)

Number of fragments nfr , separated from the shot fraction 1.0 mm at the attack speed
close to 100m/s, according to our observations, it varies within 4…8 pieces. Number of
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Fig. 3. Dependences of the charging degree Nch on the angle of attack α.

shot fragments Nch, charging the surface area of 1 m2, will be a certain part of the total
number of fragments formed Nfr , which is determined by the charging coefficient kch.
Then:

Nch = kchnfrtBsh/msh. (6)

The coefficient kch, with constant physical and mechanical properties of the contact-
ing bodies, is a function of the attack speed v, angle of attack α, particle size distribution
of the fraction dsh, the mass of one shotmsh, as well as the duration t of the shot action on
the treated surface. Studies show that the charging of the treated surface with fragments
of shot after removal of the defective layer takes on a stable character and does not depend
on the duration t of the jet in the future. For the constant course of the phenomenon of
charging, if the number of stuck fragments is equal to the number of removed ones, it is
advisable to assume that the coefficient kch will be proportional to the work on the plastic
deformation of the product, the value of which is determined by the main technological
modes—attack speed, angle of attack and the shot mass

kch = ζmsh(v sin α)2(1 − k2r ), (7)

where ζ ≈ 0.1 is the coefficient of proportionality, which is experimentally refined for
specific conditions; kr is a shot rate recovery coefficient v with the angle of attack α,
determined by known techniques.

Substituting eq. (7) into eq. (6) and replacing the time t of cleaning of 1 m2 the
surface with the inverse value of the surface productivity t = 1/Qf with a completely
removed defect layer, we find the number of fragments Nch (pcs/m2) that charge the
treated surface

Nch = ζ(v sin α)2(1 − k2r )nfrBsh/Qf . (8)

The mass of shot fragments, which probably charges the surface of the product of
low-carbon steel per unit time, can be predicted as follows:

Mch = μBsh/(Qfn), (9)

depending on the share of the technical shot (μ), which charges the treated surface, the
durability of the technical shot n in cycles and already known technological parameters.
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For products made of low-carbon steels that have undergone normalizing annealing,
whenusing standard chipped technical steel shot, the coefficientμ is insignificant≤ 0.01.

Quantitative eq. (8) and mass eq. (9) measures of charging of the surface layer, as
well as the ratio of small and large fragments, make it possible to pre-determine the
conditional size (mass) of large fragments, as future foci of corrosion ignition.

4 Conclusions

It can be argued that the reliability and durability of metal products, especially capacitive
chemically resistant devices, directly depend on the quality of surface preparation of
the product cavities for applying a stable non-metallic coating on them, is of decisive
importance for the integrity and strength of the soil-metal contact.

The quality of shot blasting cleaning of steel surfaces under the protective non-
metallic coating should be assessed, in addition to the generally accepted scale of clean-
liness, also by such additional criteria as: time interval between the shot blasting process
of the product and the process of applying the soil layer to the cleaned surface; uni-
formity of surface roughness according to the specified geometrical parameters; the
charging degree of the surface by fragments of technical shot and the limit values of
their size.

These quality criteria for shot blasting of metal surfaces require further deep
theoretical and experimental study and addition to the current standards.
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Abstract. The paper refers to the issues of ensuring the quality of Thermal Energy
Method (TEM) processing of complex-shaped parts. The required energy of TEM
processing depends on the accuracy of the fuelmixture, bearing inmind its compo-
nent composition, stability and homogeneity. To gain further insight into mixture
formation near structural elements of complex-shaped parts a sphere with blind
holes having different length-to-diameter ratios were considered. To investigate
the effect of the mixture formation in the chamber a numerical simulation for two
strategies of filling was conducted, particularly a sequential filling of the chamber
with the mixture components and filling the chamber with a prepared mixture of
a given composition. A criterion based on the fuel mass fraction distribution was
used to assess the quality of the fuel mixture with the possibility of the quality
assessment in the individual subareas. The state of the mixture while mutual diffu-
sion of its components andmixing with the residual velocity of gas movement was
simulated and the required value of the holding time was determined. Obtained
results show that the heterogeneity of the fuel mixture effects significantly the
distribution and magnitude of the acting heat fluxes. It is proved that to ensure the
degree of the mixture homogeneity required for accurate TEM processing, it is
preferable to fill the chamber with the prepared mixture.

Keywords: Numerical simulation · Impulse Thermal Energy Method ·
Component composition · Homogeneity of fuel mixture

1 Introduction

A development vector of high-precision mechanisms engineering including 3D print-
ing technologies increases requirements to reliability and resource, mainly due to an
industrial cleanliness of surfaces and quality of edge treatment [1–3]. Now abrasive
technologies are widely used for edge finishing and surface cleaning including various
flow abrasive processes [4], and washing, increasingly ultrasonic [5], in spite of the use
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of abrasives can lead to secondary contamination of surfaces. The use of such technolo-
gies is dangerous in the production of high-precision mechanisms due to the remnants
of micro-abrasive particles can lead to increased wear or even jamming of friction pairs.
An alternative may be deformation-free edge processingmethods [6], such, for example,
as electrochemical [7], electroerosive [8], laser [9], but taking into account they do not
provide combined edge finishing and surface cleaning at the moment. The only united
difficulty for all mentioned technologies is absent automated high control accuracy and
special methods for calculating processing modes with predictable accuracy [10, 11].

Having unique advantages from this perspective the Thermal EnergyMethod (TEM)
[12, 13] is successfully implemented along with classic finishing technologies [14, 15]
and is promising for use in additive manufacturing for cleaning from particles of non-
sintered powder [16]. For processing by TEM the parts are located in a closed chamber
filled with the fuel gas mixture and ignited by a spark, thereby the treating occurs due
to the interaction of the part material and the combustion products [17]. In the case
of a time-controlled exhaust of gases from the chamber, inherent the Impulse Thermal
EnergyMethod (ITEM) [18, 19] the processing time can be tenths of a second.With such
a short treatment time, especially for precision parts manufacturing to provide uniform
processing accuracy, it is necessary to ensure the quality of the initial fuel mixture com-
position and homogeneity. This becomes particularly important when internal cavities of
complex-shaped parts need to be cleaned. In the works devoted to TEM processing, the
issues of calculating specific heat fluxes [20], determining the initial pressure and pro-
cessing time according to the given edge characteristics [18], the optimal layout of parts
in the chamber [21–23], the issue of creating and control multicomponent gas mixtures
were considered. However, there was not studied enough the problem of ensuring the
quality of the fuel mixture including its component composition and homogeneity for
required accuracy TEM processing. Thus, the study of this paper focuses to fill the gap
mentioned above. It is almost impossible to determine experimentally the composition
of the mixture in the internal cavities of the workpieces after the chamber has been filled.
In order to solve this problem and highlight hard-to-reach areas, the study was carried
out by numerical simulating.

2 Mixture Formation Problem Formulation for TEM

The single-phasemulticomponent flowwill be taken as amodel to describe the process of
mixture formation in the chamber of the TEM installation. The equations for calculating
the composition of the mixture are applied in the following form:

∂ρ

∂t
+ div(ρ�u) = 0, (1)

ρ
d�u
dt

= divP + �f , (2)

ρ
de

dt
= div(λ grad T ) + P · grad �u, (3)

ρ
∂ci
∂t

= −div �Ii, i = 1, ...,N − 1, (4)
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where ρ(ρi) is the density of the mixture and its species i; ci is the mass fraction of
species i; �u is the velocity vector; P is the stress tensor; �Ii = ρi �wi is diffusion flow
vector; T is the temperature of the gas; λ is the coefficient of thermal conductivity of the
gas; e is the internal energy of the gas.

When determining the diffusion flow vector, the effects of thermo- and barodiffusion
were not taken into account in themodel, and therefore the diffusion rate in (4) was given
by Fick’s law [24]:

�wi = −Di grad ci, (5)

where Di is the diffusion coefficient of species i in the mixture of N components.
In this case, the action of bulk forces �f (of the gravity) is taken into account to

ensure the possibility of stratification of the fuel mixture from components of different
densities. When calculating the density and gas constant mixture, standard mixing rules
are being used:

1/ρ =
N∑

i=1

ci/ρi,� =
N∑

i=1

ci�i. (6)

The model (1)–(6) was closed by the equations of the SST turbulence model [25].
This choice was justified by the ability to take into account the peculiarities of the flow,
both in the volume of the chamber and near the wall areas, especially to analyze the
mixture composition into the part cavities.

We applied a criterion based on the distribution functions of the mass fraction of fuel
to assess the quality of the fuel mixture. For this, the range between the minimum and
maximum values of the mass fraction cfuelmin and cfuelmax was divided into N intervals. As

group frequencies we used the value of the relative volume of the chamber V
ch
k , in which

the value of the mass fraction of combustible gas is between the values of cfuelk−1 and c
fuel
k .

The degree of homogeneity of the mixture was assessed by the function determining the
mathematical expectation of the mass fraction of fuel:

Ecfuel =
∑

N

V
ch
k cfuelk ,

and its standard deviation:

Scfuel =

√√√√
∑

N

(
cfuelk − Ecfuel

)2

N
.

The mixture meets the requirements of the TEM processing under the condition that

[cfuel] − δ · [cfuel] ≤ Ecfuel − Scfuel ∪ Ecfuel + Scfuel ≤ [cfuel] + δ · [cfuel], (7)

where [cfuel] is a specified value of mass fraction of fuel (as a rule it corresponds to a
stoichiometric ratio for ITEM); δ is a set permissible deviation of the mass fraction of
fuel.
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The peculiarity of the criterion (7) is that the assessment of the quality of the fuel
mixture is carried out not on average in the chamber but in the specific sub-areas – such
as the internal cavities of parts of complex shape, canals of blind holes, etc.

The mass flow at the inlet of the chamber and no-slip condition on the wall were
used in the simulation as boundary conditions. As the initial conditions, the velocity,
temperature and pressure so as mass fraction of the mixture components were set at the
inlet of the chamber. Based on the operating sets of the TEMmachine, it is assumed that
before filling air presents with atmospheric pressure in the chamber.

The mixture composition in the chamber with the workpiece located into was deter-
mined by the numerical simulation. To assess the features of the mixture formation near
specific sub-areas, the spherical part with the canals of blind holes with a diameter d of
2 and 4 mm and a length-to-diameter ratio l/d = 2; 3; 4; 5 had been considered (Fig. 1).

Fig. 1. A chamber with a part: 1 is the chamber body; 2 is the part; 3 is a hole for the mixture
supply; 4 is a groove.

In order to exclude the influence on the result of factors associated with the location,
holes of the same diameter with the same l/d ratio are located in the same diametrical
plane with an equal pitch. The influence of holes geometry on the homogeneity of the
mixture into its cavities was estimated by averaging the component mass fraction for all
holes of the same size.

The simulation of filling the chamberwith amethane-oxygenmixturewith the values
of [cfuel] = 0.2, δ = 0.03 was conducted for two mixture formation strategies:

– sequential filling of the chamberwith the components of themixture, assuming feeding
a fuel and an oxidizing agent to a predetermined mass; then holding for 0.1 s;

– filling the chamber with a previously prepared mixture of a given composition,
assuming feeding the mixture up to a given mass; then holding for 0.1 s.
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3 Numerical Simulation Results

The problem (1)–(7) was solved using the commercial code Ansys CFX in the form of a
chain of tasks, switching between which was carried out when the specified conditions
for the mass of the gas supplied to the chamber were reached. The condition of the
solution interruption was evaluated by the achievement of the specified holding time at
the end of filling. The criterion (7) assessed the quality of the fuel mixture. For each
group of holes, the distribution of the methane mass fraction, as well as the values of its
mathematical expectation and standard deviation, were calculated.

When the successive filling in the cavities of blind holes, a significant non-identical
in the methane mass fraction to the stoichiometric value was observed. Figure 2 shows
an assessing the quality of the fuel mixture in the cavities of the blind holes with different
l/d ratios for this filling strategy. Obviously, the composition of the mixture does not
meet the requirements for criterion (7) for a given value δ = 0.03.

That is why one may conclude that with the sequential filling of the chamber, it is
practically impossible to provide stable processing conditions for all surfaces and edges
of parts with cavities of complex shape.

Filling the chamber according to second strategy, namely with the prepared mixture,
the distribution of the methane mass fraction into the internal cavities of the holes is
completely different (Fig. 3). The mixture composition is almost homogeneous and
the mass fraction values correspond to the flammability limits. However, the mixture
composition also does not meet criterion (7) during the holding time of 0.1 s. In order to
determine the required value of the holding time, an additional simulationwas conducted
for this case. The mixture formation by mutual diffusion of the components and mixing
with the residual velocity of gas movement was simulated.

Fig. 2. Dependence of the methane mass fraction on the l/d ratio with the sequential filling.

Figure 4 presents the mathematical expectation of the methane mass fraction into
the holes cavities depending on the holding time. The simulation results highlight the
needed holding time near 1 s.

Moreover, the relationship between themixture composition after filling and the heat
flux after its combustion was estimated by simulating combustion and heat transfer using
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Fig. 3. Dependence of methane mass fraction on the l/d ratio when filling the chamber with the
finished mixture.

Fig. 4. The mathematical expectation of the methane mass fraction over the holding time for the
holes with a diameter of 2 mm (a); the holes with a diameter of 4 mm (b).

the model described in [18] and the Pearson correlation coefficient were calculated. The
mixture composition as well as the initial values of the gas velocity and temperature
before ignition corresponded to the conditions of the end of the filling process. To
calculate the correlation coefficient a point cloud was built on the surfaces of holes with
the same diameter. The values of the methane mass fraction and the value of the specific
heat flux at the end of combustion at these points formed samples for correlation analysis.
The sample size was 800 points for each group of holes.

The Pearson correlation coefficient was determined as:

rxy =
n∑

i=1

(cCH4i − cCH4)(qi − q)/

√√√√
n∑

i=1

(cCH4i − cCH4)2
n∑

i=1

(qi − q)2,

where cCH4 = (cCH41 , ..., cCH4n ), q = (q1, ..., qn) are the sampling for mass fraction
and heat flux at points by groups of holes; cCH4 , q are the average values of samples.
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The study found a significant difference in the correlations between samples for
groups of holes with various sizes. For holes with a small length-to-diameter ratio (l/d
= 2; 3), there is hardly ever the correlation between the samples in terms of the heat
flux and the mass fraction of methane after filling. Because of the depth of the shallow
hole, the amount of heat flux is more influenced by the stirring of the mixture during
the propagation of the flame front. But for the deep holes (l/d = 3; 4) a nearly linear
dependence was established between the samples. Figure 5 shows a diagram of the
distribution of samples for a group of holes with a diameter of 2 mm and a depth
of 8 mm. For samples corresponding to groups of holes with l/d = 3; 4 Pearson’s
correlation coefficient was within 0.7622…0.8266 with a standard error of 0.0004.

Fig. 5. Distribution of heat flux and mass fraction of methane for the group of holes with a
diameter of 2 mm and length of 8 mm.

Thus, the fuel mixture composition is an important factor that should be taken into
account for the processing of the part with deep holes by TEM method.

In addition, it was simulated the mixture formation process in the TEM chamber
with located into it the GTE unit to check the correctness of the recommendations of the
filling strategy choice. The GTE unit has a complex-shaped body with a lot of through,
intersecting and blind holes (Fig. 6). Based on the GTE unit’s operability the most
important for it is the high-quality cleaning of the internal cavities, therefore, the main
attention in assessing the degree of homogeneity of the fuel mixture was focused on the
internal volumes. Therefore, when building the computational grid, the internal volume
of the body was selected in a separate subarea.

The simulation was conducted for the described above two strategies: the sequential
filling and the fillingwith the preparedmixture.As in previous experiments, it is observed
considerable scatter of the values of methane mass fraction during the sequential filling.
Herewith areas form with a mass fraction of methane below the ignition limit (Fig. 7a).
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Fig. 6. Model of the GTE unit body and the computational grid for its internal volume.

When filling with prepared mixture, its composition in the internal volumes is almost
homogeneous and is everywhere within the ignition (Fig. 7b).

Fig. 7. The distribution of the methane mass fraction into internal cavities of the GTE unit body:
(a) the sequential filling; (b) filling with the prepared mixture.

Studying the process of mixture formation estimates that the mixture quality, partic-
ularly its homogeneity, have to be assured for accurate complex-shaped parts processing
by TEM method.

4 Conclusions

The heterogeneity of the fuel mixture has a significant effect on the distribution and
magnitude of heat fluxes that occur on the inner surfaces of the parts cavities. To ensure
the proper degree of the mixture homogeneity required for accurate TEM processing, it
is preferable to fill the chamber with the prepared mixture. The setting of the mixture
holding time in terms of ensuring its uniform composition may base on the results of
modelling the formation of the mixture by mutual diffusion of components and mixing
with a residual velocity of gases taking into account the influence of gravity to assess
the possibility of stratification. In most practical cases, the holding time of the mixture
should be set in the range of 0.8…1 s.
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Abstract. Anew technological process for hardening thin-walled knives 0.64mm
thick with a cutting edge of 0.1 mm used in the confectionery industry is proposed.
For their hardening, the ion-plasma method of applying a nanostructured TiN
multilayer coating was used. Statistical studies of the operational stability of such
a tool in industrial production during crushing nuts have been carried out. By
analyzing the results obtained, it was found that their operational durability varies
over a wide range from 10 to 210 shifts. At the same time, the surface hardening
coatingwith a thickness of 3.3µmdoes not completelywear out. Themain reasons
for the failure of such a tool in operation are the insufficient quality of the metal
products and processed products, which contribute to pore and crack formation,
intensification of diffusion processes and the formation of zones of inhomogeneous
distribution of phase components. Using modern methods, structural changes that
occur during operation and affect thewear resistance of a thin-walled tool hardened
with a nanostructured TiN coating are studied. The proposed integrated approach
to quality control of the cutting tool in operation made it possible to identify
changes in structure formation, the level of emerging stresses and degradation of
the metal by the anisotropy of properties. Timely quality control of the tool made
it possible to prevent the use in operation of knives with a large number of defects
in the structure or an increased level of residual stresses.

Keywords: Nanostructured coating · Thin-walled tool · Service life ·
Inhomogeneity · Diffusion of components · Defects

1 Introduction

The main condition for increasing the wear resistance of products is the quality and
properties of their working surfaces. If in the field of traditional industries there are
well-established, well-studied and substantiated methods for hardening such products
in various industries, then with the development of science in mechanical engineering
and electronics, new areas using nanotechnologies are attracting special attention [1, 2].
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Theoperational stability of the tool canbe improvedbyusing certain types of process-
ing that provide wear resistance [3, 4], durability [5], corrosion resistance [6], depending
on the material and operating conditions. One of the promising methods of hardening
is the technology of vacuum-arc ion-plasma coating deposition [7, 8]. In the production
process, the most common methods of ion-plasma deposition are magnetron sputter-
ing [9] and vacuum-arc deposition [10, 11]. The characteristics and properties of the
hardened layer depend on the material and the method of its application to the working
surface. Taking this into account, an attempt was made to strengthen such a tool with
nanostructured coatings with a composition of CrN andWC [12]. The wear resistance of
hardening knives increased only from 11 to 45 shifts, which did not significantly ensure
the economic efficiency of this process due to the high cost of consumables. A cheaper
nanostructured coating that provides high hardness is TiN [13]. However, the techno-
logical process of applying such a composition is accompanied by a higher temperature.
This requires additional modern experimental research methods and the development of
new theoretical approaches to determine effective coatingswhen hardening a thin-walled
tool.

The existing variety of control methods makes it possible to conduct comparative
studies and effectively apply them to solve certain previously unresolved problems. One
of the methods of non-destructive testing, which makes it possible to detect defects and
determine the properties of a thin surface layer, is testing using image process [14].
Since most materials have a heterogeneous structure, appropriate modeling methods are
needed [15]. For amore detailed study of the structure ofmaterials, research is carried out
at the micro- and nano-level. For simply inhomogeneous materials with a regular lattice,
a general concept of multiscale modeling is used, called the periodic unit cell [16]. In
the case of heterogeneous materials with a random microstructure, it is possible to use
the optical-mathematical method to reveal the variability of the phase composition [17].
The fractal approach [18] is successfully used for the theoretical analysis of the influence
of the structure on the physical and mechanical properties, which from a physical point
of view describes the compactness of filling the space with the object of study.

Directly in the hardening of thin-walled tools in mechanical engineering, the number
of developments is very limited, which is associated with differences in certain operating
conditions, as well as with a more complex individual approach to improve consumer
properties, the need for multi-stage scientific research to achieve effective properties
and structure of the metal. An unresolved and urgent task is to conduct comprehensive
studies on the timely detection of the anisotropy of the properties of thin-walled knives
associated with the presence of a large number of defects in the structure or an increased
level of residual stresses, with an assessment of the formed heterogeneity of the structure
formation of the hardened working layer.

The aim of this work is to study the structural changes that occur during operation
and affect the wear resistance of a thin-walled tool hardened with a nanostructured TiN
coating.

2 Methodology

Statistical studies were carried out on 50 thin-walled knives installed on Model CD-
A Dicer equipment, Urschel Laboratories, Incorporated. To increase their operational
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stability, hardening with a TiN coating was carried out. Coating was carried out on a
Bulat-6 installation with the manufacture of special devices developed at the Institute
of Plasma Physics of the NSC KIPT (Kharkov). The TiN coating was applied by the
vacuum-arc method using an RF-discharge. To prevent overheating of the thin-walled
tool, pauses with multiple time parameters for the formation of each layer were used.
Total time TiN coating deposition was 15min at the cyclic mode of sedimentation (5min
deposition with 3 min pauses (cycle 3)). The quality of the hardened knives and their
wear resistance were evaluated under production conditions.

The paper proposes a new integrated approach to experimental and theoretical studies
using modern and new methods and developments for a detailed study of structure
formation and assessment of tool quality. To identify the degree of defectiveness of
the tool with an assessment of the stress state and anisotropy coefficient K, a patented
approach [17] was used using themagnetic method of non-destructive testing (according
to the coercive force Hc). The areas of the cutting tool (Fig. 1) were magnetized with
a transducer to magnetic saturation, and then demagnetized and a measured coercive
force was determined from the measured current compensation of the residual induction
in the closed circuit.

Fig. 1. Cutting tool with measuring zones

With the help of EDS and X-ray diffraction analyzes, structure formation was exper-
imentally investigated, changes in the elemental composition of TiN hardening coatings
were determined, and formed defects were revealed during operation.

To carry out theoretical studies, we used new developed approaches for mathemati-
cal description of the degree of inhomogeneity of the surface working layer of the tool.
Such studies are based on a statistical analysis of the pixels of digitized metallographic
images obtained on optical (XDS-3 MET) and scanning (JEOL JSM-6390LV) micro-
scopes. Eachpixel of the structure imagehas a specific value from0 to255, corresponding
to a conditional color (from black to white). By their distribution and ratio, the processes
of structure formation of materials are revealed, such as changes in density, inhomo-
geneities, diffusion of chemical components, etc. Taking into account the objectives of
the research, a large number of dependencies have been developed for schemes consist-
ing of various combinations of pixels. In this research work, the index of the degree of
inhomogeneity of the TiN nanostructured coating was theoretically estimated from the
anisotropy of the distribution of components. The studies were carried out according to
dependence (1) with an assessment in the horizontal and vertical directions.

H = n
∏n

i=1 pi∑
pni

(1)
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where pi is the variability index (the probability of color matching in the selected
interval), i is the pixel number of the structure image, n is the number of dots (pixels).

A comparative analysiswas carried out using amathematicalmethodusing a different
number of dots (pixels) of the structure image and the degree of heterogeneity of different
TiN coverage zones was evaluated. In the process of statistical analysis, we considered
images of the structure obtained with an optical microscope at magnifications of 200
and 500 times, hardened by the coating of the tool after operation. To select an effective
interval for the analysis of the inhomogeneity of the structure formation of coatings,
which makes it possible to obtain the most stable results, we studied a different number
of points. Based on the identified local deviations in the degree of heterogeneity of
structure formation, intervals corresponding to 2,3,4,5,6 and 7 points are proposed. A
similar calculation was made for 10, 20, 30 and 35, 40 points of structure analysis with
the determination of its heterogeneity. To detect zones with minimum and maximum
inhomogeneity, the obtained values (100%) were distributed over 19 intervals with a
definition from the largest, which was 1/19 of the share, to the minimum anisotropy
index - 19/19 (i.e. K → 1.0).

3 Results

To assess the structural state of knives and damage after operation, at the first stage, a
non-destructive magnetic method was used by coercive force and visual assessment of
the friction surface, as well as optical microscopy.

The state of the knives in this case was judged by four estimates of its base (corre-
sponding to the areas of origin and development of cracks), which were located in zones
equidistant from each other. Table 1 shows the results of evaluating the coercive force
and operational durability of thin-walled circular knives (50 pcs) after various periods
of operation.

The performed analysis of the friction surface showed a large spread in the indications
of the operational durability of knives (from 10 to 210 shifts). The main causes of
failures during visual inspection of such knives are: damage (were identified in tool No.
1, 4,7,9,10,12,14–16,22,28,30,31,33,34,42), cracks (in knives no. Cutting edge (No. 21).
Almost all tested knives retained the hardening coating. The exception is a knife that
has served 210 shifts, which did not have a coating on the cutting edge. However, there
were no visible defects on this instrument.

The revealed damage of knives is largely related to the quality of the processed
products (with increased hardness,moisture content of nuts and the presence of abrasive -
solid inclusions in the rawmaterial). During the operation of hardened knives, a violation
of flatness was detected only in one case. Of the entire tested batch, only 10 knives were
taken out of service of the set without damage to the main part (only the blade) and they
served a different number of shifts 27–33, 41–51, 210, which confirms one of the main
reasons for the knives to go out of service, noted above.

The assessment of the state of the knives after operation was carried out in the
same areas as the visual analysis, using the magnetic method according to the coercive
force Hc, based on the available experience [7]. It was planned to identify degradation
zones in the metal, as well as local stresses in the knives after operation. The results
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Table 1. Indicators of operational durability and the level of coercive force of knives hardened
with a nanostructured TiN multilayer coating

Knife
designation

Durability
indicators,
shifts

Hc, A/cm Knife
designation

Durability
indicators,shifts

Hc, A/cm

1 2 3 4 1 2 3 4

1 10 27.4 20.3 19.5 20.7 26 34 19.5 19.5 20.6 21.1

2 10 19.2 19.1 23.7 30.2 27 36 21.9 21.2 19.6 20.0

3 10 20.2 19.4 20.6 20.6 28 36 41.1 19.7 18.8 20.4

4 11 40.1 20.2 19.2 20.2 29 36 18.9 19.8 22.0 22.2

5 11 23.8 20.1 21.0 22.1 30 36 24.1 18.9 20.6 19.9

6 11 27.1 19.5 20.4 19.9 31 37 20.8 19.7 23.3 22.0

7 11 40.9 19.8 19.6 20.3 32 37 21.1 19.1 20.0 24.0

8 20 23.4 20.2 21.2 20.0 33 37 29.8 18.6 18.8 18.5

9 20 40.5 18.8 19.3 18.6 34 38 41.6 19.7 23.1 19.3

10 20 41.8 19.0 18.3 18.7 35 40 23.0 20.5 23.5 19.5

11 20 24.0 19.6 23.9 20.3 36 40 25.4 20.2 21.5 21.6

12 20 37.0 19.3 18.5 18.5 37 40 21.6 20.3 21.8 21.5

13 20 19.8 19.9 20.3 21.2 38 41 40.8 21.5 21.7 21.0

14 20 39.2 20.0 19.4 20.5 39 46 25.5 20.8 20.0 22.5

15 20 21.0 19.1 27.1 21.2 40 51 20.8 21.2 20.8 20.1

16 20 24.4 20.5 19.5 20.7 41 55 20.2 19.7 19.3 18.6

17 23 20.7 20.6 21.9 22.4 42 55 33.7 19.1 18.5 18.7

18 23 21.4 19.4 21.4 21.0 43 55 22.8 19.9 21.2 19.6

19 23 27.4 20.9 22.2 22.1 44 59 23.5 21.1 20.2 21.1

20 23 20.9 19.9 20.3 20.0 45 59 18.5 21.0 23.8 22.4

21 23 24.2 23.0 24.4 22.7 46 59 23.4 19.4 19.8 19.8

22 23 21.5 17.5 16.9 19.5 47 59 23.9 20.8 20.7 19.6

23 23 20.5 20.2 21.5 27.6 48 59 22.5 20.8 19.4 19.8

24 30 20.9 20.6 21.0 19.9 49 59 21.7 20.1 24.6 19.8

25 33 32.6 18.9 18.5 19.3 50 210 18.9 19.4 20.8 19.8

of measurements of tested knives in production are shown in Table 1. It can be seen
from the obtained data that the readings of the coercive force on such knives vary over
a wide range from 16.9 to 41.8 A/cm. At the same time, in hotel knives, the difference
in readings reached 50%. Knives, on which, after operation, visualization did not reveal
defects (damage, local deformations) differed in closer coercive force readings (with
anisotropy coefficients K → 1.0), which, on average, varied from 18.8 to 21.1 A / cm.
The difference did not exceed 2.3A/cm and the proportion of such knives was 36%.

Lower resistance of knives was revealed at indicators K < 1.0 or K > 1.1. In the
presence of defects (K > 1.2), the scatter of readings varied over a wider range from
16.9 to 41.1 A/cm, and the average deviations of the values for these measurements
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amounted to a significantly larger scatter of readings up to 24.4 A/cm. Based on the
results obtained, it can be concluded that only this characteristic cannot objectively
separate the degradation of the knife structure that occurs during operation, as well as
the presence of damage and local deformations in them.

To clarify the nature of the destruction and degradation of the coating metal, we
additionally used an integrated approach in research, according to the methods of optical
and electron microscopy, thermionic emission, and the optical-mathematical description
of structural changes on the friction surface.

Therefore, at the second stage, images of the structure of the friction surface of tools
that differed in service life were analyzed comparatively.

From a comparative analysis it follows that all the options considered are charac-
terized by the structurization of the friction surface, and to a greater extent it manifests
itself in a knife that has worked 10 shifts and to a lesser extent for - 210, which may be
the result of significant wear of the latter.

In all analyzed cases, with additional computer magnification, very small cracks
(tears) are visible, which form both along and across the friction bands, and they are espe-
cially clearly visible on light bands. Such damage (Fig. 2,a,b) is more typical for knives,
which are distinguished by a high level of coercive force index up to 30–40.8 A/cm
compared to the rest 16.9–24 A/cm. Based on this, it can be concluded that a significant
increase in local stresses in the knives contributes to the formation of microtears and
damage.

Fig. 2. Microcracks (a, b) in the zone of fatigue damage and Defects on the hardened friction
surface of the knife after 10 shifts of operation (c)

Local structural changes and the formation of defects on the friction surface were
determined comparatively after 10 and 210 shifts in operation. Cracks, tears and pores
were found in knives with lower service life (Fig. 2,c).

In the damaged areas, there is an increased concentration of carbon up to 16.64%
(Table 2), which diffuses from the base metal of the knife, and oxygen up to 31.22%,
and the appearance of a number of components in a small amount is determined by the
deposition of processed raw materials.

The pores contain different proportions of titanium and nitrogen, which indicates that
they belong to the droplet phase. Previous studies have shown that, along the boundaries,
the droplet phase containing titanium is saturated with nitrogen in the form of a TiN film
covering it, which, under local deformations under friction conditions, is partially (along
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the boundaries) destroyed and increases the accumulation of oxygen, carbon and other
components in such pores.

Table 2. EDS analysis of the working surface of a hardened knife after 10 shifts of operation
(measurement zones, see Fig. 2,c)

Spectrum C N O Al Si Ca Ti Fe Total

1 16.64 5.16 31.22 0.17 0.28 3.50 41.96 1.07 100.00

2 8.85 24.84 11.14 54.11 1.06 100.00

3 4.85 31.85 62.40 0.90 100.00

4 11.33 16.55 11.37 0.19 60.56 100.00

Due to the fact that such a droplet phase is destroyed to varying degrees, the
concentration of components in these zones can also change significantly.

It has been established by thermionic emission that the main components of the
coating N and Ti are absent in the damage zones of the knife (microcracks) (Fig. 3).
This fact can be associated not only with the zone of development of fatigue stresses
(according to the nature of their location), but also with significant wear of the thickness
of the hardened layer under operating conditions.

Fig. 3. Distribution of components on the working surface of a hardened knife after 10 shifts of
operation. Thermionic emission

In the knife, which was operated for 210 shifts, the defects listed above were not
detected, however, the zones of tension (energy release) and the drop phase are more
clearly manifested, which do not contain nitrogen and are characterized by a reduced
proportion of titanium in the pores and are significantly saturated with carbon, which
may indicate their different degree of heterogeneity preceding destruction. According
to the revealed intensive diffusion of carbon, the degree of inhomogeneous distribution
of nitrogen and titanium (Fig. 4), one can judge not only the degree of degradation of
the working surface, but also its significant wear.
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The assessment of the degree of heterogeneity of the structure of the hardened layer,
which significantly affects the degradation phenomena during operation, was studied on
the basis of the developed integrated approach that combined experimental and theoreti-
cal studies. Correlations were established between the degree of structural heterogeneity
and the durability of a tool hardened with a TiN coating, and the influence of the stabil-
ity of its components during operation was determined to correct the parameters of the
deposition process.

Fig. 4. Distribution of components on the working surface of a hardened knife after 210 shifts of
operation. Thermionic emission

As a result of the calculation of regression dependences of coating wear on one, two,
three and four parameters characterizing the degree of structure inhomogeneity for 2, 3,
4, 5, 6 and 7 points (pixels) of images, it was found that the correlation coefficients for
each parameter of structure inhomogeneity are not exceeded 0.50. With an increase in
the number of parameters under consideration, an increase in the correlation coefficients
up to 0.777 is observed. With an increase in the number of analyzed points (10, 20, 30)
during statistical processing of metallographic images of the TiN reinforcing coating,
the correlation coefficient was 0.816. A further increase in the number of considered
points (30, 40) led to a decrease in the correlation coefficient. Thus, the most reliable
estimates for determining the degree of durability of a tool hardened with a TiN coating
are achieved according to an analysis of 10–30 pixels. As a result of the analysis of
the obtained dependencies, taking into account the parameters characterizing different
degrees of inhomogeneity, it was found that the maximum contribution to the tool life
is made by the structure anisotropy coefficient (K → 1.0).

The revealed degree of heterogeneity of the structure of the TiN nanocoating on the
working surface of the hardened cutting tool after 10 and 210 operation shifts (when
analyzed by 10–30 pixels) is qualitatively shown in Fig. 5.

In the knife, which was taken out of service after 10 shifts of use, it was distin-
guished by maximum inhomogeneity intervals from 2/19 to 12/19, which is associated
with intensive structuring of the friction surface, a clear identification of compression
and rarefaction bands. In the intervals 13/19–19/19, structurization is insignificantly
expressed and differs in a more uniform distribution of phases (Fig. 5a).
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An analysis of the degree of knife heterogeneity after 210 shifts of operation showed
that it is significantly higher in the intervals 2/19–7/19, and in the rest it manifests itself
to a lesser extent, which can be explained by more significant wear of the hardened
working surface (Fig. 5b).

Fig. 5. Inhomogeneity of the distribution of phases on the working surface of the hardened knife
after 10 (a) and 210 (b) shifts of operation. The first photo on the left is the original photo, and
then the analyzed intervals for the inhomogeneity of the phase distribution are shown in the same
order in the first, second, third and fourth rows

The developed approach for identifying the degree of heterogeneity during hardening
and operation makes it possible to reliably evaluate this indicator in coatings and explain
significant deviations in physical and mechanical properties, non-destructive testing
indicators during the entire life of the tool.

4 Conclusion

Fifty knives with nanostructured TiN coating were investigated under operation con-
ditions. TiN hardened coating applied onto one side of the knife increased the tool
durability by 210 times. It was found that hardened knives with multilayer TiN coatings
provided a self-sharpening effect. The deposition process is economically viable, and it
prevents tools’ failure and cracking.

Various techniques including the methods of nondestructive quality testing, opti-
cal and scanning electron microscopy, as well as the optical-mathematical method of
describing structural changes (degree of phase nonuniformity) during durability friction
have been applied.
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Abstract. In metallurgy, chromium-nickel cast iron is used in making the work-
ing layers of double-layer mill rolls. The main distinctive feature of chromium-
nickel cast iron is the presence of large inclusions of carbide phase in its structure.
This characteristic determines the high ruggedness of the contact surface touch-
ing hot rolled metal, and ensures wear resistance of the working tool. Operational
degradation and wear of the products surfaces leads to destruction of the carbides
crystalline structures; the latter contributes to reduce in hardness and quality of
the working layer. The aim of our present study is to investigate the defect con-
ditions in chromium-nickel cast iron and their influence on the development of
degradation processes at high temperatures and at presence of the local deforma-
tions. We evaluate damageability and degradation of cast iron using the method
of optical-mathematical analysis of microstructure images, which comprises sci-
entific novelty of the present work. These values are estimated via modeling the
diffusion processes and variability of the dislocation structure in the largest inclu-
sions of the Me3C carbide phase. Based on the results obtained and to underline
the practical value of our study, we propose a number of technological solutions
that help hinder and eliminate the degradation phenomena described above, thus
stabilizing the carbide phase properties and hardening the mill rolls.

Keywords: Chromium-nickel cast iron · Carbide phase degradation · Diffusion ·
Dislocation structure · Phase composition variability

1 Introduction

Chromium-nickel and high-chromium cast irons are widely used in metallurgy in pro-
duction of sheet and broadband mill rolls [1]. The main distinctive feature of chromium-
nickel cast iron is the presence of large inclusions of carbide phase in its structure [2];
this characteristic determines the ruggedness of the contact surface [3] and ensures wear
resistance of theworking tool [4]. Degradation, wear and destruction of the carbide phase
result in the decrease of hardness and quality of the working layer [5, 6], which leads to
necessity of themill roll to be reground. At the same time, the number of regrinds is quite
limited since the alloyed cast irons are present only in the working layers produced via
centrifugal casting, while the core, roll necks and wobblers are made by batch casting
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of gray cast iron. Such producing technology of the rolling tools occurs to be the most
effective, since it excludes collar chipping and neck breakage, while also possessing
a number of disadvantages (on instance, thin and patchy working layer at both upper
and lower parts of the roller body which may occur when casting the rolls at a vertical
centrifugal machine, especially for mill rolls with 3000 mm and 3600 mm maximum
width of flat product) [7].

In recent years, such cast iron has also been used for the working layer when casting
rolls with cast streams by the centrifugal method and insert rings. This provides uniform
hardness and wear resistance along the perimeter of the entire caliber [1].

Below, we conduct a detailed analysis of the nucleation of defects and their influence
both on the onset of degradation processes development at high temperatures and local
deformations in chromium-nickel cast iron. The damageability and degradation of such
cast iron has been estimated using data on the diffusion processes progressing and
variability of the dislocation structures situated inside the largest inclusions of the carbide
phase. Influence of ordering on the formation of new phases (subgrains and walls) and
their interactions has been analyzed as well. Although dislocation structure has been
earlier identified in the carbide phase [8, 9], the experimental evaluation of its role in
diffusion processes became possible only now on account of an optical-mathematical
method for structural changes evaluation first described in [10, 11].

The aim of this study is to reveal the role of variability of the dislocation structure
when exposed to deformation and heat on the development of diffusion processes leading
to destabilization of the carbide phase and, hence, formation of new phases.

2 Methodology

The relative rate of sublimation of various structural components of multiphase and
multicomponent alloys during vacuum etching is hardly discussed in literature. In this
regard, empirical approach has been used for revealing the modes of vacuum etching.
The latter allows one to identify dislocations along the pits at a range of temperatures and
deformations values [12], thus ensuring the transfer of matter through gaseous medium.
In the process of vacuum etching, both surface and volume diffusions occur, as well as
selective sublimation of atoms which contribute to a certain surface topography [13].
Depending on the processing parameters, state of the sample surface and the phase type,
one of the above factors may become of the major importance.

In order to identify the fine structure of the carbide phase of chromium-nickel cast
iron, the parameters inside the chamber have been set to 13.3× 10–3 Pa at 200 °C–600 °C
(both parameters correspond to operating conditions of the rolls), which are optimal for
residual pressure and local deformation. The processing time depended on the chemical
composition of the material and the structural changes identified.
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Chromium-nickel cast iron blocks (1.8% Cr and 4.2% Ni, 30 × 40 × 80 mm) with
rigidly fixed ends have been used as research samples. Heating has been performed in
the middle of the sample. In this zone, stresses and local deformation (occurring due
to difference in values of linear expansion at the interface between the heated and cold
parts) have been observed during different etching periods via an increase in the density
of dislocations, their mutual interactions and slip.

The issues related to the influence of defects on the metal quality are a subject of
many studies. Some of them are dedicated to identification of non-metallic inclusions
with the help of standardized mathematical approaches (e.g., contour-structural color
shades method [14, 15]).

In [16], proportions of ferrite and pearlite, as well as the sizes of non-metallic inclu-
sions [17] have been determined via identified conventional colors of the metallographic
images, using a specially developed computer software. In [18], authors present math-
ematical models for both quality control of the lattice curvature formation inside a
degradation structure and estimation of the fatigue processes development.

Since the above approaches are aimed at solving some of the specific problems, they
are not designed for explaining the causes and phenomena associated with the variability
of phase and chemical compositions that take place during development of the diffusion
processes. The latter occur over the operation of understable carbide phases of products
under high temperatures and deformations.

Below, we present our results of both experimental and theoretical modeling, and
evaluation of degradation phenomena in the carbide phase, that determine the operating
durability of rolls. We here use a special approach that allows one outline the dislocation
structure variability and identify the carbide phase degradation [19].

Images of the micro structures have been obtained using JEOL JSM-6390LV scan-
ning electron microscope (SEM) in the reflected electron (BSE) mode. Data analysis has
been carried out via a method of optical-structural machine analysis, which determines
statistical characteristics of a micro structure from distribution and density of the pixels
in an image. Each pixel coordinate of a digital image is being assigned to a certain
value, which corresponds to a conventional color (hereinafter simply a color). An app-
roach of the discussed method is based on the analysis of structure formation processes
(energy dissipation, diffusion transfer, density change) via hydrodynamic analogies,
which characterize the phase variability [20]. An entire range obtained via digital pro-
cessing (0–255 gray tones) is divided into 16 discrete ranges of grey undertones [19, 21]:
0 corresponds to graphite, 1–9 correspond to ferrite (values vary by the carbon saturation
of defects, in increasing order), 10 corresponds to bainite, and 11–15 are carbides MeC,
MexCy and Me3C, respectively. The phase variability has been estimated using images
of microstructures in the.pgm digital format. Each image has been divided into 3 × 3
pixel fragments.

The emergence of dislocations and their local variability have been determined from
local heterogeneity in the carbide phase. Function of the energy dissipation power M
and stress function S has been used as criteria of diffusion processes, changes in the
dislocation structure and density:

M = divC(x, y) · �C(x, y), (1)
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S = divC(x, y) − �C(x, y) (2)

where divC(x, y) is the divergence; �C(x, y) is the Laplacian; C(x, y) is the function
of pixel coordinates of a metallographic image, x and y are pixel coordinates. In the
finite-difference representation, C(x, y) s a matrix Ci,j:

Ci,j =
⎛
⎝
ci−1,j−1 ci−1,j ci−1,j+1

ci,j−1 ci,j ci,j+1

ci+1,j−1 ci+1,j ci+1,j+1

⎞
⎠ (3)

where pixel is taken as a coordinate relative to the central element; ci,j is a color (i and
j denote rows and columns, respectively).

Ci,j matrix has been processed via sequential scanning of each pixel as a central
element of a given fragment. As described in [17], variability of the dislocation structure
phase composition at a specific position of a selected image fragment corresponds to
the ratio of the number of coincidences of the central pixel color with the colors of the
surrounding pixels to the total number of all pixels inside the considered fragment.

3 Results

Analysis of the collected data shows that defects in the crystal structure are the main
contributors to development of an instability in the carbide phase structure of chromium-
nickel cast iron. Diffusion of components is associated with nucleation, interaction and
mobility of such defects. Development of local inhomogeneity in carbide phase during
operation has also been noted.

Degradation process is limited to local changes in the distribution of components
and phases with a significant structural perfection provided.

Fig. 1. Local deformation at the boundary of the polygonal dislocation wall with new defects,
where (a) SEM image of the dislocation wall, ×10000; (b) density of the new defects around the
dislocation wall (shown in red), from the stress function S.
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At the initial stages of degradation phenomena, we note the formation of a sub-
structure in the carbide phase in the form of dislocation walls. Subsequently, these
substructures become concentrators of local stresses, and, hence, some of new defects
appear around them (Fig. 1). There is a variety of phase combinations that are already
present at this time: ferrite saturated with carbon (colors 8 and 9), bainite (up to 1.3%,
color 10), MeC andMexCy carbides (1.35%, colors 11 and 12). No movement of defects
is noted around the dislocation walls at this stage (Fig. 1).

In case of the defects mobility increase, the intensity of diffusion processes also rises
significantly. This process is being accompanied by emergence of new phases inside
the deformation bands of defects; interaction between defects appears as well. A more
intense phase emergence is observed inside the deformation bands, associatedwith jump-
like behavior of local deformation emergence, which characterizes the advancement
of defects. New point defects appearing both inside deformation bands and at their
boundaries are a good evidence of the jump-like nature of the above process (Fig. 2).
Below, we analyze such structure using an optical-mathematical method through stress
function and functions of energy dissipation power (Fig. 2, (b) and (c)).

Fig. 2. Analysis of structural changes in chromium-nickel cast iron in dislocation glide: (a)
SEM photograph of the micro structure, ×10000, (b) estimation via the stress function S and
(c) estimation via the energy dissipation function M.

Data visualization and analysis reveals a noticeable decrease of stresses due to the
dislocation glide: as seen in Fig. 2, the number of nonzero values of the functions
decreases, including those that exceed a threshold value (255, shown in red).

For a more detailed analysis of the formation phases in the same SEM image and
according to the described method, we have estimated the quantitative ratio of phases to
their interaction (Fig. 3, Table 1). As it occurs, the identified ferrite phases do not exceed
4.63% in total. They are released in the result of mutual interaction, i.e., interaction takes
place between the phases with different degree of carbon saturation (combinations of
color intervals 7, 8; and 8, 9; and 7, 8, 9).
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At the same time, we have identified interactions between carbon-saturated ferrite
(color 9) and bainite (color 10), aswell as between ferrite, bainite, and non-stoichiometric
carbides (colors 11 and 12), with total share of 7.85%. A particularly strong change in
the initial carbide phase composition has been observed during exposure to temperature
and stresses: a significant amount of carbides of nonstoichiometric composition (up to
40.5%) with colors 12, 13, and 14 appear under such conditions. Separately for carbides
of colors 13 and 14, their share has reached 5.07% (or even 23.51% if interconnection
with Me3C is present).

Fig. 3. Characteristics of the qualitative and quantitative ratio of phases at carbide phase
degradation, ×10000

There is a possibility of occurrence of the stress relieving processes in dislocation
glide and interaction. To establish this, we compare the assessments of the revealed struc-
tural changes obtained from structure analysiswith the optical-mathematicalmethod (see
Fig. 2). We show that the process of energy dissipation during glide and interaction of
dislocations takes place, but its role is significantly reduced due to the appearance of
new defects and cementite degradation within glide bands and near their boundaries,
which causes additional stresses.
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Table 1. Phase formation as a result of carbide phase degradation

Combinations of the intervals of conditional colors

Variant
No

Identified combinations % of
cases

Variant
No

Identified combinations % of
cases

1 13 0 0 0 0 1,83 10 13 14 0 0 0 22,84

2 14 0 0 0 0 3,25 11 14 15 0 0 0 20,47

3 6 7 0 0 0 1,51 12 7 8 9 0 0 1,03

4 7 8 0 0 0 2,02 13 8 9 10 0 0 1,19

5 8 9 0 0 0 1,58 14 9 10 11 0 0 1,45

6 9 10 0 0 0 1,74 15 10 11 12 0 0 1,98

7 10 11 0 0 0 2,68 16 11 12 13 0 0 3,117

8 11 12 0 0 0 5,57 17 12 13 14 0 0 4,267

9 12 13 0 0 0 13,38 18 13 14 15 0 0 3,042

4 Conclusion

Analysis of the degradation processes development in heating and local deformation
shows a substantial destabilization of Me3C carbide phase. Degradation phenomena
in the carbide phase are determined by development of defects in the crystal structure
and substructure, increase in the dislocations density, their interaction and glide. Such
processes are accompanied by local deformation, diffusion of carbon and iron, formation
of new phase types and their interaction, as well as energy dissipation.

At the same time, to control the processes of inhibition or exclusion of such degra-
dation phenomena, new technological solutions are required for the production and
hardening of mill rolls that would stabilize the carbide phase properties. Additional
alloying and modification of metal can have a positive effect, providing crushing of the
carbide phase, increasing the hardness with a sufficient total fraction of this phase, as
well as adjusting the cobbing parameters and the cooling system of the operation at the
mill.
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Abstract. MATLAB Neural Network (NN) toolbox was used to obtain relations
between pressure, temperature, and concentration in a metal hydride. In previous
simulations of heat andmass transfer inmetal hydride containers PCT calculations
based on semi-empirical models and first principles models took significant time.
The advantage of using NN to predict PCT curve instead of traditional models
is the shorter computational time. The integration of MATLAB Neural Network
Toolbox and COMSOL software allows to speed up simulations.

Keywords: Clean energy · Hydrogen ·Metal hydrides · PCT diagrams ·
Modelling

1 Introduction

Metal hydride (MH) materials are widely used in environment-friendly fuel cell energy
technologies and related fields [1, 2] for hydrogen and energy storage [3], hydrogen
compression [4] and purification [5], as well as in many other applications which utilize
hydrogen and require efficient processes of its handling [6].

The MH technologies are based on the reversible heat-driven interaction of gaseous
hydrogen (H2) with hydride-forming metal or alloy (M) to yield metal hydride (MHx):

M (s) + x/2H2(g) � MHx(s) + Q (1)

where notations (s) and (g) relate to solid and gas phases, respectively, and Q is a heat
effect approximately equal to the negated reaction enthalpy, –�H.

According to reaction (1), metal hydrides exhibit the exothermic effect during H2
absorption (direct reaction), and endothermic effect during H2 desorption (reverse reac-
tion). The heat effectQ> 0 (�Ha< 0) varies between approximately 20 and 70 kJ (mol
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H2)–1. At equilibrium, hydrogen concentration in the solid metal hydride is determined
by the relation between hydrogen pressure in gas phase (P), hydrogen concentration in
the solid (C) and temperature (T ). The relation between these three parameters can be
presented in graphical format as a set of pressure – composition isotherms. Alternatively,
the relation is expressed as some equation:

P = P(C,T )orC = C(P,T ) or T = T (C,P) (2)

A family of pressure – composition isotherms (see example in Fig. 1) composes
the PCT diagram. The equilibrium pressure on the pressure – composition isotherm is
approximately constant (plateau region) in wide range of hydrogen concentrations. The
existence of plateau region is due to the co-existence of α-solid solution of H atoms in
the parent metal/alloy and β-hydride.

The value of the plateau pressure linearly depends on the reciprocal absolute
temperature, according to well-known van’t Hoff equation:

ln

(
P

P0

)
= −�S

R
+ �H

RT
(3)

where P0 = 1 atm = 101.325 kPa is a standard reference pressure, �S and �H are
the entropy and enthalpy changes of the hydride formation and R is the universal gas
constant.
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Fig. 1. Hydrogen absorption (solid lines) and desorption (dashed lines) isotherms (the temper-
atures in K are shown as curve labels) for the mixture of AB2 (90 wt%) and AB5 (10 wt%)
intermetallic alloys used for H2 storage on-board fuel cell forklift and H2 compression for its
refueling [7]. The curves were plotted using Lototskyy model [8] where the model parameters
were obtained by the fitting of experimental PCT data for the AB2 and AB5 components.
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Because of simplicity of Eq. (3), it cannot accurately reflect the isotherms behavior
outside of plateau region The PCT diagram in the whole concentration region (including
concentrations below and above the plateau region) hasmuchmore complicated behavior
(Fig. 1). An overview of the PCT models reported in the literature can be found in ref.
[8].

Low rate of heat transfer in metal hydride powder bed slows down approach to
thermodynamics equilibrium even though most of the MH materials used in hydrogen
storage and compression applications are characterized by fast kinetics of both direct and
reverse processes of reaction (1). The reason of low heat transfer rate in MH bed is low
effective thermal conductivity of MH beds (as a rule, below 1Wm–1 K–1). The lowMH
effective thermal conductivity limits the amount of heat supplied to the MH material
during absorption and amount of heat removed from it during desorption. Therefore,
in real operation of MH storage tanks the pressure – temperature operating conditions
deviate from the equilibrium ones.

Thus, optimizing heat transfer in MH reactors for H2 storage and compression is a
critical problem to be solved during system development.

Modeling and simulation of heat and mass transfer in MH reactors is a powerful
and important tool for the solution of this problem. Though a simplified approach for
the estimation of charge/discharge time of a porous hydrogen storage bed starting from
its thermal properties and characteristic dimension has been recently suggested [9], its
accuracy is very poor (about order of magnitude), and more precise modeling (see,
e.g. [10–15] and many other works) requires solution of partial differential equations
(PDEs) for energy and momentum conservation, as well as non-linear ordinary differen-
tial equations (ODEs) for hydrogen adsorption/desorption rate. In turn, solution of the
kinetic ODEs requires the information about PCT data for the used MH, i.e., solution
of Eq. (2) in respect to equilibrium concentration, hydrogen pressure or temperature.
The numerical solution of the PDEs coupled with solution of highly non-linear ODEs
and the PCT equation should be performed at any point of fine spatial and time grid. To
achieve reasonable accuracy, the discretization in space and time should be sufficiently
fine, resulting in a grid with large number of nodes and small time step. Therefore, the
solution procedure becomes long, and computation time can reach 3–7 days.

Conventionally [10–15], the equilibrium pressure is calculated by the application
of van’t Hoff Eq. (3) with additional empirically derived terms accounting for plateau
slope, absorption/desorption hysteresis and other features of the pressure – composition
isotherm. Application of this approach requires reasonably short computation time, but
it gives unacceptably high errors when the pressure – temperature conditions become
out of the available experimental PCT limits used for the determination of the empirical
coefficients. Moreover, it does not work in the case of isotherms which have several
plateau segments.

Application ofmore accurate PCTmodels based on statistical and/or thermodynamic
prerequisites (e.g., Lototskyy model [8]) gives realistic extrapolations and can model the
multi-segment PCT diagrams, for example, in the cases when a mixture of several MH
materials is used. However, it is even more time consuming because of combination of
numerous iteration procedures and calculation of convolution integrals.
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As an alternative faster method to calculate the PCT model, the mathematical tech-
nique called Artificial Neural Network (ANN) could be used. Though recently ANN,
or more generally, machine learning methods have been suggested for the prediction of
metal hydrides for hydrogen storage [16, 17], their application for the modelling of PCT
diagrams has not been reported so far.

In this paper, the original Lototskyy model was used to pre-calculate a set of points
for different concentrations, pressures, and temperatures for the certain metal hydride.
Using the calculated dataset, the ANN (i.e., a mathematical algorithm) was developed
to predict PCT diagram in any form of Eq. (2). Incorporation of ANN into COMSOL
solver allows faster solution of PDEs describing heat and mass transfer in MH reactor.

The main purpose of this paper is development of ANN for the fast prediction of the
PCT diagram in the system “H2 gas – mixture of AB2- and AB5-type metal hydrides”
used for H2 storage on-board fuel cell forklift and H2 compression for its refueling [7]
(see Fig. 1).

2 Methodology

2.1 General Algorithm

Neural networks (NN)havebeenused extensively in recent years tomodel awide rangeof
physical and chemical phenomena in engineering aswell as some non-engineering appli-
cations. Selection of neural networks to solve some engineering problems is justified in
cases when first-principle (mechanistic) models are too complicated or time-consuming
to solve in real time [18].

The idea of numerical algorithm called “neural network”was taken from the research
on human brain operation. Human brain consists of structural elements called neurons
connected by organic links. The information propagates through this biological neural
network as electrical impulses in parallel, thus making fast computations.

Typical NN consists of several layers as shown in Fig. 2. The first layer (called input
layer) receives incoming data and after processing passes it to several hidden layers.
After processing in hidden layers, the processed data propagate further to last (output)
layer.

Information is processed using simple summation with weights and multiplication
by sigmoidal function (see Fig. 3). The weights are unique for each node in network. The
weights are unknown parameters. And they are estimated in training period, to allow the
NN predictions to fit to experimental data from the studied process.

Once the network is trained (meaning all weights are known), the NN undergoes
validation. For this process, different large set of experimental data from the sameprocess
is used. If NN predictions are not close the experimental data, changes in the network
structuremust bemade. Training/validation process is repeated for themodified network.
The whole process (training/validation/network structure modification) is repeated until
satisfactory matching to experimental data is achieved.

2.2 Building Neural Networks

The general procedure how neural networks are built is well-documented and typically
consists of five basics steps [21]:
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Fig. 2. Architecture of typical artificial neural network with 3 layers.

Fig. 3. Signal propagation for a neuron [20].

1. Running experiment and recording measured signals (data). This is the first step
in designing NN development.

2. Initial pre-processing of raw data. The step is required to filter data from
errors(noise), (2) to bring data to common scale and (3) to perform randomization
in order to eliminate possible data shift (bias) in some experimental series.

3. Network construction. Initial guessed structure of the network is laid down at this
step. Designer must specify the number of hidden layers, number of nodes in each
layer, initial values of weights, the signal propagation function (usually sigmoidal)
and other functions for network training.

4. Network training. To achieve matching between NN predictions and experimental
data, the weights are continuously modified (using some optimization algorithm,
for example, minimization of least squares) until the NN calculated outputs become
close to the measured experimental data.
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5. Network validation. The validation procedure is evaluation of the developed ANN
ability to quantitatively predict the modelled process behavior by using different
large data set from the same process [22].

2.3 Data Sources

The source datasets (partially reproduced in Fig. 1) included PCT data, P = P(C,T )
calculated using model [8], with model parameters (65 in total) obtained by the separate
fitting of the experimental PCT diagrams taken for the AB2 (T = 248.15–348.15 K, P
= 0.01–20 MPa, goodness of fit corresponded to the relative mean-square error Rf =
0.28%) and AB5 (T = 283.35–393.15 K, P = 0.01–15 MPa, Rf = 0.13%) used as an
additive to the main AB2 material for the improvement of its activation performance.
The fractions of plateau segments which corresponded to the mixture components were
corrected in accordance with their content in the mixture (90 wt% AB2 + 10 wt%
AB5). Each dataset (absorption and desorption) contained 407 points where the values
of the equilibrium H2 pressures (P) were calculated in the ranges of arguments T =
273.15–373.15 K (step 10 K), C = 10–190 NL(H2) kg(alloy)–1 (step 5 NL kg–1).

Of the total 407 points in the absorption or desorption dataset, 285 (70%) were used
for training, 61 (15%) for validation and the remaining 61 (15%) for testing.

2.4 ANN Development

The NN training was executed by minimization of squared deviations of predicted data
from experimental values. The NN weights were adjusted by Marquardt algorithm. The
MATLAB code was written to generate the best fit of the NN weights.

The minimization criteria used in training and were the Mean Square Error (MSE)
and goodness of fit (R2) [23]:

MSE(y) =
∑

i n
(
yann,i − yexp,i

)2
n

(4)

R =
√√√√1−

∑
i−1 n

(
yexp,i − ypred ,i

)2
∑

i−1 n
(
yexp,i − ẋ

)2 (5)

where n is number of experimentally measured values, yann, i is output value predicted
by NN, yexp, i is experimentally measured value.

Training was performed until stopping criteria were satisfied, i.e. the number of
iterations and the error tolerance, respectively. Therefore, the training stopped when the
relative error or the maximum number of training sessions (epochs) was reached [24].

3 Results

3.1 ANN Training, Validation and Test

Figure 4 shows interface of MATLAB software used for the building, validation, and
testing of the PCT model built.
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Fig. 4. Top left – structural arrangement of a double-hidden layer configuration of ANN model;
top right – summary of the training, validation, and test results; bottom – example of the post-
training regression analysis.

A satisfactory fitwas obtained for configurationANN[2-14-1-1] (14 hidden neurons)
and further improved for ANN [2-18-1-1] (18 hidden neurons).

Training was stopped after 6 validation checks were reached which means that the
network performances upon the validation set increased more than maximum validation
failures, which occurred after 54 iterations.

A summary of the ANN performance is presented in Table 1. It is seen that the
ANN model adequately reproduces time consuming PCT modelling results [8] and
is able to calculate one of three parameters (equilibrium pressure, concentration and
temperature) depending on the values of the two others. The results practically coincide
with the input data (Fig. 1), with maximum deviations of 4 NL kg–1, (high concentration
region), 0.28 atm (low pressure region) and 1.07 K (high temperature region), for the
concentration, pressure and temperature, respectively.

Further improvement of the ANN predictive capability can be achieved by the
increase of the number of the hidden neurons, training vectors and the input values,
as well as by trying different training algorithms. Certainly, for each new MH material
the initial network weights and biases must be reset to new values (experimental or
pre-fitted PCT data) and followed by the new training.
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Presently, the ANN PCT model is incorporated in Computational Fluid Dynamics
(CFD) software for the modelling of heat and mass transfer in MH reactors being devel-
oped by the authors [12, 13, 25]. Depending on the grid fineness, the PCT calculation
times in the simulations using modified software is 2.5–5 times faster than previous ones
[12, 25].

Table 1. Summary of the ANN performance.

Step Number
of
samples

Modeled dependence and performances

C(P, T ) Log10[P(C, T )] T (C, P)

MSE R MSE R MSE R

Training 285 1.521·10–5 0.9974 8.268·10–4 0.9995 7.294·10–1 0.9996

Validation 61 2.234·10–5 0.9948 1.406·10–3 0.9994 7.589·10–1 0.9996

Test 61 2.729·10–5 0.9954 1.614·10–3 0.9987 1.492 0.9993

4 Conclusions

TheNeural Networks (NN)were developed to link pressure, temperature, and concentra-
tion variables (PCT curves) in simulations of heat and mass transfer in a metal hydride
container using COMSOL software. MATLAB NN Toolbox was used for the neural
network development. The NN training was done using PCT data sets, pre-calculated by
Lototskyy algorithm [8]. The increase in number of hidden neurons allows to improve
accuracy of the PCT curve representation. The incorporation of the developed neural
network in the heat and mass transfer model allowed to significantly increase speed of
COMSOL simulations.
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Abstract. Phase-structural stability, short-term and long-term strength, low- and
high-cycle fatigue and hydrogen embrittlement of cast heat-resistant nickel-cobalt
SM-88, SM-90 and SM-104 alloys have been studied. It was found that after
exposure for 5000 h at temperatures of 1073 and 1123 K in all alloys there was
a carbide reaction MC → M23C6, and a brittle σ-phase was not formed. With
increasing temperature and duration of exposure, the yield strengths decrease
significantly, the plasticity characteristics of alloys SM-90 and SM-104 change
insignificantly, and plasticity of SM-88 alloys has decrease. In the 0–15MP range
of hydrogen gaseous pressures, its influence on the relative elongation, reduce of
area and low-cycle durability of alloys increases, and further increase of hydrogen
pressure to 30 MPa does not cause a further decrease in these characteristics. The
SM-90 alloy single-crystal has the highest values of fatigue, long-term strength
and hydrogen resistance. This alloy can be recommended for the manufacture of
gas turbine blades running on hydrogen-containing fuel.

Keywords: Superalloys blade · Hydrogen energy · Fatigue strength

1 Introduction

The service life of a gas turbine engine depends on the reliability of the turbine blades [1,
2], which are operated in extreme conditions – in aggressive environments (corrosive,
hydrogen-containing [3–5]) at high temperatures and static, cyclic andvibration loads [6–
8]. In review [6]wasdiscuss the potentialmaterials challenges of gas turbines fuelledwith
hydrogen, provide an updated overview of themost promising alloys for this application.
Turbine blades are produced of cast heat-resistant nickel and nickel-cobalt alloys with
admixtures of chromium and refractory and phase-forming metals guaranteeing high
levels of heat and corrosion resistances [4, 5, 8, 9]. In view of the large number of
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alloying elements, complex long-term loads, and the presence of corrosive and hydrogen-
containing substances in the fuel, it is actual to study the high-temperature mechanical
properties, structural stability of these materials, as well their hydrogen embrittlement
[2, 10, 11].

The aim of the work is to study the effect of static and cyclic loads, aging for 5000 h
at operating temperatures and hydrogen gas on changes the structure and mechanical
properties obtained by vacuum-induction melting of cast nickel heat-resistant alloys
Ni57Cr16Co11W6Ti4Al4Mo2Hf (SM-88), Ni57Cr16Co12W6Ti4Al3Mo2Hf (SM-90),
and Ni59Cr21Co10W4Ti3Al3MoLa (SM-104).

2 Materials and Testing Method

The investigated alloys are characterized by the presence of chromium, refractory
(hafnium, molybdenum and tungsten) elements, and intermetallic forming (aluminum
and titanium) elements (Table 1) and, hence, by the high levels of high-temperature
strength and heat and corrosion resistances [3, 5, 8, 9, 12]. The amount of the γ′-phase
in the SM-104 alloy constitutes 36–37 wt.%, while its amounts in the other two alloys
are close to 40–42 wt.%. In addition, chromium, molybdenum, and tungsten carbides
(mainly MC and M23C6) and borides are formed in the studied alloys in the course of
thermal treatment (holding for 3 h at 1433 K, cooling in air, holding for 4 h at 1333 K,
cooling in air, aging at 1123K for 16 h and cooling in air). Their high corrosion resistance
is attained as a result of alloying with chromium (15.5, 15.6, and 21.2 wt.%) and the
optimal ratio of the contents of titanium and aluminum Ti/Al≥ 0.7 [3–6]. All alloys con-
tain rare-earth metals improving the structure of the boundaries of grains, decelerating
the grain-boundary sliding, and neutralizing the action of harmful admixtures [5–10].

Table 1. Chemical composition of the investigated alloys.

Alloy Content of elements, wt.%

C Cr Co W Mo Al Ti Nb Hf B Ce Zr

SM-88 0,9 15,6 10,2 5,9 2,0 3,8 4,2 0,2 0,2 0,07 0,015 0,05

SM-90 0,12 15,5 10,5 5,7 2,3 3,0 4,4 0,3 0,3 0,01 0,015 0,03

SM-104 0,13 21,2 11,5 3,6 0,7 2,8 3,2 0,3 La 0,02 0,015 – 0,03
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Short-term stretching (static tensile tests) was carried out at a speed of 0.1 mm/min
(by displacement rate Vd = 6.7 × 10–5 s−1) in the air and gaseous hydrogen under
the pressure 0–30 MPa on standard cylindrical specimens with working part diameter
5 mm. This type of sample was used to determine the long-term strength and high-
cycle durability submitted to cyclic loading on scheme “pure bending with rotation” at
fixed strain amplitude with 50 Hz frequency at temperature 1073 K. The low-cycle life
(number of cycles to fracture, N) under stiff pure pulsating bending was determined over
a pressure up to 30 MPa at an amplitude of 1.6% with a frequency of 0.5 Hz on ground
flat specimens with a 3 × 6 × 20 mm test portion.

The X-ray phase diffraction analysis of the alloys was performed and the lattice
constants of the phases were determined by using a DRON-3M installation in the CuKα-
radiation (λ = 0.154187 nm).

3 Results and Discussion

3.1 Thermal Stability, High-Cycle Fatigue and Long-Term Strength of Alloys
in Air

Aging of the SM-88 alloy at 1073 K leads to some increase in the tensile strength σu
and decrease in the yield strength σ0.2, relative elongation the δ and reduction of area
ψ (Table 2). As a result of exposure to higher temperatures, all strength characteristics
are reduced, but the deterioration of the properties is insignificant except for significant
softening of the alloy SM-104 after aging at 1123 K. This material with increased
chromium content has the highest corrosion resistance and was developed for nozzle
blades of gas turbine engines [5].

The stability of the mechanical properties of alloys correlates with the results of X-
ray diffraction analysis. It is established that in the process of heat treatment they form
intermetallic, carbide and boride phases with a complex structure. As a result of aging
of alloys in the temperature range 1073–1123 K the total number of secondary phases
increases, coagulation of intermetallics occurs, and tetragonal densely packed σ-phase,
the presence of which leads to dangerous brittle fractures [4–7], under these conditions
aging does not stand out.

In all alloys with increasing aging time there is a dissolution of MC carbide and the
formation of new particles of carbide M23C6, and the reaction rate of MC → M23C6
increases with increasing temperature, is highest in alloy SM-104, lowest – in alloy
SM-88. This transformation changes the morphological structure of the alloy and leads
to a decrease in the chromium content in the matrix phase, which impairs its corrosion
resistance [3–6].
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Table 2. Influence of long aging on the strength and plasticity of alloys.

Alloy Aging and test temperature, K Aging time, h Mechanical properties

σ0,2
MPa

σu
MPa

δ

%
ψ

%

SM-90 1073 0 810 990 8.9 19.5

5000 816 958 9.2 15.4

1123 5000 636 785 9.0 20.1

SM-88 1073 0 750 960 8.5 19.5

5000 742 1032 4.9 14.8

1123 5000 579 718 3.7 8.8

SM-104 1073 0 683 786 7.8 19.6

5000 580 729 8.2 9.8

1123 5000 442 579 8.3 18.5

The ability to withstand prolonged static, cyclic and thermal loads is important
characteristics of the blades [13, 14]. Macroscopic studies of the fracture surface of the
blade have shown that that destruction often occurs by the mechanism of fatigue [13].
The fatigue of alloys was investigated under load by themethod of symmetric alternating
bending of samples [15]. The values of the fatigue limits of the alloys were determined
on the basis of tests of 2 × 107 cycles at temperature 1073 K. Presented in Fig. 1 the
results show the advantage of the single-crystal alloy SM-90 is especially noticeable
at high load bases and the lowest level of fatigue strength of specimens of the alloy
SM-104.

Fig. 1. Curves of high-cycle fatigue at symmetrical alternating bending of specimens fromSM-88
(1), SM-90 (2) and SM-104 (3) alloys at a temperature of 1073 K.
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The long-term strength curves of alloys at temperatures of 973, 1073, and 1173 K,
show that the values of long-term strength for all load bases decrease in the order of
SM-90 > SM-88 > SM-104 (see Fig. 2).

Fig. 2. Long-term strength of specimens from SM-88(1), SM-90 (2) and SM-104 (3) alloys at
temperatures of 973, 1073 and 1173 K.

The low heat resistance of the SM-104 alloy is due to the lower content of molybde-
num, tungsten, titanium and aluminum (Table 1), and, as a consequence, less reinforcing
intermetallic γ′-phase. The highest values of short-term and long-term strength in the
single-crystal alloy SM-90 (see Fig. 2, Table 1, 2) with minimal sensitivity to hydrogen
embrittlement among the studied alloys (see Fig. 3).

3.2 Influence of Hydrogen on the Strength, Plasticity and Low-Cycle Durability
of Alloys

It is known literature data on the positive effect of cobalt and hafnium on the corrosion
and hydrogen strength of heat-resistant nickel alloy, as well as the weakening of hydro-
gen embrittlement of austenitic dispersion hardening steels and alloys with decreasing
carbon content [16–18]. Therefore we compared the effect of hydrogen on two alloys
modifications. The first (CCI) – industrial alloys with the chemical composition given
in Table 1. The second (CCII) – with a reduced concentration of carbon and increased
content of cobalt and hafnium. The carbon content in the alloy SM-88 is reduced to
0.05 wt. %, cobalt and hafnium increased in accordance with 11 and 0.3 wt. %. Similar
indicators in the alloy SM-90 are 0.8 (C), 11.3 (Co) and 0.6 (Hf), in the alloy SM-104
0.09 (C) and 11.9 wt. % (Co), hafnium – missing.

Alloys with chemical composition II are more plastic in an inert environment and
hydrogen and more resistant to hydrogen embrittlement. The strength characteristics of
the specimens with both chemical compositions differ insignificantly (Table 3).

An important test parameterwhen consideringmaterials for the use in hydrogen is his
pressure [15–21]. The effect of hydrogen pressure on plasticity and low-cycle durability
was studied on samples from CCII at a rate of cylindrical samples short-term loading
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Table 3. Mechanical properties of SM-88, SM-90 and SM-104 alloys in air and hydrogen at a
pressure of 30 MPa and room temperature.

Alloy Test environment σu,
MPa

σ0,2,
MPa

δ,
%

ψ,
%

SM-88, CCI Air 976 921 2,1 7,5

Hydrogen 920 890 0,5 1

SM-88, CCII Air 960 890 5 8

Hydrogen 910 860 2 2

SM-90, CCI Air 922 867 2,9 7

Hydrogen 890 860 2 3

SM-90, CCII Air 970 860 13 16

Hydrogen 840 800 6 8

SM-104, CCI Air 889 747 2,9 8

Hydrogen 780 750 1 2

SM-104, CCII Air 870 760 8 12

Hydrogen 780 750 3 4

0.1 mm/min and the bending amplitude of flat samples 1.6%. It is established that the
graphs of dependences of low-cycle durability (N) and plasticity characteristics (δ and
ψ) (see Fig. 3) of alloys on hydrogen pressure consist of two regions. In the first (in
the pressure range 0–15 MPa) N, δ and ψ decrease sharply, in the second – the negative
effect of hydrogen is almost stabilized, and further increase in hydrogen pressure does
not cause additional deterioration of properties. Thus, there is the pressure at which the
degradation of materials by hydrogen reaches its limit. The average number of cycles to
failure under zero bending of alloys SM-88, SM-90 and SM-104 according to the results
of five tests is 404, 904 and 604 in air and 77, 177 and 98 in hydrogen at maximum
embrittlement.

Similar pressure dependences are also established for ferritic iron [19], low-carbon
[20, 21], heat treatable (CrMo, CrMn) [21] martensitic [22] and austenitic stainless [21]
steels and05Cr19Ni55,Ni56Cr17Mo6Nb4,Ni51Cr9Mo3Nb2AlTi alloys in deformable,
cast and powder modification [11, 16, 23] and others nickel alloys [24]. Thus, in this
(see Fig. 3) and previous works, the presence of the limit of hydrogen embrittlement,
the minimum value of performance characteristics (plasticity, low life cycle and fracture
toughness), which do not decrease with further increase in hydrogen gas pressure and
absorbed hydrogen content, was established. Such limiting small values of mechanical
properties depend on the load speed and in the case of martensitic aging steels [22] and
high-nickel alloys (over 55 wt.% Ni) [16, 23] are achieved at hydrogen pressures above
10 and 30 MPa, respectively, and stable dispersion-strengthened austenitic steels and
alloys (20–55 wt.% Ni) at a pre-absorbed hydrogen content of 15–30 ppm [16, 23]. For
the investigated alloys SM-88, SM-90 and SM-104 at a tensile rate Vd = 6.7× 10–5 s−1,
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Fig. 3. Dependences of relative elongation δ (1), reduce of area ψ (2) and number of cycles N
before fracture (3) of specimens from cast alloys SM-88 (a), SM-90 (b) and SM-104 (c) from
hydrogen pressure at 293 K

frequency and amplitude of cyclic bending of 0.5 Hz and 1.6%, this critical pressure
value is equal to 15 MPa (see Fig. 3).

This pattern is due to the fact that the interaction of hydrogen gaswithmetals includes
stages of adsorption (physical and chemical), dissociation of hydrogen molecules, its
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penetration into the metal (diffusion, including in the stress field, transfer of moving
dislocations), accumulation at the crack tip, movement together with (in front) a crack
[16–20]. Depending on the load conditions [16, 21, 22], chemical composition [17, 18,
24] and structure of thematerial [16, 23, 24], each of these stages has a decisive influence
on the kinetics and degree of hydrogen embrittlement.

At static and low cycle load the highest resistance to hydrogen embrittlement was
found in the single-crystal alloy SM-90. This alloy retains high strength and plasticity
in air and hydrogen over a wide range of temperatures [5]. Thus, SM-90 alloy can be
recommended for themanufacture of gas turbine blades running on hydrogen-containing
fuel.

4 Conclusion

Phase-structural stability, short-term and long-term strength, low- and high-cycle fatigue
and hydrogen embrittlement of cast heat-resistant nickel-cobalt superalloys have been
studied.

With increasing temperature and duration of exposure, the yield strengths decrease
significantly, the plasticity characteristics of alloys SM-90 and SM-104 change insignif-
icantly, and plasticity of SM-88 alloys has decrease.

In the 0–15MPa hydrogen gaseous pressures range its influence on the relative elon-
gation, reduce of area and low-cycle durability of alloys increases, and further increase
of hydrogen pressure to 30MPa does not cause a further decrease in these characteristics.

The SM-90 alloy single-crystal has the highest values of fatigue, long-term strength
and hydrogen resistance.
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Abstract. Different types of damages may appear and accumulate in the struc-
tures made of laminated composites during their production and operation. The
most common and serious damages are defects such as discontinuities, i.e. delam-
inations. The negative impact of such defects on the properties of weakened struc-
tures causes significant deterioration of their strength and necessitates the devel-
opment and improvement of the methods for assessment of the residual strength
of such structures. The authors of this paper have developed themethod for assess-
ment of strength of the composite platewith the delamination damage. Themethod
allows us to determine the degree of stress concentration in the area of stepwise
change in thickness, and identify the most dangerous point where the failure of
the structure may begin. It is shown that for the rectangular plate the difference in
the strength reduction caused by rectangular and elliptical delamination is from
1 to 3.5% at the different ratios of the defect size. The necessity of taking into
account the delamination length when determining the permissible sizes of defects
is substantiated. Independence of the strength reduction factor on the geometric
dimensions of the plate at the constant relative values of the area and depth of
delamination is confirmed. The necessity of consideration of the ratios of sides
of the plate weakened by delamination for the development of effective repair
methods is shown.

Keywords: Discontinuity · Concentration · Layer-by-layer analysis

1 Introduction

The use of the polymeric composite materials (PCM) in various industries offers a wide
range of possibilities both for improvement of existing structures used for the variety
of purposes, and for development of new design solutions and processes [1, 2]. The
fundamental importance of replacing the traditional structuralmaterials with PCM lies in
the fact that instead ofmetals with the same properties in all directions it is possible to use
new materials with the properties, which differ depending on the filler orientation [3]. In
spite of high physical and mechanical characteristics (PhMC) of multilayer composites,
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their use requires consideration of specific features inherent to them, eg. Probable hidden
defects such as material discontinuities along the interfaces of individual layers [4, 5].
Interlaminar defects in structural elements made of PCM associated with imperfections
of their manufacturing technology, as well as complex interactions of components, result
in decrease in strength of such elements [6]. Delaminations as local violations of the
joint action of individual layers are the most common defects in the structures made
of multilayer composites [7]. The basis for their occurrence is the layered structure
of the PCM itself. Given high cost of PCM, repair of products made of them should
be considered relevant [8]. The development of modern technologies for the repair of
PCM parts is highly demanded by the leading companies [9]. Choice of the method for
repair of such defects in the panel structure directly depends on the degree of impact
on its bearing capacity [10]. For example, depending on the dimensions, configuration
and location of the delamination in the thickness and area of the panel, installation of
the repair patch can be either unnecessary or insufficient measure. Therefore, the need
for use of the reinforcement patch is to be justified by the results of assessment of the
residual bearing capacity of the panel weakened by delamination.

The purpose of this paper is to study the influence of the delamination parameters
and inherent characteristics of the defective structure on its residual strength.

2 Literature Review

The analytical model for studying the stress-strain behavior (SSB) during buckling of
composite plates with the rectangular delamination has been developed in [11]. The
proposed model allowed investigating the global, local and mixed response to bending
of delaminated composite plates. The impact of size of the delamination, its location
and various angles of orientation of the PCM fibers on the response of buckling of the
composite plates weakened by delamination was studied using numerical examples. In
modeling the delamination in [12] it is assumed that interlaminar stresses in the laminated
composite are similar to stresses in the adhesive joint. However, there are no reliable
mathematical models of the composite material discontinuity defects constructed in that
way.Thepresence of local andboundary effects causedbydelamination stipulates certain
conditions for the solvability of the classical boundary-value problems and variability of
calculations in the process of problem solving. The paper [13] offers the modified app-
roach to analytical modeling of the effect of delamination on the SSB of the weakened
composite panel. The traditional approach to determination of the total potential energy
has been extended by introducing the modified functional. This functional similar to the
total potential energy can take into account the total mechanical coupling of the layers
at various ratios of the external actions. Parametric study of the change in the ratio of
the delamination size to the depth of its location has been conducted. The method for
predicting the SSB of composite plates weakened by delamination is described in [14].
This method is based on the new pattern of laminate splitting for better consistency of
the displacement near the delamination boundary. Using the example of compressed
multilayer plate with the interlaminar through-thickness delamination, the problems of
fracture process were solved in [15]. The studies have shown that for the adequate solu-
tion of the problems under consideration, it is advisable to use the numerical models
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based on the finite element method. The refined finite element model for assessing the
effect of delamination on the strength of the composite panel without significant sim-
plifications and idealization of the damage is developed in [16]. Compressive strength
and interlaminar rupture strength are shown as key parameters influencing the residual
strength of the damaged panel as a whole. The effects of interlaminar strength, delam-
ination area and depth of its location on the residual strength of the damaged panel are
studied in [17]. The paper [18] deals with the development of three-dimensional model
of the composite panel damage. The model considers the physical mechanisms of fiber
and matrix failure under tension and compression, when the delaminated panel is in
three-dimensional stress state. The features of interlaminar damage and the effect of the
delamination area on the residual strength of the panel are discussed. The most ade-
quate assessment of the bearing capacity of composite structures with the technological
defects concerned can be given using the experimental studies. The impact of the size
and location of delamination on the mechanical properties of the laminated compos-
ites in buckling is experimentally investigated in [19, 20]. The paper [19] determines
the critical delamination size for the composite materials with the various delamination
dimensions. The negative impact of the delamination on themechanical properties of the
panel, which is proportional to the delamination location is evaluated. Composite panels
with different reinforcement patterns in [20] were artificially delaminated and subjected
to the compression test in the fixture, which allowed the local sub-laminate and global
modes of the panel buckling to interact. Compared to the panels without delamination,
interaction of the modes of buckling reduces the panel buckling strain by up to 29%.

3 Research Methodology

The paper deals only with the defects, which cause the reduction of strength of the
product, thereby affecting its overall bearing capacity. It occurs when the material in the
damaged area is not capable of perceiving and transmitting the applied loads [19, 20].
Within the framework of this assumption, a computational model of the plate with step-
wise variable thickness was used for the determination of the panel SSB [21].We consid-
ered the flat rectangular plate with the specified delamination comprising k orthotropic
layers. It was assumed that the coordinate plane (x, y) coincides with the lower surface
of the plate, and the coordinate axis z is directed upwards (Fig. 1). The delamination
actually being of arbitrary shape was approximated by the rectangle (or ellipse) with the
area equal to that of the real delamination.

Fig. 1. Geometrical parameters of the plate and delamination.
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Since significant transverse shear deformations may occur in the adhesive layer
providing the joint action of the structure and the reinforcing patch, an assumption has
been made on fulfillment of the straight-line hypothesis within each individual layer.
The joint deformation of skin layers is ensured by fulfilling the condition of continuity
of movements on their interfaces. To reduce three-dimensional problem of the theory of
elasticity to two-dimensional one and construct a solution using the Ritz-Timoshenko
method, displacements of the points of the layer interface surfaces were defined as the
functions

ui(x, y) = (y2 − b2)(u1,i + u2,ix + u3,iy + u4,ix2 + u5,ixy + . . . + ust,iyst);
vi(x, y) = (x2 − a2)(v1,i + v2,ix + v3,iy + v4,ix2 + v5,ixy + . . . + vst,iyst);
ω(x, y) = (x2 − a2)(y2 − b2)(ω1 + ω2x + ω3y + ω4x2 + ω5xy + . . . + ωstyst),

(1)

where st – degree of the polynomial determining the plate displacement; ui,j, vi,j, ωi

– unknown coefficients to be determined. The convergence was satisfactory with st = 8
for the case of asymmetric delamination location and 4 for symmetric one. The error in
determining the deflection, normal and shear stresses did not exceed 0.5%.

According to the assumption, tangential displacement of the points uix and u
i
y of the

i-th layer are distributed linearly over its thickness and are determined as follows:

uix = ui + (ui+1 − ui)(z − zi)/δi;uiy = vi + (vi+1 − vi)(z − zi)/δi. (2)

The displacement uiz remains constant for all layers of the plate considering the
assumption of no compression and is equal to ω.

Stresses and strains of the i-th layer are interrelated using the generalized Hooke’s
law with regard to the presence of only one plane of elastic symmetry parallel to the
middle surface of the skin for each layer and neglecting smallness of the transverse
stresses σz .

Stepwise change of the panel thickness or local change of its PhMC was modeled
by defining the coefficients of stiffness matrix bij of the relevant layers with the use of
special functions. To switch from the design model of undamaged plate to the model of
the plate with a delamination, auxiliary function F has been introduced to simulate the
defect:

F = 1 − H (x − x1)H (x − x2)H (y − y1)H (y − y2) (3)

where x1, x2, y1, y2 – coordinates of boundaries along x and y axes of the stepwise
change in the plate thickness in the i-th layer (Fig. 1); H – Heaviside function.

For the SSB determination, the energy approach was used, according to which the
functional of the panel total deformation energy is equal to the sum of deformation
energies of the individual layers, taking into account the action of external forces

U = A + 1

2

k∑

i=1

¨

S

zi+1∫

zi

{
σ iεi

}
A1A2dxdydz, (4)

where A – total action of external forces on the panel; zi and zi+1 – coordinates of the
surfaces bounding the i-th layer; k – number of layers in the panel.
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After obtaining an approximate solution in the displacements based on the Lagrange
variation principle, stresses and strains can be finally determined at any point of the
structure under study.

To assess the degree of impact of the defect on strength of the structure, we used the
strength reduction factor:

K = σ delam
eq /σ 0

eq, (5)

where σ delam
eq and σ 0

eq – maximum values of the relative equivalent stresses in the panel
with a defect and undamaged panel, respectively.

For determination of the relative equivalent stress in the laminated composite panel,
the Von Mises-Hill energy criterion of strength was chosen:

σeq =
√

σ 2
x

F2
x

− σxσy

FxFy
+ σ 2

y

F2
y

+ τ 2xy

F2
xy

+ τ 2xz

F2
xz

+ τ 2yz

F2
yz

, (6)

where σ x, σ y, τ xy, τ xz, τ yz – normal and tangential effective stresses, Fx , Fy, Fxy, Fxz,
Fyz – PCM ultimate strength values.

The developed mathematical model used to calculate the SSB of the defective struc-
ture considers the panel as a set of interconnected orthotropic layerswith arbitrary PhMC.
The strength criterion (6) in this setting should be written separately for each layer. In
this case, the ultimate bearing capacity of the panel as a whole will be defined as the
initiation of a fracture of any of its layers.

When we use the proposed method for SSB determination, the normal stresses σ x,
σ y and tangential stress τ xy within the layer vary according to the linear law, and the
transverse shear stresses τ xz and τ yz are constant. Therefore, the equivalent stresses in
the i-th layer are maximal at the interfaces of layers zi and zi+1. Consequently, maximum
value of the relative equivalent stressesσmax

eq for the panel as awhole is equal tomaximum

value of the equivalent stress values σ i
eq, calculated at the most loaded point of the i -th

layer (i = 1…k).
Using the described approach, we studied the influence of individual delamination

parameters on the strength of the flat rectangular panel fixed along the contour. This panel
was made of UT-900-2.5 woven carbon fiber composite based on EDT-69N binder with
the characteristics given further: ultimate tensile strength along the grain –917 MPa;
ultimate tensile strength across the grain – 881 MPa; modulus of elasticity along the
grain – 69 GPa; modulus of elasticity across the grain – 67 GPa; ultimate compressive
strength along the grain – 55 MPa; ultimate compressive strength across the grain –
50 MPa; ultimate shear strength in the laying plane – 75 MPa; shear modulus in the
laying plane – 5.5 GPa; Poisson’s ratio – 0.32; layup pattern – [0°/90°/0°/90°]S.

The panel is under the action of the uniformly distributed lateral load. In the process
of the plate calculations, conditions for its edges’ fixing correspond to the boundary
conditions of free bearing. The fixing conditions as a set of static and geometric boundary
conditions are written at x = ±a as follows: ω = 0, v = 0, θy = 0, Nx = 0,Mx = 0; at
x = ±b: ω = 0, u = 0, θx = 0, Ny = 0, My = 0.

We assessed the decrease in strength of the structure with a defect when the shape,
location, dimensions, depth of delamination and dimensions of the panel were changed.
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4 Results and Discussion

According to study of [15, 21] for the laminated panel under action of tensile and
compressive loads, surface delaminations of the rectangular and elliptical shape are the
most common. This classification is also true for the action of the transverse load, since
the outer layers of the panel under bending are in stretched/compressed state. Based on
this, we studied the impact of the defect shape on the reduction of safety factor of the
considered rectangular panel (Fig. 2).

The analysis of results allowed us to conclude that for the rectangular panel under
study the difference in strength reduction caused by the delamination of rectangular and
elliptical shape is from 1 to 3.5% at the different ratios of defect size.

Delaminationdimensions anddepth are themost important characteristics of a defect.
Studies have shown that for a given shape and area of the delamination, a certain critical
ratio of the delamination dimensions a1/b1 (sides for a rectangle and axes for an ellipse)
was found. This led to maximum decrease in strength at Sdelam = const.

Fig. 2. Dependence of the strength reduction factor on the ratio of delamination sides for
rectangular panels.

Therefore, when determining the admissible parameters of a defect, both the area
and critical length of the defect are taken into account at a1/b1 → Kmin.

The impact of the defect size was studied on the example of 140 × 70 × 1.8 mm flat
rectangular panel. Under the assumption about exclusion of the material in the defect
zone, it is suggested that the applied external load is redistributed between undamaged
layers of the panel. Therefore, maximum delamination depth was taken equal to half the
thickness of the plate with no damage. The dependences of the strength reduction factor
K(l) on the delamination length were plotted for the relative areas S = 0.01 and 0.09 and
different defect depths δ (Fig. 3). Here and elsewhere S = Sdelam/S0; δ = δdelam/δ0.

Using the constructed graphs, we determined the values of the critical delamination
length lcr and correspondingminimumstrength reduction factorsK for each combination
of (S − δ), as shown in Fig. 4.

Location (alongwith dimensions) is one of important parameters of the delamination.
The impact of this factor on the strength reduction factor of the damaged structure was
studied using the example of 100 × 100 × 1.8 mm square panel with the layup pattern
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Fig. 3. Dependence of the strength reduction factor on the delamination length at different values
of S and δ.

Fig. 4. Dependence of the strength reduction factor on the relative delamination length for the
rectangular plate (a = 2b).

of [0°/90°/0°/90°]S. In our case, it was square-shaped delamination of the relative area
and depth equal to 0.04 and 0.125, respectively.

In order to take into account the impact of the delamination location on the bearing
capacity of the panel with a defect, we introduced a correction factor γ = K (0,0)/Kmax ,
whereKmax –maximum strength reduction factor obtained after changing the position of
the delamination center;K (0,0) – strength reduction factor for the casewhen delamination
is in the center of the panel. Numerical results of calculations are shown in Fig. 5 as a
dependence of the coefficient γ on the position of the delamination center.

Fig. 5. Dependence of the coefficient γ on the coordinates of the position of the delamination
center for square panel under study.

Coefficient γ for the square panel under study, taking into account the delamination
location, is 1.06.
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As is shown above, change in the shape of the delamination has a significant impact
on the residual strength of the panel with a defect. Figure 6 represents the dependences
of the strength reduction factor K and the relative critical delamination length lcr for the
ratio of panel sides A/B.

Fig. 6. Dependence of the strength reduction factor and the critical size of the defect on the ratio
of the panel side lengths.

The results obtained demonstrate that the structure is more sensitive to the defect
when the panel length is increased.

Since the curves of the strength reduction factor tend to asymptote as the A/B value
increases, certain critical elongation of the panel can be determined, above which the
strength reduction factor remains constant. According to results shown in Fig. 6, the
critical ratio of sidesp dimensions is equal to 4 for the rectangular panels of UT-900-2.5
carbon fiber composite based on the EDT-69N binder. As a consequence, parameters
of the defect which satisfy the permissible decrease in strength in the panel of criti-
cal length are acceptable for panels with any ratio of sides made of the material under
study. In contrast to the classical theory of laminated plates [11, 13], the proposed model
gives an opportunity to simplify three-dimensional problem by setting the displacement
field on interfaces of the layers and their linear interpolation over the plate thickness,
taking into account the transverse shear deformations. Unlike the papers [12, 15, 16],
where the transverse shear was considered in whatever way, the proposed model allowed
modelling the structure of step-variable thickness. The proposed mathematical model is
characterized by the certain field of applicability, where the accuracy of results corre-
sponds to the required one. Based on the comparison of results with the literature data
[19, 21], the error of the theoretical determination of deflection does not exceed 3%, and
that of stresses – 8%. It corresponds to sufficiently high accuracy of the description of
stress-strain behavior of a multilayer plate.

5 Conclusions

In accordance with the assigned purpose, a new method has been developed for assess-
ment of strength of the composite plate with the delamination damage. The method
allows us to determine the degree of stress concentration in the area of stepwise change
in thickness, and identify themost dangerous point where the failure of the structure may
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begin. The impact of elliptical and rectangular defects on the strength reduction factor
has been analyzed. The need to consider the ratio of the panel sides in the development
of effective standards for the acceptance of composite structures has been shown. The
proposed method can be successfully used to solve practical problems such as deter-
mination of the stress–strain behavior of a damaged structure or structure after repair,
specification of the permissible delamination dimensions, and defining the parameters
of the bonded repair process.
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Abstract. This paper reviews stationary and nonstationary iterative methods for
solving large sparse systems of linear equations (SLE) for elliptic equations of
mathematical physics. Nonstationary iterative methods for solving large sparse
SLE are compared on the problem of electric potential distribution in a region.
Original equation of electrostatics is discretized using the Finite Volume Method
in curvilinear coordinates. The central difference scheme of the second order
accuracy was involved to approximate the derivatives in equation of electrostat-
ics. Approximation for original equation generates a symmetric positive definite
matrix of large spectral radius. Among iterative methods variety this study consid-
ers Conjugate Gradient (CG) method, Generalized Minimal Residual (GMRES)
method and Biconjugate Gradient (BiCG) method as the most popular nonlinear
SLE solving methods. The ILU(0) decomposition is used as a preconditioner. A
residual norm serves as a convergence criterion. It was assumed that the system
of linear equations is solved if current residual norm is seven orders less than the
initial one. GMRES method showed some good and stable convergence for solv-
ing systems of linear equations with sparse symmetric positive definite matrix.
It was established that GMRES method for sparse matrices has high computing
efficiency for solving elliptic problems.

Keywords: Numerical methods for solving the systems of linear algebraic
equations · SLE · Equations of elliptic type · Krylov subspace · GMRES · CG ·
BiCG · MINRES · BiCGSTAB

1 Introduction

Mathematical physics equations of different types underlie the numerical simulation of
physical processes. Discrete analogues of original differential equations require solving
sparse systems of linear equations (SLE). These systems can be extremely large, for
example like ones describing coupled tasks of computational aerodynamics, electro-
dynamics, heat transferring and solid mechanics [1, 20, 21]. Solving of SLE takes the
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biggest part of computing equipment capacity, therefore a selection of optimal method
for solving of linear equation systems is one of mathematical simulation key problems.

All methods applied for solving linear equations systems can be divided into two
classes: direct and iterativemethods [2–6]. By the term directmethod, wemean amethod
that theoretically gives the exact value of all variables in a finite number of arithmetic
operations (Cramer’s rule). Iterativemethods provide the solution as the limit of sequence
of vectors obtained over the same mathematical procedure named as iterative process or
successive approximation [7, 8].

The main arguments in favor of iterative methods are to reduce computer storage and
processor time. Another iterative methods advantage is their convenience for modern
computing equipment. As of solving large sparse system of linear equations, direct
methods become ineffective due to round-off accumulation and dramatic number of
mathematical operations. Iterative methods provide solution of SLE with a prescribed
error. Their advantage over direct methods is their superiority in convergence speed and
convenience of implementation in practice as well.

Generally, iterative methods are used for sparse SLE that arise due to finite-element,
finite-different or finite-volume approximation of partial differential equations (equa-
tion systems). Iterative methods are often combined with preconditioning operators that
increase the convergence speed of the method. The selection of preconditioning operator
is a separate task. At the same time, iterative methods can be successfully implemented
for solving some large dense SLEs.

Themost effective and robust iterativemethods for solving these systemsof equations
are so-called projection-based methods and especially those that are related to Krylov
subspace. High level of robust distinguish them among all iterative methods. Studies
[17, 18] describe iterative methods and focus on different forms of preconditioning. This
paper gives a review of methods for solving SLE based on Krylov subspace. Numerical
algorithms of iterative methods for SLE solving are described in [22, 23].

It should be noted that nowadays there are no universal methods working equally
well for different classes of problems. Generally, the challenge is to select the most
effective method for each problem.

This paper aims to compare SLE solving methods with respect to mathematical
physics equations of elliptic type. First, we review the main stationary and nonstationary
iterative methods in their historical evolution. The third part describes iterative methods
advantages and disadvantages, influencing their efficiency for SLE solving, which corre-
spond to considering class of problems. The fourth and fifth parts comprise the problem
statement and discussion of obtained results according to assumed convergence criterion
for the problem of electric potential distribution in specified region.

2 Iterative Methods for Solving Systems of Linear Algebraic
Equations

Iterative methods are comprised of stationary and nonstationary methods [2, 3].
Stationary iterative method is a method that can be represented in a following simple

form:

xk+1 = A xk + c, (1)
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where A and c are not dependent from iteration number k. Otherwise the method is
nonstationary.

Stationary iterative methods have been used for a long time and are clear and easy
for implementation, but commonly less effective in comparison to nonstationary meth-
ods. Nonstationary methods are relatively new and can be highly effective in terms of
computing capacity [2, 3].

The rate of iterative method convergence substantially depends on matrix spectral
radius. Thus, iterative methods generally comprise the second matrix that transforms
matrix A into matrix of less spectral radius. This transformation matrix is called a pre-
conditioning matrix. Good preconditioning enhances convergence of iterative method.
Without preconditioning, the iterative method may not converge [3, 22, 23].

There are lots of iterative methods. Here we consider ones illustrating historical
evolution of iterative methods for solving sparse systems of linear equations.

2.1 Stationary Methods

– The Jacobimethod suppose the solution for eachvariable locally by the other variables;
the solution for each variable is found once per iteration. It is clear and easy to
implement, but slowly converging.

– The Gauss-Seidel method can be considered as the Jacobi method modification. The
key idea consists in involving of new values of each variable as they are known,
meanwhile in Jacobi method they remain unchanged until the next iteration.

– Successive Overrelaxation method (SOR) can be derived from the Gauss-Seidel
method if add an extrapolation parameter ω. If ω is optimally selected, SOR may
converge by an order of magnitude faster than Gauss-Seidel method.

– Symmetric Successive Overrelaxation method (SSOR). As itself it has no advantages
over SOR, but can be applied as a preconditioner for nonstationary methods.

2.2 Nonstationary Methods

– Conjugate Gradient method (CG) is a method for defining function local minimum
based on information about its value and gradient [3, 4].

– MINimum RESidual method (MINRES). This method is a computational alternative
of CGmethod for a matrix with symmetric and positive indefinite coefficients [3, 18].

– Generalized Minimal RESidual method (GMRES). As an extension of MINRES, it
also generates a sequence of orthogonal vectors with further solving them through
a least-squares technique. However, in contrast to MINRES and GC it requires high
storage capacity because the whole sequence is to be saved. Therefore, the generally
used are “restarted” versions with limiting the computing and storage demand via
the fixed number of vectors to be generated. The GMRES is applicable for general
nonsymmetric matrices [2, 17].
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– BiConjugateGradientmethod (BiCG). Thismethodprovides twomutually orthogonal
or “bi-orthogonal” sequences of conjugate gradient vectors. One of them is generated
on basis of the systemwith original coefficientmatrixA and other one – onAT. It takes
limited storage. Thismethod is applicable for symmetricmatrices, but the convergence
might be irregular. BiCG undertakes calculation of a matrix-vector product and a
transpose product at each iteration [22].

– Chebyshev Iteration method. This method provides recursively defying of polynomi-
als with coefficients selected tominimize the norm of residual in amin-max sense. For
this case the coefficient matrices must be positive definite and the extremal eigenval-
ues are to be known. The advantage of this method consists in no inner multiplication
[3].

3 Comparative Assessment of Iterative Methods for Solving
Systems of Linear Algebraic Equations

SLE solving efficiency significantly depends on selection of iterative method. The
advantages and disadvantages of iterative methods are considered below [3, 22, 23].

1. Jacobi method [2]

– This method is easy for implementation, but if the matrix is not diagonally dom-
inant, it is better to consider it as an introduction to iterative methods or as
preconditioner for nonstationary methods.

– Easy for paralleling.

2. Gauss-Seidel method [3]

– The convergence is faster than with Jacobi method, but generally, it cannot
compete with nonstationary methods.

– It is applicable for diagonally dominant matrixes or symmetric positive definite
matrixes.

– Paralleling performance depends on coefficient matrix structure.
– It is a particular case of SOR method, obtained by setting ω = 1.

3. Successive Overrelaxation method [2, 3]

– SOR provides an acceleration of the Gauss-Seidel method convergence (ω >

1, upper relaxation); also SOR can provide the convergence in case when the
Gauss-Seidel method is not converged (0 < ω < 1, lower relaxation).

– The convergence speed mainly depends on parameter ω; the optimum value of
ω can be estimated on the spectral radius of Jacobi matrix.

– Paralleling performance depends on structure of coefficient matrix.
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4. Conjugate Gradient method [5]

– CG is efficient when the system is symmetric positive definite.
– The speed of convergence depends on a range of conditions.
– Paralleling performance significantly depends on coefficients matrix and on

preconditioner.

5. Generalized Minimal Residual method [17]

– GMRES is efficient when the matrices are non symmetric.
– GMRES minimizes the residual for fixed number of iterations, but the cost of

these iterations grows.
– In order to limit the growing of computational costs and number of steps per

iteration GMRES should be restarted.
– GMRES requires only matrix-vector products with matrix of coefficients.
– The number of inner products rises linearly with the number of iterations up to

the restart point. As for realization based on classical Gram-Schmidt process,
inner products are independent, so together they indicate only one point of syn-
chronization. More stable realization relies on using modified Gram-Schmidt
orthogonalization and has one synchronization point per each inner product.

6. Biconjugate Gradient method [22]

– BiCG method is applicable for non symmetric matrices.
– BiCG method requires the matrix-vector product of matrix coefficients and

transposed matrix.
– Paralleling performance is similar to CG performance.

7. Chebyshev Iteration method [2, 3]

– It is applicable for non symmetric matrices.
– Computational structure is similar to CG method, but it does not comprise

synchronization points.
– Adaptive Chebyshev method can be combined with CG or GMRES methods.

Selecting the “best” method for a given class of problems is largely a matter of trial
and error. Although among the variety of iterative methods, the most efficient are CG,
GMRES and BiCG methods [2, 3].

4 Problem Statement

We will compare iterative methods for solving large sparse systems of linear equations
in example by the problem of electric potential distribution in specified region [11, 12].

The equation of electric field excluding resultant density of space and surface charge
represents the Laplace’s equation

∇(εr∇ϕ) = 0, (2)
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where εr – relative dielectric permittivity,ϕ – electric potential. It is elliptic type equation.
As the initial conditions for Laplace’s equation we set the null distribution of elec-

tric potential and as the boundary condition we used the voltage, applied to electrodes.
To solve this equation we’ll use corresponding values of relative dielectric permittivity
for air and dielectric. The voltage ϕ = 30 kV is applied to exposed electrode and cov-
ered electrode is loaded by null potential. At external boundaries, we set the Neumann
condition. The layout diagram of computational domain is given in Fig. 1.

Original equation of electrostatics was discretized using the Finite Volume Method
in curvilinear coordinates [9, 10, 13–16]. The central difference scheme of the second
order accuracy was involved to approximate the derivatives in equation of electrostatics.

Original Eq. (2) discretizing followed finding the solution for obtained system of
linear equations using CG, GMRES and BiCG methods [19, 24].

5 Results and Discussion

The dielectric is represented by Macor ceramic material with relative dielectric permit-
tivity εr and thickness d = 2.1 mm. Relative dielectric permittivity for air is εr = 1.0.
Two cuprum lines represent electrodes. The exposed electrode length is equal to 5 mm,
and the covered electrode length is equal to 25 mm. The origin of coordinate is located
on the right edge of exposed electrode.

Multi-block structured grid describing computational domain geometry comprises
5 blocks of a total number of nodes equal to 17275 (see Fig. 2). The value of minimum
step along the right edge of exposed electrode was selected equal to 10−5.

The discretization of original equation gives a sparsematrixAwhere the total number
of non-zero elements is 94663, including diagonal ones.

The Laplace’s equation is a differential equation and elliptic in nature. Because it
comprises variable coefficients (second derivatives coefficients) the special methods for
solving, for example like fast Fourier transform, are inapplicable. Thus, the question is,
what solver is better to use for obtained system of linear equations.

Approximation for Laplace’s equation generates the symmetric positive definite
matrix of large spectral radius. Hence, the matrix is ill-conditioned.

We’ll compare CG, GMRES and BiCG methods as the most popular SLE solving
nonlinear methods. The ILU(0) decomposition is used as a preconditioner. Direct meth-
ods for solving of SLE are not considered due to their initially poor convergence for this
class of equations.

In result, we defined the distribution of electric potential in a region (see Fig. 3). For
better illustrating and understanding we denoted obtained results to maximum value of
voltage ϕ = 30 kV.

A residual norm serves as a convergence criterion. The system of linear equations is
solved if current residual norm is seven orders less than the initial one.
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Dependences of residual norm on number of iterations for CG, GMRES and BiCG
methods are presented in Fig. 4. Obtained results show that CG method does not con-
verge. Although BiCG methods converges but the speed of convergence and behavior
put in doubt this method robustness. Only GMRESmethod showed good and stable con-
vergence for solving of systems of linear equations. So this solver can be recommended
as robust for solving SLE with symmetric positive definite matrix A.

Fig. 1. Layout diagram

Fig. 2. Multi-block structured grid

Fig. 3. Distribution of electric potential
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Fig. 4. Dependence of residual norm on the number of iterations

6 Conclusions

In this paper,we have reviewed stationary and nonstationary iterativemethods for solving
large sparse systems of linear equations for elliptic equations of mathematical physics.
The study was conducted in example by the problem of electric potential distribution
in specified region. The discretization of original equation of electrostatics with using
the Finite Volume Method in curvilinear coordinates and approximation of the deriva-
tives, involving the central difference scheme of the second order accuracy, have led
to generation of symmetric positive definite matrix of large spectral radius. Therefore,
taking into account advantages and disadvantages, the CG, GMRES and BiCG methods
were selected as the most efficient and suitable for this study. They have been compared
according to convergence criterion, so the systemof linear equationswas assumed solved
when the current residual norm was seven orders less than the initial one. Among con-
sideredmethods, only GMRESmethod ensured good and stable convergence for solving
SLE with sparse symmetric positive definite matrix and highly effective for computing
elliptic problems.
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Abstract. This paper has presented an exact analytical solution of the flat pure
bending problem of a multilayer wedge-shaped console consisting of an arbitrary
number of wedge-shaped rigidly connected layers. It is assumed that the con-
sole is deformed elastically, and its layers are made of orthotropic or isotropic
homogeneous materials. The problem is solved by the methods of linear theory
of elasticity using a continuous approach, in which the multilayer console is con-
sidered as a continuous body with variable in the transverse direction mechanical
characteristics of the material. This has allowed to obtain generalized relations
for the components of the stress-strain state immediately for the whole package
of layers. The solution of the problem is reduced to the definition of an unknown
continuous function of tangential stress distribution in cylindrical cross-sections of
the console. The defining equation is obtained for this function, the main types of
solutions for homogeneous orthotropic and isotropic layers are investigated. As a
special case, a homogeneous orthotropic and isotropic wedge is studied, for which
closed relations for stresses and displacements are obtained. The correspondence
to the known solution for a homogeneous isotropic wedge is shown. The obtained
solution can be directly used to predict strength and stiffness of multilayer beams
of variable cross-section, to solve other bending problems of such elements, as
well as to verify the accuracy of approximate calculation methods.

Keywords: Wedge · Multilayered structures · Bending

1 Introduction

Beams and wedge-shaped beams are quite common in various structures in modern
construction and mechanical engineering, in particular for aircraft designs. Compared
to beams of constant cross-section, wedge-shaped elements allow achieving significant
savings in materials and weight of the structure. A much greater effect from the use of
such elements can be achieved by replacing the homogeneous material composite multi-
layer structure.However, as in the case of constant cross-section beams, the heterogeneity
of the structure of the composite wedge-shaped element significantly complicates the
determination of its stress-strain state (SSS) due to insufficient development of analytical
theories of such elements deformation.

The aim of this work is to construct an accurate analytical solution for the problem of
flat pure bending of a multilayer wedge-shaped console, which consists of an arbitrary
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number of orthotropic wedge-shaped layers under the condition of their absolutely rigid
connection.

At present, we can note the active development of the direction the numerical cal-
culation of variable cross-section beams [1, 2] and the direction of their analytical
modeling. The latter direction is represented mainly by works in which analytical and
semi-analytical deformation models of homogeneous and composite beams of variable
cross-section are developed. Such models are built as approximate solutions to the cor-
responding problems. There are far fewer papers that provide accurate solutions to such
elements.

In most recent works, the Timoshenko hypothesis is the basis for constructing ana-
lytical models of deformation. For example, in [3] a model of a homogeneous cantilever
wedge-shaped beam bending under the action of an arbitrary load at the free end and an
evenly distributed load on the longitudinal faces was constructed. Amore general case of
a homogeneous isotropic beam with an arbitrary change in the height of cross-sections
is considered in [4], where a one-dimensional model of such elements bending based on
the Timoshenko hypothesis is proposed. In [5], the model similar to [4] was constructed
for the case of asymmetric section with respect to the main plane, as well as taking into
account transverse compressive stresses. Using the Timoshenko hypothesis an analytical
theory of a conical inflatable beam for the case of external moment was developed [6].

The Timoshenko’s hypothesis was also used in the construction of deformationmod-
els of variable cross-section composite beams. In particular, the model presented in [4]
was developed in [7] for the case of a multilayer beam with isotropic layers. In [8] a
comparison with different methods of SSS determination for wedge-shaped I beams is
given, where a significant error of stress values is shown when applying the calculated
relations for prismatic beams.

In some works, the models of deformation of variable cross-section beams are built
using elements of the classical model of homogeneous prismatic beams deformation.
For example, in [9] the assumption about the validity of the Navier equation was applied
to obtain analytical relations for stresses in straight homogeneous isotropic beams with
an arbitrary change in the height of cross-sections along the length. This method was
developed for a more general case of loading and changing the size of sections in [10].
In [11], a model of a three-layer wedge-shaped beam based on a layer-by-layer approach
and the assumption that the deformation of the outer layers of constant thickness can be
described using the classical bending model is proposed. And in [12] a similar approach
has been used to develop a semi-analytical method for calculating multilayer beams with
variable stiffness.

It is important to note that during the construction of these deformation models
certain assumptions were made about the distribution of stresses and displacements, so
their application does not allow establishing a complete and accurate representation of
the SSS even for the simplest case of a symmetrical wedge-shaped beam of constant
width. This can be achieved only by constructing an exact solution of the elasticity theory
equations for the corresponding conditions of loading and fixing of the beam.

Thewell-known solution of Carothers and Inglis for isotropic wedge and the solution
of Sergey Lehnitsky for orthotropic wedge give exact relations for the components of
the stress state. Current studies [13] show the possibility of solving the pure bending
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problem of an uncut isotropic and orthotropic wedge using the theory of a complex
variable functions. However, the authors did not find a solution for the case of pure
bending of a multilayer wedge-shaped console.

2 Methodology

Consider a narrow console of variable cross section, which is part of the wedge with
an angle ψ at the apex O. The console consists of m wedge-shaped layers Pk of equal
width b of different materials (see Fig. 1). We assume that the conditions of absolutely
rigid connection between the beam layers are fulfilled.

Fig. 1. Scheme and structure of the cross section multilayer circular beam

The ends of the beam Tς (ς = 1, 2) are parts of coordinate cylindrical concentric
surfaces with radii rς , and the longitudinal faces�ς belong to the coordinate planes that
form angles θς with a plane xOy.

The system of loads at the end T1 has zero equivalent force and is reduced to the
equivalent moment M (see Fig. 1), which puts the considered beam in the conditions
of pure bending. At the end T2 with the coordinate r2, we consider the given kinematic
and static conditions that simulate the rigid fixing of the console.

The elastic characteristics of the investigated beam, their products and relations in the
system rθy will be piecewise continuous functions μS

a = μS
a(θ) that can be analytically

described using the Heaviside function H (θ):

μS
a =

m∑

k=1

{
S[k]a

[
H

(
θ − θbd ,k−1

) − H
(
θ − θbd ,k

)]}
, (1)

where S[k]a – mechanical characteristic value for the k-th layer; θbd0 = θ1, θbd ,m =
θ2 – angular coordinates of longitudinal surfaces �ς .

Consider the construction of an analytical solution of the problem with the elas-
tic work of the console’s layers materials. In this case, we apply the continuous app-
roach proposed in [14, 15] to determine the SSS of straight and circular multilayer
beams. This approach will provide generalized relations describing the distribution of
SSS components for the entire package of layers.
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Given the accepted external loads and geometric parameters of the beam, it can
be assumed that it is in the conditions of a generalized flat stress state. To solve our
problem we use the equation of the plane problem of the elasticity linear theory in the
polar coordinate system:

∂σr

∂r
+ 1

r

∂τrθ

∂θ
+ σr − σθ

r
= 0; ∂τθr

∂r
+ 1

r

∂σθ

∂θ
+ 2τθr

r
= 0, (2)

εr = σr

μE
r

− μν
θrσθ

μE
θ

; εθ = σθ

μE
θ

− μν
rθσr

μE
r

; γrθ = 1

μG
rθ

τrθ, (3)

εr = ∂ur
∂r

; εθ = 1

r

(
∂uθ

∂θ
+ ur

)
; γrθ = 1

r

(
∂ur
∂θ

− uθ

)
+ ∂uθ

∂r
.

(4)

The system of external loads on the longitudinal surfaces �ς and ends T1 of the
beam imposes on the components of the stress state such boundary conditions:

σθ|θ=θς = 0; τθr|θ=θς = 0, (5)

σr|r=r1 = −pr1; τrθ|r=r1 = −pθ1. (6)

The relationship of stresses in the cross sections of the console with the internal force
factors caused by the load on T1 gives the following integral conditions:

θ2∫

θ1

(σr cos θ)dθ −
θ2∫

θ1

(τrθ sin θ)dθ = 0,

θ2∫

θ1

(σr sin θ)dθ +
θ2∫

θ1

(τrθ cos θ)dθ = 0,

θ2∫

θ1

(σr sin θ)dθ +
θ2∫

θ1

(τrθ cos θ)dθ −
θ2∫

θ1

(τrθ)dθ = M

br2
.

(7)

The compatible solution of the second and third expressions (7) gives a relation:

θ2∫

θ1

τrθdθ = −M

b

1

r2
. (8)

The corresponding form of the solution (8) for tangential stresses τrθ:

τrθ = �τ1
rθ

r2
, (9)

where �τ1
rθ = �τ1

rθ (θ) – unknown tangential stress distribution function.
By substituting (9) for the second condition (5) and (8), we obtain the conditions for

�τ1
rθ :

�τ1
rθ |θ=θς = 0,

θ2∫

θ1

�τ1
rθ dθ = −M

b
. (10)
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By solving the equilibrium Eq. (2) with respect to the functions of normal stresses
taking into account (9), the first condition (5) and conditions (7) we obtain

σr = 1

r2
d�τ1

rθ

dθ
, σθ = 0. (11)

It can be noted that the third and fourth conditions (6) must directly specify the
distribution of functions �τ1

rθ and σr|r=r1 . However, their use at this stage makes it
impossible to satisfy the system of equations and conditions (2)–(7). Therefore, we will
limit ourselves only to conditions (7), (10) and determine in which case the obtained
solutions will satisfy the boundary conditions (6).

By solving the first and second expressions of the Cauchy relations (4) and
substituting (3) and (11), we obtain solutions for displacements ur i uθ:

ur = 1

μE
r

d�τ1
rθ

dθ

(
1

r1
− 1

r

)
+ ur|r=r1 ,

uθ = 1

r
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μE
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)
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r1
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θ1

(
1

μE
r

d�τ1
rθ

dθ

)
dθ −

θ∫

θ1

ur|r=r1dθ + uθ|θ=θ1 .

(12)

By substituting expressions (12) to the third relation (4) and performing the
transformation, we obtain the following condition:

r
d
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r

)
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+
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(13)

The components in square brackets in (13) depend only on the variable θ. Therefore,
this condition can be fulfilled for all points of the beam, only if the expressions in square
brackets are equal to some constant:
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dur|r=r1

dθ
+

θ∫

θ1

ur|r=r1dθ + 1
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d

dθ
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1

μE
r

d�τ1
rθ

dθ

)
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1

μE
r
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dθ = K2. (15)

Taking into account (14) and (15), condition (13) is transformed into the equation:

r
d

dr

(
1

r
uθ|θ=θ1

)
= 1

r2
K1 − 1

r
K2. (16)
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Taking into account the homogeneous boundary conditions for function �τ1
rθ (10)

and the linearity of Eq. (14) we can introduce a substitution:

�τ1
rθ = K1�

τ
rθ. (17)

By substituting (17) to (14), we obtain

d

dθ
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1

μE
r

d�τ
rθ

dθ

)
+ �τ

rθ

μG
rθ

+ 2
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θ1

(
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μE
r

d�τ
rθ

dθ

)
dθ = 1. (18)

Conditions (10) after taking into account the replacement (17), give the boundary
conditions for the function �τ

rθ and value of the unknown constant:

�τ
rθ|θ=θς = 0, K1 = −M

/(
bBτ

0

)
, Bτ

0 =
θ2∫

θ1

�τ
rθdθ. (19)

After a single differentiation (18) and execution of transformations, we obtain

1

μE
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dθ3
+ d

dθ
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2

μE
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dθ2

+
(
2
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1

μE
r
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dθ
+ d

dθ

(
1

μG
rθ

)
�τ

rθ = 0.

(20)

The analytical solution (20) is possible for a single k-th homogeneous layer.
Within the k-th homogeneous orthotropic layer, when θ ∈ (

θbd ,k−1, θbd ,k
)
,

mechanical characteristics S[k]a = const and Eq. (20) will have a general solution

�
τ [k]
rθ = C[k]

1 + C[k]
2 sin

(
βτ [k]θ

)
+ C[k]

3 cos
(
βτ [k]θ

)
, (21)

where βτ [k] =
√
2 − 2ν[k]rθ + E[k]

r

/
G[k]
rθ – constant for the k-th orthotropic layer.

In the case of an isotropic layer: E[k]
r = E[k]

θ = E[k], ν
[k]
θr = ν

[k]
rθ = ν[k], G[k]

rθ =
E[k]

/(
2 + 2ν[k]

)
, and constant βτ [k] = 2.

The function �τ
rθ for the whole beam can be formed using solutions (21) similarly

to the functions of elastic characteristics (1):

�τ
rθ =

m∑

k=1

{
�

τ [k]
rθ

[
H

(
θ − θbd ,k−1

) − H
(
θ − θbd ,k

)]}
. (22)

The expression obtained in (22) will include 3m unknown constants of integration
C[k]
1 , C[k]

2 , C[k]
3 . To determine all unknown constant boundary conditions (19), it is

sufficient only for the console consisting of a single layer.
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Additional conditions for the multilayer console will be obtained from the condition
of absolutely rigid connection of layers which will be carried out in case of:

�
τ [k]
rθ |θ=θbd ,k

= �
τ [k+1]
rθ |θ=θbd ,k

,
1

E[k]
r

d�
τ [k]
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= 1
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r
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dθ
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. (23)

Another condition for a function �τ
rθ is dictated by the defining Eq. (18):
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The solution of Eq. (15) can be obtained by direct integration for the whole package
of console layers. Taking into account (17) and (19) obtained:
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br1B
τ
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(25)

By integrating Eq. (16), taking into account (17), (19) and (25) obtained:

uθ|θ=θ1 = − M
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r21
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r
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r.

(26)

3 Results

Thus, the general solutions and conditions for determining the unknown integration
constants for all the required functions of the problem are obtained, which makes it
possible to record closed analytical expressions for all components SSS of the considered
multilayer element. In particular, for stresses and displacements we have:

τrθ = − M

bBτ
0

�τ
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r2
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0

1
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(28)



Exact Analytical Solution of the Pure Bending Problem 185

uθ = − M
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(29)

Stresses (27) satisfy static boundary conditions (5). However, conditions (6) at the
end T1 will be fulfilled only when the loads correspond to (27).

To model the fastening of the console (see Fig. 1) it is necessary to exclude the
movement and rotation T2, which is possible under conditions similar to [14]:

ur|r=r2, θ=θ1 = 0, ur|r=r2, θ=θ2 = 0, uθ|r=r2, θ=θ1 = 0. (30)

Applying (28) and (29) under conditions (30) and solving the obtained equations
with respect to the unknown constants of integration, we obtain
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(31)

Equations (33) give the values of displacements at the extreme points of the initial
section of the wedge-shapedmultilayer console. By using (33) it is possible to determine
the amount of deflection of the lower fiber of the console.

For a homogeneous orthotropic console (θ1,2 = ∓ 1
2ψ) consisting of a single layer

after applying solution (21) under conditions (19), we have

�τ
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(
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)
, βτ =

√
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Grθ
. (32)

The ratios for stresses (27) and deflection uz|θ=θ1,r=r1 = uθ|θ=θ1,r=r1 cos θ1 +
ur|θ=θ1,r=r1 sin θ1 of the truncated and not truncated ( lim

r1→0
uz|θ=θ1,r=r1 ) console, after

substitution (32) will take the following form
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The Eq. (33) make it possible to indirectly check the correctness of the constructed
solution. By changing the direction of the external moment, denoting the values and
rearranging the terms, expressions (33) can lead to the form of a known solution for an
isotropic wedge-shaped console.

4 Conclusion

The problem of pure flat bending of a multilayer wedge-shaped console at absolutely
rigid connection and elastic work of cylindrically orthotropic wedge-shaped layers is
solved by methods of the elasticity theory.

The obtained result is an exact solution of the plane problem of the elasticity theory,
provided that the load distribution, which is reduced to the equivalent moment, on the
free end of the console corresponds to (27).

Relationships (27), (28) and (29) make it possible to predict with high accuracy
the distribution of stresses and displacements for composite wedge-shaped multilayer
beams, in particular, consoles of variable cross-section. At the same time, the obtained
dependences are analytical, which allows to easily make changes to the original data in
the calculation at the stage of variable design.

The combination of the obtained solution together with similar solutions for other
types of loads opens the possibility of developing an applied method for solving a
wide range of problems of strength, rigidity, optimal design of effective multilayer
wedge-shaped elements.
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Abstract. Free vibrations of shallow shells of an arbitrary shape are investigated.
It is assumed that shell is fabricated of functionally gradedmaterials.Mathematical
model has been constructed on base of shear deformation shell theory of the higher-
order (HSDT). Voigt’s model is applied to define effective material properties of
the structure. To study a shell with an arbitrary planform the R-functions theory
combined with the variational Ritz method is used. The method proposed was
confirmed by different tests realized by means of corresponding software created.
Comparison was fulfilled for functionally graded shells of rectangular planform
with various curvatures and boundary conditions. New results for shallow shells
with complex planform are presented. The considered shell has four external cut-
outs bounded by semicircles and one internal square cut-out. One of the examined
variants is a cylindrical panel clamped on whole boundary with clamped internal
cut-out. This object is fabricated of four types of functionally graded material.
Effect of gradient index on natural frequency for all thosematerials is analyzed and
shown in different pictures. Computational experiment shown that with increasing
the gradient index value the natural frequencies are decreasing for all types of
functionally graded materials. It is effect is observed due to decreasing of volume
fraction of ceramics. Modes of vibration for cylindrical panel with complex form
are presented. Analysis of the natural frequencies obtained in a framework of two
theories (first and higher orders) was carried out in the paper.

Keywords: R-functions theory · Shallow shells · FGM · Higher-order shear
deformation theory

1 Introduction
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of the State Prize of Ukraine in the field of science and technology, Honoured Worker
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of Science and Technology of Ukraine, Professor; Doctor of Physical and Mathematical
Sciences. Rvachev V.L. is an author of the theory of the R-functions, which belongs to
one of the greatest scientific discoveries of the twentieth century. Numerous applications
of this theory are presented in the works of his students. The name of V.L. Rvachev is
in many encyclopaedic reference books. A large number of publications are devoted to
him and his scientific achievements. We want to devote our paper to our greatest teacher.

Early in many works [1, 2] the R-functions method was applied to linear and geo-
metrically nonlinear dynamic problems of the laminated shallow shell with complex
planform. Since 2014 the R-functions method has been applied to static and dynamic
problems of plates and shallow shells fabricated of modern composite materials, so-
called functionally graded materials (FGM’s) [3–6]. This class of composite materials
has significant advantages over multilayer composites due to continuous and smooth
variation in properties in one or several directions. They restrain a sharp change in the
mechanical properties of the layers and, as a consequence, prevent stress concentration,
destruction and delamination of layers. In addition they are able to withstand high tem-
perature environments. Due to these reasons, the study of the static and dynamic behavior
of FGM structures draws an attention of many researchers. Calculation of FGM struc-
tures is among the most important problems of modern mechanics. A huge number of
works devoted to this problem and, in particular, to vibration FGM’s plates and shells is
known [7–12]. To analyze the dynamic behavior of plates and shells many theories have
been developed in last two decades. A recent review of the theories for the modeling
and analysis of FG sandwich plates and shells has been presented in works [13, 14].

So far themain applications of the RFMhave been connectedwith research buckling,
linear and nonlinear vibrations of the functionally graded plates and shallow shells by
means of classical or refined theory of the first order (FSDT). In this paper we apply the
higher-order shear deformation shell theory (HSDT) to investigate free vibration of the
FG shallow shells and plateswith complex planform and different boundary condition. In
these theories the shear correction factor is eliminated, but number of unknown functions
is the same as in FSDT.

2 Mathematical Formulation of the Vibration Problems
for Functionally Graded Plates and Shallow Shells in Framework
of HSDT

Shallow shells and plates made of functionally graded materials (mixture of metal and
ceramics) are considered.

A shell panel can have a complex shape. It can be clamped by different ways. We
will apply the third order shear deformation theory (TSDT) of the shells [7–11]. The
displacement field in the TSDT is defined by the following expressions:

u(x, y, z) = u0(x, y) + z�x − c1z
3
(

�x + ∂w

∂x

)
,

v(x, y, z) = v0(x, y) + z�y − c1z
3
(

�y + ∂w

∂y

)
,

w(x, y, z) = w0(x, y),

(1)
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Fig. 1. FGM shallow shell

where c1 = 4/
(
3h2

)
, h is the shell thickness, functions �x and �y describe corre-

sponding rotations around the OY-and OX-axes of the normal to midsurface of the
shell.

The strain-displacement relations are defined as
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where k1 = 1/Rx, k2 = 1/Ry are the principal curvatures of the shell along the
coordinates x and y, c2 = 3c1.

Strain energy U and kinetic energy T are defined by expressions:
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where
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Aij,BijDij,EijFij,Hij
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+h/2∫
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ρ(z)
(
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1 − ν2f

, Q12 = νf Q11, Q13=Q23 = 0; Q33 = Q44 = Q55 = Eeff (z, T )

2
(
1 + νf

) .
(11)

The effective material properties Eeff of the FGMs are calculated by Voigt’s model
[13, 14], provided that Poisson’s ratio ν is a constant. The Young modulus Eeff and
density ρ of FG structure are defined as:

Eeff (z,T ) = (Ec(T ) − Em(T ))Vc + Em(T ) , (12)

ρ(z) = (ρc − ρm)Vc + ρm, Vc =
(
2z + h

2h

)p

, (13)

In formulas (11–13) z is the distance between the current point and the shell mid-
surface, the index p (0 ≤ p < ∞) denotes the volume fraction exponent of ceramics Vc

which is connected with volume fraction of metal Vm by relation Vc + Vm = 1.

3 Solution Method

To investigate linear vibrations of the FGM shallow shells of complex planformwith var-
ious boundary conditions the R-functions theory [15] combined with variational Ritz’s
method (RFM) is used. The total energy functional for FGM shallow shell is as follows

J = T − U (14)

Assuming that the shell vibrates periodically, the vector of unknown functions can
be presented as

�U (u(x, y, t), v(x, y, t),w(x, y, t), ψx(x, y, t), ψy(x, y, t)
) =

= �U (u(x, y), v(x, y),w(x, y), ψx(x, y), ψy(x, y)
)
sin λt

(15)
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where λ is a vibration frequency. Using formulas (14) and (15) and Hamilton’s principle,
we get the variational statement of the problem

δJ = 0 , (16)

where

J = U
(
u, v,w, ψx, ψy

)− λ2T
(
u, v,w, ψx, ψy

)
. (17)

Variation (16) of the functional (17) is carried out on the set of functions that satisfy
the given boundary conditions.

Now, expressions for U and T in formula (17) depend on (x, y) and the kinetic energy
takes the following form
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In this study, minimization of functional (17) is performed by using the Ritz method,
belonging to a powerful tool in the vibration analysis of shells and plates. The accuracy
and stability of the Ritz method depend essentially on the choice of admissible functions.

Suppose that admissible functions {ui}, {vi}, {wi}, {ψxi},
{
ψyi
}

have
been constructed. Then, according to the Ritz method, unknown functions
u(x, y), v(x, y), w(x, y), ψx(x, y), ψy(x, y) are presented as follows.

u =
N1∑
i=1

aiui, v =
N2∑

i=N1+1

aivi, w =
N3∑

i=N2+1

aiwi, ψx =
N4∑

i=N3+1

aiψxi, ψy =
N5∑

i=N4+1

aiψyi,

(18)

Coefficients of this expansion {ai}, i = 1, ...,N5 in (18) are yielded by the Ritz
system

∂J

∂ai
= 0, i = 1, ...,N5.

4 Numerical Results

4.1 Test Problem. Shells with Rectangular Shape of Plan

Material properties of the FG mixture applied in the study are presented in Table 1. The
corresponding values are from [7–11].

Test. The natural frequency of FG square shallow shells with movable simply supported
edges and different curvatures with dimensionless parameter a/h = 5 is analyzed.
Aluminum and Alumina FG mixture Al/Al2O3 are considered as constituent materials.
The task was solved in framework of two theories: FSDT with shear coefficient 5/6 and
TSDT. The number of the admissible functions was chosen as N1 = N2 = N3 = N4 =
15, N5 = 28. Comparison of the obtained results with ones of works [9] is shown in
Table 2.
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Table 1. Mechanical properties of the constituent materials

Material E (GPA) ν ρ (kg/m3)

Al 70 0.3 2707

Al2O3 389 0.3 3800

Si3N4 322.27 0.3 2370

SUS304 207.78 0.3 8166

ZrO2 200 0.3 5700

Table 2. Comparison of the fundamental frequency parameters a/h = 5 of the square FG shallow
shells with simply supported movable edges (Al/Al2O3, a/h = 5)

a/h = 5

b/Ry a/Rx Method p = 0 p = 0.5 p = 1 p = 4 p = 10 p = ∞
0 0 RFM(FSDT) 0.211 0.180 0.162 0.139 0.132 0.108

RFM(TSDT) 0.208 0.177 0.161 0.136 0.129 0.110

[9] 0.212 0.182 0.164 0.138 0.131 0.108

0.5 0.5 RFM(FSDT) 0.2297 0.1961 0.1774 0.1497 0.1408 0.1168

RFM(TSDT) 0.2335 0.1999 0.1806 0.1517 0.1425 0.1194

[9] 0.2301 0.2000 0.1819 0.1526 0.1420 0.1172

1 1 RFM(FSDT) 0.2753 0.2370 0.2149 0.1774 0.1641 0.1400

RFM(TSDT) 0.2782 0.2402 0.2179 0.1794 0.1656 0.1421

[9] 0.2735 0.2425 0.2233 0.1858 0.1688 0.1393

0 0.5 RFM(FSDT) 0.2141 0.1827 0.1649 0.1405 0.1329 0.1089

RFM(TSDT) 0.2182 0.1862 0.1680 0.1424 0.1347 0.1117

[9] 0.2153 0.1855 0.1678 0.1413 0.1328 0.1096

0 1 RFM(FSDT) 0.2235 0.1913 0.1730 0.1459 0.1371 0.1137

RFM(TSDT) 0.2271 0.1946 0.1759 0.1477 0.1386 0.1162

[9] 0.2239 0.1945 0.1769 0.1483 0.1380 0.1140

0.5 −0.5 RFM(FSDT) 0.2049 0.1751 0.1582 0.1354 0.1283 0.1040

RFM(TSDT) 0.2090 0.1785 0.1611 0.1373 0.1300 0.1070

[9] 0.2064 0.1770 0.1596 0.1346 0.1270 0.1051

1 −1 RFM(FSDT) 0.1908 0.1631 0.1475 0.1262 0.1194 0.0969

RFM(TSDT) 0.1945 0.1662 0.1501 0.1279 0.1209 0.09956

[9] 0.1920 0.1648 0.1487 0.1252 0.1181 0.0977
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4.2 Shells with a Complex Planform

New results for shallow shells with a complex planform (Fig. 2) were obtained.
It is assumed that shell is clamped completely including the cut-out. Geometrical

dimensions are following:

a1/a = 0.2; a1 = b1; r/2a = 0.25; h/2a = 0.5; 2a

Rx
= 1; 2a

Ry
= 0.

We will analyse four kinds of FGMs:

(M1;M2;M3;M4) = (Al/Al2O4; Al/ZrO2; Si3N4; /SUS304; ZrO2/Ti − 6Al − 4V ).

Solution structure [1, 2, 15] for shells with complete clamped boundary can be taken
as:

w = ω�1, u = ω�2, v = ω�3, ψx = ω�4, ψy = ω�5

where �i, i = 1, 5 are indefinite components of the structure [1, 2, 15].

Fig. 2. Geometry of the FGM shallow shell and its plan shape

Indefinite components �i, i = 1, 5 of the structure were expanded in a power series
with account of problem symmetry.

To approximate indefinite component �1 it was taken twenty eight terms of the
polynomials series and remain indefinite components were approximated by fifteen
terms. Function ω(x, y) is constructed by the R-functions theory and vanished on whole
boundary.
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a

b

Fig. 3. a Effect of gradient index p on natural frequencies of shells made of M1 and M3. b Effect
of gradient index p on natural frequencies of shells made of M2 and M4

Effect of the gradient index p on natural frequencies of cylindrical shells fabricated
of the different materials is shown in Fig. 3a, b. The non-dimensional natural frequency

parameters are defined as 
 = λ
h

√
ρm
Em

. Presented here results were obtained within the

framework of two theories (FSDT (5/6) and TSDT). From Fig. 3a, b we can conclude,
that it is necessary to use the higher-order shells theory for thick shells.

The modes of vibration for given cylindrical shells made of mixture M3 for gradient
index p = 2 are presented in Table 3

(
p = 2; 2a/Rx = 1; 2a/Ry = 0; 2a/h = 0.5

)
.



196 L. Kurpa and T. Shmatko

Table 3. Modes of vibration of the cylindrical shell, fabricated of M3 material

1(FSDT) 11.625Λ = 2 12.825Λ = 3 12.635Λ = 4 15.953Λ =

1(TSDT) 13.178Λ = 2 13.994Λ = 3 13.907Λ = 4 17.608Λ =

Notethat vibration modes obtained in framework of two theories are the same, but the natural
frequencies differ from each other by 9–11.7%.

5 Conclusion

In thiswork, theR-functionsmethod is used for the first time to study the free linear vibra-
tions of functionally graded shallow shells with complex shape within the framework
of the higher order deformation theory. Voight’s model is used to calculate the effective
material properties of FGM’s. The corresponding software is created and applied for the
test and solution of the new vibration problems for shallow shells. The comparisons of
the results obtained within framework of FSDT and HSDT are carried out. Considered
test problems confirm the validation of the proposed approach and developed software.
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Abstract. The research results on the application of the laser and electric arc
welding technologies on AISI 316Ti/AISI 321 joints in the process of creation
of a honeycomb thin-walled structure are presented. A comparative analysis of
characteristics of spot welded joints of thin-sheet high-alloy steels produced by
electric arc and laser welding in different spatial positions is carried out. Both
technologies considered in this work are challenging to use in manufacture of
shell structures of honeycomb panels with cellular filler. Over the course of this
study the structure and the microhardness of the weld, as well as the heat-affected-
zone were determined. As a result, it was established that the laser welding is more
rational for use in mass production of large-sized structures due to the possibility
to increase in the overall efficiency of the process, while the usage of argon-arc
welding will be more rational if it is necessary to manufacture a large range of
single parts or to manufacture small series of products.

Keywords: Argon-arc welding · Continuous wave laser welding · Welding of
AISI 316Ti/AISI 321 joints · High-alloy steels · Honeycomb thin-walled
structures · Thin-sheet panel

1 Introduction

The creation and development of modern structures of new technologies is associated
with reduction of their mass [1]. In modern thin-sheet shell structures, the usage of
multilayer shells, in which a high load-bearing capacity is achieved with a minimum
loss of metal due to a rational distribution of it in the separate elements of a structure has
become widespread [2]. Such structures have high strength and rigidity characteristics,
good sound and thermal insulation properties with a relatively small mass [3]. A three-
layered panel with cellular filler (also known as “honeycomb panel”) is one of the types
of honeycomb structures.

A honeycomb panel with cellular filler represents a composite three-layer welded
structure, consisting of two load-bearing layers of thin-sheet metal and cellular filler
located between them, as well as frame elements (edges, ends, cover plates, etc.) [4].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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The load-bearing layers perceive loads (tension, compression, shear) and transverse
bending moments in their respective planes. The filler, monolithically bonded to the
load-bearing layers (linings), provides combined operation and stability of a three-layer
structure and perceives transverse forces during its bending [5]. Themanufacture of such
panels requires production of a large quantity of welded spot joints. In this case, a series
spot welding becomes necessary.

In welding industry, spot welding is one of the most widespread methods for man-
ufacture of thin-sheet metal structures. It is used in creating products for construction
purposes [6], power equipment [7], automotive engineering [8], railway cars [9], frame
structures in rocket building [10], etc. [11]. Compared to continuous welding, spot weld-
ing provides minimal deformations of structures and allows for high accuracy manu-
facturing. The use of spot welding provides high efficiency and quality of performed
works, while saving time and material resources thanks to reduction in straightening
works, required because of their after-welding buckling, as well as decrease in electric
power consumption.

The most widespread welding method is resistance spot welding [12]. However, it’s
usage in select cases is complicated. For example, it is not always possible tomanufacture
overlapped complex geometric shape joints with double-sided access while welding
in flat position. It is also impossible to arrange the parts of said structures between
the electrodes of resistance machines, which is necessary to provide sufficient pressure
during welding. To weld large geometrically complex structures, a welding tool, capable
of movement relative to the product during the manufacturing process is necessary. In
other select cases, such as welding a one-sided spot joint of a thin-sheet, the usage
of resistance spot welding causes difficulties due to the complexity in the constructive
design of equipment required for resistance spot welding. The use of resistance welding
with a single-sided current supply is limited by the low rigidity of joined parts as well
as impossibility of using backing plates counteracting the pressure of electrodes. Also,
resistancewelding is complicated due to lack of possibility to perform this process on the
side of lining. In this case, however, it is more expedient to use other welding methods of
sequential welding to provide possibility to work on each side of a honeycomb structure:
arc spot welding with non-consumable electrode in shielding gas [13]; electron beam
welding [14]; laser welding [15].

The methods of arc spot welding (ASW) allow us to eliminate typical drawbacks
of resistance spot welding machines [16]. Here, it is not necessary to use sizable forces
when joining sheets of metal to have sufficient one-sided access to the product, and it is
possible to perform welding in the presence of a regulated gap. Arc welding tool allows
us to perform welding operations in all spatial positions at a considerable distance from
the power source. The strength of the joints (static and fatigue), produced by arc spot
welding, is comparable to the strength of the joints, produced by riveting or resistance
spot welding, and in some cases is even higher [17]. Thus, the arc spot welding of a
number of structures is the only possible and economically rational way to produce a
welded spot joint. At the same time, the efficiency of arc spot welding is inferior to
electron beam and laser welding methods [18].

The usage of laser spot welding (LSW) and electron beam spot welding methods in
the manufacture of thin-walled multilayer shells envisages automation of the process,
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which significantly reduces the impact of “human” factor and improves the end product
quality [19]. However, laser and electron beam welding methods do not allow for the
presence of a gap of more than 0.2 mm between the welded surfaces [20]. Therefore, the
mentioned welding methods require usage of more complex additional technological
equipment. The main drawbacks of electron beam welding method include: high cost of
equipment as well as the need in specialized vacuum chambers, which greatly compli-
cates the process and limits the widespread use of this welding method in manufacturing
of thin-walled multilayer shells.

The aim of this work is a comparative analysis of structural features and mechanical
characteristics of spot welded joints of thin-sheet high-alloy steels produced by electric
arc and laser welding in different spatial positions.

2 Methodology

A characteristic feature of honeycomb structures is a very small thickness of applied
metal (0.05–1.00 mm) and the presence of two outer thin-sheet linings, between which
a third element – filler is located.

The filler is monolithically bonded to the linings and adds the necessary strength
and rigidity to the structure. The filler is joined with the outer shell (upper sheet) and the
inner frame ring (bottom sheet) by welding. The material for the outer and inner shell is
an analogue of steel AISI 316Ti of 0.5–0.6 mm thickness. The cellular filler is made out
of 0.2–0.3 mm thick AISI 321 steel sheets. The chemical composition of these steels is
given in the Table 1 gives a summary of all heading levels.

Table 1. Chemical composition of steels AISI 316Ti and AISI 321.

Steel grade Composition of elements, %

C Si Mn Cr Ni Mo Ti Nb Fe

AISI 316Ti ≤0.03 ≤0.1 ≤0.1 10.0–11.0 9.0–10.5 1.8–2.3 0.7–1.1 ≤0.15 Bal.

AISI 321 ≤0.12 ≤0.8 ≤2.0 17.0–19.0 9.0–11.0 ≤0.5 0.4–1.0 – Bal.

In ASW, the inverter welding source “FRONIUS MW3000” as well as a specialized
welding torch were used. The practicing of the argon-arc spot welding technology for
a three-layer panel with cellular filler was carried out in the laboratory installation.
The practicing of ASW technology was performed on 0.5 mm thick austenitic-ferrite
AISI 316Ti steel, as well as on 0.2 mm thick austenitic AISI 321 steel specimens. The
ASWwas performed on the side of austenitic-ferrite class steel. The welding was carried
out in flat and vertical positions (“on the wall”). In ASW of these specimens a tungsten
1.6 mm diameter WT-20 electrode was used. The protection of welding arc and welding
zone was carried out by argon. The spot joints were welded with an arc of a constant
power and with a pulsed arc, the power of which varied according to the cyclogram
(see Fig. 1), which allowed us to reduce the heat input to welded joint, providing the
optimal formation ofweld geometrywithout forming hardened structures. The arc length
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was 2 mm. The modes of pulsed argon-arc spot welding of specimens, performed at a
frequency of 100 Hz with a smooth increment and a drop of welding current are given
in the Table 2.

Fig. 1. Cyclogram of welding current at pulsed ASW: Imax, Iav, Ipilot – welding current of max-
imum, average values and pilot arc, respectively; tgen – total welding time; t1–t3 – duration of
rising of welding current, working welding current and its drop, respectively; tp, tpause – duration
of welding current pulses and pause between them, respectively.

Table 2. Argon-arc spot welding modes.

No. of specimen Welding current, A Arc voltage, V Welding time, s Shielding gas
consumption, l\min

1 40 12.6 2.0 12

2 50 13.3 2.0 12

3 44 15.6 2.3 13

4 50 13.0 1.8 12

5 60 13.4 1.6 13

6 70 13.3 1.6 13

7 80 15.5 1.6 13

Over the course of investigations, the Nd:YAG-laser “DY044” of the company
“Rofin-Sinar” with radiationwavelengthλ = 1.06μmwas used. By selecting themodes,
a joint in the form of a spot of 4.0 mm diameter was produced, which corresponded to
the size of a argon-arc weld spot. The process was conducted in argon shielding with
the protection of melt pool and the back side of a joint. Quality and reliability of the
produced joint were controlled by adjusting operating modes of the laser (continuous or
pulsed), power of laser radiation, time of welding process, position of the lens focus rel-
ative to the parts being welded. The welding was carried out in flat and vertical position
(“on the wall”).
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The metallographic examinations of specimens were performed using optical
microscopy (using “Versamet” microscope) (Fig. 2 and Fig. 3), as well as scanning
electron microscopy (“Philips” “SEM-515” microscope). The quantitative evaluation of
element distribution in lines and separate zones was done using the energy dispersion
analyzer of the “LINK” system.

3 Results

An overlapped welded joint in argon-arc spot-welding with non-consumable electrode
was formed with a full penetration of an upper welded-on part and a full or partial
penetration of a lower part with the formation of a weld spot nugget joined for the parts
being welded. The use of electronic devices provided a rather accurate adjustment of
arc burning time and strength of welding current. In this case, it is possible to regulate
thermal energy emitted by welding arc within the wide ranges and to perform spot
welding of a large thickness range (from 0.2 to 2.0 mm) without usage of filler metal.

The spot joints were welded for 1.6–2.3 s with 40–80 A of current, with blowing the
joint zone by shielding gas. Reduction of temperature in the metal that surrounds the
weld spot is facilitated by blowing the welding zone with argon as well as by removal
of heat using a water-cooled supporting nozzle of welding tool. Thus, the correct choice
of the optimal diameter of the weld spot is of great importance; not only to provide the
required strength of the welded joint, but also being a necessary condition to achieve a
high quality of spot weld joints.When changing spatial positions, a slight decrease in the
dependence of the appearance of defects on the change in the technological parameters
and conditions of argon-arc spot welding was observed. An increase of the feasibility
of variation ranges of welding conditions, at which production of geometrically and
mechanically satisfactory welded joints is possible, is observed to be from about ±5%
to ±10%. A typical microstructure of welded joint produced by argon-arc spot welding
(general view) is presented in Fig. 2.a. The center of theweld has a grain size of 5–15μm,
the microhardness is in average 2420 MPa (Fig. 2.b).

At the top of the weld, where the AISI 321 was placed, the structure has a crystalline
form with a microhardness of 1710 MPa. After a more detailed consideration of the
“weld + AISI 321” interface, it was found that on the side of the weld both uniaxial
structure with a 2530–2570 MPa microhardness, as well as crystallites with HV3 =
1940 MPa are observed. Similarly, crystallization on the side of the weld metal, as well
as the cracks (up to 10%) were observed, microhardness near which reached 1060 MPa.
At the same time, an activation zone with a depth of 15–20 μm with a microhardness
of 2270 MPa at the interface was observed. Near the fusion line on the AISI 316Ti side,
a fine-grained structure with a size of 5–10 μm and a microhardness of 2520 MPa is
observed, followed by a decrease in the values of microhardness to 2320–2370 MPa at a
depth of 100–200 μm from the joint line in the direction of base metal. In the base AISI
316Ti, the grain size is 5–20 μm with a microhardness of 2320–2420 MPa. The sharp
gradients in the distribution of chemical elementswere not observed. From the standpoint
of proper geometry formation and a high level of mechanical characteristics, the optimal
mode of argon-arc welding of spot joints was determined with such characteristics:
welding current – 80 A; arc voltage – 15.5 V; welding time – 1.6 s; shielding gas
consumption – 13 l/min.



Spot Welded Joints of Steels Produced by Electric Arc 203

Fig. 2. Microstructure of welded joint produced by argon-arc spot welding (a) – general view;
(b) – structure of weld metal on the fusion line.

Fig. 3. Microstructure of welded joint produced by laser spot welding (a) – general view; (b) –
structure of weld metal.

Experiments on laser welding of spot overlapped joints of 0.5 mm thick AISI 316Ti
steel, as well as on 0.2 mm thick austenitic AISI 321 steel specimens were carried out in
the laboratory stand based on the multicoordinate manipulator and the Nd:YAG DY044
laser. To improve the quality and efficiency of the laser welding process when manu-
facturing overlapped joints of heterogeneous stainless steels, following techniques were
tried and practiced on the series of specimens: laser welding with a defocused beam;
pulsed and continuous welding mode; use of different systems of gas shielding of a weld
pool; as well as variation of the technological process parameters (laser radiation power,
position of lens focus relative to welded surfaces, treatment rate, etc.). In order to deter-
mine the efficiency of each application, a series of studies was performed for each of the
abovementionedmethods. The performed studies allowed us to establish advantages and
drawbacks of the aforementioned techniques. In the course of studies, the technological
parameters varied in following ranges: laser radiation power P – from 200W to 4000W,
defocusing value�F – from−40 to+40mm, welding speed (movement of laser relative
to the fixed adjusting clamp with the specimen) V – from 500 mm/min to 6000 mm/min.
Gas protection of the weld pool was carried out at the consumption rate of Q 2–20 l/min
using argon or helium.



204 A. Bernatskyi et al.

It was established that the spot welded joints, optimal from the standpoint of weld
geometry formation and the absence of defects in the form of cracks, lacks of pene-
tration and burns, are formed during laser welding in a continuous generation mode in
vertical spatial position; using such procedures as welding with non-focused beam (with
displacement of lens focus relative to welded surfaces to +20 mm) and using argon
protection at the consumption rate of 14 l/min. Optimal characteristics of the process
are: power of laser radiation of 1500 W; treatment time of one spot of 0.5 s.

The change in the spatial position from flat to vertical allowed the authors to extend
the ranges of variationofweldingmodes fromabout±5% to±10%, atwhich it is possible
to produce welded joint with satisfactory geometric and mechanical characteristics.

A special adjusting clamp was developed and manufactured for faster treatment of
specimens (honeycomb panels with cellular filler). Its purpose is to clamp the specimen
during laser welding. Thanks to its use, the efficiency for laser welding of 40 spot joints
per a one setting and the percentage of rejection were determined.

A typicalmicrostructure of a spotwelded joint produced by laserwelding is presented
in Fig. 3.a. The center of the weld has a grain size of 20–50 μm, with an average
microhardness of 2370 MPa (Fig. 3.b).

When studying the line of the “weld AISI 316Ti/AISI 321” joint, such results are
observed. On the side of the weld, both in the interface with AISI 321 as well as with
AISI 316Ti, the structure is mainly crystalline with h × l dimensions varying from 5 ×
50 μm to 5 × 250 μm. The microhardness of the weld in the “weld AISI 321” interface
is 2630 MPa. The grain size on the side of AISI 321 near the joint line is 5–15 μm
with a microhardness of 2570 MPa. On the depth of 50–100 μm from the joint line the
microhardness decreases to 2270–2420 MPa.

The results of mechanical tests of single spot welded joints produced by argon-arc
and laser welding are given in Table 3. The comparison of the mechanical test results
shows that the specimens welded by both methods meet the requirements for overlapped
joints of high-alloy steel sheets of such thicknesses (shear force P). The shear force P
for the specimens with a single spot joint produced using the technologies of laser and
arc welding with non-consumable electrode at the optimal modes is 1.42 kN for both
welding methods. The results of mechanical tests show that the specimens welded by
spot laser welding have more stable values as compared to argon-arc spot welding using
a non-consumable electrode. This can be explained by the relatively more complex
stress-strain state of a spot welded joint produced by the argon-arc method.

Therefore, while further practicing technologies for manufacturing of honeycomb
panels, the authors consider it expedient to perform comparative studies of the stress-
strain state of the spot joints produced by the technology of laser and arc spot welding
with non-consumable electrode.
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Table 3. Results of mechanical tests.

No. of specimen Shearing force of ASW (kN) Shearing force of LSW (kN)

1 1.07 1.42

2 1.42 0.96

3 0.51 1.21

4 0.90 0.97

5 0.46 1.00

6 1.35 1.28

The percentage ofwelded spot joints defects (lacks of penetration, cracks, burns, etc.)
during welding of honeycomb panels with cellular filler applying laser and argon-arc
method is not higher than 0.5%.

Results, obtained in this study on the improvement of mechanical characteristics of
AISI 316Ti and AISI 321 welded joints due to greater structural refinement favorably
correlate with the results of a similar study, carried out by Kumar et al. [21]. In this study,
authors have conducted a complex analysis (consisting of microstructural analysis, a
hardness test as well as a tensile behavior test) of a selected AISI 304SS and AISI 316SS
weld, aimed out to understand the metallurgical and mechanical behavior of the weld.
The selection criteria in this work are based on the maximum and minimum strength
achieved by the respective welds. It has been observed, that the current pulsation, base
metal composition and variation in heat input have significant influence on control of the
microstructural constituents (i.e. phase fraction, grain size etc.). This is also confirmed by
results of a previous study byDu, Xin et al. [18]. Other studies, such as that conducted by
Soltani and Tayebi [22], confirm the results of an earlier comparative study between arc
spot welding (in this case – TIG welding) and laser spot welding of welds between AISI
304L and AISI 316L. It’s results show that welding depth of TIG welding was higher
than that of laser welding. Additionally, it was observed that by increasing voltage, the
strength and toughness of samples decreased for both TIG and laser welding. However,
this could be offset with increasing beam spot size in laser welding, which improved
strength, toughness and hardness of the weld.

The relevance of these works is confirmed by conclusions made by Shehab et al.
[23], which conclude that LSW is increasingly being seen as a high-speed substitute to
resistance spot welding in many industries, especially when it comes to welding thin
sheet metal parts.

As a result of investigations on laser and argon-arc spot welding of honeycomb
panels with cellular filler, it was established that the process efficiency largely depends
on the degree of its automation. At the same time, the efficiency of the technological
process is significantly influenced by specific technological features of each process. The
absence of the need in the additionalmechanical clampingoperation during the process of
welding allowed the authors to drastically increase the overall rate of product treatment
during laser welding compared to the arc welding process. At the same time, argon-
arc spot welding requires less complex assembling technological equipment, which



206 A. Bernatskyi et al.

reduces the cost of the process compared to laser welding, as well as allowing to carry
out preparatory assembling operations significantly (2–3 times) faster. Thus, both of the
technologies considered in this work are challenging to use in the manufacturing of shell
structures (honeycomb panels) with cellular filler. The authors consider the usage of the
laser welding process for production of large-sized structures to be more expedient,
explaining their choice by the possibility to increase the overall treatment efficiency.
However, when it is necessary to manufacture a large range of single parts or small
series of small-sized products, the usage of argon-arc welding will be more expedient.

4 Conclusions

It was established that spot welded joints of steel of 0.5 mm thick austenitic-ferrite
AISI 316Ti steel, as well as on 0.2 mm thick austenitic AISI 321 steel, optimal from
the standpoint of weld geometry formation and the absence of defects in the form of
cracks, lacks of penetration and burns, are formed during laser welding in a continuous
generation mode in vertical spatial position while using such procedures as welding
with non-focused beam (with displacement of lens focus relative to welded surfaces
to +20 mm) and using argon protection at the consumption rate of 14 l/min. In this
case, power of laser radiation should equal 1500 W with the treatment time of one spot
is 0.5 s. The optimal mode of argon-arc welding of spot joints from the standpoint of
proper geometry formation and a high level of mechanical characteristics, is determined
to have following characteristics: welding current – 80 A; arc voltage – 15.5 V; welding
time – 1.6 s; shielding gas consumption – 13 l/min.

The further direction of study is associated with the determination and comparison
of stress-strain state of the welded spot joints produced applying the technologies of
laser and arc spot welding with non-consumable electrode.
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Abstract. The system for experimental determination of the bearing strength of
the composite parts in mechanical joints has been developed. The system includes
fixation of the straight line fracture on the “load-displacement” diagram, as well
as a special composite specimen, which is mounted in the original test device.
The developed original specimen of the material in the form of a disk of circu-
lar or octagonal shape allows constructing the diagram of anisotropy of bearing
strength with 4… 6 times decrease in the material consumption and reduction of
the experiments’ labor inputs 3…4 times. The developed system greatly simplifies
the experiments, since there is no need to measure the degree of ovalization of the
hole in the process of loading. Processing and study of the results obtained in the
course of the experiments showed that the difference in values of the ultimate bear-
ing strength because of the anisotropy of properties of the material under study
varied within 11… 60%. Basically, the minimum value of the ultimate bearing
strength can be found in the direction of 45… 68°, closer to the upper limit of the
specified range. Grouping of layers with longitudinal laying leads to the decrease
in the ultimate strength of the material by 10…34%. Based on the results of the
experiments, the engineering relationship was synthesized to predict the bearing
strength of the wide range of structures of polymeric composite materials and
diameters of fastening elements.

Keywords: Mechanical joint · Composite specimen · Package structure

1 Introduction

The wide application of polymeric composite materials (PCM) in the mechanical engi-
neering is conditioned by the sharp decrease inmetal consumption and, as a consequence,
the weight of the product and increase in corrosion resistance and maintainability [1].
In its turn, it results in the significant reduction of the energy intensity of production and
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improvement in its sustainability [2]. The use of PCM elements in the structures gives
rise to new problems associated with their joining to each other and to metal structures
[3, 4]. It is one of the most important questions in the designing of structures with the
use of PCM. When determining the bearing capacity of mechanical joints of parts made
of PCM, it is necessary to know a number of their mechanical characteristics, such as
bearing, tensile, shear and interlaminar shear strength of the PCM. Starting of the accu-
mulation of non-critical damage is most often preceded by the bearing of the hole wall
in the place of its contact with the body of the fastening element. Bearing, or rather the
point of transition from the collapsed material to uncollapsed one, initiates the failures
such as breaking or shear of the part, or tear-out of material of the part [5]. Therefore,
correct setting of the permissible level of collapse stresses is essential for ensuring of
the bearing capacity and service life of the joint.

Research aim is to develop and test the methods and means for determining the
bearing strength of laminated composites, taking into account anisotropy and lay-up
sequence by thickness, on the basis of which the engineering design dependencies for
the specific type of carbon fiber composite are to be synthesized.

2 Literature Review

Ultimate bearing strength is a conditional value for many reasons, including the area of
collapse to which the bearing load refers, the law of distribution of the load within the
bearing area, and recording of themoment of onset of the collapse.While the assumptions
[6] have long been accepted regarding the first two factors, there are disagreements
concerning the recording of the moment of onset of the collapse in accordance with the
terminology proposed in the standard [7]. It is possible to use two approaches. The first
one is the binding of the target values to any nominal value of the material. The second
approach is to assess the collapse stresses on the basis of the onset of the collapse itself.
The first approach is quite successfully used for the metal structures [8]. The generally
accepted level of collapse stresses for metals in the mechanical joint is estimated as
fractions of the yield strength or tensile strength. The yield point is used for the plastic
materials, and the tensile strength is used for brittle ones. Most of the PCM based
on thermosetting matrices are brittle materials [9, 10]. Then, by analogy with brittle
materials, the ultimate tensile strength can be taken as the base value, but in PCM this
value depends both on the structure of the package and on the load direction [11]. In
view of this, the said approach is of little use for the composite products. The second
approach, in principle, is suitable for the composites, but there is a certain arbitrariness
in the assignment of the attribute of onset of the collapse. The use of residual ovalization
of the hole as an attribute of onset of the collapse is the most widespread method. For
example, achievement of 4% residual ovalization of the hole as the attribute of reaching
the conditional ultimate bearing strength is assumed in [12]. The papers [7, 13] propose
to take the achievement of 2% residual ovalization of the hole as the attribute of reaching
the conditional ultimate bearing strength. Here it may be noted that we are talking about
residual ovalization, that is, plastic deformation occurred in the material of the part
(which is unacceptable in PCM), since microcracks arise at the place of bearing, and
they can spread into the package and cause the further failure [5, 6]. Therefore, the first
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argument against assignment of the residual ovalization as a criterion for assessing the
collapse stresses is the material brittleness and impossibility to ensure the fitting of the
bolt shank into the hole with the guaranteed tightness [5, 6]. The second argument is
the fact that almost all design patterns of mechanical joints [14, 15] are based on the
linear setting, i.e. presence of plastic deformations is not allowed. Then the subsequent
assessment of the bearing capacity of the joint in terms of bearing should be based
on the interpretation of the bearing strength as the beginning of nonlinearity on the
“load-displacement” diagram [16].

To maintain continuity in the approaches to the calculations of mechanical joints,
a number of papers use for the joints of parts made of PCM the same “conditional
calculations” as for the metal parts. Approaches to assessment of the level of permissible
stresses during collapse in these papers have been adjusted. The effect of the PCM
thickness and its lay-up sequence on the bearing strength is studied experimentally
in [17]. In addition, finite element analysis using two-dimensional failure criteria was
carried out to assess the behavior of collapse progression. Multi-point collapse tests
to determine the progression of damage in the area around the bolt holes at different
loading stages are described in [18]. It is shown that combination of the loads results
in the complex distribution of stresses along the contour of the hole. The development
and verification of the numerical mesoscale model for predicting damage and failure of
bolted joints in the laminated composites of the various configurations and geometries
is represented in [19]. It is demonstrated that dimensions of the collapsed PCM layer
depend on the magnitude, nature and time of action of the load. The paper [20] proposes
the method for predicting the probabilistic failure of composite joints. This method
takes into account the random nature of the local plastic deformation, which occurs
under compression of the solids at the points of their contact. The paper [21] shows that
bearing of the material begins when the stress intensity reaches a certain value close to
its yield point. With the static effect of the load, it occurs simultaneously over the entire
area of the contact; in case of non-static one, bearing covers the contact area gradually.

The issue of processing of the collapse test results is equally important. The known
collapse test methods [7, 12, 13, 22] traditionally suggest to use rectangular plates
to assess the bearing strength. It allows to easily assess the bearing strength in the
longitudinal and transverse directions, as well as under the condition of balanced two-
way reinforcement [0°/90°±45°], in the direction of ±45°. However, in the studies of
the anisotropy of bearing strength, it is necessary to avoid the influence of edge effects,
which makes the use of specimens in the form of rectangular plates impractical.

Consequently, on the basis of the above we can draw a conclusion about complexity
and contradictory nature of the problem of experimental support. On the one hand, it
is necessary to provide the most accurate description of the material behavior in the
contact area, taking into account the most important factors acting in the real joint. On
the other hand, when interpreting and analyzing the results, one should remain within
the framework of the engineering methodology for calculations of the joint. The latter
requirement restricts the use of finite element analysis of the areas of contact of the
fastening element with a hole in the part [16].
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3 Research Methodology

According to the performed review, when assessing the ultimate bearing strength it is
necessary to take into account both the structure of the package (properties of initial
components of the material, angles of arrangement of layers in the package, proportion
and distribution of layers by thickness) and direction of load application relative to
the axes of orthotropy of the package properties, as well as geometric parameters (hole
diameter and package thickness). Themost promising prototype of the specimen to carry
out the necessary study is the disk specimen proposed in [14, 15]. On the basis of this
prototype, the unified specimen has been developed (Fig. 1), allowing to measure the
bearing strength in five directions (six measurement points in each), and the equipment
required for tests (Fig. 2).

1

Fig. 1. Type specimen for collapse test with holes up to 8 mm in diameter: 1 – central
reinforcement plate; 2 – contour of the specimen in the form of a circle.

Dimensions of the sample are selected in such a way that, while fulfilling the condi-
tions for the specimen fixation in the equipment, the distance between the holes is not
less than four diameters, which allows asserting that there is no mutual influence [14,
15]. This approach helped to complete the task with minimal material consumption.

When choosing the scheme of testing equipment, we took into account the require-
ments to provide the following: installation in the tensile testing machine without
adapters; self-centering of the elements of equipment and specimen relative to the loading
axis (which would allow to avoid bending of the equipment and specimen); possibility
of quick and convenient readjustment of the specimen holder (in this case, the prob-
ability of errors during a series of tests is minimized). After analysis, it was decided
to use for collapse tests of the PCM the variant of equipment (Fig. 2), which provided
two shear planes of the pin. Swivel bearings were required to compensate for possible
misalignment of holes in the arms. To ensure easy readjustment of the equipment, swivel
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bearings are fitted with slip-fit bushings with the relevant internal bore diameters. The
only inconvenience is the lack of mobility of the equipment links during repositioning
of the pin.

Fig. 2. Variant of equipment for collapse test of PCM package.

Material ELUR-008 P/5-211-BN with the properties shown in Table 1 was used for
the manufacturing of specimens.

Table 1. Properties of unidirectional package based on ELUR-008 P/5–211-BN.

Parameter Value Parameter Value

Monolayer thickness, mm 0.087 Ultimate tensile strength across the
grain, MPa

21

Ultimate tensile strength along the
grain, MPa

677 Ultimate compressive strength across
the grain, MPa

210

Ultimate compressive strength along
the grain, MPa

939 Modulus of elasticity across the grain,
GPa

7

Modulus of elasticity along the grain,
GPa

136 Ultimate shear strength in the laying
plane, MPa

75

Poisson’s ratio 0.32 Shear modulus in the laying plane,
GPa

5.5

For studying of the effect of the package structure on the ultimate bearing strength,
the most common variants of the package were taken, on the condition of different
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proportion of layers with 0° lay-up pattern: No. 1 – [0°0.7; ±45°0.2; 90°0.1]; No. 2 –
[0°0.5; ±45°0.4; 90°0.1]; No. 3 – [0°0.8; ±45°0.2]; No. 4 – [0°0.3; ±45°0.6; 90°0.1]. The
layers in the package were line-symmetrical with regard to the median surface.

To construct the plan of experiments, the ranges of variation of the geometric param-
eters were taken: hole diameters 3, 4, 5, 6, 8 mm; specimen thicknesses 1.74, 3.48,
5.22, 6.96, 8.7 mm, corresponding to the package of 20, 40, 60, 80 and 100 layers. The
comprehensive study of influence of the material structure for all variants of combina-
tions of geometric parameters requires significant costs; therefore, the initial parameters
were analyzed and the number of measurement points was reduced. Based on the above
conditions, the list of specimens required for experiments was formed (Table 2).

Table 2. List of specimens for bearing experiments.

Specimen
number

Structure
number

Structure Thickness,
mm/number
of
monolayers

Diameter
of the
hole, mm

Specimen
number

Structure
number

Structure Thickness,
mm/number
of
monolayers

Diameter
of the
hole, mm

1 1 [0°0.7;
±45°0.2;
90°0.1]

1.74/20 3, 4 11 1 [0°0.7;
±45°0.2;
90°0.1]

5.22/60 4

2 2 [0°0.5;
±45°0.4;
90°0.1]

1.74/20 3, 4 12 2 [0°0.5;
±45°0.4;
90°0.1]

5.22/60 4

3 1 [0°0.7;
±45°0.2;
90°0.1]

1.74/20 5 13 1 [0°0.7;
±45°0.2;
90°0.1]

5.22/60 6

4 2 [0°0.5;
±45°0.4;
90°0.1]

1.74/20 5 14 2 [0°0.5;
±45°0.4;
90°0.1]

5.22/60 6

5 1 [0°0.7;
±45°0.2;
90°0.1]

1.74/20 6 15 3 [0°0.8;
±45°0.2]

5.22/60 6

6 2 [0°0.5;
±45°0.4;
90°0.1]

1.74/20 6 16 4 [0°0.3;
±45°0.6;
90°0.1]

5.22/60 6

7 1 [0°0.7;
±45°0.2;
90°0.1]

1.74/20 8 17 1 [0°0.7;
±45°0.2;
90°0.1]

6.96/80 4

8 2 [0°0.5;
±45°0.4;
90°0.1]

1.74/20 8 18 2 [0°0.5;
±45°0.4;
90°0.1]

6.96/80 4

9 1 [0°0.7;
±45°0.2;
90°0.1]

3.48/40 4 19 1 [0°0.7;
±45°0.2;
90°0.1]

8.7/100 3

10 2 [0°0.5;
±45°0.4;
90°0.1]

3.48/40 4 20 2 [0°0.5;
±45°0.4;
90°0.1]

8.7/100 3

According to Table 2, variants, which allowed covering almost all range of values
of the parameters under study, were selected.
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4 Results and Discussion

Specimens’ test results were processed statistically with the determination of the arith-
metic mean and the root-mean-square value; besides, the check according to the Chau-
venet criterion was carried out [23]. The results of measurement are grouped by dimen-
sionless parameters: the angle of deviation of the direction of the load application from
the axis of orthotropy of the specimen ϕ, ratio of the specimen thickness to the diameter
of the fastening element δ; ratio of bending modulus of the package to the modulus
of elasticity of the monolayer in the direction of grain E. . This minimum number of
parameters will allow taking into account the mutual influence of anisotropy of prop-
erties, geometric parameters (thickness of the part and diameter of fastening element),
as well as the structure of the package. The results obtained are shown in the graphs of
Fig. 3.

Fig. 3. Distribution of the conventional ultimate bearing strength for specimens: a – with the
structure No. 1, b – with the structure No. 2 and c – with structures No. 1–No. 4.

Based on the obtained data, a dependence was synthesized to calculate the values of
the conventional ultimate bearing strength. The expressions were assumed to have the
structure below

σ b = f1
(
δ, ϕ

) · f2
(
E, ϕ

)
, (1)

where σ b is ultimate bearing strength, referred to the ultimate strength of PCM along
the grain.

To obtain the coefficients of function (1), polynomials of the 3rd and 4th degree and
approximation of functions by the least squares method were used.
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The result is as follows:

σ b
(
ϕ, δ, E

) = ((0.1511ϕ3 + 0.025ϕ2 − 0.8569ϕ + 0.1969)δ
3

+(−0.8867ϕ3 + 0.8324ϕ2 + 2.4594ϕ − 1.2611)δ
2

+(1.1182ϕ3 − 1.4281ϕ2 − 1.996ϕ + 2.594)δ
+(−0.1737ϕ3 + 0.1544ϕ2 + 0.4967ϕ − 0.2505))
×((442.27ϕ4 − 1444.3ϕ3 + 1436.4ϕ2 − 375.22ϕ − 80.007)3

+(−829.6ϕ4 + 2715.9ϕ3 − 2698.9ϕ2 + 691.15ϕ + 146.32)2

+(499.55ϕ4 − 1638.5ϕ3 + 1625.3ϕ2 − 406.21ϕ − 86.4)
+(−94.595ϕ4 + 310.49ϕ3 − 306.75ϕ2 + 74.178ϕ + 17.254)).

(2)

Example of check of the accuracy of approximation for the package with structure
No. 1 [0°0.7;±45°0.2; 90°0.1] is given in Table 3. The discrepancy between the calculated
and experimentally measured values of the ultimate bearing strength was calculated by
the formula

� =
(

σ b calc − σ b exp

σ b exp

)
100%.

Table 3. Discrepancy between the calculated andmeasured values of the ultimate bearing strength
for specimens with the package structure No. 1 [0°0.7; ±45°0.2; 90°0.1], Δ %.

Specimen No δ Specimen loading direction ϕ, °

0 22,5 45 67,5 90

5 0.29 −5.9 0.2 0.1 −8.9 −21.8

3 0.36 8.3 4.4 4.2 −6.2 −2.5

1 0.46 −17.9 −17.7 −29.2 −29.9 −43.7

1 0.59 14.6 7.9 8.6 8.4 −0.1

9 0.89 −5.1 −5.2 1.5 2.1 −12.3

13 0.91 −3.6 6.2 −18.8 −22.6 −27.1

11 1.37 2.2 2.4 −7.8 −3.2 −15.1

17 1.93 0.2 −4.7 2.4 −13.8 −15.6

Processing and study of the results obtained during the experiments showed the fol-
lowing.Thedifference in values of the ultimate bearing strengthbecauseof the anisotropy
of properties of the investigated material varied within 11… 60%. Basically, the mini-
mum value of the ultimate bearing strength can be found in the direction of 45…67.5°,
closer to the upper limit of the specified range. It follows from the above that in case of
calculations of mechanical joints loaded with normal, shear force and temperature field
(with several fastening elements in series) the minimum value of the ultimate bearing
strength should be used. When the direction of the force vector acting on the fastening
elements is predetermined and guaranteed, the value of the ultimate bearing strength
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in this direction can be used. The function of the influence of relative thickness of the
part has a maximum at the value δ = 0.8…1.3. It should be additionally checked, since
at high values of the relative thickness the influence of bending of the bar on the bear-
ing conditions may increase. Structure of the package affects the resistance of the part
to bearing. As shown by the results given in Table 3, the ultimate bearing strength is
directly related to the proportion of layers of two-way reinforcement (in this case±45°).
It is recommended to provide a proportion of ±45° layers at 30% as a minimum. The
layers with different laying angles should be evenly distributed over the thickness of the
package. Grouping of layers with 0° lay-up pattern leads to the decrease in the ultimate
strength of the material by 10…34%. At the same time, rare types of failure were found
such as a shear on four sides of the block with 0° pattern.

Thus the system for experimental determination of the bearing strength of compos-
ites has been developed, which unlike the papers [7, 12, 13], system is characterized by
the fact that for determination of the bearing strength of the polymeric composite, the
proposal is substantiated towards interpretation of this characteristic as the value of con-
ventional stresses at which a straight line fracture is observed on the “load-displacement”
diagram. As distinct from the classical theory [12, 13] it greatly simplifies the exper-
iments, since there is no need to measure the degree of ovalization of the hole in the
process of loading. It is of prime importance for low-diameter fastening elements and
molded holes becoming more common in the composite structures. This confirms the
conclusions of a number of papers, such as [6, 14]. In addition, study of the nature of the
change in the “load-displacement” curve will allow more correct selection of the CM
structures in the area of mechanical joint in the future [16].

The original material specimen in the form of circular or octagonal disk, fixed in
the testing machine in the center with a fork, has been proposed and implemented in
practice; it allowed to construct a diagram of the anisotropy of bearing strength with 4…
6 times decrease in material consumption and reduction of the experiments’ labor inputs
3… 4 times compared to known collapse test methods [7, 12, 13, 22]. For loading of
the fastening element, the test device characterized by self-aligning grips to compensate
for errors and automatically adjustable force of the grip pressing to the disk specimen
was developed and manufactured; such device allows both double-sided and one-sided
(console) grip of the fastening element and is suitable for collapse tests of materials and
shear tests from the hole to edge of the specimen.

5 Conclusions

According to the results of the experiments carried out for carbon fiber composite based
onELUR-0.08P tape and 5-211-BNbinder, the engineering relationshipwas synthesized
to predict the bearing strength of the wide range of PCM structures and diameters
of fastening elements (3, 4, 5, 6 and 8 mm) which found practical application at the
“Antonov” State Enterprise.
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Abstract. Thermo-mechanical stressed state of blades locking joints and the disk
of the middle pressure first stage are analyzed. The integrity violation of the lock-
ing joints is observed after long-term turbine operations. Themain objective of this
paper is determination of the causes of the turbine unit fracture. The effect of con-
tact interaction between bodies and plastic states on the unit strength is analyzed.
The most stressed elements of the locking joints are determined from numeri-
cal simulations. The methodology of analysis of elastoplastic thermo-mechanical
stressed state contact problem by using 3D model of locking joints is suggested.
The computer model is verified by comparison the finite element results with
experimental data and by the convergence analysis.

The significant temperature stresses are generated due to dependence of linear
expansion coefficient on the temperature field. The maximal tensile stresses are
observed close to the holes for the pins. The behavior of the contact stresses in
the locking joint is analyzed by calculation of the elastoplastic thermo-mechanical
stressed state using the commercial software ANSYS. The data of the stress-strain
state calculations, which are obtained using plastic model with account of bilinear
and multilinear approximations of the stress-strain curve, are close.

Keywords: Stress-strain state · Locking joints · Contacting bodies · Turbine
blade

1 Introduction

Many efforts have been done to analyze thermo-mechanical stressed states of turbine
units. The heat transfer and stress-strain state were analyzed numerically by the finite
element method to obtain temperature field and stress distributions in [1]. The results
showed that the maximum thermal stress occur in the vicinity of the cooling ducts where
the temperature gradient is maximum.Methodology of prediction of thermo-mechanical
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fatigue of stream turbine rotor is treated in [2]. The trained neural network model for
estimating the turbine blade life cycle as a function of parameters, which affect the blade
metal temperature and thermo-mechanical stresses, is developed in [3]. The computer
model on the basis of the finite element method was developed in order to predict the
creep behavior of high pressure turbine blades [4]. The paper [5] presents the thermo-
mechanical analysis of a typical small gas turbine engine to study the blade tip clearance
influenced by the deformation of turbine stage components during transient phases.
The paper [6] presents an analysis of the fracture of the gas turbine 2nd stage blade.
The effects of thermal barrier coating thickness on temperature and stress distribution
over the blade body are investigated in [7]. The study [8] presents the analysis of non-
stationary stresses and fatigue cracking in impulse steam turbine rotors. The research
[9] investigates the effects of excessive damage as blades rupture in the high-pressure
turbine. The methods of the structures dynamics are treated in [10–13].

The integrity of the blades locking joints of the middle pressure stage is destroyed
after turbine long time operation (Fig. 1). The breakaway of the disk part close to locking
joints is observed. As follows from the preliminary analysis of the fracture of the unit,
bearing capacity of this unit was inadequate. Complex geometry of the structure, high
operational temperatures, significant temperature gradient, contact interactions of the
turbine elements have an influence on this breakaway.

Fig. 1. Turbine disk close to blades after fracture

The accurate numerical calculations of the blades locking joints stress-strain states
will be carried out to predict the cause of the fracture. The subsequent accounting of
the different factors allows determining their influence on the stress-strain state of the
locking joints. The stress-strain state of the structure is calculated by the finite element
method, which is implemented in the commercial software ANSYS.
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2 Methodology

The objective of this investigation is analysis of the stress-strain state of the locking
joint of the middle pressure first stage blades. Elastoplastic thermo-mechanical stressed
state is analyzed to predict the fracture of the locking joints. The temperature field is
accounted to analyze the stress-strain state of the structure. The blades operate under
the action of nonuniform temperature field due to the heat supply from gas flow. There-
fore, the mechanical properties of the structure materials are changed. Moreover, the
thermal expansions of the structural elements are unequal, which induces the tempera-
ture stresses. The combination of these stresses with mechanical ones, which generates
by the external loads, can result the structure damage. The significant plastic strains
occur and the structure is fractured. The temperature contact stresses are calculated in
the locking joints accounting the heat transfer. The interactions of the contacting bodies
are described by essentially nonlinear problem. The interactions of the temperature and
mechanical strains are described by the boundary conditions in the bodies contact area
with unknown parameters. The stress-strain state and the contact interactions between
the bodies depend on the temperature fields. Moreover, this temperature fields depend
on the contact interactions between the bodies too [14].

The model of contact layer with contact finite elements is used to describe the
temperature contact interactions in the locking joints [14]. The mechanical interactions
of the contacting bodies are determined by the value of the interpenetration. The main
parameter of contact layer is contact stiffness Cn. The contact stresses are determined
from the following equations:

σn = Cn

(
u(1)
n − u(2)

n − δn

)
,

where n is number of contact points; u(1)
n , u(2)

n are displacements of the surfaces in the
normal directions; δnis initial clearance between the contacting surfaces.

The ideal heat contact is assumed on the boundaries of the contacting bodies. The
ideal heat contact is expressed by equality of temperatures and the heat flows on the
contacting surfaces of two bodies [14]:

T1
(
xk,yk,zk,t

) = T2
(
xk,yk,zk,t

)
,

λ1

(
∂T

∂n

)

k
= λ2

(
∂T

∂n

)

k
,

where λ1(T ), λ2(T ) are heat conduction coefficients of the contacting bodies depending
on the temperature fields T;

(
xk,yk,zk

)
are coordinates of contact surfaces points.

The problem of thermal conduction precedes the calculations of heat contact inter-
actions between the bodies of the locking joints. The values of the contact stresses are
calculated more exactly by iteration algorithm, which is implemented in the software
ANSYS.
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Finite element model has several domains of contact interactions: contacts domains
of pins and disk; contacts areas of blade roots and shafts. Transfers of the forces between
the bodies are observed in the contact areas. The concentration of the finite element mesh
in contacts areas is done to achieve the convergence of the solution.

Theory of elasto-plastic stress-strain state is used to analyze the locking joints of the
middle pressure first stage. Simple loading occurs in the locking joints. In this case, the
theory of the elasto-plastic stress-strain state predicted accurately the experimental data
[15–17]. The total strains consist of elastic, plastic and temperature strains [15]:

ε = εe + εp + εt,

where εe, εp, εt are elastic, plastic and temperature strains. Multilinear and bilinear
approximations are used to describe the stress-strain curves of the blade materials. The
slopes of the first sections of the stress-strain curves approximations are determined from
elastic properties of the material [15].

The centrifugal forces for the rotor rotation with the angular velocity 314.16 rad/s are
considered as the applied loads. The sector of the bladed dick with the corner angle ϕ =
20° is calculated numerically due to the structure symmetry. The symmetry conditions
are set on the sides. The structure computer model with 371498 finite elements is used
to calculate the stress-strain state of the locking joint (Fig. 2).

mesh condensation 

Fig. 2. Finite element mesh of locking joint

The finite element Solid226 with twenty nodes is used for mesh generation. This
finite element has generalized coordinates to describe mechanical displacements and
temperature fields. Thus, this element allows solving heat contact problem with account
of plastic state. The optimal sizes of the finite elements are obtained by calculations of
the locking joints stress-strain state. From the convergence analysis, it is obtained, that
the optimal finite elements size is 3 mm. The mesh condensation is used in the contact
area. The convergence is analyzed to choice the mesh in the contact area. From the
convergence analysis, it is obtained, that the size of the finite elements is 1 mm.



Elastoplastic Thermo-mechanical Stressed State of Turbine Blades 223

3 Results of Numerical Simulations

The distributions of the radial stresses in the locking joints are obtained accounting
thermoelastic behavior of material (Fig. 3). As follows from Fig. 3, the distributions
of the radial stresses have very complex form. The areas of the material compressions
alternate with the areas of the material expansions. Maximal compression stresses are
equal to 50 MPa. Maximal tensile stresses are observed near the disk holes for pins.
These stresses are equal to 1787 MPa. The maximal von Mises equivalent stresses are
equal to 2800 MPa. Thus, the plastic state of the structure material can be observed.

As follows from the stress-strain state numerical calculations, the significant increase
of the stresses are observed due to temperature field. Significant thermal stresses take
place due to significant dependence of the linear expansion coefficient on the temperature
field. The areas with maximal tension stresses are observed at the holes for pins and the
fillets of locking joints. The tensile stresses in the holes exceed significantly the yield
stress.

The effect of the temperature strains in the locking joints on the distribution of the
contact pressure is analyzed by the solution of heat contact problem. The redistribution
of the stresses between the contacting bodies in comparison with the stress-strain state
of the structure without accounting the temperature field is observed.

a
b c

d e
f

areas of maximal tensile stress

MPa

compression 

Fig. 3. The distributions of radial stresses: a. locking joint; b. locking blade; c. pins; d. disk
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Fig. 4. Distributions of equivalent plastic strains, which are obtained using bilinear approximation
of stress-strain curve: a. locking joint; b. locking blade; c. blade; e. pins; f. blade; g. disk

Fig. 5. Distributions of equivalent plastic strains, which are obtained using multilinear approx-
imation of stress-strain curve: a. locking joint; b. locking blade; c. blade; e. pins; f. blade; g.
disk

The distributions of the equivalent plastic strains in the blades locking joints are
shown on Fig. 4 and Fig. 5. These data help to detect the areas of plastic deforma-
tions. Figure 4 and Fig. 5 show the distribution of equivalent plastic strains, which are
obtained using bilinear and multilinear approximations of the stress-strain curve. One
color scale is used to perform qualitative analysis of distribution of equivalent plastic
strains in the locking joints. The patterns of equivalent plastic strains distributions at
two types of stress-strain curve approximations are identically described the areas of
maximal strains. Note, that the maximal values of strains are different in two cases. The
maximal equivalent strains for the calculations with multilinear approximation are equal
to 0.051 mm/mm and the maximal one at calculations with bilinear approximation are
0.043 mm/mm. The maximal plastic strains are observed at the hole in the disk for the
pins (Fig. 4g, Fig. 5g). Note, that the von Mises equivalent stresses in this area are equal
to 2800 MPa. The area between holes and area close to the locking joint have significant
value of strains. In the rest part of the disk, the value of the plastic strains is not great; it
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is equal to 0.002 mm/mm. Figure 6 shows the distribution of the von Mises equivalent
stresses on the locking joints.

Fig. 6. The distribution of von Mises equivalent stresses in locking journals. The data, which
are obtained using bilinear and multilinear approximations, are shown in left and right columns,
respectively. a. locking joints; b. disk; c. locking blade; e. blade; g. pins

The obtained distributions of the von Mises equivalent stresses in the locking joints
have complex form. This takes place due to stresses redistributions in the case of plastic
deformations of the structure material. The structure areas with the values of the stresses
close to the yield point σ T = 450 MPa is observed near the holes for pins. The maximal
equivalent stresses, which are obtained by using bilinear and multilinear approximations
of the stress-strain curve, are equal to 448 MPa and 443 MPa, respectively. Thus, the
numerical values of the maximal equivalent stresses for two cases are close. The differ-
ence in the distributions of the equivalent stresses in the locking joint for two types of
stress-strain curves approximations is observed. The stressed state, which is calculated
using bilinear approximation, has less drop of the von Mises equivalent stresses.

The maximal contact stresses are observed on the third pair of the blade bearing
surface. The maximal stresses occur near holes for pins. Contact stresses have large
gradient on all bearing surfaces. Themaximal contact stress on the third bearing surfaces
of the blades is equal to 200 MPa. The mean value of the contact stresses on the bearing
surface is equal to 80 MPa.
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4 Conclusions

The new methodology for analysis of the contact stress-strain state of the locking joint
with account of elastoplastic thermo-mechanical state is suggested.

The maximal plastic strains are equal to 0.05 mm/mm. These strains are observed
near the holes for pins.

The essential differences of the contact stresses on the bearing surfaces of the blades
are observed. The maximal contact stresses are equal to 200 MPa. They are observed at
the third bearing surface.

Acknowledgment. This study was particularly funded by National Research Foundation of
Ukraine (grant number 128/02.2020).
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Abstract. Power equipment is prone to vibrations. Removing eigenfrequencies
of a structure from the interval of working frequencies reduces the probability of
resonance during operation. In this contribution, a structural optimization problem
is formulated whose objective at a minimum removes all eigenfrequencies from a
given frequency interval. We consider systems without damping whose mass and
stiffness matrices depend continuously on real parameters. The approach relies on
the identity proposed by Futamura for eigenvalue count on intervals. The identity
uses a contour integral in a complex plane of a trace of a specially constructed
matrix. The contour integral is evaluated numerically using the trapezoidal rule
over a circular path. The latter expression is differentiable. Present contribution
extends the identity by adding a concave weighting function strictly positive in the
interval. Furthermore, an explicit expression for the gradient of the objective and
a simple optimization strategy are presented. Finally, a multi-degree of freedom
example illustrates the performance of the approach.

Keywords: Eigenvalue counts on interval · Structural optimization · Eigenvalue
spectrum

1 Introduction

The identity proposed recently by Futamura in [1] triggered the interest in eigenvalue
counts on intervals in the context of numerical linear algebra. The identity computes the
number of real eigenvalues in a given interval for a generalized eigenvalue problem of
two symmetric matrices. It uses a contour integral in a complex plane of a trace of a
specially constructed matrix. The contour should cross the endpoints of the interval, and
a circle or an ellipse is the standard contour path. Furthermore, numerical quadrature of
the contour integral with a moderate number of points provides valuable results even for
large matrices. The algorithm can be significantly accelerated if a stochastic estimation
of the trace is used.

Eigenvalue counts are currently used in numerical linear algebra. Information about
eigenvalue distribution accelerates computations of electronic structure [2]. Eigenvalue
counts are also included as preprocessors in the FEAST library for linear and non-
linear eigenvalue problems since version 3.0 [3]. Efficient computation of the contour
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integral in the Futurama identity may be carried out by trapezoidal, Gauss, or Zolotarev
quadrature rules [1, 4, 5, 7]. In addition, standalone eigenvalue solvers may be derived
from the high order moments computed with extensions of the identity [8].

The identity of Futamura distinguishes three features desired for an objective in
structural optimization. First, the eigenvalue count is a differentiable function unless
an eigenvalue belongs to the contour. Second, eigenvalues and eigenvectors are never
explicitly computed. Third, avoiding a resonance would mean that the eigenvalue count
on the interval of working frequencies is zero. Combining these features suggests a new
class of heuristic objective functions for avoiding resonances in discrete mechanical
systems without damping.

This contribution is organized into six Sections. A literature review on the topic
of structural optimization of vibrating systems is given in Sect. 2. Problem statement
for avoiding resonances of mechanical systems, the novel objective and optimization
strategy are introduced in Sect. 3. Results for a numerical example and the general
properties of the method are described in Sect. 4. Finally, the conclusion and direction
of future work are given in Sect. 5.

2 Literature Review

Structural optimization of vibrating systems is a classical problem ofmechanical design;
see a detailed review on the topic [15]. This problem is usually considered by optimiz-
ing the natural frequencies (spectrum) or steady-state response under known harmonic
loads at one or several frequencies. In this contribution, the focus is on the optimization
of the spectrum. A typical spectrum optimization problem maximizes the first (base)
eigenfrequency with a constraint on the total mass of the structure [9]. The common
objective is the Rayleigh quotient, which requires explicit knowledge of the correspond-
ing eigenvector. Alternatively, a dual formulation with a semi-definiteness constraint on
dynamic stiffness is possible for the same problem [10]. However, the computational
costs of the semi-definite programs is substantially higher than for the Rayleigh quo-
tient. For optimization of higher eigenfrequencies, mode-tracking algorithms based on
modal assurance criterion (MAC) are used [11, 12]. These algorithms allow reliable and
accurate computation of objectives as weighted sums of eigenfrequencies or frequency
gap between two consequent frequencies. These objectives are available in commercial
optimization tools such as OptiStruct, Genesis, MSC Nastran or TOSCA. Application
studies of this approach for power equipment and rotor dynamics showgoodperformance
[16, 17].

Special objectives are introduced for avoiding resonances in given frequency bands.
For example, a normalized sum of eigenfrequency squares is used in [13, 18] and a
sum of smoothed Heaviside functions computed for each eigenfrequency is used in
[14]. The efficient implementation combines these objectives with the solid isotropic
material with penalization (SIMP) approach for geometry description and a gradient-
based optimization algorithm as a method of moving asymptotes (MMA). However,
this combination requires the explicit computation of the eigenfrequencies and their
sensitivities, which is computationally expensive. The identified gap of the work is
to propose an objective for resonance avoidance that avoids explicit computation or
ordering of eigenvalues and has the potential of cheap computation for large problems.
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3 Research Methodology

3.1 Problem Statement

Problem statement: Consider a linearized eigenvalue problem for a system without
damping

(
K(s) − ω2M(s)

)
ϕ = 0 (1)

K(s) and M(s) denote the stiffness and mass matrices of a system with n degrees
of freedom depending on a vector of p real design parameters s. Design parameters s
belong to an admissible non-empty setQ. The generalized eigenvalue problem in Eq. (1)
generates a spectrum of the structure

{
ωj

}n
j=1. Each eigenfrequency ωj corresponds

to the eigenvector ϕj ∈ Rn. There is a single interval of eigenfrequencies [ωa, ωb]
that eigenfrequencies of the system in Eq. (1) should avoid. Find values of design
parameters s from an admissible set Q such that the spectrum of the system does not
have any eigenfrequency in a given interval [ωa, ωb].

3.2 Heuristic Objective Function and Optimization Strategy

The problem statement is not yet formalized as a computable and tractable expression.
Below, we introduce the necessary mathematical apparatus and propose an appropriate
objective function. For simplicity of the expressions, squares of angular eigenfrequencies
are used below

λj = ω2
j (2)

and they are referred to as eigenvalues of the systemEq. (1). The endpoints of the interval
a scaled similarly and this interval is called herein the forbidden zone. Eigenvalue countμ
for spectrum

{
λj

}n
j=1 in an interval [λa, λb] is denoted with

μ[λa,λb] =
n∑

j=1

h
(
λj

)
, (3)

where function h is defined

h
(
λj

) =
{
1, λa ≤ λj ≤ λb

0, otherwise
. (4)

We propose a novel heuristic objective function that is a weighted eigenvalue count

J (s) =
n∑

j=1

g
(
λj

)
h
(
λj

)
, (5)

where weighting function g(λ) is a concave function for all real numbers that is strictly
positive in the forbidden zone [λa, λb]. The objective function has a following valuable
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property: it is strictly positive if at least one eigenvalue of the spectrum is in the for-
bidden zone and it is exactly zero if the spectrum does not have any eigenvalue in the
forbidden zone. The role of the weighting function is twofold. The first role is to push
the eigenvalues from the center of the forbidden zone to boundaries. The second role is
to reduce the discontinuity of the objective when an eigenvalue passes an endpoint of
the interval. Herein, a quadratic weighting function satisfying the requirement above

g(λ) = −(λ − ((1 + α)λa − αλb))(λ − ((1 + α)λb − αλa)). (6)

The positive parameter α is called the inflation parameter and it offsets the roots of the
parabola away from the boundaries of the interval, as illustrated in Fig. 1.

Fig. 1. The plot of the quadratic weighting function g(z)with inflation parameter α = 0.1 for the
forbidden zone [1.5, 3.0].

The formalization of the problem statement yields the minimization prblem

s∗ = argmin
s∈Q J (s) = argmin

s∈Q

n∑
j=1

g
(
λj

)
h
(
λj

)
. (7)

The objective function is evaluated through identities by Futamuri [1]. First, we
recall the main formulas for the evaluation of the eigenvalue count and later, we extend
it to the case of the weighted eigenvalue count

tr
(
(zM − K)−1M

)
=

n∑
j=1

1

z − λj
, (8)

μ[λa,λb] = 1

2π i

∮

C

tr
(
(zM − K)−1M

)
dz. (9)

The residue theorem is used to derive Eq. (9) from (8). i denotes in this contribution
the imaginary unit and tr is the trace operator. The contour C must cross endpoints of
the interval [λa, λb]. An efficient evaluation of the eigenvalue count is carried out by a
numerical quadrature with m points

1

2π i

∮

C

tr
(
(zM − K)−1M

)
dz ≈ 1

2π i

m∑
j=1

tr
((
zjM − K

)−1M
)
wj. (10)
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The standard choice for the contour is a circle with a diameter aligned with the
interval [λa, λb]. This contour has many quadrature rules [1], e.g. the trapezoidal rule
has locations zj and weights wj for jth integration point with

zj = λa + λb

2
+ λb − λa

2
e2π i(j+0.5)/m, (11)

wj = λb − λa

2
e2π i(j+0.5)/m = zj − λa + λb

2
. (12)

Equation (10)–(12) describe the original approach for eigenvalue counts on intervals.
An extension to high-order moments in the context of eigenvalue solvers can be found
in [8]. An extension to the eigenvalue count with a concave weighting is used here for
the objective function in Eq. (5). The product of the weighting function and the trace in
Eq. (8) is still an analytic function. Thus, the residue theorem holds leading to the final
expression for the objective

J (s) = 1

2π i

∮

C

g(z)tr
(
(zM − K)−1M

)
dz, (13)

J (s) ≈ 1

2π i

m∑
j=1

g
(
zj

)
tr
((
zjM − K

)−1M
)
wj. (14)

The latter expression is differentiable w.r.t. the design parameters. The expression
of the gradient requires only knowing the derivative of a matrix inverse. The final
expressions read

Cj = (
zjM − K

)−1
, (15)

dJ (s)
ds

= 1

2π i

m∑
j=1

g
(
zj

)[
tr

(
Cj

dM
ds

)
− tr

(
MCj

(
zj
dM
ds

− zj
dK
ds

)
Cj

)]
wj. (16)

Theobjective and the gradient are real; however, numerical computationwithEq. (14)
and (16) usually lead to a small imaginary part due to round off errors. We neglect the
imaginary part. Furthermore, the gradient in Eq. (16) is checked by finite differencing,
which is standard in the structural optimization community. It should be mentioned
that the matrix Cj is dense while dM

ds and dK
ds are usually sparse. Therefore, terms in

Eq. (16) require computation of trace of products of dense and sparse matrices. Herein,
this issue is not elaborated and all matrices are treated as dense. Finally, the gradient
of the objective is computed explicitly. Using an equivalent adjoint approach should
dramatically reduce the complexity of Eq. (16) in the context of large problems.

Now a minimization algorithm can be used to the objective and its gradient. Herein,
the steepest descent algorithmwith a constant step�, with a projection of the gradient to
admissible directions and without rejection in case of increasing value is used. Iterations
are stopped when the objective value drops below a given threshold. It is an easy and
robust algorithm, which may need a large number of iteration, but it is robust w.r.t.
discontinuity of the objective.
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4 Results and Discussion

4.1 Numerical Example

The behavior of the proposed approach is illustrated with a 1D mass-spring example
having ten degrees of freedom and three parameters, as shown in Fig. 2. Each node
has one longitudinal degree of freedom. Only nodes have inertia, i.e. a diagonal mass
governs the inertia properties of the system and springs are treated as massless. Lower
and upper bounds of design parameters define the admissible set Q with

Q = {s : 0 ≤ s1 ≤ 3, 0 ≤ s2 ≤ 3, 0.75 ≤ s3 ≤ 1.25}. (17)

Parameters s1 and s2 define the stiffness values of two groups of springs while the
parameter s3 define inertia of a group of nodes. Their initial values are given in Table 1.
The forbidden interval for the frequencies is defined in the range [1.5,3.0]. The initial
design has the fifth eigenvalue in the forbidden zone while the eigenvalues three and
five are close to it. Therefore, the final design must double the gap between eigenfre-
quencies at that range. An expected change in the design achieves this by increasing the
stiffness and decreasing the mass parameters of the system. Consequently, the number
of eigenvalues below the forbidden zone should also decrease.

Fig. 2. Setup of the mass-spring example

The algorithm is implemented in the computer algebra systemMaple [6] using double
precision arithmetic. The base run uses the trapezoidal rule with 140 quadrature points
for the contour integral and a constant step of the steepest descent methodwith� = 0.05.
The inflation parameter α is always 0.1. The threshold for the drop value for iterations
is 0.5.

The results for the base run are demonstrated in Fig. 3 and Table 1. Convergence
is achieved after iteration 54 with design parameters inside the admissible set Q. As
expected, the stiffness parameters increased while the mass parameter changed insignif-
icantly (by 2%). The forbidden zone lies between the eigenvalues three and four. Com-
parison of the weighted eigenvalue count with the standard eigenvalue count in Fig. 3
(right) shows that the former is a good surrogate of the latter while being a smoother
function. It is also observed the influence of the steepest descent algorithm without
rejection of the new solution in case of the increase of the objective.

The results for the run with 70 integration points are shown in Table 1. Evolutions of
the spectrum and objective are omitted for space reasons. Convergence is achieved after
iteration 67 with design parameters inside the admissible set Q. The design differs from
the base run, meaning that the number of quadrature points is an important parameter
of the algorithm.
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The results for the run with smaller step � = 0.02 are given in Fig. 4 and Table 1.
This run converges after 328 iterations, which is significantly more than in the two
previous runs. Furthermore, it converges to a different solution that is on the boundary
of the admissible set Q. As in the previous run, both stiffness parameters increase while
the mass parameter changes less, here by 14%. The evolution of the spectrum and the
objective are similar to the base run.

Table 1. Eigenvalues close to the forbidden zone [1.5, 3.0], design parameters and the number
of iteration to convergence. The violating frequency is marked in red.

Design j #iter

Initial design 4 1.44 2.25 3.05 1.00 2.00 1.00 -

Base run, ∆ = 0.05 3 1.50 3.02 4.67 2.41 1.92 0.98 54

Run with m = 70 and ∆ = 0.05 3 1.46 3.02 4.47 2.97 1.92 1.19 67

Run with smaller step, ∆ = 0.02 3 1.46 3.09 4.62 3.00 1.67 1.14 328

Fig. 3. Evolution of the spectrum (left) and of the weighted eigenvalue count objective (right) for
the base run with step � = 0.05

4.2 Discussion

A novel approach for resonance avoidance is presented in the contribution. Now, the
features and properties of the algorithm are discussed. First, more than one solution is
possible. It is explained by a multi-modal objective with a plateau at zero value for all
correct solutions. Therefore, the algorithm exhibits dependency on the initial design (not
shown here, but observed) and parameters of the algorithm as number quadrature points
and inflation α. Second, the objective can be straightforwardly extended to two or more
forbidden intervals in a manner similar to one presented in [13, 14]. Third, the algorithm
is insensitive to the shape of eigenmode, i.e. it does not distinguish between longitudinal,
bending, or torsional modes. That can be a disadvantage for various applications such
as payload layout for space launchers, where forbidden intervals for longitudinal and
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bending modes do not coincide. Also, local eigenmodes with small modal masses affect
the objective in the same manner as the global eigenmodes with large modal masses.
Therefore, this feature is a significant disadvantage. Fourth, the current approach does
not include damping or gyroscopic matrix, which is important for many applications
for power equipment. Finally, the current optimization strategy is suboptimal. Such
a tiny example should not require the observed number of iterations. An alternative
optimization strategy should be implemented. The proposed objective is a multi-modal
function. Therefore, trust-region algorithms [19, 20], genetic algorithms [21, 22] and
simulated annealing [23] may be considered in future work.

Fig. 4. Evolution of the spectrum (left) and of the weighted eigenvalue count objective (right) for
the run with small step � = 0.02

The importance of the contribution is in the transfer of recent ideas of numerical
linear algebra to the field of structural optimization and dynamics. This enables modi-
fication of spectrum in contrast to current approaches that track and modify individual
eigenfrequencies. Therefore, there is a great interest in overcoming several shortcomings
and the creation of a new tool for optimization-based structural design.

5 Conclusion and Future Work

This contribution tackles the problem of finding a structural design without eigenfre-
quencies in a given frequency range. We propose a novel formalization of the problem
via the minimization of weighted eigenfrequency counts. Computation of the weighted
eigenfrequency counts avoids here explicit evaluation or ordering of the eigenfrequen-
cies or Sylvester law of inertia (and any LDLT decompositions). Instead, we exploit the
identity by Futamura [1], which provides a differentiable expression of eigenvalue count
via a contour integral. The contour integral can be computed numerically using the trape-
zoidal rule. Furthermore, a special weighting is added to the eigenvalue count to push
the eigenvalues from the center of the forbidden eigenfrequency range to boundaries. A
simple minimization algorithm is implemented for the objective. A test example with ten
degrees of freedom and three affine parameters validate the basic idea of the approach.
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Three non-trivial feasible designs are obtained for different sets of numerical param-
eters. It showed that the number of quadrature points and the step size in the steepest
descent algorithm influence the recovered design. Therefore, this approach illustrated
the potential of solving the stated problem in practical applications and may be pursued
in the future.

Several steps are envisaged at this stage. First, the approach is going to be tested for
larger and more complex examples. Second, a more sophisticated and appropriate opti-
mization algorithm should be, e.g., one from the family of trust-region algorithms [19,
20], genetic algorithms [21, 22] or simulated annealing [23]. Third, problemswith several
forbidden intervals can be solved. Fourth, the present algorithm requires improvement of
numerical quadrature for the case of an eigenvalue close to the integration path. Finally,
a combination of the Futamura identity with stochastic trace estimation should enable
even larger problem sizes. Stochastic trace estimation is substantially cheaper than eigen-
value computation with common solvers. This is a core advantage over other approaches
available now. At this stage, a comparison of the computational efficiency and robustness
with other approaches as the nearest alternatives [13, 14] would be possible. That could
also include design problems of power equipment subjected to vibration.
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Abstract. Specific problems of design, assessment of limit state and residual
working life of critical structural elements made of composite materials demand
the use of special analytical and numerical methods. However, mathematical
description of spatially nonuniform materials and structures presupposes their
resource-intensive computer implementation whereas anisotropic homogenous
approximation does not make it possible to take into account the features of micro-
scale composition of specific compositematerial. To overcome this issue themulti-
scale finite-element methodology for predicting the stresses, strains, subcritical
damage and limit state of typical fiber-reinforced composite materials and struc-
tures, made of them, has been proposed in this work. Thismethodology is based on
a combination of macro-scale and meso-scale approaches for describing both the
macro-deformation of actual structure under the operational load and subcritical
damage of locally nonuniform brittle material. On the example of standard labo-
ratory specimens as well as large cylindrical pressure vessels made of fiberglass-
reinforced composite, the characteristic features of stress-strain, damaged and
limit state under the external load were studied.

Keywords: Composite materials · Subcritical damage · State of stresses and
strains · Limit state · Multi-scale model · Finite-element model

1 Introduction

The application of composite materials in the manufacture of structures for the needs
of different industries is an effective way to obtain structural elements with unique
operational properties. In particular, fiber-reinforced composites based on glass or carbon
fibers have become widespread, which allow to achieve high strength of thin-walled
structures at their relatively low weight [1, 2]. However, the spatial nonhomogenity of
such materials causes objective difficulties in the design, testing of technical condition
and analysis of the residual working life of certain structural elements. The use of
analytical approaches, which consist in assessing the effective properties of the material
for further consideration as a homogeneous and anisotropic one, significantly limits the
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range of practically significant problems to be solved. In particular, it is known that the
process of nucleation and development of material defects is microscopic in scale. Thus,
for correct consideration of the subcritical damage in analysis of the limit state of the
structure under the design load, the specific structure of the material and its resistance
to failure of certain type should be considered.

Possibilities of numerical description of composite structures in nonhomogeneous
formulation are limited, so the development of analytical approaches those allow taking
into account the microstructural state of the material in modeling along with consider-
ation of the specific structural elements without significant simplification is actual and
practically valuable one. All available methods for predicting the bearing capacity of
structures made of composite materials can be divided into three classes - macrostruc-
tural, mesostructural andmulti-scale. Thus,macrostructural approaches provide a homo-
geneous interpretation of the material, according to which all properties are defined
explicitly and they are assigned certain effective values. The simplest method in this
case is to use the mixture rule according to the partial contribution of each structural
component [3] or formal averaging of the initial properties [4]. Further use of classical
methods allows to implement relatively simple engineering algorithms that give a general
idea of the bearing capacity of a particular structural element under a certain combina-
tion of external factors [5–7]. A common disadvantage of macrostructural approaches
is the significant simplification of the behavior of materials, which significantly limits
their applicability.

Mesostructural approaches consider the material as inhomogeneous ones, combin-
ing the principles of continuous mechanics, plasticity, fracture mechanics and physical
materials science [8, 9]. Their advantages are the possibility of prediction the effective
macroscopic properties of structurally inhomogeneous materials and analysis the mate-
rial subcritical fracture, taking into account the distribution of structural components.
But their applicability is limited for the analysis of large-scale structures because of
considerable resource consumption of the corresponding issues.

Multiscale approaches use both homogeneous and inhomogeneous material descrip-
tions, namely: at the mesolevel as a non-homogeneous material, at the macro level as
a homogeneous material with properties through meso-macro link [10, 11]. Multi-scale
methods are the most universal for analyzing the state of real structures, but for adequate
prediction results and relevant expert conclusions they require substantiation of the links
between meso- and macro-description of the material.

The main aim of this work is development of the methodology and numerical means
for multi-scale prediction of stress-strain, damaged and limit states of structures made
of typical fibrous composite materials.

2 Finite-Element Procedure for Prediction of Subcritical and Limit
State of Fiber-Reinforced Composite Materials

2.1 Main Assumptions and Physical Model

The developed methodology is based on a finite-element implementation of tracing the
state of the structure under loading in a macro-scale homogeneous anisotropic approxi-
mation and for each regular meso-scale region in an nonhomogeneous approximation. In
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this case, the independence of the calculations for individual meso-scale areas makes it
natural the use of algorithms for parallel calculation of the corresponding boundary value
problems to reduce the time of numerical experiments [12]. The relationship between
the levels is fulfilled by transition of a certain calculated data, namely the deformed state
and subcritical damage (see Fig. 1). Components of composite are considered as elastic
ones.

For the computer implementation of this approach, finite element modeling methods
based on eight-node elements were used [13, 14], and each finite element of the macro
task was considered as a regular meso-area, within which the corresponding meso-
problem was set.

Fig. 1. Scheme of multi-scale problem of prediction the stress-strain, damaged and limit states
of structures made of composite materials

2.2 Mathematical Description of Stress-Strain and Damage States of Spatially
Nonhomogenious Material

The macro-scale approximation requires the averaged physical and mechanical prop-
erties of the material depending on the composition of the two-component composite
(volume content of the matrix Vm and fiber Vf ), direction and the properties of its indi-
vidual components. The most common approaches are based on the rule of mixtures. In
particular, if the fiber-reinforced composite is considered to be elastic orthotropic mate-
rial, the value of Young’s modulus along and across the fibers is calculated according to
the next formula [15]:

⎧
⎪⎨

⎪⎩

ET = Ef · Em

Em · Vf + Ef · (
1 − Vf

) ;

EL = Ef · Vf + Em · (
1 − Vf

)
,

(1)

where Em, Ef are Young’s modules of the matrix material and fibers, respectively; ET ,
EL are Young’s modules of conditionally homogeneous anisotropic composite along and
across the fibers, respectively.
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To determine averaged Poisson’s ratio of orthotropic material, Whitney and Riley
dependence in the following formulation was used [16]:
⎧
⎪⎪⎨

⎪⎪⎩

νLT = νm − [
2 · (

νm − νf
) · (

1 − ν2m
) · Ef · Vf

]

Em · (
1 − Vf

) ·
(
1 − νf − 2 · ν2f

)
+ Ef · [

Vf · (
1 − νm − 2 · ν2m

) + (1 + νm)
]

νTL = νm · Vm + νf · Vf ,

(2)

where νLT , νTL are Poisson’s ratios for directions along and across the fiber, respectively;
νm, νf are Poisson’s ratios of matrix material and fibers, respectively.

The limit state in a specific finite element of the macro-problem is achieved with
an unfavorable combination of longitudinal (along the fibers) σ xx, transverse σ yy and
tangential stresses σ xy, which is mathematically determined, in particular, based on
Hoffman’s formula [17]:

(
σxx

X1

)2

− σxx · σyy

X1 · X2
+

(
σyy

X2

)2

+
(σxy

S

)2
> 1, (3)

where X1, X2, S are material constants.
If the axes of the orthotropic composite do not coincide with the direction of the

load, the constants in (3) were calculated as follows:
{
X1 = Xs · sin2 α + Xm · cos2 α

X2 = Xm · sin2 α + Xs · cos2 α
, (4)

where α is the angle between the force vector and the direction of the fibers, Xm, Xs are
the material constants characterizing the ultimate state of the material under load across
and along the fibers, respectively.

The finite-element solution of the boundary problem of the stress-strain state of a
particular structure made of composite material allows to assess the deformation field,
that, in turn, is used in the analysis of the meso-state of each element as boundary
conditions. The subcritical damage of the material (distributed damage of microcrack
type) that affects the macroscopic stress-strain state, was estimated by calculating the
meso-problem, which is formally taken into account by transferring the value of the
volume concentration of damage to the macro-problem.

It is known that the characteristic feature of the failure of composite materials is
a significant variance of the ultimate load due to local heterogeneity of properties, the
natural deviation of the structure from the ideal, manufacture damage, etc. Therefore,
description of subcritical damage development in the composite matrix was performed
using a statistical approach based on the Weibull distribution function:

df =

⎧
⎪⎨

⎪⎩

A · f0 · εη−1
max · exp

[

−
(

εmax

ε0

)η]

dεmax, εmax ≥ 0;
0, εmax < 0,

(5)

where df is the increase in the damage volume concentration, εmax is the maximum local
deformation, A = η

/
ε
η
0 , η, ε0, f 0 are the constants.
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If the damage volume concentration f exceeds a certain critical value of f cr for a
certain finite element, this element was considered to lose its bearing capacity. Thus, the
total damage F is:

F =
�
N
f + nst

N
, (6)

where nst is the total number of elements that have lost their bearing capacity, N is
the number of elements of the meso-area partition, �

N
is the sum operator for all finite

elements of the meso-area partition.
This value of F is used to adjust Young’s modules in the macro-problem according

to the following relationship:

Ef = E

1 − F
. (7)

In addition, the appearance and development of subcritical damage causes an
additional component of the strain tensor, namely

εf = �F
/
3, (8)

where �F is the increase in F at each step of the mechanical load.

2.3 Validation of the Developed Models and Means of Their Program
Implementation

The proposed algorithm includes a number of material constants to be determined based
on the results of appropriate laboratory tests. For this purpose, the literature data of
experimental studies of the maximum load of fiberglass/epoxy composites (Vm = Vf =
0.5) with different direction of the fibers [18] has been used in this work. Based on the
processing of these data, material constants were obtained, namely: η = 3.2; ε0 = 0.01;
f 0 = 10–5; Xm = 35 MPa; Xs = 350 MPa; S = 18 MPa; f cr = 0.15.

Figure 2 shows the results of comparing the calculated values of the ultimate load
of the specimens with the experimental results. From these data it could be concluded
that the accuracy of numerical technique for the specified material is satisfactory.
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Fig. 2. Comparing the calculated values of the ultimate load of the fiberglass/epoxy composite
specimens of different fiber orientation (solid line) with the experimental results (dots) [18]

3 Results and Discussion

One of the advantages of the developed approach is the possibility of numerical tracing
of the development of subcritical damage of individual components of the composite
and taking into account the influence of the nature of their meso-scale interaction on
the limit state of large structures. Figure 3 shows the numerically assessed kinetics
of accumulation of subcritical damage of the composite specimen under tensile load
up to the limit state. The nonlinearity of this dependence is caused by the progressive
weakening of the material and additional deformation of the material as a result of the
appearance and growth of distributed damage.

Fig. 3. Kinetics of accumulation of subcritical damage f of the composite specimen under tensile
load σ xx up to the limit state
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Within the framework of the proposed methodology, the initial damaged state of the
material is characterized by the constant f 0 from (5). In Fig. 4 the effect of a specific
value of f 0 on the value of the maximum load of the sample of composite material (Vf

= Vm = 0.5, α = 45º) is shown. It is quasilinear because of inherent linearity of the
influence of initial damaged state.

Fig. 4. Dependence of the ultimate strength σ u of fiberglass-reinforced composite specimen (Vf
= Vm = 0.5, α = 45º) on the initial volume concentration of subcritical damage of material f 0

In respect to real structures, a cylindrical pressure vessel (that is made of fiber-
glass/epoxy composite) with a diameter D = 1200 mm and a wall thickness t = 3 mm
under the internal pressure P was considered. A characteristic feature of this example
is the pronounced biaxial stress state in the circumferential and axial directions. This to
a certain extent changes the dependence of the ultimate pressure in the structure on the
angle of the fibers relative to the axis of the pressure vessel under consideration (Fig. 5),
compared with the results of tension tests of specimens (see Fig. 2). However, since the
circumferential stress prevails, its form is qualitatively similar.

4 Conclusions

1. The multi-scale model and corresponding program modules for prediction of stress-
strain, damaged and limit states of structures made of typical fiber-reinforced
composites have been developed. The proposed approach is based on a finite-
element implementation of tracing the state of the entire structure in a homogeneous
anisotropic approximation (macro-scale) and separately for each regular meso-scale
area in an nonhomogeneous approximation (meso-scale). Comparison of the results
of predicting the ultimate strength of fiberglass-reinforced composite specimenswith
the available literature data showed satisfactory accuracy of the developed approach.
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2. Specific features of subcritical damage of fiber-reinforced composite standard spec-
imens under uniaxial loading have been investigated. The characteristic nonlinearity
of the damage volume concentration development in the cross section of the com-
posite specimen, caused with gradual weakening and additional deformation of the
material as a result of the appearance and growth of distributed damage, was shown.
The influence of the initial damaged state of the material on its ultimate strength was
demonstrated.

3. The characteristic features of the influence of biaxial stress on the ultimate load of the
structure have been studied on the example of a cylindrical pressure vessel made of
fiberglass/epoxy composite under internal pressure. In particular, it was shown that
variation of fibers orientation to its axis changes the ultimate stress quantitatively in
comparison with similar dependences obtained for standard tensile test specimens,
but their forms remain qualitatively similar.

Fig. 5. Dependence of the ultimate pressure P in cylindrical pressure vessel (diameter 1200 mm,
wall thickness 3 mm) on the angle of the fibers α relative to the axis of the structure
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Abstract. The aim of the investigation is to establish regularities of influence of
hardening time and temperature of thermoexposure on size and depth of distribu-
tion of the maximum compressive residual stresses after ultrasonic hardening by
steel balls. The relaxation of technological residual stresses in the surface layer of
samples made of high-temperature titanium alloy BT8, depending on the harden-
ing time, temperature, and time of thermal exposure, has been studied. The surface
layer of the pre-annealed sampleswas subjected to strain hardeningwith steel balls
in an ultrasonic field for 5 and 15 min. After hardening, the samples were sub-
jected to thermal exposure in a vacuum oven for 2 and 6 h at temperatures of 240
and 480 °C. The diagrams of the propagation of technological residual stresses in
the surface layer of the samples were investigated by the method of layer-by-layer
removal of thin metal layers by electrolytic polishing. The maximum values of
residual stresses, the magnitude of stresses on the surface, and the depth of their
propagation in the surface layer are determined. Themain regularities of the relax-
ation of residual stresses are established depending on the initial state and modes
of thermal exposure.

The practical significance of the work lies in the proposed new technology of
surface plastic hardening of gas turbine engine parts made of titanium alloys in an
ultrasonic field, taking into account thermal effects. This will ensure a stable level
of safety margin during operation and increase the service life of their work. The
established patterns can be used to assess themagnitude and depth of technological
residual stresses in the parts of gas turbine engines after the operation.

Keywords: Titanium alloy · Surface work hardening · Residual stress · Surface
layer · Relaxation · Thermal exposure

1 Introduction

Titanium alloys with special physical andmechanical properties that determine their per-
formance are widely used in aircraft engine construction. Improving the quality and reli-
ability of titanium alloy products is currently achieved by creating new alloys, improving
product designs, as well as introducing advanced technological processes.

A perspective trend to increase the service life of titanium alloy parts is surface
plastic deformation, carried out by various methods, including ultrasonic hardening.
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The main performance properties of structural elements – wear resistance, strength, and
fatigue resistance – significantly depend on the condition of the surface layer. Exhaustion
of the time of failure of the part and its destruction begins, as a rule, with the surface
layer. Therefore, in the manufacture of parts in the process of their machining or special
strengthening technologies in the surface layer are compressed residual stresses that
prevent the emergence of various kinds of dislocations.

Despite the fact that the role of residual stresses in increasing the service life of engine
parts has been sufficiently proven, the question of their relaxation under the action of the
thermal and mechanical load remains poorly understood. This, in turn, does not allow
to reasonably determine the resource of their work and the time of re-strengthening.
This issue becomes especially relevant when considering the service life of individual
engine components in particular the compressor. Given the use of different materials
and their operating conditions [1], the rate of relaxation of residual stresses can vary
significantly. This can lead to a loss of strength of individual parts and the need to repair
the compressor. The relevance of studying the patterns of relaxation of residual stresses
is enhanced due to the possible change in the geometry of parts during operation. In
[2] it is shown that one reason for the distortion of details is the relaxation of the initial
residual stresses within the raw part. The residual initial stresses mainly depend on the
manufacturing process of the raw part and the subsequent heat effects. In this regard, the
study of the processes of relaxation of technological stresses in the surface layer of parts
of gas turbine engines is relevant today in terms of ensuring their long-term coordinated
work.

The research aimed to establish the patterns of relaxation of residual stresses in the
surface layer of titanium specimens under the action of the thermal factor.

2 Literature Review

Technological residual stresses in the surface layer are one of the most important results
of mechanical and finishing-hardening treatment of gas turbine engine parts. They have
a significant impact on their durability. The authors of [3] emphasize the special role
of residual stresses in the surface layer of parts made of titanium alloys. Where strict
surface roughness constraints apply, such as aircraft engine components, finishing must
be produced. Thus, the residual stresses arising during finishing are particularly impor-
tant [4]. It is known that tensile stresses deteriorate the dynamic strength and chemical
resistance of materials. Compressive stresses in the surface layer lead to an increase
in the endurance limit. Rough surfaces and machining artifacts are also areas where
compressive residual stresses are extremely effective. The influence of various stress
concentrators, including material defects and inclusions, which also reduce the strength
of parts [5], can be effectively eliminated due to technological compressive stresses.
They also play a significant role in increasing the endurance of parts with structural
stress concentrators [6] and in retardation of crack propagation rate [7].

Technological inheritance plays an important role in the performance properties of
parts. Technological heredity means the phenomenon of transferring the properties of
the workpiece from previous operations to the next, which further affects the perfor-
mance of machine parts [8]. It is known that the use of deformation processing of the
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surface layer of parts made of titanium alloys is also effective in combination with other
processing methods. The authors [9] of the influence of the ultrasonic impact treatment
on the structure and properties of the surface layer of α-titanium in a submicrocrystalline
state was investigated. Was shown, combining the methods of bulk (twist extrusion) and
superficial (ultrasonic impact treatment) severe plastic deformation, it is possible to pro-
vide increased strength, wear, and corrosion resistance of the surface layers of titanium
alloys.

In this case, some properties and characteristics pass from one technological oper-
ation to another, that is, as if «inherited» from certain operations. Therefore, in the
machining of parts, there is technological heredity. Therefore, when designing techno-
logical processes, it is necessary to introduce such operations that create more obstacles
for the passage of negative factors to the finishing operation. Postoperative manifesta-
tion of technological heredity from the methods of obtaining the workpiece, to heat and
machining, can reduce or increase the performance properties, which requires careful
analysis of the elements in the development of new technological processes ofmachining
parts [10].

There are known attempts to apply surface deformation treatment of specimens to
achieve enhanced beneficial effects beyond shot peening conventional performance, at
elevated temperatures, or under tensile stress loadingwith some success [11]. The authors
note the need to search for an optimum in-situ warm peening condition after a trade-off
between compressive residual stress relaxation and enhanced grain refinement, both of
which are affected by thermal softening but to different degrees.

An important and insufficiently studied issue to date is the stability of the residual
stresses formed in the surface layer. To date, there is a small number of studies in the
literature devoted to the issue of stress relaxation.

In this study [12] it is emphasized that stress relaxation is an important characteristic
of titanium alloys at elevated temperatures and loads, which is the theoretical basis for
hot calibration and heat treatment. The results of a comprehensive analysis of stress
relaxation in the titanium alloy Ti-6A1-4V in the range of average temperatures showed
that the stress relaxation rate increases with temperature increasing. The residual stress
in the Ti-6A1-4V alloy reaches the relaxation limit gradually after the relaxation period.
In addition, the stress relaxation limits reach the same value for different initial stresses
at the same temperature.

The results of studying the regularities of stress relaxation in parts made of the Ti-
6A1-4V alloy are also given in [13]. Despite the results obtained by the authors, which
make it possible to explain the mechanisms of creep and stress relaxation, they do not
allow us to answer the question of the effect of time and temperature on the relaxation
of technological residual stresses in the surface layer of parts made of BT8 alloy.

By analyzing the results of field tests, the authors of this study [14] concluded that the
mechanisms of stress relaxation in the low, medium, and high-temperature regions were
dislocations, return, and recrystallization, respectively. In addition, the authors of the
study found that relaxation was more difficult in samples with an equiaxed microstruc-
ture, in comparison with samples that had a Widmanstätt structure at a temperature of
473 K, but easier at temperatures of 673 and 873 K. The significant effect on stress
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relaxation mechanism of grain size and temperature range for titanium alloy Ti-6Al-4V
in this study [15] was also established.

Thus, the analysis of the literature has shown that today no reliable regularities are
describing the processes of relaxation of technological residual stresses in the surface
layer of gas turbine engine parts due to the peculiarities of their operating modes. This
makes it difficult to assess the effectiveness of the use of strain hardening for parts made
of BT8 alloy operating in the range of elevated temperatures. Taking into account that,
under the influence of the force factor, the structure and properties of the surface layer
of hardened parts may differ from the structure of their core, as well as the special role
of the surface layer, the study of the relaxation of surface residual stresses is an urgent
task.

3 Research Methodology

The studies were performed on samples of two-phase (α + β) titanium alloy BT8 (Ti-
6,8Al-3,5Mo-0,32Si), which were subjected to preliminary heat treatment, namely –
two-stage annealing in a vacuum according to the modes: I degree 930 ºC; holding time
1,5 h; II degree 590 ºC; exposure time 1 h.

After annealing, the samples were strengthened with steel balls in an ultrasonic field
[14]. The working bodies were steel balls made of steel XX15 with a diameter of
1,6 mm according to OST 3722–81. The oscillation frequency of the wave concentrator
was 17,5 kHz, which corresponded to the resonant frequency of the “concentrator –
reinforcing bodies” system. The resonant frequency was determined by the maximum
value of the kinetic energy of the balls using a sensor of the intensity of hardening and
the amount of sound pressure generated by the walls of the concentrator. The amplitude
of oscillations of the hub walls was 50–100 mkm.

The speed of impact of the balls with the reinforcing surface was in the range of 2–
4 m/s. The samples were hardened for 5 and 15 min. After hardening, the samples
were subjected to thermal exposure in a vacuum furnace. The time and temperature of
thermal exposure were changed. The thermal exposure temperature was 240 °C and
480 °C, which corresponded to the average values of the operating temperature of the
compressor parts of the gas turbine engine made of titanium alloys and close to the
maximum operating temperature of the alloy BT8. Exposure time was 2 and 6 h. At
least three samples were examined at each mode of hardening and thermal exposure.

Residual stresses were investigated on prismatic samples of 55×10×2 mm. Used
the method of removing thin layers of metal by electrolytic polishing.

4 Results and Discussion

In the samples after hardening for 5 min, the maximum of compressive residual stresses
was −349 MPa and was observed at a depth of 20–40 mkm. On the surface of the
samples, the compressive residual stresses were −250 MPa (Fig. 1, curve a).

After thermal exposure at a temperature of 240 °C with a holding time of 2 h, the
maximum stress−349 MPa was at a depth of 5–10 mkm. On the surface of the samples,
the stress was −320 MPa (Fig. 1, curve b).
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Fig. 1. Distribution of residual stresses in the surface layer after hardening for 5 min and ther-
mal exposure at a temperature of 240 °C: a – after hardening for – 5 min (initial); b – after
thermoexposure 240 °C, 2 h; c – after thermal exposure 240 °C, 6 h

Thermal exposure with a holding time of 6 h led to a decrease in the maximum value
of residual stresses to −264 MPa with a propagation depth of 20–40 mkm. The surface
tension was −175 MPa (Fig. 1, curve c).

At thermal exposure with a holding time of 2 h, the maximum residual stress did
not change, but the depth of their propagation changed. With a holding time of 6 h, the
residual stresses relaxed from −349 MPa to −264 MPa, means by 24.3%.

In the samples after hardening for 15 min, the maximum compressive residual
stresses were −375 MPa and was observed at a depth of 20–40 mkm (Fig. 2, curve
a). The compressive residual stresses on the surface of the samples were −230 MPa.

Fig. 2. Distribution of residual stresses in the surface layer after hardening for 15min and thermal
exposure at a temperature of 240 °C: a – after hardening for –15 min (initial); b – after thermal
exposure 240 °C, 2 h; c – after thermal exposure 240 °C, 6 h

At thermal exposure with a holding time of 2 h, residual stresses were observed, the
maximum value of which was−379 MPa with a propagation depth of up to 5–20 mkm.
On the surface, the stress level was −350 MPa (Fig. 2, curve b). At thermal exposure
with a holding time of 6 h, the maximum stress was −365 MPa and was at a depth of
20–40 mkm. On the surface, the residual stresses were−185 MPa (Fig. 2, curve c). The
maximum stress has not changed. After thermal exposure at a temperature of 480 °C
with a holding time of 2 h, in the samples hardened for 5 min, the maximum stress of
−203 MPa was observed at a depth of 5–15 mkm. On the surface, the stress level was
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−180 MPa (Fig. 3, curve b). The maximum residual stresses were relaxed by 41.8%,
which is more than with thermal exposure with a holding temperature of 240 °C.

Thermal exposure with a holding time of 6 h leads to the formation of maximum
stresses of−215MPawith a depth of 10–20mkm.On the surface of the sample compres-
sive residual stresses were −140 MPa. The maximum residual stresses do not change,
depending on the holding temperature. On the surface, the compressive residual stresses
were relaxed, compared to the original sample, by 28% for thermal exposure with a
holding time of 2 h and by 44% for a holding time of 6 h.

Fig. 3. Distribution of residual stresses in the surface layer after hardening for 5 min and thermal
exposure at a temperature of 480 °C: a – after hardening (initial); b – after thermal exposure
480 °C, 2 h; c – after thermal exposure 480 °C, 6 h

For samples that were subjected to ultrasonic hardening for 15 min, the maximum
compressive residual stresses of −375 MPa were observed at a depth of 20–40 mkm.
On the surface, the compressive residual stresses were –350 MPa (Fig. 4, curve a).

Fig. 4. Distribution of residual stresses in the surface layer after hardening for 15min and thermal
exposure at a temperature of 480 °C: a – after hardening (initial); b – after thermal exposure 480 °C,
2 h; c – after thermal exposure 480 °C, 6 h

After thermal exposure at a temperature of 480 °C with a holding time of 2 h, the
maximum stress –264 MPa was at depths of 35–50 mkm, which means 29.6% less than
in the initial state. On the surface, the stress was –210 MPa (Fig. 4, curve b).

At thermal exposure with a holding time of 6 h, the maximum compressive stresses
were –270MPa at a depth of 10–20 mkm (Fig. 4, curve c). The maximum residual stress
decreased by 28%.
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The results of the study showed that the stresses in the samples that were hardened for
15 min relaxed less than when hardened for 5 min. In General, at thermal exposure with
a holding temperature of 240 °C, the stresses are relaxed in the samples with a holding
time of 6 h and ultrasonic hardening of 5 min, and in other cases, they do not change.
The depth of propagation changes. On the surface, the compressive residual stresses,
with thermal exposure with a holding time of 2 h, increase. At thermal exposure with a
holding temperature of 480 °C, the residual stresses relax a little more than at 240 °C.
But when strengthened for 5 min, the amount of relaxation is greater than at 15 min.
On the surface, when hardened for 15 min, the stresses do not change, regardless of
temperature.

An analysis of the results of changes in the magnitude of residual stresses shows
that they correlate with the hardening time and holding temperature. The established
regularity of the effect of temperature is in good agreement with the results of most well-
known studies, for example [16]. Stress relaxation is associated with the deformation
of the surface layer material during term expansion. Also, stress relaxation at a high
temperature can be caused by an acceleration of diffusion processes.

The influence of hardening time can be explained by the effect of strain hardening.
It manifests itself in an increase in hardness and a change in some other mechanical
characteristics of the material. In [17], an attempt was made to establish the relationship
between the rate of relaxation of residual stresses and the characteristics of the surface
layer of parts. The author of this, and other studies, relate the rate of stress relaxation
to the degree of plastic deformation of the material. It is assumed that the relaxation
rate is directly related to the degree of plastic deformation. The minimum relaxation
rate will correspond to the material with the lowest plastic strain. Residual compressive
stresses induced in the surface layer at a minimum level of plastic deformation will be
more stable at elevated temperatures. However, this approach is not consistent with the
currently widespread dislocation theory of strength.

The results of the study also refute the opinion about the stability of residual stresses
at a minimum level of plastic deformation. The established regularities of relaxation can
be used to optimize the mode of ultrasonic hardening of titanium alloy parts similar to
BT8.

5 Conclusions

As a result of the study of the level and nature of technological residual stresses distribu-
tion in the surface layer of heat-resistant titanium alloy BT8 samples, which is caused by
steel balls as a result of ultrasonic hardening regularities of influence of hardening time
and temperature of thermoexposure on size and depth of distribution of the maximum
compressive residual stresses are established.

It was found that at thermal exposure with a holding time of 2 h at a temperature of
240 °C after hardening for 5 min, the maximum stress does not change, but the depth
of occurrence changes. With a holding time of 6 h, the residual stresses relaxed from
–349 MPa to –264 MPa, which means about 24.3%.

In samples with a holding time of 2 h at a temperature of 480 °C after hardening for
5 min, the residual stresses at the point of maximum relaxed by 41.8%. On the surface,
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the compressive residual stresses relax, in comparison with the original sample, by 28%
- for thermal exposure with a holding time of 2 h and by 44% - for a holding time of 6 h.

In the samples after hardening for 15 min after thermal exposure at a temperature of
480 °C with a holding time of 2 h, the maximum residual stress was –264 MPa, which
means 29.6% less than for the samples in the initial state. At thermal exposure with a
holding time of 6 h, the maximum compressive stresses decreased by 28%.

Thus, it was found that the deformation hardening of the surface layer of parts of gas
turbine engines made of titanium alloys BT8 for 15 min with the studied parameters is
maintained at the operating temperature of the parts of the compressor rotor for a long
time. This ensures a stable level of safety margin during operation.
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Abstract. In modern additive manufacturing technologies, parts are printed in a
special container named the printer working chamber. The efficiency of volume
filling with geometric objects is an important factor in the overall efficiency of the
manufacturing process. To improve the efficiency of the production process, it is
necessary to develop effectivemethods for packing objects in theworking chamber
of a 3Dprinter. Theproblemoffilling theworking chamberwith parts is formulated
as a three-dimensional irregular packing problem and presented as a nonlinear
optimization problem. The article presents an origin optimization approach for
tackling irregular packing problems for additive manufacturing. The approach
involves construction of an exactmathematicalmodel of irregular packing problem
(using the phi-function technique) and development of a nonlinear optimization
method based on state-of-arts solvers. The solution strategy uses the preliminary
clustering of bodies to be packed and variable metric characteristics of bodies
and a chamber. An exact mathematical model of the problem is constructed and a
solution method is developed. Test results are shown.

Keywords: Additive manufacturing · Mathematical modeling · Irregular
packing · Non-linear optimization

1 Introduction

Modern additive technologies cover all new areas of human activity. Designers, archi-
tects, archaeologists, paleontologists and other professions use 3D printers to implement
various ideas and projects [1]. All these works are carried out with the active support
of the state and business from various sources [2]. This technology is considered as one
of the strategic technologies for development primarily in the aerospace and defense
industries [3].

Nowadays many researches have studied technological issue of application of 3d
printing in modern manufacturing. In paper [4] various modern additive manufacturing
technologies are compared with real-life injection molding. The comparison is made in
terms of lead time and total cost of production.
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The paper [5] presents the results of research that help to determine the relationship
between the parameters of the additive manufacturing process, its characteristic features
and product quality.

Particular attention is paid to the development of SLS (Selective Laser Sintering).
SLS is an additive production technology based on layer-by-layer sintering of pow-
der materials (polyamides, plastics) using a laser beam [6]. The printing process using
Selective Laser Sintering technology consists in layer-by-layer sintering of particles of
powdered material before the formation of a physical object according to a given CAD
model. The sintering of the material occurs under the influence of a beam of one or more
lasers. Before starting the construction process, the consumables are heated almost to
the melting point, which facilitates and accelerates the operation of the SLS installation.
The article [7] estimates the costs incurred as a result of applying the technology using
direct metal laser sintering.

The actual problem is to create automated information systems and technologies that
will optimize the various technological stages of additive production [8]. To optimize
the technological process of additive manufacturing, it is proposed to apply optimization
geometric design.

3D packing problems arise in various applications, e.g., in nanophysics, production
and aerospace engineering to mention a few. Some of the works [9, 10] deal with the
packing of ellipsoids. Our preliminary results on 3D packing problems presented in [11,
12].

Today only a few works are dedicated to optimized packing problems in additive
manufacturing [13, 14]. Analysis and a taxonomy of irregular three-dimensional packing
problems in additive Manufacturing is presented in [14].

We consider a packing problem which relates to BVP (Build Volume Packing). The
3D printing process allows simultaneously producing parts in a the 3D-printer chamber.
So, we deal with a 3D optimization irregular packing problem. A number of 3D parts
should be packed into the container with a minimum metric characteristic. The parts
have to be placed at given distances to avoid deformation when cooling.

Packing problems are known to be NP-complete. So, approximate solution meth-
ods are developed a major part of which are heuristic: special search rules, genetic,
ant (bee) algorithms, simulated annealing, mathematical programming methods and
hybrid/combined techniques.

Object arrangement is realized in a variety of ways which differ in: the path of object
movement, rotation rules and allowing or avoiding overlapping during solution process.

This work is devoted to searching for a local minimum for the 3D irregular packing
problem. A strategy proposed in this paper is based on construction of an exact mathe-
matical model of the packing problem and application of modern methods of nonlinear
programming.
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2 Problem Definition

Irregular 3D-bodies are derived from following primary geometric objects:

• a polytope J1 specified by vertices

p1t =
(
p11t, p21t, p31t

)
, t ∈ T1 = {1, 2, . . . , �1};

• a right cylinder J2 = {
X ∈ R

3, x2 + y2 − R2
2 ≤ 0, 0 ≤ z ≤ H2

};
• a sphere J3 = {

X ∈ R
3, x2 + y2 + z2 − R2

3 ≤ 0
};

• a right cone J4 = {X ∈ R
3, x2 + y2 − c24(z − E4)

2 ≤ 0, z ≥ 0,E4 > 0};
• a truncated cone

J5 = {X ∈ R
3, x2 + y2 − c25(z − E5)

2 ≤ 0, E5 ≥ H5 ≥ 0, 0 ≤ z ≤ H5};
• a segment of a sphere

J6 = {X ∈ R
3, x2 + y2 + (z + H6)

2 − R2
6 ≤ 0, z − H6 ≤ 0, 0 < H6 < R6};

a half-space J7 = {
X ∈ R

3, z ≤ 0
}
.

Let each irregular 3D-body Qi, i ∈ I = {1, 2, . . . , n}, be a union of a set of convex

geometric bodies Oi = κi∪
k=1

Oik ,where Oik is one of the objects Jr, r = 1, 2, ..., 7. A

placement of Oik is given with a vector uik = (vik , θik), k ∈ Ki = {1, 2, . . . , κi}.
A chamber C is a right rectangu-

lar parallelepiped C1 = {
X ∈ R

3, w1 ≤ x ≤ w2, l1 ≤ x ≤ l2, η1 ≤ x ≤ η2
}
, where

w1 ≥ 0, l1 ≥ 0, η1 ≥ 0.
One should pack the bodies Oj, i ∈ I , into the chamber C with account of shortest

distances between parts reaching the minimal value of the chamber volume.
Let � = (w1,w2, l1, l2, η1, η2) ∈ R

6. The body Oi can be simultaneously translate
on a vector vi = (xi, yi, zi) and rotated by a vector θi = (ϕi, ψi, ωi). So, a vector
ui = (vi, θi) = (xi, yi, zi, ϕi, ψi, ωi) defines a placement of the body Oi in the space R

3

and a vector u = (u1, u2, . . . , un) ∈ R
6n gives the placement of all bodies Oi, i ∈ I , in

R
3.

The body Oi translated by the vector vi and rotated by the angles ϕi, ψi and ωi is
denoted by Oi(ui) and the chamber C with the size � is denoted as C(�).

3 Mathematical Modeling

Using phi-function technique [15] a mathematical model of the problem stated can be
presented as follows

(
u∗, �

∗,Z∗) = argmin H (�) s.t. (u, �,Z) ∈ 	 ⊂ R
N (1)

	 = {(u, �,Z) ∈ R
N : 
ij

(
ui, uj, Zij

) − d ≥ 0, i < j ∈ I , (2)
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i(ui, �) ≥ 0, i ∈ I ,L(�) ≥ 0}
where H (�) = (w2 − w1)(l2 − l1)(η2 − η1), L(�) = w1 ≥ 0, l1 ≥ 0, η1 ≥ 0,w2 −
w1 ≥ 0, l2 − l1 ≥ 0, η2 − η1 ≥ 0.

In the model (1)–(2) the inequality 
ij
(
ui, uj, Zij

) − d ≥ 0 ensures the distance
condition for the bodiesOi andOj and the inequality
i(ui, �) ≥ 0 specifies a placement
of the body Oi in the chamber C(�).

We consider main characteristics of the mathematical model.

1. Due to Oi = εi∪
s=1

Ois and Oj = εj∪
p=1

Ojp we have Oi ∩ Oj = ∅ if Ois ∩ Ojp = ∅,

s ∈ Ki, p ∈ Kj . Then
ij
(
ui, uj, Zij

) = min{
sp
ij

(
ui, uj, Z

sp
ij

)
, s ∈ Ki, p ∈ Kj}where



sp
ij

(
ui, uj, Z

sp
ij

)
is either a phi-function or a quasi-phi-function for the bodies Ois

and Ojp. So, if min{
sp
ij

(
ui, uj, Z

sp
ij

)
, s ∈ Ki, p ∈ Kj} ≥ 0, then 
ij

(
ui, ujZij

) ≥ 0.

2. The quasi-phi-function 

sp
ij

(
ui, uj, Z

sp
ij

)
can be in general presented as



sp
ij

(
ui, uj, Z

sp
ij

)
= max{�spa

ij

(
ui, uj, Z

sp
ij

)
, a ∈ Asp

ij = Bsp
ij ∪ Csp

ij =
{1, 2, . . . , aspij + 1, aspij + 2, . . . , χ sp

ij }} . Then, 

sp
ij

(
ui, uj, Z

sp
ij

)
≥ 0 is valid if at

least one of the inequality systems {�spa
ij

(
ui, uj, Z

sp
ij

)
≥ 0, a ∈ Asp

ij , is satisfied. It

is obvious that 
ij
(
ui, uj, Zij

) ≥ 0 when an inequality system {�spa
ij

(
ui, uj, Z

sp
ij

)
≥

0, s ∈ Ki, p ∈ Kj, where a ∈ Asp
ij , is fulfilled. Thus, the number of the systems is

ςij = ∏κi
s=1

∏κj
p=1 χ

sp
ij . The inequality systems are denoted as

{
� t

ij

(
ui, uj, Z

t
ij

)
≥ 0 , t ∈ Tij = {

1, 2, ..., ςij
}
.

3. The inequality 
ij
(
ui, uj, Zij

) ≥ 0, i < j ∈ I , hold true if at least one of the

inequality systems
{
� t

ij

(
ui, uj, Z

t
ij

)
≥ 0, i < j ∈ I , Where t ∈ Tij, is satisfied. The

inequality systems are denoted as

Gτ (u, Z) ≥ 0, τ ∈ ϒ = {1, 2, ..., ϑ}
where ϑ = ∏n

i=1
∏n

j ςij.

4. Functions �
spa
ij

(
ui, uj, Z

sp
ij

)
, a ∈ Csp

ij contain auxiliary components Z
sp
ij . The

number of all variables is at most
∏κi

i=1

∏κi
j=1 κiκj.

5. The function 
i(ui, �) can be written as


i(ui, �) = min{
is(ui, �), s ∈ Ki = {1, 2, ..., κi}}

where 
is(ui, �) is the phi-function for bodies Ois and C(�) = R
3\intC(�).
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6. Because of the items 3 and 4 the feasible region 	 can be presented as follows

	 = ϑ∪
τ=1

	τ ,

where 	τ is specified by the inequality system

Fτ (u, �, Zτ ) =
⎧⎨
⎩
Gτ (u, Zτ ) ≥ 0

i(ui, �) ≥ 0, i ∈ I ,
L(�) ≥ 0

=

⎧⎪⎪⎨
⎪⎪⎩

fτ1(ξτ1) ≥ 0
fτ2(ξτ2) ≥ 0
. . . . . . . . .

fτε(ξτε) ≥ 0

.

It is obvious that fτ j
(
ξτ j

)
, j = 1, 2, . . . , ε, are smooth functions.

We reduce solving the main problem (1)–(2) the following subproblems
(
u∗τ , �

∗τ
) = argminH (�) s.t. (u, �) ∈ 	τ ⊂ R

N , τ ∈ ϒ.

4 Solution Approach

Taking into account high problem dimensionality the following solution strategy which
reduces computational cost significantly.

1. Generation of feasible starting points.

a) Enclose bodies Oi to spheres Si with minimum radii r0i , i ∈ I .
b) Pack bodies Oi, i ∈ I , pairwise into clusters Qt, t ∈ T , being rectangular

parallelepipeds or spheres with minimum volumes.
c) Tackle the problem of packing the clusters Qt, t ∈ T , into the chamber C with

minimum volume.
d) Considering the placement parameters of the clusters Qt, t ∈ T , the bodies Oi,

i ∈ I , are packed into the chamber C. In so doing we obtain a feasible starting
point for the problem (1)–(2).

2. Local optimization.

e) Fix the rotation angles of the bodies Oi, i ∈ I , a local minimum point of the
problem (1)–(2) is computed.

f) Considering θi and ui, i ∈ I , as variables a local minimum point of the problem
(1)–(2) is found.

5 Construction of Starting Points

To enclose bodies Oi to Si = {X ∈ R
3, x2 + y2 + z2 − r2i ≤ 0} the following problems:

r0i = min ri s.t. (ri, vi) ∈ Di ⊂ R
4, i ∈ I , (3)
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Di =
{(

r0i , v
0
i

)
∈ R

4, 
i(ri, vi) ≥ 0
}

(4)

are solved.
The inequality 
i(ri, vi) ≥ 0 ensures containment of the body Oi into the set Ci =

{X ∈ R
3, −(x − xi)2 − (y − yi)2 − (z − zi)2 + r2i ≥ 0}.

As a result of solving the problem a point
(
r0i , v

0
i

)
is calculated. Then the origins of

the eigen coordinate systems vi = (xi, yi, zi) of Oi are moved to coincide with centers
of Si, i ∈ I .

Now a problem of packing the spheres Si, i ∈ I , into C of minimum volume. The
problem is solved as described in [18]. So, a point (v∗,R∗) being an approximation to a
global minimum point of the problem (3)–(4) is defined. Considering arbitrary rotation
angles ϕi = ϕ0

i , ψi = ψ0
i and ωi = ω0

i of Oi, i ∈ I , we calculate a feasible starting
point

(
u0, θ0

) = (
v∗, ϕ0, ψ0, ω0

) ∈ 	 for the problem (1)–(2).

5.1 Packing Bodies Pairwise into Rectangular Parallelepipeds and Spheres

Let Oi, i ∈ I , consist of k groups each from which contains lk identical bodies. We
pack pairwise Oi, i ∈ I , into rectangular parallelepipeds Qij of minimum volumes VC

ij ,

i < j ∈ K = {1, 2, ...k}. The problems

VC
ij = Fij

(
�

♦)
= minFij(�) s.t.

(
ui, uj, �

) ∈ �ij ⊂ R
18, i < j ∈ I , (5)

where

Fij(�) =
(
wij
2 − wij

1

)(
lij2 − lij1

)(
η
ij
2 − η

ij
1

)
,

�ij = {(ui, uj, �
) ∈ R

18 : 
ij
(
ui, uj

) ≥ 0,
i(ui, �) ≥ 0,


j
(
uj, �

) ≥ 0,Lij(�) ≥ 0},

Lij(�) = (wij
1 ≥ 0, lij1 ≥ 0, ηij1 ≥ 0,wij

2 − wij
1 ≥ 0,

lij2 − lij1 ≥ 0, ηij2 − η
ij
1 ≥ 0),

are solved.
The inequality 
ij

(
ui, uj

) ≥ 0 provides intOi ∩ intOj = ∅ and the inequality

i(ui, �) ≥ 0 ensures placement of Oi in Qij.

A local minimum point
(
u∗
i , u

∗
j , �

∗
)
of the problem (5) being close to a global

minimum point is found.
Pairs of the bodies Oi, i ∈ I , are packed into spheres Sij of the minimum radii R∗

ij,

i < j ∈ K = {1, 2, ...k}. To this end we solve the following problems:

VS
ij = 4

3
πmin R3

ij s.t.
(
ui, uj,Rij

) ∈ �ij ⊂ R
13, i < j ∈ I , (6)
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where

�ij = {(ui, uj,Rij
) ∈ R

16 : 
ij
(
ui, uj

) ≥ 0,
i
(
ui,Rij

) ≥ 0, (7)


j
(
uj,Rij

) ≥ 0,Rij ≥ 0}.

Let point
(
u∗
i , u

∗
j ,R

∗
ij

)
be a solution of the problem (6)–(7).

Considering variable homothetic coefficients hi of the bodiesOi andOj we calculate
a starting point from �ij. The phi-functions now depends on homothetic coefficients hi,
0 < hi < ∞. The homothetic coefficients hi, i ∈ T , form a vector h = (

hi, hj
) ∈ R

2.

Firstly, sizes �
′ of container Cij

(
�

′) are selected to ensure packing of the bodies Oi

and Oj into Cij
(
�

′). We formulate the following auxiliary problem

∑g

i=1
h∗
i = max

∑g

i=1
hi s.t.(u, h) ∈ � ⊂ R

14, (8)

where

� = {(u, h) ∈ R
14, 
ij

(
ui, uj, hi, hj

) ≥ 0,
k(uk , hk) ≥ 0,

hk ≥ 0, hk − 1 ≥ 0, k = i, j}.

A starting point
(
u′
i, u

′
j, h

′
)
for the problem is constructed as follows. We take h′

k =
0.01, k = i, j, and give a random value of u′,ν′

k ∈ Cij
(
�

′),k = i, j.

If h∗
k = 1, k = i, j, then

(
u∗
i , u

∗
j , h

∗
)
is a global maximum solution of the problem

(8) and the bodies Oi and Oj are packed into the chamber Cij
(
�

′).
Considering the starting point

(
u′
i, u

′
j, h

′
)
we solve the problem (8) and calculate a

global maximum point
(
u∗
i , u

∗
j , 1

)
.

A local optimization procedure is in detail described in paper [16].

6 Numerical Results

In this section we give a benchmark examples to show effectiveness of our approach.
Figure 1 shows the results of packing 100 spherocylinders, 150 discuses and 200 sphe-
rocones. We use Intel Core I5 750 computer. To solve nonlinear optimization problems
the IPOPT solver (https://projects.coin-or.org/Ipopt) is applied.

https://projects.coin-or.org/Ipopt
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Fig. 1. Results of packing bodies

7 Conclusions

In modern additive manufacturing efficiency of the manufacturing process depends on
dense 3-D printer chamber volume filling with parts.

The article presents an origin optimization approach for tackling irregular packing
problems for additive manufacturing. The approach involves construction of an exact
mathematical model of irregular packing problem (using the phi-function technique)
and development of a nonlinear optimization method based on state-of-arts solvers.

The solution strategy uses the preliminary clustering of bodies to be packed and
variable metric characteristics of bodies and a chamber. We reduce the computational
cost due to constructing starting pointsmaking use of the clusteringmethodwhich allows
to consider convex bodies with a simpler geometry. Using the phi-function technique
enables to apply non-linear programming methods for all stages of the solution process
(construction of the feasible starting points, calculation of local optimal points).

Acknowledgements. The work is supported by National Research Foundation of Ukraine
(#02.2020/167).
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Abstract. Void morphology affects the mechanical behavior of carbon-fiber-
reinforced polymer (CFRP) composites since void shape results in different stress
concentration levels. Concerning of the importance of higher porosity characteri-
zation, this study proposes an automatedmethodology tomeasure the void content,
morphology, and size of CFRP composites using ImageJ software (image process-
ing)without generating toxic residues (sustainable voidmeasurement). The results
show that the variations in the threshold level strongly influence void measure-
ment such that inappropriate levels can underestimate or overestimate the void
content, highlight incorrect pixels, and prevent the measurement of the hole pore
size. The most appropriate threshold level for CFRP composites was selected as
40 to ensure appropriate void content and size measurements. The proposed tech-
nique to measure the void content was validated by comparative analysis with a
standard method. This study presents a careful analysis of porosity measurement
parameters to quantify the void content, morphology, and size, and provides an
automated methodology to configure the ImageJ software.

Keywords: Polymer composite · Void · Sustainable measurement · Optical
microscopy

1 Introduction

The application of carbon-fiber-reinforced polymer (CFRP) composites in the aeronau-
tics industry has reduced theweight of structural components and fossil fuel consumption
[1]. The recent development of urban air mobility also aims to utilize 100% CFRPs in
vehicle structures for low fuel consumption and sustainable CO2 emissions [1, 2]. How-
ever, care is required in the manufacturing process to minimize defects because porosity
(i.e., voids or pores) acts as stress concentrators that impair the mechanical strength of
materials [3, 4].

Recent studies have demonstrated the negative impact of void content and morphol-
ogy on mechanical and thermal analyses, indicating the importance of void shape on
material properties [5, 6]. Hamidi et al. [7] highlighted that the pore morphology and
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void position could significantly influence mechanical behavior because the pore shape
leads to different stress concentration levels, while void position contributes to crack
initiation and growth.

Different porosity measurement methods have been proposed the literature. These
include acid digestion [8] and the Archimedes principle [9] based on the density of
each composite component; mercury porosimetry [10] based on mercury intrusion into
a high-pressure system; optical microscopy and scanning electric microscopy [7, 11]
based on two-dimensional (2D) image analysis; and X-ray microtomography [12, 13]
based on three-dimensional (3D) image analysis. Acid digestion, the Archimedes prin-
ciple, and mercury porosimetry are the most widely used methods in the science and
technology sector. However, acid digestion and theArchimedes principle provide insuffi-
cient information on porosity because these quantify only the void fraction. Acid diges-
tion and mercury porosimetry usually detect high specific volumes of toxic residues,
acid/oxygen peroxide solution, and high mercury concentrations, respectively [10, 14,
15]. The microscopy technique is a recent method that provides a large amount of
void information by measuring and quantifying voids in images, and conducts analyses
without toxic residue formation (sustainable method) [16, 17].

Saenz–Castillo [18] performed image analysis to characterize void formation and
determine the appropriate manufacturing parameters for the project design step. Images
allow micropore measurements (not possible with other techniques) to evaluate and
determine the influence of micro voids on mechanical performance [19]. In addition,
the application of the microscopy technique for measuring and analyzing porosity helps
in the understanding of porosity formation mechanisms by infusion processes and in
the characterization of physical damage mechanisms to enable the design of mechanical
properties by prediction models [20, 21].

One of the main concerns found in the literature is the variations in measure-
ment methods and the lack of a standardized procedure for the comparative analysis
of pore measurements. No study has reported the use of free image processing soft-
ware for void characterization in polymer composites. The main advantage of applying
microscopy methods to measure porosity is the reduced waste/residue generated com-
pared with conventional methods (acid digestion and mercury porosimetry), and the
increased the amount of information obtained from the measurements, such as void
content, morphology, and location [11, 12, 15].

Considering the importance of void characterization in CFRP composites for struc-
tural applications, this study aims to determine the optimal void measurement procedure
and threshold effect using ImageJ software. For comparison, the porosity of CFRP com-
posites was also quantified by acid digestion and optical microscopy. The optimization
method was applied to ensure the appropriate image processing parameters. The results
were validated by comparative analysis. This paper provides an automated method for
measuring the void content and morphology of CRFP composites using the ImageJ
software.
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2 Experimental Procedure

2.1 Materials and Processing

The experimental analysis was performed for a CRFP composite. The matrix used was
the epoxy PRISM EP2400 (Solvay SA, Belgium), while the carbon fiber was IM7 12k
(Hexcel, USA) with a specific mass of 1.79 g/cm3. The carbon fiber fabric used was
a plain weave pattern (1 × 1) with a fiber diameter of 7.1 µm and a fabric weight of
200 g/m2. The fiber volume fraction used in the composites was 54%. These processes
can also be applied to other types of reinforcement (e.g., glass fiber or Kevlar) and
distinct polymer matrices.

The composite was processed by resin transfer molding at an injection pressure
of 120 °C to achieve a resin viscosity of 100 mPa·s. For all injection processes, the
injection and vacuum pressure were 0.25 MPa and 0.05 MPa, respectively. The curing
procedure was performed at 180 °C for 240 min. After cooling, the composite laminate
was extracted from the mold.

Acid digestion was performed to determine the composite void volume content, cal-
culated as the difference between the reinforcement and matrix volume fraction. The
procedure and specimen dimensions followed the ASTM 3171 standard. The equipment
used was a Marconi digestor. The specimens were first weighed, their density was mea-
sured, and then immersed in sulfuric acid at 190 °C for 120 min. A solution of 50%
hydrogen peroxide and 50% distilled water (v/v) was added to perform bleaching. The
resulting fibers were washed and dried at 100 °C for 60 min, and the void fraction (Vf)
was calculated by Eq. (1). Where, mf is the fiber mass after the digestion procedure, mi

is the initial CFRP mass, ρc is the CFRP density, ρr is the fiber density, and ρm is the
epoxy matrix density.

Vf = 100−
[(

mi − mf

mi

)
ρc

ρm
· 100

]
+

[(
mf

mi

)
ρc

ρr
· 100

]
(1)

2.2 Image Processing Procedure

The images were obtained from the cross-sectional area of the composite (thickness
section). Polishing was conducted with a 9, 6, 3, and 1 µm diamond suspension using a
DIAMT polishing cloth and 0.05 µm alumina suspension. The microscope used was an
Axio Imager Z2m (Carl Zeiss AG, Germany) with a magnification appliance of 200× to
ensure the high definition of porosity and voids larger than one pixel. The images were
captured through the laminate thickness. Over 300 images of the laminate cross-section
area of 30 × 3 mm2 were obtained.

The images were processed by ImageJ software. The images were first transformed
into an 8-bit type. The scale was set according to the magnification (image scale), and
then a threshold adjustment was made in the range of 0–255 to determine the influence
on void measurement and set the appropriate threshold.
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3 Results and Discussion

3.1 Image Processing

The image processing method is shown in Fig. 1. The image of the CFRP composite
(Fig. 1a) is used to measure the porosity (Fig. 1b) after the threshold level is selected.
Figure 1c shows the threshold range (0–255). The porosity is determined by choosing
appropriate values, which return from the boundary pore. The other parameters in Fig. 1c
are for modifying the color scale after applying the threshold, i.e., the color chosen to
highlight the pore and change the background color. According to the Abbe concept
[22] and the applied magnification (neofluar epiplan –200× with numerical aperture of
0.9), the theoretical lateral resolution is 490 nm, which ensures a smaller pixel than the
lowest porosity.

Fig. 1. Surface image illustration: a) polymer composite, b) porosity highlighted, and c) threshold
set.

Figure 2 shows the porosity measurements through threshold variations. Figure 2a
shows the target measurement, i.e., pore diameter of 11 µm. Figure 2 also shows the
variations in the visual aspect threshold values, in which the threshold level directly
affects the pore fraction and size measurement. A value below the threshold leads to
the underestimation of the void fraction (measuring only some pixels inside the pore).
The same occurs for the size measurement, in which vales lower than the threshold
only highlight single pixels and do not account for the hole pore size. Meanwhile, a
higher threshold value than required overestimates the error in the pore fraction and size
values and measures other defects in pore accounting. Over the threshold level of 40, an
overestimation of the values is shown, and there is no need to continue to levels higher
than those in Fig. 2n (i.e., 60).

Image quantificationwas performed bymeasuring the highlighted areas in Fig. 2 (red
areas) to optimize the porosity measurement methodology using the ImageJ software.
Figure 3 shows the threshold level versus the individual values of the pore fraction and
size. For the sequence of images presented in Fig. 2, the optimal threshold level was
chosen as 40, atwhich the total void (content and size)wasmeasured. This threshold level
ensures the appropriate measurements of the pore fraction and size of all the specimens
tested. Figure 3 also shows the measured diameters using the appropriate threshold (i.e.,
40).
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Fig. 2. Data on threshold level variations: a) diameter size; b) 0; c) 5; d) 10; e) 15; f) 20; g) 25;
h) 30; i) 35; j) 40; k) 45; l) 50; m) 55; and n) 60.

Fig. 3. Diameter size considering threshold value variation.

Following the threshold procedure, porosity measurements were performed for the
entire laminated composite at the thickness surface to quantify the void content and void
diameter size distribution (Fig. 4). Acid digestion (ASTMD371-15)was also carried out,
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which showed that the composite has a void content of 2.42%± 1.26. Figure 4a shows the
void content variations at different threshold levels. The average void fraction obtained
using the appropriate threshold was 2.19% ± 1.27%. The void content values were
similar to those found in the literature for similar composite manufacturing parameters
[23].

The processing parameters used followed the V-shaped predictions of the porosity
model proposed by Patel et al. [24] and Ruiz et al. [25]. This model considered both the
viscous drag force and capillary effect to control the pore fraction, size, and position in
the laminated compositemanufactured by the infusion process. The appropriate capillary
number and flow front velocity [24, 25] were applied to reduce the void content. The
void measured with the proposed method also corresponded with the theoretical model,
confirming the feasibility of the void measurement approach proposed in this study.

Considering the pore size measurement in Fig. 2 and the void content compared
with that of acid digestion, it is possible to validate the pore fraction methodology by
applying the proposed technique using 40 as the threshold value. The void content of
the optical microscopy method is close to that measured by acid digestion. The error is
negligible considering the standard deviation.

Fig. 4. Porosity measurement: a) void content versus threshold levels and b) diameter size
distribution.

Using the selected threshold level (i.e., 40), the void diameter distribution was mea-
sured in the seven specimens, as shown in Fig. 4b. All the specimens showed the same
results, with the highest frequency observed for small pores (<50 µm), a frequency
reduction for medium pores (50–100 µm), and the lowest frequency for larger pores
(>100 µm). Higher average porosity results were obtained for void diameters ranging
from 30µm to 40µm; approximately 30% higher than in the other void diameter ranges.
The large amount of reinforcement hinders the growth and coalescence of porosity, limit-
ing its size to smaller pores. The histogram shapewas similar to those obtained byHamidi
et al. [3] and Bodaghi et al. [11], confirming the feasibility of the proposed void mea-
surement approach. However, the proposed method has limitations in the measurement
of voids smaller than 5 µm, which can be resolved with higher magnification.

The 2D image analysis provides limited diversity with regard to the real porosity
shape. For instance, a circular void in 2D images could be a 3D cylindrical or elliptical
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image reflection in a 2D plane [26]. Nonetheless, void images still yield lower measure-
ment errors and provide more information compared with conventional methods, which
can reduce project costs. It also provides better information to simulate mechanical
trends and is a clean methodology (with no residue formation of during analysis).

3.2 Automated Image Processing Procedure

Table 1 presents the automated configuration method of the ImageJ software, which
can be used for image processing in porosity measurements. The first part requests
the opening of an image sequence (images with exact dimensions and magnification),
which can be applied to one or more images. Applying an 8-bit image ensures that more
accessible image processing is carried out. If necessary, the scale (“distance = 1.4493
known = 1”) can be changed by different magnifications. The threshold can also be
changed to analyze different types of materials or magnifications.

The circularity result represents the voidmorphology (circular, elliptical, cylindrical,
and irregular). Circularity can be used to measure the void morphology and content. A
circularity close to 1 indicates perfect spherical pores; a lower value is associated with
an irregular void shape [3]. In the results, a table summarizes the average porosity (%),
total void area, morphology size (diameter distribution), etc.

Table 1. Automated method configuration for the ImageJ software.

run("Image Sequence...", "open=[] sort");

run("8-bit");

run("Set Scale...", "distance=1.4493 known=1 pixel=1 unit=µm global");

setAutoThreshold("Default");

//run("Threshold...");

//setThreshold(0, 40);

setOption("BlackBackground", false);

run("Convert to Mask", "method=Default background=Light");

run("Set Measurements...", "area perimeter bounding fit shape feret's redirect=None 

decimal=2");

run("Analyze Particles...", "size=3-Infinity pixel circularity=0.00-1.00 show=Out-

lines display exclude clear include summarize stack");

run("Summarize");

4 Conclusions

This study is the first to report on image processing parameters tomeasure the porosity of
advanced composites through 2D images. The data provides a valuable understanding of
themethodology used by the ImageJ software formore precise and increased information
on the porosity (defects) of polymer composites, such as the void content, area, and
morphology, along with the composite laminate thickness. The experimental images
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show the most appropriate method and how the changes in threshold levels may cause
variations in the measured void morphology and size. The most appropriate threshold
level was selected as 40 to ensure complete and precise void measurements. The void
measurement based on optical microscopy technique was validated by the results of the
comparative analysis with a standard method and literature analysis, presenting similar
results for the same composite, i.e., 2.42, 2.19, and 1.98, respectively. The void size
distribution showed a higher porosity concentration in smaller pores (<50 µm).

In conclusion, this work presents a detailed study of porosity measurement parame-
ters to quantify the void content, morphology, and size of CFRP composites, providing
an automated methodology to configure the ImageJ software.
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Abstract. The paper investigates the temperature distribution in an infinite cylin-
der, which is heated by a point heat source or a moving heat source concentrated
on a finite segment. The paper’s objective is to construct a mathematical model of
the temperature field of an long-length products (infinite cylinder, wire, filament)
during 3D printing. For the first time, a mathematical model of the temperature
field of an infinite cylinder with a constantly or periodically operating moving
heat source has been constructed. Unlike existing models, the resulting model
allows you to analyze the temperature field in the heating zone of the cylinder
(wire, filament) before and after the heating zone. This becomes possible due
to the introduction of a moving coordinate system and the involvement in the
mathematical model of special functions. This model allows you to describe the
temperature distributions during 3D printing of products and during heat treat-
ment of moving wire (filament). The proposed mathematical model can be used to
develop a temperature control system and control the temperature field during the
manufacture of products on a 3D printer. The paper considers cases of heating a
cylinder (wire, filament) both by a point heat source and by a heat source dispersed
over a finite segment, which move at a constant speed. Analytical solutions for
simplified problems are obtained. To solve boundary value problems, temperature
averaging over one of the coordinates, dimensionless coordinates and parameters
are entered, the problem is solved in a moving coordinate system.

Keywords: Dirac delta function · Heaviside step function · Heat treatment ·
Mathematical modeling

1 Introduction

In many problems of the heat conduction theory, it is assumed that the release or absorp-
tion of heat occurs in a small volume. The paper’s objective is to construct amathematical
model of the temperature field of an long-length products (infinite cylinder) during 3D
printing. Mathematical modeling of heat treatment processes for long-length products
such as wire or filament during 3D printing of products is presented in [1]. Heating of the
wire or filament is carried out by external or internal heat sources. Heating by passing an
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electric current through a limited area of a wire or a thermal explosion can be attributed
to internal heat sources. In [2] a two-dimensional Finite Difference (FD) model of the
thermal history of parts manufactured in powder bed fusion Additive Manufacturing
processes is presented. But in [2] the thermal analysis starts at the point, when the first
layer of powder is laid upon the machine table and the laser head begins to offer energy
to the powder. In [3] demonstrates the effects the thermal processing and heat treatment
conditions on the accuracy andmechanical properties of long-length products. However,
there is no mathematical model that allows you to calculate the required temperature
of the filament. In [4] developed a novel three-dimensional heat transfer and fluid flow
model by considering the effect of wire feeding. The model is static and does not allow
you to control the temperature field, in contrast to the model considered in this paper.
Electric current is supplied to the product using movable contacts or inductively in a
limited area of finite length. The processing of a product with a hot gas jet or laser can
be attributed to external sources of heat [5]. To ensure stable physical and mechanical
properties of a metal or product during printing on a 3-D printer, it is necessary to control
the temperature in the heating zone and maintain it at the level set by the technological
conditions. In [6] experiment results show temperature-control 3D printing method has
tremendous potential to design, control and realize different degrees of crystallinity and
mechanical properties for different PEEK parts. However, the work [6] does not present
the model on the basis of which the temperature field control system was developed, the
capabilities of the control system are only declared. There are methods determination
of filament temperature are based on the measurement of electrical resistance, electrical
power, or intensity of thermal radiation at one or more wave lengths λ. In [7] work dis-
cusses the errors due to assumptions in these methods. It is rather difficult to determine
the temperature of a filament without using a mathematical model [7]. With the help of
an appropriate mathematical model of the temperature field in the heating zone and a
temperature control system or the degree of heating of a moving wire or filament, built
on the basis of such a model, it is possible to control the temperature [8]. Amathematical
model is an idealized representation of the heating process of a physical object. From a
mathematical point of view, such an idealization of the thermal effect during the heating
process is often represented using special functions of the Dirac delta function and the
Heaviside step function. Mathematical models in the works discussed above, in partic-
ular and in [9] make it possible to study the temperature distribution in the heating zone
of a moving wire or filament, and does not allow to study the temperature field in its
vicinity, before and after it. In many cases, knowledge of such a distribution is of sig-
nificant scientific and practical interest [10]. Temperature field control systems that are
not focused on mathematical models of the heating process do not allow high-precision
control of the temperature in the heating zone, before and after it. This, in turn, reduces
the efficiency of control of the heating process and reduces the quality of products.

2 Methodology

Let us consider a moving filament in the form of an infinite cylinder. To calculate the
temperature distribution T (P, t), it is assumed that an infinite cylinder [11] with constant
thermophysical characteristics λ, c, ρn is heated in a heating zone with a length l = z2−
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z1, of a source W (P,T ) = W (P, t,T )[η(z − z1(t)) − η(z − z2(t))], that moves along
the axis Oz in a positive direction with speed v(t). Simultaneously with the temperature
distribution in the heating zone, the temperature distribution before and after the heating
zone is calculated. Thus, we build a mathematical model of the temperature field in
three zones: in the heating zone, before and after the heating zone. The temperature at the
boundaries of the region is equal to lim

z→±∞ T = T0. Heat exchange of the cylinder surface

with the environment outside the heating zone is carried out according to the Newton and
Stefan-Boltzmann laws [12]. In the initial stage, a transient heating process takes place,
i.e. the speed and density of heat sources are variable, and the temperature at the end of the
heating zone must be constant. In a steady state, the speed v(t) of movement is constant,
and the density of heat sourcesW is constant or depends on time. If themoving cylinder is
heated by a single-turn inductor or an electron beam of a laser [13], then the heating zone
can be as small as desired. Assuming in the physical model that l → 0, and replacing
the dispersed heating with a concentrated one with the same total power W = wl, we
proceed to study the temperature field of a cylindrical region that is heated by a moving
concentrated heat source. Obviously, in this case, its density increases indefinitely and
in the limit is the Dirac delta function [14]. Indeed, when l → 0, z1(t), z2(t) → v(t)t,
replacing the Heaviside step function with Dirac delta function the right-hand side of
the relation W (P,T ) = W (P, t,T )[η(z − z1(t)) − η(z − z2(t))] can be rewritten as

lim
z1→z2

W (P, t,T )[η(z − z1(t)) − η(z − z2(t))] = W (P, t,T )δ(z − v(t)t), (1)

where η(z − zi) is the Heaviside step function. When solving problems, we use the
following properties of the Dirac delta function δ(t) and the Heaviside step function
η(z − zi).

1. δ(t) = 0, t �= 0,
∞∫

−∞
δ(t)dt = 1,

∞∫
−∞

f (t)δ(t − t0)dt = f (t0),

2. η(t) =
t∫

−∞
δ(x)dx =

{
0, ∀ t < 0
1, ∀ t > 0

.

The right-hand side of expression (1) is the product of W (P, t,T ) and Dirac delta
function, which means that the source is concentrated at a moving point. P is the current
coordinate of the point

lim
�l→0

W (P, t,T )

z1(t) − z2(t)
[η(z − z1(t)) − η(z − z2(t))] = W (P, t,T )δ(z − v(t)t). (2)

Consequently, in the case of concentrated heating, the density of heat sources is equal
toW (P, t,T )δ(z − v(t)t), where

W (P, t,T ) = w(T )f (t),w(T ) = I2ρ0(1 + βT )

π2r40
,

f (t) is a piecewise monotonic function that reflects impulse heating.
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In this case, the temperature distribution in a moving cylindrical region can be
represented by solving the following initial-boundary value problem in the region
	 × t = {0 < r < r0, z < ∞, t > 0}

λ
1

r

∂

∂r

(

r
∂T

∂r

)

+ λ
∂

∂z

(
∂T

∂z

)

− cρn
∂T

∂t
= −w(T )f (t)δ(z − v(t)t), (3)

T (r, z, 0) = T0, (4)

λ
∂T (r0, z, 0)

∂r
= f (t)

[
α(T0 − T ) + εσ

(
T 4
0 − T 4

)]
,

∂T (0, z, 0)

∂r
= 0, (5)

lim
z→±∞ T = T0. (6)

The function f (t), depending on the technological features of the heat treatment
process has the form

f (t) = 0, 5

(

1 − cos
t

t0

)

, f (t) =
∣
∣
∣
∣sin

(
t

t0

)∣
∣
∣
∣,

f (t) =
{

t
t0

− 2n, 2nt0 < t < (2n + 1)t0
− t

t0
+ 2(n + 1) (2n + 1)t0 < t < (2n + 2)t0

.

Problem (3)–(6) is nonlinear. Nonlinearity is caused by the presence in condition (5)
of the Stefan – Boltzmann εσ

(
T 4
0 − T 4

)
boundary condition and piecewise nonlinear

function f (t). The solution to such a problem can be obtained only by numericalmethods.
In some cases, at low heating temperatures, the influence of the nonlinear component in
condition (5) can be neglected and the linear problem can be considered.

By using the relation

u(z, t) = 2

r20

r0∫

0

T (r, z, t)rdr

and the boundary condition (5), we obtain a problem for the determination of the average
temperature along the radius in the area 	1 × t = {z < ∞, t > 0}

λ∂2u
∂z2

− cρn
∂u
∂t +

[
I2ρ0β
π2r40

f (t)δ(z − v(t)t) − 2α
r0

]

u − 2εσ r−1
0 u4

= − I2ρ0
π2r40

f (t)δ(z − v(t)t) − 2αT0
r0

− 2εσ r−1
0 T 4

0 ,

(7)

u(z, 0) = T0, lim
z→±∞ u(z, 0) = T0. (8)

In problem (7)–(8), we pass to dimensionless quantities and criteria of Biot, Stark,
Pomerantsev.

x = z
l , τ = a2t

l2
, μ = l

r0
, W = I2ρ0

π2r40
, ν = βT0, Bi = 2αl/λ, S = 2εσ l2T 3

0 /(λr0),

Po = wl2/(λT0), a2 = λ/(cρn), θ0 = 0, ψ(τ) = l
a2
v
(

l
a2

τ
)
, θ = u−T0

T0
.

(9)
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After substituting (9) into Eq. (7), into the initial condition and the regular-
ity condition (8), problem (7)–(8) becomes homogeneous in the domain 	 × τ =
{x < ∞, τ > 0}

∂2θ
∂x2

− ∂θ
∂τ

+ {νPof (t)δ(x − ψ(t)t) − μBi}θ − S
(
1 + θ4

)

= −(1 − ν)Pof (t)δ(x − ψ(t)t) − S,
(10)

θ(x, 0) = 0, lim
x→∞ θ(x, τ ) = 0. (11)

1. If heat loss by radiation from the surface is a small fraction of all losses, i. e. convec-
tive heat transfer prevails, then the nonlinear component in Eq. (10) can be neglected
and proceed to the consideration of the linear initial-boundary value problem, which
for S → 0 takes the form

∂2θ
∂x2

− ∂θ
∂τ

− μBiθ = −Pof (t)δ(x − ψ(t)t),

θ(x, 0) = 0, lim
x→±∞ θ(x, τ ) = 0.

(12)

Next, we apply the Fourier transform to Eq. (12).
To do this, we multiply the differential equation by 1√

2π
e−ixκ and integrate over

the variable x in the range from −∞ to +∞

1√
2π

∫ ∞
−∞

∂2θ
∂x2

e−ixκdx − 1√
2π

∂
∂τ

∫ ∞
−∞ e−ixκθdx − μBi√

2π

∫ ∞
−∞ θe−ixκdx

= −Pof (t)√
2π

∫ ∞
−∞ θe−ixκδ(x − ψ(t)t)dx.

(13)

After integrating (13), taking into account condition (11), and also taking into
account the relation

θ(κ, τ ) = 1√
2π

∫ ∞

−∞
θ(x, τ )e−iκxdx, (14)

we obtain the Cauchy problem for a first-order linear differential equation

dθ

dτ
+

(
κ2 + μBi

)
θ = Po × f (τ )e−iκxdx, τ > 0, (15)

θ(κ, 0) = 0. (16)

The solution to this problem is written out in the form

(17)
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2. Consider the case when a concentrated heat source moves at a constant speed v and
f (t) = 1. Then, after averaging and changing variables ζ = z − vt, problem (3)–(6)
can be written in the form

d2u

dζ 2 + vcρp
λ

du

dζ
+

[
I2ρ0β

π2r40λ
δ(ζ ) − 2α

λr0

]

u − 2εσ

λr0
u4

= − I2ρ0
π2r40λ

δ(ζ ) − 2αT0
λr0

− 2εσ

λr0
T 4
0 , ζ < ∞

(18)

lim
ζ→±∞ u(ζ ) = T0. (19)

In the linear case, when heat loss by radiation can be ignored, problem (18)–(19)
is simplified and an analytical solution can be obtained

d2u

dζ 2 + vcρp
λ

du

dζ
+

[
I2ρ0β

π2r40λ
δ(ζ ) − 2α

λr0

]

u

= − I2ρ0
π2r40λ

δ(ζ ) − 2αT0
λr0

, ζ < ∞, lim
ζ→±∞ u(ζ ) = T0.

(20)

For ζ < 0 or ζ > 0, problem (20) has the form

d2u

dζ 2 + vcρp
λ

du

dζ
− 2α

λr0
u = −2αT0

λr0
, lim

ζ→±∞ u(ζ ) = T0. (21)

Its solution is written as follows

u(ζ ) = T0 + C1e
k1ζ + C2e

k2ζ , ζ < 0, ζ > 0, k1,2 = − vcρp
2λ

±
√

( vcρp
2λ

)2 + 2α

λr0
. (22)

To determine the constants C1,C2, we use the property of the Dirac delta
function – the jump condition

[
du

dζ

]

ζ=0
+ I2ρ0β

π2r40vcρp
u(0) = − I2ρ0

π2r40vcρp
. (23)

Whence, after substituting (22) in (23) and taking into account the properties of
the Dirac delta function we obtain

C1,2 = I2ρ0(1 + βT0)

π2r40vcρn(k1 − k2) − I2ρ0β
. (24)

Substituting (24) into (22), we obtain

u(ζ ) = T0 + I2ρ0(1 + βT0)

π2r40vcρn(k1 − k2) − I2ρ0β

{
ek1ζ , ζ ≤ 0

ek2ζ , ζ > 0
. (25)

Since |k2| > k1, the curve characterizing the solution has a different slope at the
intervals (−∞, 0], (0,∞).
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3 Results

At high speeds of movement of the heat source, the different character of the slope
of the curve will be even more pronounced. The graph (see Fig. 1) shows the curves
calculated by the formula (25) and corresponding to different speeds of the heat source.
Calculations are made for the following parameters:

r0 = 10−6 m, T0 = 300 K, α = 0, 001
W

m2K
, I = 10 A, v = 0, 001

m

s
.

Fig. 1. Temperature distribution obtained from (25).

The analysis of the numerical experiment showed that the nature of the temperature
field of the wire or filament most sensitively changes with a change in such parameters
as the heat transfer coefficient α, current strength I , and speed v of the source.

Fig. 2. Temperature distributions, which are obtained from (25) for various values of the heat
transfer coefficient and current strength

a) curve1–α = 10−3 W
m2K

, curve 2–α = 2 × 10−3 W
m2K

; b) curve 1–I = 3 · 10−2 A,

curve 2–I = 4 · 10−2 A.
Figure 2 shows the temperature distributions constructed from (25) for PLA filament

during 3Dprinting in the extruder area and beyond, Fig. 2a) shows two curves constructed
for different values of the heat transfer coefficient, Fig. 2 b) for different values of current
strength. Calculations show that increasing the value of the current leads to an increase
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in the temperature of the filament, and increasing the value of the heat transfer coefficient
leads to a decrease in temperature. The structure of the program is built on a modular
basis. Thismade it possible to combine the solutions of problems for the equations of heat
conduction and, taking into account the technological features of the processes, to carry
out calculations by changing the boundary conditions. To solve the two-dimensional
nonlinear heat equation, the alternating directions method was applied, which made it
possible to restrict ourselves to one module for solving tape systems of equations.

4 Conclusion

The processes of heat treatment of long-length products such as wire or filament are
considered. Filament is presented as an infinite cylinder. The paper discusses the possi-
bility of using special functions of mathematical physics to build mathematical models.
For the first time, a mathematical model of the temperature field of an infinite cylinder
with a constantly or periodically operating moving heat source has been constructed.
Mathematical models of the temperature field of an infinite cylinder (wire, filament)
are constructed in the form of boundary value problems for the heat equation with the
involvement of special functions – the Dirac delta function and the Heaviside step func-
tion. Unlike existing models, the resulting model allows analyzing the temperature field
both in the heating zone of the cylinder (wire) and outside it. This model allows describ-
ing the temperature distribution during 3D printing of products in the extruder zone
and beyond, as well as the temperature field during the heat treatment of an endless
wire (filament). The mathematical model proposed in the work can be used to create
control systems for the heat treatment process in the production of wire and tape from
non-ferrous and refractory metals. The numerical analysis carried out showed, that the
nature of the temperature distribution in the wire changes most sensitively with a change
in such parameters as the heat transfer coefficient, the current strength, and the speed
of the source. By changing these parameters it is possible to control and manage the
temperature distribution.
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Abstract. New computational techniques are developed to study fluid-structure
interaction problems for elements of the structure. The approach is based on cou-
pled finite and boundary element methods involving hypersingular integral equa-
tions. Thin shells and plates are considered as structural elements interacting with
ideal and incompressible liquids. The fundamental relations of the continuous
mechanics are incorporated to describe the motion of structural elements and
fluid. The fluid motion is supposed to be irrotational. The Laplace equation with
respect to the liquid pressure on the wetted surfaces of the structural elements is
obtained, and the corresponding boundary conditions for unilateral and bilateral
contact of the structural element with the liquid are formulated. A hypersingular
integral equation is obtained for bilateral contact of the structural element with
liquid. The finite element method coupled with the boundary element method for
the hypersingular integral equation is implemented to find the fluid pressure on
the plate. The frequencies and modes of structure vibrations taking into account
the added masses of the liquid are obtained. The accuracy and reliability of the
proposed method are ascertained.

Keywords: Fluid-structure interaction · Hypersingular integral · Finite and
boundary element methods · Modes of Kaplan turbine blade · Vibrations

1 Introduction

The objective of this paper is to elaborate a new effective method for solving hyper-
singular integral equations and apply it for determining frequencies and modes of free
vibrations of structure elements immersed in a liquid. Different engineering areas such as
the aerospace industry, chemical industry, wind power engineering, transport, and power
machine building extensively use thin-wall structural elements that function under excess
process loads and interact with different liquids. The current issues are the problems of
calculating this equipment’s strength and dynamic characteristics in order to clarify the
residual life and ensure the reliability and safety of structures during the operation.
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2 Literature Review

One of the tasks that needs to be solved is to determine the frequencies andmodes of free
vibrations of structural elements, taking into account the interaction with the water or air
environment [1, 2]. It should be noted that consideration of the hydro-elastic influence
leads to a significant effect on the vibration frequencies. Therefore, it is difficult to adjust
to unwanted resonances if these phenomena are not accounted for [1, 3]. Elements of
structures operating in the presence of a liquid medium are either fully immersed in the
liquid or have a surface in contact with it. Thus, there are two classes of problems of
hydro-elastic interaction. The first one includes the problems of studying the dynamic
behaviour of structures in unilateral contact with a liquid or gas. Such designs include
hydraulic turbine covers [1], high-pressure vessels [3], liquid storage tanks [4, 5]. Second
class concerns with determining the dynamic characteristics of thin elastic structures
when the bearing surfaces are in bilateral contact with the liquid. This class includes the
blades of Kaplan and Francis turbines [6–8], powerful wind units [9, 10], aircraft wings
[11], etc. Effective computational methods have been developed for numerical solutions
to such problems. One can name methods of finite differences, finite and boundary
elements among them [10, 12, 13]. Nevertheless, each new structure, operating at intense
loads, requires careful analysis of strength and dynamic characteristics in interactionwith
the environment. This leads to the necessity of elaborating the computational methods
that will consider specific features of the structure under analysis.

3 Problem Statement

3.1 Main Relations of Elastic Body Motion

The fundamental relations of continuous mechanics are used to describe the motion of
both an elastic structure and a fluid. Suppose there is an elastic body occupying the region
� with boundary G. Suppose furthermore that the given volume and surface forces act
on the body. In addition, part of the body surface is in contact with the liquid. All models
of the continuous medium [14] provide methods of estimating stress fields σ ij, strains
εij, displacements ui, pressure p, and density ρ, depending on the time. To determine
these fields, the following fundamental relations [14] are used:

Equations of motion formulated in stresses

σij,j + Xi = ρ
∂2ui
∂t2

0; i, j = 1, 2, 3, (1)

Cauchy’s relationship for small deformations

εij = 1

2
(uij + uij), (2)

as well as the conditions of deformation compatibility, boundary and initial conditions,
and equations of state that relate the pressure, density and temperature of the medium.

Equations (1)–(2) are not sufficient for the unambiguous definition of σ ij, εij, ui
(i, j = 1, 2, 3). Therefore, we need to set additional relationships between stresses
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and strains, or between stresses and strain rates. If the elastic body is studied, then the
relationship between strains and stresses is described by Hooke’s law. Assume that the
body displacements are given on the boundary partG1, and the tensions are given on the
part G2; G = G1 − G2. The initial conditions are also needed to be set, if the dynamic
state is considered. Taking into account Hooke’s law, Eqs. (1) take the form

μ�uej + (λ + μ)
∂ϑe

∂xj
+ Xj = ρ

∂2uej
∂t2

, j = 1, 2, 3. (3)

where � = ∂2

∂x21
+ ∂2

∂x22
+ ∂2

∂x23
, ϑe = divue = ∂ue1

∂x1
+ ∂ue2

∂x2
+ ∂ue3

∂x3
.

To solve equations of motion (3) we use the weighted residual method, where the
unknowns are given in the form of the series based on the finite functions {ψn}|N1

n=1.
As trial ones, we use functions from the same basis. After integration of the received
relation on volume and reduction of some of the volume integrals to surface ones we
receive finite-element formulation of the problem as follows

[MS ]üe + [KS ]ue = {fS} + {
fpr

}
, (4)

where [MS ], [KS ] are mass and stiffness matrices, respectively, {fS} is the vector of
given forces acting on the elastic body,

{
fpr

}
is the vector characterizing the liquid

pressure on the wetted surfaces of the elastic body.

3.2 Main Relations of Liquid Motion

To determine the vector
{
fpr

}
, we turn to the formulation of the initial-boundary value

problem in fluid mechanics. To describe the fluid, we also use relations (1)–(2). The
relationship between stresses and strain rates is also specified. Let us make the following
assumptions about a liquid medium. We suppose that the liquid is compressible and
viscous, and its movement is vortex-free. We assume that the perturbations of fluid
pressure due to the motion of an elastic body are small, i.e. we solve the problem in a
linear formulation. The general laws of fluid mechanics are in use, namely: the mass
conservation law (the continuity equation) and momentum conservation law

∂ρ

∂t
= −div

(
ρVf

) + Q, ρ
dVf

dt
= ρb + div

(
σf

)
,

where Vf is the velocity vector, ρ is liquid density, Q is for mass sources, t is time. To
determine the components of the stress tensor, the following hypothesis is accepted:

σf = −pI + T; T = 2μ

(
Ṡ − 1

3

(
divVf

))
,

where Ṡ is the strain-rate deviator.
Using the equation of state we have the following approximate relations:

divVf = − 1

ρ0c2
∂p

∂t
+ Q

ρ0
,

∂Vf

∂t
= − 1

ρ0
∇p + 4μ

3ρ0

(
− 1

ρ0c2
∂p

∂t
+ Q

ρ0

)
.
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In what follows, let suppose that the liquid is incompressible and non-viscous, and
there are no mass sources. Then

divVf = 0, ρ0
∂Vf

∂t
= −∇p. (5)

Calculating divergence from the second relation in (5), we obtain that the pressure
p is a harmonic function, i.e. it satisfies the Laplace equation, namely

∂2p

∂x2
+ ∂2p

∂y2
+ ∂2p

∂z2
= 0. (6)

The pressure, or its overfall, is included in the right-hand side of Eqs. (4).
Suppose that there is such expansion for unknown displacements

ue(x, y, z, t) =
N∑

k=1

ck(t)uk(x, y, z), (7)

where ck(t) are unknown coefficients, and functions uk(x, y, z) are given ones. Time
functions ck(t) are usually considered as generalized coordinates. With (7), Eq. (4)
takes the following form

N∑

k=1

{c̈k(t) [Muk ] + ck(t) [Kuk ]} = {fS} + {
fpr

}
. (8)

Hereinafter we use the weighted residual method [15], that is equivalent to performing
the dot product of Eqs. (8) sequentially on the functions ul(x,y,z).

The following equations are received

[M][c̈] + [K][c] =
{
f̃S

}
+

{
f̃pr

}
, (9)

where [M] = {Muk , ul}, [K] = {Kuk , ul}.
If

{
f̃S

}
=

{
f̃pr

}
= 0, then we define the frequencies and modes of structural

element free vibrations without the liquid added masses; when
{
f̃S

}
= 0, we determine

the frequencies and modes of the structural element with added liquid masses.

3.3 Pressure on the Surfaces of Structural Elements in Bilateral Contact
with Liquid

We need to find the right part in equations

[M][c̈] + [K][c] =
{
f̃pr

}
(10)

If the bilateral contact of the structural element with the liquid is studied, then
the pressure overfall must be considered on the wetted surfaces. As mentioned above,
the pressure satisfies the Laplace Eq. (6). To unambiguously solve this equation, it
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is necessary to formulate boundary conditions. Suppose that the structural element is
relatively thin, so that the boundary conditions can be set on the middle surface of the
element under consideration. We formulate the boundary condition of non-penetration,
that for the inviscid fluid is the equality of the normal components of the velocities of
the fluid and the structural element

(
u̇e,n

) = (
Vf ,n

)
,

∂p

∂n

±
= −ρl

(
üe,n

) = −ρl

N∑

k=1

c̈k(t)(uk ,n). (11)

The normal derivative of pressure has to be continuous, but the pressure has the
overfall on the element surface, and the function describing the pressure is harmonic. In
addition, this harmonic function must satisfy Sommerfeld’s condition at infinity. As it
is known, the double layer potential has such properties

p(P0) = 1

4π

¨

S

�(P)
∂

∂n
1

|P − P0|dS, P ∈ S, (12)

where S is the area occupied by the structural element; n is the unit normal to the
surface S; P and P0 are points of three-dimensional space with coordinates (x, y, z) and
(x0, y0, z0), �(P) is the potential density, and

|P − P0| =
√

(x − x0)2 + (y − y0)2 + (z − z0)2.

The function defined by the formula (12), satisfies the Laplace Eq. (6), has a contin-
uous normal derivative, and at the intersection of the surface S along the normal has a
finite gap, namely

p+(P0) − p−(P0) = �(P0), P ∈ S

Note that to determine the pressure overfall, it is necessary to find an unknown
density �(P) on the surface. The boundary condition (11) has to be satisfied. This leads
to an integral equation in the form

∂

∂n0

1

4π

¨

S

�(P)
∂

∂n
1

|P − P0| = −ρl
(
ue,n

)
, P, P0 ∈ S. (13)

From (12) one can received that

�(P) =
N∑

k=1

c̈k(t)�k(P), (14)

where functions �k(P) are satisfying the following integral equations

..
∂

∂n0

1

4π

¨

S

�k(P)
∂

∂n
1

|P − P0| = −ρl(uk ,n), P, P0 ∈ S.
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If we introduce the following operator H in the form

�k(P) = −ρlHk(uk),

then for added masses in (10) the next relation is received
{
f̃pr

}
= −ρl[H][c̈], [H] = {Huk ,ul} (15)

Thus, the obtained equations for determining the frequencies and modes of the free

vibrations in bilateral contact with the liquid are differential Eqs. (10), where
{
f̃pr

}
is

calculated by the formula (15). It would be noted that the indirect formulation of the
boundary element method [15] is used here to calculate the fluid pressure.

4 Numerical Simulation

4.1 Finite Element Method in Problems of Free Vibrations

As an example of numerical implementation of the proposed approach, consider the
problem of determining the frequencies and modes of a circular plate immersed in
a liquid. The circular plate is considered with the following parameters: modulus of
elasticity E = 2.06·108 kPa, Poisson’s ratio ν = 0.3, material density ρ = 7850 kg/m3,
plate thickness h= 0.01m, plate radiusR= 1.0m. The plate is considered under different
conditions fixing, namely, clamped boundary conditions

w|ρ=R = 0,
dw

dr

∣∣∣∣
ρ=R

(16)

and simply supported conditions w|ρ=R = 0, M |ρ=R, whereM is the bendingmoment,
w is the plate deflection.

The frequencies andmodes of the plate vibrations are determined using the finite ele-
ment method (FEM). ANSYS software was used with Shell181 finite elements applied.
Different numbers of finite elements (FE) were chosen to validate the accuracy of FEM.
In Fig. 1 the finite element mesh is shown. Consequently, Table 1 shows the vibration
frequencies of the circular plates.

Fig. 1. Finite element mesh

Calculations have shown that the results obtained by the proposed method are well
correlated with the analytical solution [16]. The first modes of clamped plate are shown
in Fig. 2.
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Table 1. Vibration frequencies of circular plates under different fixation conditions, Hz

Mode number
m

Clamped plate Simply supported

Analytical
solution

Numerical
solution

Analytical
solution

Numerical
solution

1 25.2047 25.20 100.8186 100.74

2,3 52.4540 52.44 209.8161 209.52

4,5 86.0492 86.00 344.1970 343.37

6 98.1241 98.07 392.4964 391.67

Fig. 2. Vibration modes of circular plate

The vibration modes of the circular plate are presented hereinafter in the form

unm(ρ, θ) = wnm(ρ) cos nθ,

where n is the wave number, m is the mode number corresponded to the nth harmonic.

4.2 Numerical Solution of the Hypersingular Equation

To find the matrix of added masses, the numerical solution of the hypersingular integral
Eq. (13) is performed. This equation was reduced to a one-dimensional hypersingular
equation in the form

1

π

R∫

0

�mn(ρ)
ρEn(k)dρ

(ρ + ρ0)(ρ − ρ0)
2 = −wmn(ρ0), (17)

where

En(k) = (−1)n
(
1 − 4n2

) π/2∫

0

cos 2nψ
√
1 − k2 sin2 ψdψ, k ′2 = 1 − k2

is the generalized elliptic integral of the second kind [12], wnm(ρ) are plate own modes.
Numerical solutions of Eq. (17) with given right-hand sides are obtained using the
method developed in [12, 17].

Figure 3 shows the functions wm1(ρ) and corresponding to them solutions �m1(ρ),
m = 0, 1, 2, of hypersingular integral Eqs. (17). Here, the numbers 1–3 correspond to
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Fig. 3. Vibration modes and solutions of hypersingular equations

numbers m = 0, 1, 2, the dashed lines represent the right parts wm1(ρ), and the solid
lines correspond to the functions. �m1(ρ).

According to the properties of the hypersingular operator, the functions �m1(ρ)
restore the nature of the functions wm1(ρ).

After solving hypersingular Eqs. (17), the matrix of added masses is obtained.

4.3 Free Vibrations of the Round Plate with Liquid Added Masses

Since the preliminary analysis revealed that the lowest frequencies correspond to the
vibration modes w01,w02,w11,w21 of the “dry” plate, the vibration modes of the plate,
with the liquid added masse are represented as

w(ρ, θ, t) = c1(t)w01(ρ) + c2(t)w11(ρ) cos θ + c3(t)w11(ρ) sin θ + c4(t)w21(ρ) cos 2θ + c5(t)w21(ρ) sin 2θ

According to the properties of the operator H and considering (14), the similar
representation for the potential density of the double layer is received

�(ρ, θ, t) = c̈1(t)�01(ρ) + c̈2(t)�11(ρ) cos θ + c̈3(t)�11(ρ) sin θ + c̈4(t)�21(ρ) cos 2θ + c̈5(t)�21(ρ) sin 2θ

It would be noted that both in the case of “dry” plate, and when taking into account
the addedmasses of the liquid there are multiple frequencies corresponding to the modes
w11(ρ) cos θ,w11(ρ) sin θ and w21(ρ) cos 2θ,w21(ρ) sin 2θ.

Table 2 below presents the frequency values for these modes for the “dry” plate �i1
and ωi1 for the plate immersed in the liquid, under rigid fixation (17).

Table 2. Frequencies of round plate vibrations, Hz

i 0 1 2

�i1 25.20 52.44 86.00

ωi1 7.241 12.69 16.80

Note that the vibration modes of the plate immersed in the liquid, almost coincide
with the ones of the “dry” plate. Hence consideration of a liquid presence leads to a
significant reduction in the frequencies of free vibrations.
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4.4 Free Vibrations of the Kaplan Turbine Blade Models

The developed coupled finite-boundary element method was applied to the frequency
estimations of the blade models for the Kaplan turbine.

The sectorial cantilevered plate is considered (R1 = 0.115 m, R2 = 0.230 m, ϕ1 =
0, ϕ2 = π/2), the thickness varies along the radius according to the linear law, ν = 0.3,
h (R1) = 0.006 m, h (R2) = 0.002 m); E = 2.1·106 N/m2, ρ1 = 7900 kg/m3, Fig. 4a).

Table 3. Frequencies of sectorial cantilevered plate vibrations, Hz

Mode
number, m

Frequencies of sectorial plate vibrations, Hz

Air Liquid

Experiment Simulation Experiment Simulation

1 402 398.2 159 171

2 416 425.0 − 242

3 514 549.7 277 300

4 714 791.0 420 480

Table 3 demonstrates a comparison of numerical results obtained by the proposed
method and experimental data [18]. The results are in good agreement.

The vibration modes are shown in Fig. 4c) and Fig. 4d).

Fig. 4. Vibration modes of sectorial cantilever plates

The model of the original Kaplan turbine blade is shown in Fig. 4b). The geometrical
and physical characteristics here are from [19]. In Table 4 the comparison of numerical
and experimental results [19] is provided.

The results are in good agreement especially for the lowest frequencies.
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Table 4. Frequencies Caplan turbine blade vibrations, Hz

Mode
number, m

Air Liquid

Experiment Simulation Experiment Simulation

1 434 425 220 221

2 542 540 340 358

3 869 754 567 560

4 1107 1132 711 670

5 Conclusions

The developed method makes it possible to find the frequencies and modes of vibrations
of the hydraulic turbine blades with high accuracy with and without taking into account
the addedmasses of liquids. It has been proven that there is a more than twofold decrease
in the lower frequencies when interacting with liquid compared to the frequencies of a
dry blade. Comparison with experimental data gives an error of less than 1%.

Acknowledgments. The authors would like to thank our foreign collaborator, Professor Alexan-
der Cheng, University of Mississippi, USA, for his constant support and interest in our
research.
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Abstract. The RH process is used in the ferrous metallurgy to reach the low-
est level of dissolved gases, which positively influences quality of product. At a
specified time after beginning of the process, additive is added to modify contents
of melt. Additive is mixed by argon-stirred melt especially in vessel. Duration
of additive homogenization and other unknowns are estimated using mathemat-
ical model based on elliptic coordinates. They fit geometry of immersed vessel
with two snorkels. It is assumed that melt is incompressible viscous Newtonian
fluid, which consists of inert gas and additive. Speed of gas floatation is constant.
Navier-Stokes equations define dynamics of the fluid and are solved using central
difference scheme. Such results of numerical modeling as velocity distribution
and mixing behavior are compared to the measured data presented in scientific
literature. Pictures show developed velocity field with vortex near melt surface in
vessel. The model takes into account diameter of snorkels, vessel, ladle, gas injec-
tion rate and others. It can be used to optimize real process in different conditions.
Also the proposed model can predict similar processes in power engineering and
hydraulic equipment.

Keywords: Mathematical model · RH process · Hydrodynamics · Mixing ·
Responsible consumption and production

1 Introduction

To achieve the lowest level of gas concentration in melt metallurgical plants utilize
Ruhrstahl-Heraeus (RH) process. The process begins after a long vessel (also named as
“RH reactor” [1] or more general “vacuum chamber” [2]) with two snorkels is inserted
into ladle with melt. While the process is going some amount of additive is added. It is
homogenized by flowing melt, which is stirred by inert gas. The gas exits from injection
nozzles at the up-snorkel wall, enters melt and floats up at RH reactor. After lifting up
the melt moves in the reactor, and then, goes down through the second snorkel back to
the ladle – there is recirculation.

The aim of the article is to present mathematical model of the process based on
elliptic cylindrical coordinates, which fits the geometry of ladle and immersed vessel.
The model will be used for the numerical experiments to investigate the process and to
get additive variation dependency on the time and on the gas consumption rates.
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https://doi.org/10.1007/978-3-031-18487-1_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-18487-1_30&domain=pdf
http://orcid.org/0000-0002-4241-0572
https://doi.org/10.1007/978-3-031-18487-1_30


Mathematical Model of Additive Mixing During RH Process 295

2 Literature Review

There are papers devoted tomodeling of RH process. In paper [1] it is consideredmelting
of aluminum particles added in vessel. Authors present figures which illustrate spread of
dissolved aluminum from vessel to ladle. Authors of paper [2] take into account bubble
expansion. They used DMP method for bubbles and FOV – for estimating free surface
of melt. They conclude significant influence of bubble expansion. In [3] authors use
water-oil physical model to calculate flow pattern and predict lining erosion of vessel.
The figures show the highest erosion rate at the snorkel, where inert gas is injected. Also
speed of fluid in vessel and snorkel is measured – the highest one is in up-snorkel. In
paper [4] authors investigate phenomenon of mixing effectiveness changing in vessel,
when depth of its immersion varies from 400 mm to 720 mm. The experimental water
model is used to measure velocity profiles. Authors compare average speed in mixing
horizontal layer (about 100 mm) of melt in ladle just under snorkels. Figure shows that
speed under up-snorkel is few times lower than it is under down-snorkel.

In paper [5] author presents another way of momentum and mass conservation for-
mulation for Navier-Stokes. He compares his formulation to stream function-vorticity
and finds them analogous. The paper [6] is devoted to Crank-Nicholson scheme for
solution of Navier-Stokes equation in 2D rectangular domain and incompressible fluid.
Authors use MATLAB to check the consistence of the scheme. The further investiga-
tions can be taking into account external forces, as well as compressibility. In [7] elliptic
cylindrical coordinates are applied to Navier–Stokes equations, which are used in the
present paper, to predict flow induced by an applied potential. Authors compare velocity
profiles with various times and find that oscillatory pressure can prevail. Authors of
the paper [8] present novel solution to 2D problem of non-isothermal flows of incom-
pressible fluid. The peculiarity of the method is the usage of unstructured geometries
and different kinds of convection. In the paper [9] authors presents solution of linear
Navier-Stokes equations using Picard method. The solution is obtained for a range of
Reynolds number. Illustrations show stream function for variety of flows, which is a good
adequacy examination. The paper [10] contains expressions for a fundamental tensor,
gradient, divergence, and Laplace operator of vector field, which are needed in present
research. The expressions for elliptic cylindrical coordinates can be compared to results
in [11], where authors consider scale factors, velocities, and accelerations in mentioned
coordinates.

There are papers devoted to investigation of flow behavior of melt in RH degasser.
In [12] authors used coupled DMP–VOF method. The feature of [13] is sampling rod
inserted near up-snorkel. Authors conduct physical and numerical modeling with dif-
ferent location of rod. The paper [14] devoted to physical modeling of RH process
with comparison of regular and oval-shaped snorkels considering treatment time and
effectiveness in terms of carbon concentration variation. The oval snorkels show better
effectiveness (by 50%). In the paper [15] authors also consider oval-shaped snorkels and
investigate velocity field and its influence on lining of ladle. The proposed geometry
decreases lining erosion, thanks to smaller speeds near bottom and wall of ladle.
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3 Methodology

3.1 Assumptions

RH reactor has two snorkels equally distanced from the axis. Axis of snorkel is located
at foci of elliptic cylindrical coordinate system by adjusting corresponding parameter.
List of assumptions to simplify problem is following:

1. Geometry of ladle and vessel is cylindrical (see Fig. 1 and 2).
2. Axis of vessel coincides with axis of ladle.
3. The top surface of melt is flat.
4. The melt is incompressible viscous Newtonian fluid, which density is constant. It

includes inert gas and additive field.
5. Speed of the melt at the beginning of experiment is zero.
6. Gas floats up at a constant speed and accelerates vertical component of melt’s

velocity.
7. All phases are interpenetrating continuums. Additive phase doesn’t influence

hydrodynamics.

vessel

ladle

gas 

injection

addition

Fig. 1. Schematic axial cross-section of teeming ladle with RH reactor inside. Lines represent
top surface of melt. The solid surfaces are shaded.

The complex geometrical configuration leads to the mathematical model with prob-
lem formulation in three spatial dimensions, because there is no axial symmetry for
simplification. It is planned to get computed fields at different moments of time for
further analysis and for level tracking of additive homogenization to create dependency
chart. The complexity of hydrodynamics and mass transfer equations requires numerical
solution.
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ladle

vessel

gas

Fig. 2. Schematic top view of teeming ladle with RH vessel inside. The solid surfaces are shaded.

3.2 Equations

Dynamics of the process is defined by following partial differential equations, which
represent conservation laws for fluid momentum and mass:

∂�v
∂t

+ �v · ∇�v = −∇p

ρ
+ ∇2�v − α�g (1)

∇ · �v = 0 (2)

∂α

∂t
+ ∇·[α(�v + �vf

)] = Dα∇2α + Sα (3)

Sα = q

V

300

Tm
(4)

∂c

∂t
+ ∇·(�vc) = Dc∇2c + Sc (5)

where vf –floatation speedof gas;Sα ,Sc – source rates for gas and additive concentration.
The fact that elliptic cylindrical coordinates (d, ϕ, z) are orthogonal simplifies for-

mulation of gradient, divergence, rotor and Laplacian for scalar and vector fields using
scale factors. After simplification of expressions, for elliptic cylindrical coordinates one
obtains:

h = a

√
1

2
(cosh 2d − cos 2ϕ) (6)

∇c = ê1
h

∂c

∂d
+ ê2

h

∂c

∂ϕ
+ ê3

∂c

∂z
(7)

∇ · �v = 1

h2

[
∂(hu)

∂d
+ ∂(hv)

∂ϕ

]
+ ∂w

∂z
(8)

∇ × �v = ê1
h

[
∂w

∂ϕ
− h

∂v

∂z

]
+ ê2

h

[
h
∂u

∂z
− ∂w

∂d

]
+ ê3

h2

[
∂(hv)

∂d
− ∂(hu)

∂ϕ

]
(9)



298 K. Krasnikov

∇2c = 2

a2(cosh 2d − cos 2ϕ)

[
∂2c

∂2d
+ ∂2c

∂2ϕ

]
+ ∂2c

∂2z
(10)

where d – positive number coordinate, ϕ – angle coordinate [0, 2π], z – vertical
coordinate. The material derivative has the convection term:

�v · ∇�v = ê1

[
u

f

∂u

∂r
+ v

f

∂u

∂ϕ
+ v

f 2

(
u

∂f

∂ϕ
− v

∂f

∂r

)
+ w

∂u

∂z

]
(11)

+ê2

[
u

f

∂v

∂r
− u

f 2

(
u

∂f

∂ϕ
− v

∂f

∂r

)
+ v

f

∂v

∂ϕ
+ w

∂v

∂z

]
(12)

+ê3

[
u

f

∂w

∂r
+ v

f

∂w

∂ϕ
+ w

∂w

∂z

]
(13)

Laplacian of velocity field is expressed using famous expression with curl of curl of
vector field [5, 6]:

∇2�v = ∇(∇ · �v) − ∇ × ∇ × �v (14)

∇(∇ · �v) = ê1
h

∂
[

1
h2

[
∂(hu)
∂d + ∂(hv)

∂ϕ
+ h2 ∂w

∂z

]]

∂d
(15)

+ ê2
h

∂
[

1
h2

[
∂(hu)
∂d + ∂(hv)

∂ϕ

]
+ ∂w

∂z

]

∂ϕ
+ ê3

∂
[

1
h2

[
∂(hu)
∂d + ∂(hv)

∂ϕ

]
+ ∂w

∂z

]

∂z
(16)

∇ × ∇ × �v = ê1
h

∂
(

1
h2

[
∂(hv)
∂d − ∂(hu)

∂ϕ

])

∂ϕ
− ê1

h

∂
(
h ∂u

∂z − ∂w
∂d

)

∂z
(17)

+ ê2
h

∂
(

∂w
∂ϕ

− h ∂v
∂z

)

∂z
− ê2

h

∂
(

1
h2

[
∂(hv)
∂d − ∂(hu)

∂ϕ

])

∂d
(18)

+ ê3
h2

∂
(
h ∂u

∂z − ∂w
∂d

)

∂d
− ê3

h2

∂
(

∂w
∂ϕ

− h ∂v
∂z

)

∂ϕ
(19)

where u, v, w – components of velocity in elliptic cylindrical coordinates.
Using defined above expressions vector Laplacian of velocity field gets following

expression:
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∂2z
(21)
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ê3
(
∇2�v

)
= 1

h2

(
∂w

∂2d
+ ∂w

∂2ϕ

)
+ ∂w

∂2z
(22)

Derivation of equations for regular cylindrical coordinates is verified using presented
results in paper [5, 10].

Boundary condition for normal and parallel velocity at a solid surface is:

∂�v||

∂n

∣∣∣∣∣w
= 0 (23)

�v⊥
∣∣
∣∣∣w

= 0 (24)

where n – normal to wall.
Boundary conditions for gas and concentration are: impermeability at solid surfaces,

constant outlet speed for gas at the top surfaces of melt.

4 Results and Discussion

The central difference scheme is used to approximate terms in equations. The software is
developed to calculate and visualize of modeling results. The Table 1 lists technological
parameters used for numerical experiment.

Table 1. Experiment parameters.

Object Parameters Values

Ladle Inner radius 1.11 m

Depth of melt 2.25 m

Immersed vessel Inner radius 0.4 m

Depth of immersion 0.4 m

Snorkel Inner radius 0.1 m

Gas injection rate 30/60/120 l/min

Additives Mass 20 kg

Computational domain Number of layers for d coordinate 32

Number of layers for ϕ 38

Number of layers for z 32

Timestep 0.0001

In the case of elliptic cylindrical coordinates deviation of ladle walls geometry from
perfect circle is about 3.6%.
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Figure 3 depicts the axial cross-section of the velocity – the arrows show its direction
and the colors represent its magnitude (white correspond to the speedmore than 0.2m/s).
There are zones without arrows – they represent a solid body and are not included in the
calculations.

The figure shows vortex in RH vessel, created by floating gas. This vortex transfers
the additive from one snorkel to another one, intensifying its mixing. The melt goes
down in the second snorkel with speed about 0.18 m/s and enters ladle, where moves to
the up-snorkel.

The two speedy zones are formed. The first one, at the center of the ladle, transfers
additive under the up-snorkel. The second zone, at the bottom of ladle, is directed at the
opposite side.

Figure 4 shows almost the same decrease of additive concentration variation before
the 90 s for 30 l/min and 60 l/min. After that, there is deviation the maximum gas rate
gives the best homogenization.

Experiments show, that there is a nonlinear dependency of gas injection rate on the
maximum vertical speed in the down-snorkel of RH vessel. The speed is about 0.12 m/s
for the rate of 30 l/min, about 0.15 m/s – for the rate of 60 l/min, and about 0.18 m/s – for
the rate of 120 l/min.

Fig. 3. Developed velocity profile at ϕ = 5˚ on the 118th second (60 l/min).
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Fig. 4. Variation dependency on time for three rates of gas injection (lower percent is better).

A special numerical experiment was conducted to compare achieved results with the
data in other research – both experiments are conducted in the same conditions. For the
comparison, it have been chosen nine spots, laying on the line parallel to the x-axis, in
RH-reactor: four – above the up-snorkel (negative x), one – on the ladle’s axis and the
other four – above the down-snorkel (positive x). Figure 5 shows melt’s speed at these
nine distances from the ladle’s axis. Comparison shows a difference of no more than
20%. As seen on the figure, the difference in speeds above the up-snorkel is larger than
the one above the down-snorkel – this can be explained by turbulence caused by bubbles
and high speed vortex (top part of Fig. 3).
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Fig. 5. Comparison of calculated speed with one in literature [2] (on horizontal plane near the
snorkels inside the RH reactor).



302 K. Krasnikov

5 Conclusions

The paper presents mathematical model of melt hydrodynamics and additive mixing
during RH process. The model utilizes elliptic cylindrical coordinates to fit problem
geometry. The results of numerical experiment are compared to the data in the papers
[1] and [2]. The comparison (Fig. 5) shows difference of no more than 20%, which
is small enough to conclude that the model is adequate. The developed velocity field
mixes additive mainly under up-leg, where argon is injected. And only after about 90
s significant amount of additive reaches the bottom part of the ladle, where another
speed zone is formed. As experiments show, growing gas consumption rate by 4 times
increases melt’s speed in down-snorkel by 1.5 times. That influences intensification of
additive mixing in the ladle – increasing gas consumption from 30 l/min up to 120 l/min
contributes to the improvement of additive homogenization by 1.18 times.

Themodel hasmany adjustable parameters and recommended to predict mixing time
in RH-vessel using different industrial conditions.
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Abstract. The paper deals with investigating the behaviour of multilayer struc-
tures subjected to a low-velocity transverse impact, as well as determining the
properties of materials under high-velocity dynamic loading. The impact response
of multilayer structures is simulated using the equations of the generalized two-
dimensional discrete structure theory. It is based on expanding all the components
of the displacement vector of each layer into power series for the transverse coor-
dinate. This theory takes into account all the components of the strain tensor in
the layers and the spatial character of the strain of the multilayer structure close
to the impact point. The impact of a ball with a homogeneous steel plate and a
sandwich with a soft filler is considered. The paper also describes the experimen-
tal method for investigating the properties of materials under high deformation
rate conditions. The specimens were investigated experimentally with a constant
deformation rate. A pneumatic gun launches the projectile to cause tension of the
specimen and dynamometer bar. The wideband strain gauge method is used to
register their deformation. The true tension diagram of the material investigated is
found from the equality of longitudinal forces in the specimen and dynamometer
bar. The data obtained on the dynamometer bar are definitive ones for building this
diagram, whereas the data obtained on the specimen are used for controlling the
constancy of the specimen deformation rate. The strength properties of steel flat
specimens were investigated under conditions of static and high-velocity loading.
The strength parameters of the material are found to increase substantially with
an increasing deformation rate.

Keywords: Multilayer plate · Impact · High-rate deformation · Experiment

1 Introduction

Investigating the behaviour of structures and materials under conditions of the action
of intense short-time loading is a topical and challenging problem in mechanics [1–
3]. When investigating transient deformation processes, it is necessary to account for
the structure’s natural frequencies, the process of propagation of strain waves, and the
dependence of material strength characteristics on the deformation rate.
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One of the most challenging problems in dynamics is investigating the response of
multilayer shell structures to an impact with a solid [4–6]. When solving such problems,
known mathematical difficulties related to an adequate description of the behaviour of
the shell itself under the impact of a localised dynamic load are aggravated because
the contact force and the loading domain are unknown a priori and depend on the strain
properties of the interacting bodies [7–10]. Numerical approaches based on applying the
finite element method [11] are widely used to solve such problems. Studies dedicated to
analytical methods of solving such problems are very few [5, 12, 13]. Thereat, low-order
theories are used, as a rule, to describe the response of multilayer shell structures [5,
12], whereas the process of contact interaction is described based on the Hertz law [4,
14].

When analysing the response of a structure to transient loads, it is necessary to
consider the dependence of the material properties on the loading velocity [15, 16]. Such
dependencies can be derived easily by analysing tension diagrams obtained for different
deformation rates. To obtain the tension diagrams, the dynamic parameters of materials
are investigated at either a steady deformation rate or a constant load action amplitude.
One of the most common methods of dynamic testing is the Kolsky method using the
Hopkinson split bar, as well as its various modifications [15, 17, 18]. Other experimental
techniques for investigating material properties are used less often, though some of
them are quite straightforward and effective. Nowadays there is a significant interest
in investigating the static and dynamic properties of metals and alloys [19], polymer
[20, 21] and composite materials [22, 23], as well as materials obtained using additive
technologies [24]. The problems of experimental investigation of material properties
under high-rate deformation conditions have been poorly studied so far [20–22, 25].

The paper presents the results of theoretical research of the response of single-layer
and three-layer plates to transverse impact, as well as the technique and the results of
studying material properties under dynamic loading.

2 Response of Multilayer Plates to Low-Velocity Impact

2.1 Problem Statement

A low-velocity transverse impact of a ball with the mass M and the radius R with a
horizontally arranged multilayer plate is considered (Fig. 1). The plate layers are made
of isotropicmaterials, and themechanical properties of the layers can differ significantly.
The number of layers in the package is I, with the contact between the layers assumed
to be ideal. The ball is dropped from the height H to point C(x10, x20, 0) and the ball’s
velocity at the instance of contact with the plate’s first layer is V0.

Figure 2 is the experimental setup diagram (1 – indentor, 2 – dropping device; 3 –
multilayer plate, 4 – support plate, 5 – strain gauges, 6 – registering devices). In the
experiment provided conditions close to a simply supported plate. The plate strains
were measured using the dynamic wideband strain gauge method. A three-component
rosette strain gauge is bonded to the middle of the outer surface of the I-layer.
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Fig. 1. Impact problem Fig. 2. Experimental setup diagram

The strains were measured using the “Tenzodin” measurement complex developed
by the A. Pidhornyi Institute of Mechanical Engineering Problems. The bridge circuit
setup is used to measure the strains. The characteristics of strain gauge amplifier that is
used in experiment are given in Table 1.

Table 1. Characteristics of strain gauge amplifier

Number of measurement channels 8

Carrier frequency, kHz 1,000

Working frequency range, kHz 0.04 to 200

Dynamic range, dB 80

Calibration range, relative strain unit 30·10–6 to 2.4·10–3

Resistance of strain gauges used, � 50 to 200

2.2 Mathematical Models. Governing Equation

To find the plate response to an impact with a solid, the character of motion of the
plate and the ball, and the conditions of their contact interaction should be taken into
account. This problem is challenging to solve because neither the contact area nor the
characteristics of the contact force (distribution and magnitude) are known initially.
These parameters must be found for each time instance during the problem solution.
The area of contact of the ball with the plate can be described approximately by a circle
of radius r(t). Similar to the Hertz solution, we shall neglect the tangent stresses in the
contact area. Hence, the character of the pressure distribution across the contact area can
be described by the following law.

q3(x1, x2, t) = P0(t)

[
1 − (x1 − x10)2 + (x2 − x20)2

r2

]0.5

,

q1(x1, x2, t) = q2(x1, x2, t) = 0.
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The process of multilayer plate strain at impact is described using the generalized
two-dimensional model [4, 8] based on the kinematic hypotheses. The displacements of
a point on the i-th layer in the direction of coordinate axes Oxα have the form [8].

uiα(x1, x2, x3, t) = uα +
Kα∑
k=1

⎡
⎣ i−1∑

j=1

hkj u
j
α k + (x3 − δi−1)

kuiα k

⎤
⎦, (1)

where hkj = (hj)k , δi =
i∑

j=1
hj, δi−1 ≤ x3 ≤ δi, i = 1, I; uα, ui

αk are the coefficients

of expanding the displacements into power series, which are sought functions of the
arguments x1, x2, t; Kα are the parameters determining the number of retained power
series terms for displacements.

The parametersK1 andK2, which describe the number of retained power series terms
for plane displacements, will be the same and equal toK. Since the plate thickness is less
than its plan form dimensions, parameter K3, which specifies the number of retained
power series terms in the transverse direction, is chosen to be equal to another value equal
to L. Hence, these parameters specify the chosen level of approximation of the displace-
ment field. Earlier it was shown that [8], under the conditions of localised action, the
character of the distribution of the plane stresses and the strains over the thickness close
to the loading area is essentially nonlinear. High-order theories are required to describe
this distribution [8]. Therefore, the paper in the following will use the generalized theory
with K = 3, L = 2 to analyse the impact response of multilayer plates.

Plate deformations are assumed to be small and described by Cauchy relationships
in each layer. The relationship between the stresses piαβ and the strains εiαβ in the i-th
layer is established by Hooke’s law.

For forces and moments, the plate motion equations have the form [8]

I∑
i=1

[
Liα − I iα1

]
+ q1α = 0,Ni kα

1α,1 + Ni kα
α2,2 − kαN

i kα−1
α3 + hkαi

I−1∑
j=i

[
L
j+1
α − I

j+1
α1

]
− I iαkα+1 = 0, (2)

where Li1 = Ni0
11,1 + Ni0

12,2, L
i
2 = Ni0

22,2 + Ni0
12,1, L

i
3 = Ni0

13,1 + Ni0
23,2; Nik

αβ = Nik
βα =∫ δi

δi−1
(x3 − δi−1)

kpiαβdx3, α, β = 1, 3, k = 1,K, i = 1, I ;

I iαr = ρihri
r

⎛
⎝uα0,tt +

Kα∑
k=1

⎡
⎣ i−1∑

j=1

hkj u
j
αk,tt + rhki

k + r
uiαk,tt

⎤
⎦

⎞
⎠, Kα = 1,Kα, i = 1, I ,

These equations are solved using the analytical-numerical approach. The sought-
for components of the displacements vector are expanded into a series for functions
satisfying support conditions. As a result, for the simply supported plate, the initial
system of partial differential equations is reduced to solving a system of ordinary second-
order equations. By introducing a new variable, this system is reduced to a system of
first-order equations, which are integrated by expanding the solution expansion into a
Taylor series.
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The equation describing the motion of the ball’s centre of mass has the form [4, 5]

Mz,tt = Mg − P, z(0) = 0, z,t(0) = V0, (3)

where z = z(t) is the indentor displacement, P is the contact force, and g is the gravity
acceleration. Equation (3) is solved using the Laplace integral transform.

The condition of the joint displacement of the indentor and plate is

u13(x10, x20, 0, t) + a(t) − z(t) ≥ 0, (4)

where a(t) is the contact approach of the ball and plate in the contact point.
The amount of the contact approach and the contact area radius depend on the

magnitude of the applied force, and they are found from the solution of theHertz problem
[4, 9, 14]:

a = k P
2/3; k =

[
9

256

(θ1 + θ)

R

]1/3
; r(t) =

[
3

16
· P(t) · R · (θ + θ1)

]1/3
,

θ1 = 4(1 − ν21 )/E1, θ = 4(1 − ν2)/E.

Here E, ν, E1, ν1 are the Young’s modulus and the Poisson ratio for the ball material
and for the plate first layer correspondingly.

Hence, the problem of determining the response of a multilayer plate to an impact
is reduced to the joint integration of a system of differential equations for the plate (2)
and the ball motion Eq. (3) simultaneously with analysing the condition of displacement
compatibility (4).

2.3 Numerical and Experimental Results

To test the potentials of the suggested approach, a test problem was solved for a steel
ball (R = 3 cm, V0 = 1 m/s) striking a three-layer plate with a thick core (A = B =
30 cm, h1 = h3 = 0.15 cm, h2 = 1.5 cm). The material of the casing of the three-layer
plate is aluminium (E1 = E3 = 71 GPa, ν1 = ν3 = 0.3, ρ1 = ρ3 = 2,500 kg/m3); the
core material is an epoxy compound (E2 = 2.5 GPa, ν2 = 0.4, ρ2 = 1,500 kg/m3).

Figure 3 shows the comparison of results obtained using the suggested theory with
numerical data given in [10] (solid line – suggested theory; dash line−Timoshenko-type
theory with account for the approach of casings; dot-dash line − Timoshenko theory
without account for the approach of casings). Figure 3 shows the graphs for the contact
force P and the deflection of the plate third layer u33.

The Fig. 3 illustrates that the theories accounting for the approach of casings yield
close results and that considering the approach of casings produces a pressure reduction
and increases the contact time.

Also considered was the problem of ball impact with a steel plate with and without
account for local plastic deformations in the contact zone.

The response of a single-layer steel plate (A= 0.675 m, B= 0.18 m, h= 0.005 m) to
an impact with a steel ball (R= 3 cm) dropped from the heightH = 2.3m is investigated.

Figure 4 shows the time-dependent change of strain ε122 on the plate bottom surface
(solid line – generalized theory; dash line – experiment; dots – Timoshenko theory).



A Study of the Dynamic Response 309

Fig. 3. Impact response of the three-layer plate

The strains calculated using the suggested theory differ from both experimental and
calculated data. This is because local elastoplastic strains occur in the zone of contact
of the indentor and the plate. Contact approach in this case can be represented as a sum
of the elastic component defined by the Hertz law and the plastic component.

a =
⎧⎨
⎩ kP

2/3 + κP, P ≤ Pmax

kP
2/3 + a∗, P > Pmax

.

Here, the first term corresponds to the elastic component and the second term, to the
plastic one (constant κ is found experimentally); a∗ are residual displacements equal to
a∗ = κPmax; Pmax is the maximum contact force.

Computational results according to the suggested theory with account for elastoplas-
tic local strains (κ = 6.63 × 10−7m/N) are shown in Fig. 5 (solid line – computational
results, dash line − experimental data). The figure shows that with account for the local
elastic-plastic deformations in the zone of contact interaction, the computation results
according to the suggested method and experimental data are in good agreement. The
minor differences in the results are attributed to the complexity of implementing exactly
the simple supporting condition for the plate (see Fig. 2) in the experiment.

Fig. 4. Elastic impact with the plate Fig. 5. Elastoplastic impact with the plate



310 S. Ugrimov et al.

3 Investigating Material Properties at High-Rate Deformation

The experimental investigation of the material properties under dynamic loading used
a vertical pneumatic gun (Fig. 6). The diagram of the experimental setup for studying
the dynamic tension properties of the material is shown in Fig. 7 (1 – support frame,
2 –case, 3 – solenoid valve, 4 – diaphragm, 5 – dynamometer bar, 6 – protective tube,
7 – projectile, 8 – centering washer, 9 – anvil, 10 – centering ring, 11 – specimen,
12 – protective casing) [16].

Fig. 6. Vertical pneumatic gun Fig. 7. Diagram of the experimental setup

The gun tube diameter is 125 mm and the length is 1,500 mm. The gun can accel-
erate a body with a mass of up to 4 kg to 150 m/s. This makes it possible to provide
the deformation rate of the specimens dε/dt = 102 × 104 s−1. The launch velocity is
registered by fixing the time of rupture of two wires spaced 100 mm from each other
along the projectile’s path of travel.

The mechanical properties of flat steel specimens were investigated under static and
high-rate deformation. The static tests were conducted on the “Instron-20” installation
using specimens with a working zone length of l0 = 25 mm, width b = 5 mm and
thickness h = 2 mm. Static loading showed that the yield and ultimate tensile material
strength values are σ0.2

st = 285 MPa and σuts
st = 416 MPa, correspondingly. Dynamic

tests were conducted using a pneumatic gun on specimens 10 mm long and with a
working zone width of b = 3.0 mm. The technique of conducting dynamic tests of
specimens consists in simultaneously registering the deformation of the tested specimen
and the bar dynamometer at a known velocity of the projectile-indentor when it exits
the tube (V0 is the indentor velocity at impact with the anvil). These data help obtain
the specimen tension diagram from the condition of equality of longitudinal forces in
the specimen and bar. Specimen (11) is secured in centering clamps that are attached
with the help of screw joints to the bar dynamometer (5) and the anvil (9). The bar
dynamometer registers the longitudinal and circumferential deformations, and in the
specimen, the longitudinal ones. The launched projectile strikes the anvil and propels it
intomotion, causing the tension of the specimen and bar dynamometer. The experimental
investigation of specimens was conducted at a constant deformation rate dε/dt = const
[16]. The deformation rates are determined as dε/dt = V0/l0, where l0 is the length of the
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specimen working part. The rate constancy is ensured by a substantially greater kinetic
energy of the projectile as compared to the energy needed for specimen deformation and
destruction. The deformations of the bar dynamometer and the specimen working part
were registered with the “Tenzodin” measurement complex. In this case, the specimen
deformation tensogram is an indicator diagram because specimen elongation changes
linearly with time (�l = (dε/dt) × t) up to failure. The sought-for dependence σ =
σ(t) for the specimen working part is found from the results of measuring the strains
εdyn = εdyn(t) of the dynamometer elastic element. A simple recomputation based on
the equality of longitudinal forces in the dynamometer and specimen was used for this.
The longitudinal force Nx in the specimen in section x1 under conditions of a uniform
field of stresses across the section is found from the known dependence.

Nx = σ(x, t) · S(x, t).

where σx(x, t) is the axial component of the stress tensor, S(x, t) is the specimen area in
the section x1.

The force in the bar dynamometer in the section at a distance of x2 from the free end
of the bar can be written down as

Nx = σx(x2, t − t2) · Sdyn(x2, t − t2) = E

1 − ν
· (

εex(x2, t − t2) + νεeθ (x2, t − t2)
) · Sdyn(x2, t − t2),

where σx(x, t) is the axial component of the stress tensor in the bar; Sdyn(x, t) is the
area of the bar cross-section in section x2; E, ν are the elastic characteristics of the bar
dynamometer; εex, εeθ are the components of elastic strains in section x2 in the longitudinal
and circumferential directions; t2 is the time lag between the start of the process of bar
deformation and the specimen deformation process. The time lag is found based on the
known wave propagation speeds in the bar and specimen.

The equality of longitudinal forces in the dynamometer bar and specimen yields the
sought-for dynamic diagram of material deformation [16].

σ(t) = Eεdynχ,

where χ is the ratio of the areas of the transverse sections of the dynamometer and
working parts of the specimen; E is the elasticity modulus whose value is independent
of the deformation rate.

Table 2 shows the results of investigating the dynamic deformation-strength char-
acteristics of specimens for different deformation rates. It gives the ratios of ultimate
strength characteristics for specimens under dynamic and static loading σ0.2

d/σ0.2st and
σuts

d/σutsst. With an increasing deformation rate, the material tension strength grows and
at the deformation rate of 53.6 × 102 s−1 it practically exceeds by a factor of three the
similar values obtained under static loading.
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Table 2. Dynamic strength characteristics of the material

Ultimate strength ratio Deformation rate dε/dt × 10–2, s−1

3.25 5.53 10.8 12.8 17.4 43.4 53.6

σ0.2
d/σ0.2st 1.50 1.66 1.83 1.98 2.12 2.71 3.06

σuts
d/σutsst 1.71 1.82 1.96 1.98 2.08 2.29 3.00

4 Conclusions

Anapproach is suggested to investigate the response ofmultilayer plates to a low-velocity
transverse impact. A method is also proposed for investigating material properties, and
the results of determining the strength properties of steel subjected to high-velocity
loading are given.

The multilayer plate impact response is described using the generalized model of a
layer structure. This allows taking into account the spatial nature of the deformation near
the point of impact. The potentials of the proposed theoretical approach are shown using
a test example of calculating the impact response of the sandwich plate and the homo-
geneous steel plate. The computational results by the theory suggested are compared
against known theoretical solutions and experimental data obtained by the authors. It
was shown that, the suggested approach has demonstrated its high effectiveness when
analysing the impact response of the considered structures.

The properties of steel specimens for the case of high-rate deformation were inves-
tigated experimentally. The static and dynamic properties of flat steel specimens during
tension were investigated. It was shown that, with increasing deformation rates, the
strength parameters (yield and ultimate strength) of the material grow substantially.
This is indicative of the need to take into account the dependence of material mechan-
ical properties on the deformation rate to conduct a refined analysis of the strength of
structures working under high-velocity loading conditions.
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Abstract. This article presents the solution to the layer spatial problem of elas-
ticity for a containing a longitudinally thick long-walled cylindrical pipe rigidly
connected to it. Stresses are specified on the layer boundary, while displacements
are set on the pipe internal surface. The off-center compressive stresses at the layer
surfaces cause the layer and its rigidly connected pipe to rotate. The problem is
solved using the analytic-numerical generalized Fourier method, which is applied
to Lamé equations in pipe-associated cylindrical coordinates and layer-associated
Cartesian coordinates. When the boundary conditions are satisfied, a system of
infinite linear algebraic equations is formed suitable to apply the method of reduc-
tion. As a result, the stresses and displacements at different points of the composite
body are obtained. The accuracy of the boundary conditions approaches 10–4 for
zero to one values. The stress state at the layer-pipe interface, as well as on the
inner surface of the pipe depending on the thickness of the pipe and the location
of the load has been analyzed. The load shift from the pipe center along the layer
surface, as well as a decrease in the inner radius of the pipe cause a significant
increase in tangential stresses at the pipe interfaces. Areas of maximum stresses
are shown.

Keywords: Layer with cylindrical inclusions · Lame’s equation · Generalized
Fourier method

1 Introduction

The design of structures and mechanisms exposed to various loads must consider the
distribution of the stress state in their various parts. This is especially true of the interfaces
of different bodies or space around cavities.

The medium presented in this paper is a composite material and, thus, shows a non-
linear mechanical behavior. Different approaches are used to determine the stress state of
such structures. If we consider the given composite body as an integral object, its nonlin-
ear stress state should be factor in: the paper [1] reviews tension-compression asymmetry
behavior, unloading characteristics, viscous behavior, interaction between stress tensor
components and effects of environmental factors on mechanical characteristics. In the
manuscript [2], the analysis of progressive fracture was used to predict the notched final
failure of woven glass/epoxy composite laminates. In the present manuscript [3], an deep
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numerical analysis has been performed in order to study the influence of material non-
linearity on the stress behavior and stress concentration factors in laminated composite
materials. In this manuscript [4], a detailed numerical analysis is performed to estimate
the error of the Tan’s model of derive the concentration factor of stress, for a plate with
finite dimensions containing an open hole. The influence of plate length on the stress
distribution around the hole is studied.

In [5], the mechanical characteristics of a composite structure were obtained exper-
imentally. Another approach is numerical-experimental. Thus, in [6] the reaction of
layered composite to impact load was analyzed, in [7] the strength of multilayer cabin
windows was calculated under the influence of various operating factors, in [8] a model
was developed to simulate the process of bird strikes on a steel plate, in [9] the method
of analysis of the strength of laminated glazing of the aircraft and the method of analysis
of excess pressure are presented.

Many papers with a perpendicular cylindrical cavity are devoted to half-space [10],
layer [11], elliptical [12] and rectangular [13] plate, as well as with perpendicular to
half-space [14] or layer [15] located inclusion. However, the methods proposed in these
proceedings do not allow to analyze the problem when the solid inclusion is orientated
parallel to boundaries of the layer.

The present paper applies an analytical-numerical approach and generalized Fourier
method is used [16]. The substantiation of this method for a half space with cylindrical
voids is treated in [17].

Using the generalized Fourier method, the problems of half space with cylindrical
voids [18] and for a layer with one cylindrical cavity [19] are solved. The problem
for a plate with a cylindrical inclusion was considered in [20], with a cylindrical pipe
at given displacements in [21]. This method solves problems for a cylinder with four
cylindrical cavities [22], with N cylindrical voids [23], with cylindrical voids in the form
of hexagonal structure [24] and with four cylindrical inclusions [25].

This paper provides the analysis of the layer with a axial cylindrical pipe under
stresses set on the layer interfaces and with displacements set on the inner surface of the
pipe. Such a problem has not been studied before, but similar calculation schemes are
found in the design of parts and components in engineering and aircraft construction, as
well as in power equipment.

2 Problem Statement

In the rectangular coordinate system (x, y, z) there is an elastic homogeneous layer of
thickness h +h̃. The layer contains a circular cylindrical tube with an outer and inner
radii R1 and R2, which will be treated in a cylindrical coordinate system (ρ, ϕ, z). The
boundary surfaces of the layer and the pipe do not intersect.

The top and bottom boundaries of the layer are located at a distance y = h and y =
−h̃, respectively. Stresses F �U (x, z)|y=h = �F0

h (x, z), F �U (x, z)∣∣
∣y=−h̃

= �F0
h̃
(x, z) are set

at the boundaries of the layer, and �U (ϕ, z)|ρ=R2 = �U 0
p (ϕ, z) is set at the inner surface

of the displacement pipe.
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where

�F0
h (x, z) = τ (h)

yx �ex + σ (h)
y �ey + τ (h)

yz �ez ,

�F0
h̃
(x, z) = τ

(

h̃
)

yx �ex + σ

(

h̃
)

y �ey + τ

(

h̃
)

yz �ez ,

�U 0
p (ϕ, z) = U (p)

ρ �eρ + U (p)
ϕ �eϕ + U (p)

z �ez

(1)

are known functions.
The pipe-layer boundary has the preset interface conditions.

�U0(ϕ, z)|ρ=R 1
= �Up(ϕ, z)|ρ=R1 , (2)

F �U0(ϕ, z)|ρ=R1 = F �Up(ϕ, z)|ρ=R1 , (3)

where F �U = 2 · G ·
[

σ
1−2·σ �n · div �U + ∂

∂n
�U + 1

2

(

�n × rot �U
)]

– stress operator.

3 Problem Solution

The basic solutions of the Lamé equation are taken as follows [16]:

�u±
k (x, y, z; λ,μ) = N (d)

k ei(λz+μx)±γy;
�Rk,m(ρ,ϕ, z; λ) = N (p)

k Im(λρ)ei(λz+mϕ);
�Sk,m(ρ,ϕ, z; λ) = N (p)

k

[

(signλ)mKm(|λ|ρ) · ei(λz+mϕ)
]

; k = 1, 2, 3;
(4)

N (d)
1 = 1

λ
∇; N (d)

2 = 4
λ
(σ − 1)�e(1)

2 + 1
λ
∇(y·); N (d)

3 = i
λ
rot

(

�e(1)
3 ·

)

; N (p)
1 =

1
λ
∇; N (p)

2 = 1
λ

[

∇
(

ρ ∂
∂ρ

)

+ 4(σ − 1)
(

∇ − �e(2)
3

∂
∂z

)]

; N (p)
3 = i

λ
rot

(

�e(2)
3 ·

)

; γ =
√

λ2 + μ2,−∞ < λ,μ < ∞, where σ is the Poisson’s ratio; Im(x), Km(x) - modi-
fied Bessel functions; �Rk,m, �Sk,m, k = 1, 2, 3 are the Lame equation internal and external
solutions for the cylinder, respectively; �u(−)

k , �u(+)
k are the Lamé equation solutions for a

plate.
The solution to the problem is as follows [22]:

�U0 =
3

∑

k=1

∫ ∞

−∞

∞
∑

m=−∞
Bk,m(λ) · �Sk,m(ρ,ϕ, z; λ)dλ+

+
3

∑

k=1

∫ ∞

−∞

∫ ∞

−∞

(

Hk(λ,μ) · �u(+)
k (x, y, z; λ,μ) + H̃k(λ,μ) · �u(−)

k (x, y, z; λ,μ)
)

dμdλ,

(5)

�U1 =
3

∑

k=1

∫ ∞

−∞

∞
∑

m=−∞
Ak,m(λ) · �Rk,m(ρ,ϕ, z; λ) + Ãk,m(λ) · �Sk,m(ρ,ϕ, z; λ)dλ, (6)
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where �Sk,m
(

ρp,ϕp, z; λ
)

, �Rk,m
(

ρp,ϕp, z; λ
)

, �u(+)
k (x, y, z; λ,μ), and �u(−)

k (x, y, z; λ,μ)

are the basic solutions, which are described by the formulas (4), and the unknown
functions Hk(λ,μ), H̃k(λ,μ), Bk,m(λ), and Ãk,m(λ) must be found from the boundary
conditions (1) and the interface conditions (2), (3).

Analytical solutions (4)–(6) allow to obtain the result at any point of the solid exactly
taking into account the infinite boundaries of this solid [16].

The formulas [16] must be used to transition the basic solutions between the
coordinate systems:

– to transfer from the solutions �Sk,m of the cylindrical coordinate system to the solutions
of the layer �u(−)

k (at y > 0) and �u(+)
k (at y < 0)

�Sk,m(ρ,ϕ, z; λ) = (−i)m

2

∫ ∞

−∞
ωm∓ · �u(∓)

k · dμ

γ
, k = 1, 3;

�S2,m(ρ,ϕ, z; λ) = (−i)m

2

∫ ∞

−∞
ωm∓ ·

((

±m · μ − λ2

γ

)

�u(∓)
1 − λ2�u(∓)

2 +

±4μ(1 − σ)�u(∓)
3

)dμ

γ2
,

(7)

where γ = √

λ2 + μ2, ω∓(λ,μ) = μ∓γ
λ

, m = 0,±1,±2, . . .;

– to transfer from the solutions �u(+)
k and �u(−)

k of the layer to the solutions �Rk,m of the
cylindrical coordinate system

�u(±)
k (x, y, z) =

∞
∑

m=−∞
(i · ω∓)m�Rk,m, (k = 1, 3);

�u(±)
2 (x, y, z) =

∞
∑

m=−∞

[

(i · ω∓)m · λ−2
(

(m · μ) · �R1,m± γ · �R2,m + 4μ(1 − σ)�R3,m

)]

,

(8)

where �Rk,m = �̃bk,m(ρ, λ) · ei(mϕ+λz);
�̃b1,n(ρ, λ) = �eρ · I ′n(λρ) + i · In(λρ) ·

(

�eϕ
n

λρ
+ �ez

)

;
�̃b2,n(ρ, λ) = �eρ · [

(4σ − 3) · I ′n(λρ) + λρpI
′′
n (λρ)

]+
+�eϕi · m

(

I ′n(λρ) + 4(σ − 1)

λρ
In(λρ)

)

+ �eziλρI ′n(λρ);
�̃b3,n(ρ, λ) = −

[

�eρ · In(λρ)
n

λρ
+ �eϕ · i · I ′n(λρ)

]

,

�eρ, �eϕ, �ez are unit vectors of the cylindrical coordinate system;
To meet the boundary conditions at the top and bottom boundaries of the layer, in

the right part (5) we rewrite the basic solutions �Sk,m through �u(−)
k at y = h, and �u(+)

k at y
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= −h̃. To do this, use the transition formulas (7). To the obtained vectors we apply the
stress operator and equate at y = h given �u(−)

k , at y = −h̃ given �u(+)
k , represented by the

double Fourier integral.
Following from these equations need to find the functions Hk(λ,μ) and H̃k(λ,μ)

through Bk,m(λ).
To fulfill the conditions of conjugation (2) of the pipe with a layer, in the right part

(5) we will rewrite the basic solutions through �Rk,m, �Sk,m. To do this, use the transition
formulas (8). The obtained vector, at ρ = R1, is equated to the right side of (6).

If the stress operator is applied to the obtained equations, three more equations will
be created for the coupling conditions (3).

To satisfy the boundary conditions on the inner surface of the pipe, need to equate
the right-side part (6), ρ = R2, to the preset �U 0

R(ϕ, z).
From the resulting system of equations, need to exclude the previous functions

Hk(λ,μ) and H̃k(λ,μ) through Bk,m(λ) and freed from series by m and integrals by λ.
As a result, we have nine infinite systems of linear algebraic equations to determine

the unknowns Bk,m(λ), Ak,m(λ) and Ãk,m(λ).
The functions Bk,m(λ) found are substituted into the expressions for Hk(λ,μ) and

H̃k(λ,μ). Once these unknowns are found, the problem will be solved.

4 Numerical Studies of the Stress State

We have an elastic isotropic layer and a cylindrical pipe (Fig. 1). Layer: σ0 = 0.38, E0 =
1700MPa. Pipe: σ1 = 0.21, E1 = 2 ·105 MPa. Section geometry: h= h̃, R1/h = 2/3, the
inner radius of the pipe was calculated in two versions R2/R1 = 0.7 and R2/R1 = 0.5.

Fig. 1. A layer with the cylindrical pipe

The upper interface of the layer has the preset stresses σ
(h)
y = −F · σ1(z) · σ2(x),

where F is the load intensity,
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σ1(z) = 108 · (

z2 + 102
)−2

, σ2(x) =
∣
∣
∣
∣
∣
∣

|x| ≥ a/2 + c + b, σ2(x) = 0
a/2 + b|x| ≤ a/2 + c + b, σ2(x) = a/2+c−|x|

c
|x| ≤ a/2 + b, σ2(x) = 1

,

σ
(h)
y = τ

(h)
yz = 0, a = R1 · 2, b = a/2 + c. The lower interface of the layer has the

preset stresses σ

(

h̃
)

y = −F · σ1(z) · σ2(x), a = R1 · 2, b = –a/2 – c.
The infinite system of equations was reduced tom= 8. The accuracy of the boundary

conditions at the specified values of geometric parameters 10–2.
Figure 2 presents a comparison of the stress τρϕ at the layer-pipe interface under

both centrifugal and off-center load in MPa.

Fig. 2. Stress τρϕ/F at the pipe and layer interface in cross-section, z = 0

Figure 2 shows an increase in stresses τρϕ, if ϕ = 0 and ϕ = π , when the load is
shifted from the center of the pipe. However, themaximum stresses occur atϕ = π/8 and
ϕ = 9π/8. A significant increase in tangential stresses is logical, given the occurrence
of torque during load shear. The tangential stresses do not exceed the set ones but can
exceed the maximum allowable interface stresses, which can lead to the loss of the hard
connection.

Figure 3 presents a comparison of the stress τρϕ at the inner surface of the pipe under
both centrifugal and off-center load, in MPa.

Figure 3 shows that the graph of stress τρϕ at the pipe-and-rigid fixed cylinder
interface has the same character as at the pipe-layer interface, but has greater values.

When the radius R2 decreases up to R2/R1 = 0.5, the stresses τρϕ at the pipe-layer
interface do not change. However, due to the increase in torque, the tangential stresses
τρϕ at the inner surface of the cylinder increase significantly (see Fig. 4).

Thus, the reduction of the inner radius of the pipe leads to a significant increase in
tangential stresses.
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Fig. 3. Stress τρϕ/F at the inner surface of the pipe in cross-section, z = 0

Fig. 4. Stress τρϕ/F at the inner surface of the pipe in cross-section, z = 0, based on its inner
radius.

5 Summary

The problem of the theory of elasticity is solved for a layer that has a longitudinal thick-
walled cylindrical pipe. Stresses are set on the layer interfaces, while displacements are
set on the inner surface of the cylinder. The problem is reduced to an infinite linear
algebraic equations the reduction method is applied to. This provides the result with a
predetermined accuracy.

Numerical analysis indicates the dependence of the values of tangential stresses on
the amount of shear load (relative to the center of the pipe), as well as on the radius of
interface. The points of the maximum stresses are also determined.

Comparison of the results obtained with the article [21] showed the similarity of the
stress state in them, which confirms the authenticity of the algorithm and the calculations
performed.
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Abstract. A method is presented for the design of the rocket fairing elastic ele-
ments that contact via a damper with nonlinear properties– plasticity and a unilat-
eral linkage. The finite element method and the Wilson finite-difference method
are used. The damper is simulated as a one-dimensional element. Its nonlinearity
is taken into account using the proposed method of introducing boundary forces
on the damper ends. The boundary forces are found by iterations at each inte-
gration step. These forces depend on the damper state and contact conditions.
Exploratory research into the characteristics of effective dampers was conducted.
The research aimed at reducing the dynamic stresses and vibrational overloads dur-
ing the different operational phases of the fairing separation system.With impulse
perturbation from pyrotechnic devices, an effective damper is an elastic one with
reduced stiffness (E≈200–400 MPa) between the instrument compartment casing
and the support. Vibrational overload characteristics and the shock spectra of the
instrument compartment casing in the frequency range up to 10 kHz were reduced
significantly.

Keywords: Stresses · Contact · Plasticity

1 Introduction

Rocket fairing designs can be conventionally classified into two groups: composite fair-
ings with separating shells and integral design fairings that separate from the rocket.
The first designs are the most widespread, whereas the second ones are not so com-
mon in rocket building and are used in small rockets. Fairing ejection, i.e. its separation
from the rocket and deflection from the rocket’s flight path is a critical and multistage
operation with several requirements imposed on it [1, 2]. They are as follows: to be
shock-free with the relative motion of separating units; the selection of energy char-
acteristics of pyrotechnical devices, and the spring and pneumatic pushers. When the
fairing is separated by the impulse-shock action of the actuators, transient oscillatory
processes occur. Thereat the dynamic stresses in the fairing elements or linked thereto
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rocket airframe elements can reach high values. This presents a problem for the func-
tioning of the entire fairing separation system. Besides, a significant factor is the level
of vibrational action transferred to the overload-sensitive airborne equipment. Hence,
among the mechanical-related rocket fairing separation issues, the significant ones are
those of ensuring dynamic strength and reducing vibration overloads.

As a rule, the designs of fairings of different types and their separation systems
have distinctive features [3, 4]. Respectively, the approaches to solving strength and
vibration problems also differ and are represented by few publications. Paper [5] inves-
tigates the dynamics of the hinged payload fairing separation system. The researchers
use a finite-element approach and the explicit nonlinear analysis method in their study.
They underline the significant effect of the dynamic factor and the presence of plastic
strain. Paper [6] considers the fairing separation from the launch rocket with the help of
pyrotechnic means in the separation junctions. These means initiate the occurrence of a
high-pressure gas medium. The flexible fairing dynamics under the action of expanding
gases were investigated based on the gas medium – the fairing design coupled model.
Publications [7, 8] study the so-called breathing vibrations of fairing shells and the
impact thereon of different factors. Paper [7] analyses the effect of the air resistance
and axial overload on the fairing separation and deformation characteristics. Air resis-
tance reduces the breathing vibration frequencies of the rocket fairing and, jointly with
the axial overload, it increases their amplitude. Paper [8] takes into account the contact
between the elastic elements of a large-size fairing. The authors use the explicit nonlin-
ear dynamics method to analyse the contact effect on the fairing rotation speed increase
and the reduction of deformations during breathing vibrations. Some papers consider
the issues of reducing vibrations by placing dampers and evaluating their effect using
mathematical modelling methods. For instance, papers [9, 10] deal with the application
of shock absorbers to reduce the vibration levels during the transfer of shock action
via support structures to the payload when the fairing separates. Paper [11] presents a
scheme of vibration isolation of the satellite and rocket to provide the required dynamic
gap between the satellite and fairing. The finite-element model is used to analyse vibra-
tion transmission at resonance frequencies and its reduction with changing damping
characteristics. Paper [12] deals with the transmission of vibration overloads from the
fairing base to the payload. Disturbances from the aerodynamic load on the fairing and
the excitation from rocket engines are considered. The finite-element method (FEM) is
used to determine the accelerations at the fairing base when the payload changes.

The researchers [13] use the FEM formodelling the dynamic stress in the pyrotechnic
system for separating the fairing from the rocket. The dynamic response is reduced using
a plastic crasher. Its characteristics are chosen tominimise themaximal dynamic stresses.
In paper [14], the FEM and the composite structure model are used for investigating the
dynamic zone of the large-size fairing during its separation from the rocket. The fairing
oscillation amplitudes are reduced by changing the shape of the force impulse from
the pneumopushers, with the values of these amplitudes being kept. On the whole,
inadequate attention has been paid to research in vibration control problems during
fairing separation. In this paper, the problem ofmitigating the adverse impact of dynamic
actions is investigated by the example of a pyrotechnic fairing separation system (PFSS).
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The general schematic diagram of such a system with its basic components is shown
in Fig. 1. Some components comprise the movable part (MP) – cylinder and fairing
casing, and the other ones comprise the fixed part (FP) – the support, rod and instru-
ment compartment casing (ICC). The PFSS is activated by the pyrotechnically created
impulse pressure in the space between the cylinder and rod. In the process, the impulse
is transmitted to the ICC to cause vibrational overloads, which are subject to regulation.
The impulse action activates the MP until the required velocity is attained. Upon com-
pletion of the cylinder travel relative to the rod shock contact of FP and MP occurs. It is
followed by “picking up”, the linking of the FP and the MP into a single system and the
separation from the rocket. At the point of contact, big dynamic stresses occur in PFSS
components.

Hence, the operability of the PFSS being considered depends on two factors –
dynamic stress during shock contact and ICC vibrational overloads during an impulse
load. To address these problems, it is practical to use dampers (crashers) in the form of
annular elements with reduced stiffness parameters. The location of dampers is shown
in Fig. 1. The transmission of motion from the movable element to the fixed one causes
an intense reduction of the thin ring (damper) and involves severe plastic strain. Thereat
the ring’s resistance to reduction, i.e. its stiffness changes with its contraction. The
damper’s variable stiffness is a critical characteristic that affects the dynamics of the
contact interaction of colliding structures.

Fig. 1. General arrangement schematic of the PFSS

The plastic strain of dampers and the disturbance of unilateral links during shock
contact are the cause of the nonlinearity of the occurring mechanical processes. The
problem posed is that of simulating the dynamic processes in PFSS elements with the
use of dampers, and of determining their characteristics to reduce vibration stresses and
overloads. Unlike paper [13], this study, apart from investigating dynamic strength, also
considers vibration overload problems stemming from kinematic excitation. This factor
is critical in maintaining the functionality of the rocket payload.

2 Simulation. Accounting for Damper Nonlinearity

The PFSS composite construction is simulated as a three-dimensional piecewise-
homogeneous body. Due to the axial symmetry of the PFSS structure, the computa-
tional models are presented as quarter shapes with the introduction of appropriate fas-
tenings. The materials of various PFSS elements are as follows: alloy VNS-5 (steel
13Kh15N4AM3) – cylinder and rod; titanium alloy VT6S – support and instrument
compartment casing. The FEM model with program implementation is used [13, 14].
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It employs a solid poly- linear finite element with a topologically regular discretisation
system. The FEM oscillation and motion equations in matrix form are presented as a
mathematical model [M ] ü + [D] u̇ + [K] u = Fe, where u, u̇, ü are the vectors of
nodal displacements, the velocities and accelerations; [M], [D], [K] are the matrices of
masses, the damping and stiffness; Fe is the external load vector. The initial problem is
solved using the Wilson finite-difference θ-method [15] – an unconditionally stable one
with second-order accuracy. The discretisation in the computational model was chosen
based on numerical experiments with regard for achieving an acceptable accuracy and
reducing the computational burden.

The construction is considered as amechanical systemwherein the basic power com-
ponents are linearly elastic ones and the damper is a nonlinear element. Its nonlinearity is
associated with plasticity and resistance only to compression, i.e. due to a unilateral link-
age. The damper is simulated as a one-dimensional element characterised by the relative
displacement of its ends λ = uy(A)–uy(B) and the force N transmitted via the element.
The plastic stiffness N(λ) is the damper’s characteristic and it depends on its design
and material. The damper stiffness can be found approximately by considering its stress
state at small strains and by simulating shape changes at big reductions. Irrespective of
the damper’s design features (presence of holes, etc.), the elastic-plastic compression
rigidity is characterised and defined by diagram N(λ). The method used to obtain dia-
gram N(λ) is very approximate. A much more accurate and consistent determination of
diagram N(λ) is associated with solving the elastic-plastic problem with big strains with
accounting for the contact between the boundaries of holes. Since implementing such
an approach is challenging, it is unfeasible.

The damper can be in the following states: active plastic strain, elastic unloading
and separation, i.e. the disturbance of contact. With elastic-plastic strain, the overall
relative displacement is presented as λ = λe + λp, where λe, λp are the elastic and
plastic components. The plastic strain is considered as an additional one according to
the method of additional strains in the theory of plasticity. Based on the method, the
additional strains are taken into account by “fictitious” volumetric forces. In this case,
they are reduced to the boundary forces P at the damper ends (Fig. 2), whereas the
computational model treats the damper as an elastic element.

Fig. 2. Schematic diagram of introducing boundary forces

The boundary forces P are external ones and are recalculated at each time integration
step. Their purpose is to compensate for the elastic forces developed in the model of
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the damper as an elastic component of the design. With the plastic compression strain,
the forces P should increase the strain suppressed by the elastic forces. When contact is
disturbed, i.e. the separation of components from each other, the boundary forces should
completely compensate the stresses in the damper model by nullifying them.

The boundary forces are proportional to the plastic component λp: P = E·λp·L−1,
where L is the damper height. The boundary forces P at each equation of motion inte-
gration step are found by iterations. The schematic diagram of their determination is
shown in Fig. 3.

Fig. 3. Schematic diagram of determining boundary forces

The quantity λe is a known function of the current value of the relative displacement
λe = λe(λ). In view of the relationship λp = λ–λe, we obtain P = E·L−1[λ–λe(λ)].
At the time integration step, the displacement with regard for the boundary forces is
expressed as λ = λ0 + αP, where λ0 is the displacement regardless of boundary forces;
α is the displacement at the step due to an impulse of unit boundary forces.

The equations derived are a system with respect to λ, P. Excluding P, we obtain a

nonlinear equation with respect to λ: λ = λo+α·E·L−1·λe(λ)

1−α·E·L−1 .

The denominator in the formula is non-zero because the term αEL−1 < 1. It is the
ratio of the compliances resulting from the action of the boundary forces under the
dynamic (α) and static (E−1 L) loadings. Obviously, with dynamic loading, when the
system inertia acts, the compliance is less.

With active plastic strain, �λp = λi+1
p − λip > 0, where λip, λi+1

p are the plastic
components of the displacement at steps i, i+ 1, respectively. Here, the point in the plane
λ, N is on the curve N(λ), and the boundary forces are determined by the relationship

P = [λ0−λe(λ)]·L−1·E
1−α·E·L−1 .

With �λp < 0, an elastic unloading state occurs. The plastic component λp is fixed
and equals its achieved maximum value. Accordingly, the boundary forces are also fixed
P = E · L−1[λmax − λe(λmax)].

Unloading occurs when λ > λost (Fig. 3), where λost = λmax–λe(λmax). When
this condition is violated, the state is determined as separation, and force interaction of
elements via the damper is absent. The condition λe = 0 serves to determine the value

of the boundary forces P = λ0·L−1·E
1−α·E·L−1 . At the separation state, with the negative λ, the

boundary forces P < 0, and at positive ones, P > 0.
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The technique was tested, in particular, for the shock contact of solids through an
elastic-plastic component, and the results were confirmed qualitatively and quantita-
tively. Definite requirements are put forward to the accuracy of specifying unit boundary
forces. These requirements concern the strict compliance of forces with the specified
value and balance. With contact strain, this is not critical, though without contact and
with free motion this has an effect and introduces errors.

3 Reducing Vibration Stress During Shock Contact

At shock interaction of MP and FP at the PFSS “pick up” phase, the ICC is not included
in the computational model, and the fairing casing is represented as a mock-up model
with the same mass. Fastenings were introduced on the support bottom flange. The MP
and FP impact is simulated with account for the discontinuous initial conditions at t =
0: VFP = 0; VMP = V0 (V0 = 60 m/s). The damper is placed between the parts of the
cylinder and rod that contact during “pick up” (Fig. 1). Several options of using dampers
are considered: a starting one with a mild characteristic N(λ); an elastic steel one with
a high stiffness parameter; an efficient one with a fitting ultimate stiffness Np.

To analyze MP and FP contact interaction, the following computational data are
information-bearing: the changes in the relative displacement of the ends of the damper
λ(t), and the velocities of the points in FP (point A) andMP (point B). They are shown in
Fig. 4, where 1 is the elastic damper, 2 is the source damper, and 3 is the efficient damper.
The initial approach of the ends with plastic strain is representative. It is followed by
unloading and the subsequent disturbance of the contact and the free motion of the
separated bodies. For an elastic steel damper, the approach of the ends is small, whereas
when the plastic properties of the source and the efficient dampers are taken into account,
it is big – up to the limit value λlim. For an efficient damper, the maximum values of λ

were close to λlim or reached them for a short time. This is because the maximum stress
reduction should occur over a bigger time interval at a big λ value. The exhaustion of
the strain capability (λ = λlim) should not be protracted, otherwise, an additional shock
action can occur.

Fig. 4. The change of the relative displacement (a) of the ends and the velocities (b) of the points
on the damper ends (points A, B)

The dynamic stresses in the different PFSS elements: the cylinder (point C), the
rod (point F), and the support (point G) for different damper design options are shown
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in Fig. 5. The basic differences in the dynamic response value are associated with the
impulse action interval (≈0.4 ms) until a maximum pressure from the powder gases is
achieved.

The maximum stress intensities are achieved during dynamic contact, following
which the stresses decrease sharply with free vibrations of the separated components.

The data on the maximum values of the dynamic stresses expressed as relative
quantities σi

*max = σi
max/σp, where σp is the yield strength, are tabulated in Table 1.

They belong to different PFSS components (points:C – the cylinder, F – the rod,G – the
support) and for different dampers. The calculations show that changing the stresses for
the variants of the source and elastic steel dampers are identical in magnitude and law.
The source damper with the mild characteristic N(λ) offers little resistance and only
delays the point of rigid impact of parts. This is typical for an elastic steel damper. A
focused search for the limiting value Np of an efficient damper significantly reduced the
maximum dynamic stresses (by about 1.7 times).

Fig. 5. Relative value of stress intensities: a – point C; b – point F; c– point G

Table 1. Maximum values of the stress intensities in the PFSS components

Damper σi
*
max(C) σi

*
max(F) σi

*
max(G)

Elastic 2.51 1.91 2.17

Source 2.23 1.63 1.66

Efficient 1.45 0.81 0.83
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4 Reducing the Vibrational Overloads

The computational model includes the ICC with axial bearing on the bottom flange (the
rocket body), a support and a simulator rod of the same mass. The impulse load from
the pyrotechnic device is applied to the support upper flange. Overloads in the ICC
occur during the MP motion phase; hence, the MP is not included in the computational
model. The damper is placed between the support and the ICC. The following dampers
are considered: a high-stiffness elastic steel one, a plastic one, and an elastic one with
reduced stiffness.

The problem posed is to choose the characteristics of the material of the damping
elements to evaluate their impact on the emergence of vibrational overloads. Shock
spectra are used to evaluate the overloads under the effect of impulse loads. The spectra
are calculated with a specially developed program. The input data are the kinematic
parameters: the displacements, the velocities and the accelerations as the functions of
time obtained during the computation of the dynamic response of the structure to an
impulse action. Since the parameters differ in each point of the design model, the shock
spectra are computed point by point. In this case, the reference point E was chosen, with
its location shown in Fig. 1.

The initial variant (variant 1), for which the correlations are done, is the case
when the damper characteristics are identical to those of the support and the ICC (E
= 1.99·105 MPa; steel 28Cr3CNiMnWPAl). This variant actually corresponds to the
absence of a damper. The kinematic parameters of the reference point E in the ICC
for this case are shown in Figs. 6, 7 and 8. Note that the prevailing component in the
axial displacement is the periodic one. It is very close to the third natural frequency of
the entire system (ω3 = 1,477 Hz), to which the axisymmetrical vibration mode corre-
sponds. Higher frequencies occur for velocity and acceleration. Note also that during
the active impulse (about 4 ms) the vibrations in the system repeat many times (with the
account for a changing amplitude because the action magnitude changes). This means
that one-time, i.e. during one period, vibration damping due to the plastic strain (the
crusher) is ineffective. This is because it is followed by continuing elastic vibrations of
the entire system, which are transmitted through the plastic-strained damper. This was
found in the calculations, in which the damper plastic strain and a unilateral linkage were
allowed, i.e. the possibility of separation with subsequent "micro shocks" with contact
restoration.

Fig. 6. Axial displacements in the ICC point E: a – variant 1, b – variant 2
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Fig. 7. Axial velocities in the ICC point E: a – variant 1; b – variant 2

Fig. 8. Axial accelerations for different dampers: a – variant 1; b – variant 2

Shock spectra data for the variants considered (variants 1–3) are shown in Fig. 9.
It follows that using an elastic damper with reduced stiffness characteristics dra-

matically reduces the vibrational overloads in the ICC. The peaks on the shock spectra
graphs, especially for variant 1 (absence of a damper) indicate that the initial signal
(the kinematic characteristics) has pronounced period components with corresponding
frequencies.

Fig. 9. Shock spectra for different dampers: 1, 2, 3 – variant numbers

Hence, numerical research has shown that using dampers with reduced elastic stiff-
ness characteristics can be effective. The overload value defined by amax is reduced by
more than 1.5 times for the frequency range up to 10 kHz. The stiffness can be reduced
not by material selection, but rather by design solutions.

Thereat, the damper need not be an elastic solid spacer. It can have a more complex
shape, e.g., a corrugated plastic ring.
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5 Conclusions

The developed method was applied to reduce the dynamic stress and the vibrational
overloads for different phases of the PFSS operation by installing different dampers and
selecting their characteristics. For the “pick up” – the shock contact phase, the limit
stiffness of the plastic damper between the cylinder and rod was found. At this stiffness
value the maximum dynamic stresses in the contacting components were reduced by
1.5–1.7 times. With impulse perturbation from pyrotechnic devices, an effective damper
is an elastic one with a reduced stiffness (E≈200–400 MPa) between the ICC and the
support. The vibrational overload characteristics – the ICC shock spectra in the frequency
range up to 10 kHz were reduced significantly.
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Abstract. A technique and software for numerically modeling the dynamic pro-
cesses of the elastic-plastic deformation of axisymmetric structures with using
the finite element method are proposed. To integrate the equilibrium equations of
the dynamic theory of plasticity, Newmark’s and Wilson’s algorithms of implicit
incremental procedures are used. In solving the dynamic problem of the theory
of plasticity at each time increment and iteration, it is necessary to both calcu-
late and triangulate the matrix of the system of resolving finite element method.
Dynamic processes of the elastic-plastic deformation of axisymmetric structures
under short-term pulsed loading, as well as upon their impact against a rigid sta-
tionary barrier, were simulated. The distributions of stresses, plastic deformations,
and also of the velocities and accelerations of structural elements at different times
are obtained. At high impact velocities, the problem of divergence of the incre-
mental time integration process arises. This problem can be overcome by reducing
time increments at the initial moment of structural deformation. The calculation
method can be used in the analysis of the dynamic processes in space-rocket
hardware components.

Keywords: Dynamic loading · Stress-strain state · Finite element method

1 Introduction

The study of the behavior of structures under dynamic loading is one of the urgent
problems associated with a wide class of theoretical [1] and practical problems [2]. In
these problems significant dynamic loads often occur [3]. These loads act on different
structural elements [4, 5], and often the intensity of the loads is so high [6] that plastic
deformations can occur in the structural elements [7]. This leads to the necessity of
solving the elastoplastic problem [8]. At high loading rates, it is necessary to set an
appropriate deformation diagram of the material, taking into account the increase of the
yield strength [9].
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The solution of elastic-plastic problems was carried out by the finite element method
(FEM) [10], which is widely used for solving different difficult problems [11, 12]. In
solving the dynamic problem of the theory of plasticity at each time increment and
iteration, it is necessary to both calculate and triangulate the matrix of the system of
resolving FEMequations,whichmakes changes to the algorithms of implicit incremental
integration procedures by Newmark’s and Wilson’s methods [13].

2 The Main Relationships of the Analysis of Transient Processes
in Axisymmetric Structures with Plastic Deformations Taken
into Account

In solving the axisymmetric dynamic boundary value problem with using FEM [14]
for the numerical time integration of equilibrium equations, Newmark’s and Wilson’s
implicit incremental procedures are used.

The FEM equilibrium equation in the state of motion has the form:

Müt+�t + Cu̇t+�t + Kut+�t = Rt+�t, (1)

where M, K, C are the mass, stiffness and damping matrices; R is the vector of nodal
loading; ut+�t , u̇t+�t , üt+�t are the vectors of nodal displacements, velocities, and
accelerations of the ensemble of finite elements. The region of a plane or an axisymmetric
problem consists of quadrangular subregions whose sides can be either rectangular or
curvilinear (in the form of arcs of circles), forming a topologically regular grid [15].
Each subregion has its own material properties depending on temperature, and, based
on the given information, is divided into simple quadrangular elements [16, 17].

ut+�t = ut + �tu̇t + �t2

6
(üt+�t + 2üt).

To solve the problem of plasticity theory, the flow theory with isotropic hardening
is used. The increments of the components of plastic deformations �ε

p
ij are calculated

from relations [18]:

�ε
p
ij =

(
3

21σi

)2( 1

Et
− 1

E

)
1Sij

1Skm�σkm + 3

21σi

(
1

Et
− 1

E

)(
1σi − 1σs

)
, (2)

where E is Young’s modulus; Et is the tangent modulus, which is determined by the
material deformation diagram; 1σi is the stress intensity at the beginning of the increment,

σi =
√

2
3Sijδij;

1σs is the yield strength corresponding to the beginning of the increment;
Sij is the deviator part of the stress tensor, Sij = σij − σijδij; δij are Kronecker symbols;
�σkm are the increments of the stress tensor components [19].
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In solving the problem of plasticity theory, at each time increment, an iterative pro-
cess occurs during which the FEM stiffness matrix changes. In contrast to the dynamic
problem of elasticity theory, at each increment and iteration, the stiffness matrix is cal-
culated and triangulated. Moreover, the algorithms of Newmark’s andWilson’s methods
[13] undergo changes.

Expressing üt+�t and u̇t+�t through the displacement increment vector �ut+�t =
ut+�t – ut

üt+�t = −üt + �ut+�t
4

�t2
− u̇t

4

�t
,

u̇t+�t = −u̇t + �ut+�t
2

�t
,

(3)

substituting them into (1) and using (1) for the previous time t, we obtain:

K̂�ut+�t = �R̂t+�t, (4)

where K̂ = Kt+�t + C 2
�t +M 4

�t2
;

�R̂ = Rt+�t − Rt +M
(
2üt + u̇t

4
�t

) + 2Cu̇t + (Kt − Kt+�t) ut .

After solving the system of FEMEqs. (4), using (2), we determine the displacements,
velocities, and accelerations of nodes for time t + �t:

ut+�t = ut + �ut+�t,

üt+�t = −üt − 4

�t
u̇t + 4

�t2
�ut+�t,

u̇t+�t = u̇t + (üt + üt+�t)
�t

2

(5)

Similarly, we obtain relations for integrating the equations of motion when solving
the nonlinear dynamic problem of the theory of plasticity by the Wilson method [12]:

üt+θ�t = 6

θ2�t2
(ut+θ�t − ut) − 6

θ�t
u̇t − 2üt,

u̇t+θ�t = 3

θ�t
(ut+θ�t − ut) − 2u̇t − θ�t

2
üt

(6)

After substituting relations (6) into equilibrium Eq. (1) for time t + θ�t and taking
θ equal to 1.4, we obtain:

K̂t+θ�t�ut+�t = θ
(
Rt+�t − Rt

) +M

(
6

θ�t
u̇t + 3üt

)
+ C

(
3u̇t + θ�t

2
üt

)
+ (

Kt − Kt+θ�t
)
ut (7)

where K̂t+θ�t = Kt+θ�t + 6
(θ�t)2

M + 3
θ�t C.
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After solving the system of FEMEqs. (7), we calculate the displacements, velocities,
and accelerations for time t + �t

üt+�t = 6

θ3�t2
(ut+θ�t − ut) − 6

θ2�t
u̇t +

(
1− 3

θ

)
üt,

u̇t+�t = u̇t + �t

2
(üt+�t + üt),

ut+�t = ut + �tu̇t + �t2

6
(üt+�t + 2üt).

In calculating the mass and stiffness matrices, numerical integration over the area of
finite elements is carried out in both directions with using two-node Gaussian formulas.
At the same time, the finite element region is mapped onto a square with a side of one.
Elements of the mass matrix are calculated once and stored in the array (ku + 1)*5,
where ku is the number of the nodes of finite structural elements.

After determining the displacements, velocities, and accelerations for time t + �t,
at each iteration, both the stress-strain state of the structure and the accumulated plastic
strains eip are calculated. They are compared with their eip values for the previous
iteration. In the case of convergence of the process (eip–eipp)/eip < ε, where ε is a given
accuracy, the last iteration is performed with the output of results and proceeding to the
next increment.

3 Modeling Dynamic Processes of Elastic-Plastic Deformation
of Axially Symmetric FEM Structures

Let us consider the solution of test examples for the elastoplastic deformation of contin-
uous cylinders loaded with a short-term axial pulse in the form of a sinusoidal half-wave
with an amplitude of 800 MPa and a duration of 12 μs. The second end of the cylinder
rests on a fixed barrier.

The meridional section of the cylinder with its discretization into finite elements is
shown in Fig. 1.

Fig. 1. The design scheme of the cylinder

The elastic properties of the material were taken equal to E = 2 × 105 MPa, ν =
0. The deformation diagram is shown in Fig. 2. The time integration was carried out by
the Newmark method with a time increment of 2 μs.
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Fig. 2. Material deformation diagram

The distribution of axial stresses along the cylinder length at the outer surface for
different times t is shown in Fig. 3, and that of plastic deformations, in Fig. 4. During
plastic deformations, thematerial is incompressible, which is why a 3D stress-strain state
is realized in the cylinder. After the time increment reaches 8μs, elastic unloading begins
where the pulse acts, and the plastic deformation zone continues to develop due to inertia
forces, reaching the opposite end in 14 μs. Before the time increment reaches 16 μs,
half of the cylinder becomes unloaded, and in its second part, the plastic deformations
continue to increase.

Fig. 3. The distribution of axial stresses along the cylinder length

Consider the cylinder impact (Fig. 1), at a speed of 100 m/s, against a fixed barrier.
Material properties were taken E = 2 × 105 MPa, ν = 0.3. To solve the problem by the
Newmark method, the following temporal discretization is adopted: 5× 10–8; 1× 10–7;
3 × 10–7; 7 × 10–7; 1 × 10–6; 1.5 × 10–6; 2 × 10–6 s and further with an increment of
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Fig. 4. The distribution of plastic deformations

1 μs to 20 μs. The first increment should be so small that the deformations are elastic.
Further, the increments need to be constantly increased. Otherwise, due to large errors
in the description of the wave processes of deformation from the opposite end, there
occurs an additional unreal loading of the cylinder.

Figures 5 and 6 show the results of the distribution of axial stresses and equivalent
plastic deformations along the cylinder length at different times t, at r=1.25mm(Fig. 5, a
and Fig. 6, a) and r= 8.75mm (Fig. 5, b and Fig. 6, b). Before the time increment reaches
20 μs, the plastic deformation of the cylinder becomes almost complete.

Fig. 5. The distribution of axial stresses along the cylinder length
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Fig. 6. The distribution of plastic deformations

Themaximumequivalent plastic deformations at the pointwhere the cylinder impacts
against the barrier reach 6% and, at a time of 20 μs, propagate practically over the entire
cylinder.

At an impact velocity of 20 μs, the maximum plastic deformations of 0.9% occur at
a time of 20 μs on the cylinder axis at a distance of about 10 mm from the point where
the cylinder impacts against the barrier, and propagate to a distance of up to 3.5 mm
from the impact point, with the time increment being 2 μs.

4 Conclusions

Dynamic loading of structures is very often accompanied by the plastic deformation of
material, which requires the solution to an elastic-plastic problem. A calculation method
was developed and dynamic processes of the elastic-plastic deformation of axisymmetric
structures under short-term pulsed loading, as well as upon their impact against a rigid
stationary barrier, were simulated. The distributions of stresses, plastic deformations,
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and also of the velocities and accelerations of structural elements at different times t are
obtained. At high impact velocities, the problem of divergence of the incremental time
integration process arises. This problem can be overcome by reducing time increments
at the initial moment of structural deformation. At high loading rates, it is necessary to
set an appropriate deformation diagram of the material, taking into account the increase
of the yield strength.

Both the calculationmethodology and software canbeused in the analysis of dynamic
processes when undocking space-rocket hardware elements.
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Abstract. In this paper, a new collocation type numerical method, Cross-Line
Method (CLM), is proposed for solving general engineering problems governed
by second order partial differential equations with proper boundary conditions.
The method is based on the use of a finite number of lines crossing the collocation
node under consideration and therefore it is also called the Finite Line Method
(FLM). In the method, the Lagrange interpolation formulation is used to construct
the shape functions over each line. By differentiating the shape functions, a set
of equations are established along each line and the Least-Square technique is
applied to all lines’ equations to form an equation set to solve the first and second
orders of partial derivatives of any physical variables with respect to the global
coordinates. The distinct feature of the proposed method is that the derived spatial
partial derivatives are directly substituted into the governing partial differential
equations and related boundary conditions to set up the system of equations with
physical variables, temperatures, at all collocation nodes as unknowns. As an
application, the proposed method is used to solve the heat conduction problems
and two numerical examples are given to verify the correctness of the proposed
method.

Keywords: Cross line element · Cross Line Method · Finite Line Method · Heat
transfer

1 Introduction

As development of super computers, numerical analysis has become more and more
important in modern engineering problems such as the heat conduction problem. The
finite element method (FEM) is the most frequently used numerical method in science
and engineering problems [1, 2], including heat conduction problems. This is attributed
to the use of well-developed isoparametric elements which can make the computational
results very stable. Besides, the finite elements have fixed nodes distribution, which not
only can make different material properties easily imposed, but also can result in high
computational efficiency. FEM is a type of weak-form methods [3], which requires a
variational principle or energy equation to set up the solution algorithm. In addition, the
numerical integration is needed over each element, which makes FEM not as flexible as
strong-form methods, such as the collocation type of methods [4–12].
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In collocation methods, the free element method (FrEM) [13] is a very flexible
method in forming elements and setting up the system of equations. FrEM is a novel
method absorbing the advantages of FEM [4] and mesh free methods [10] and has been
successfully used to solve advanced heat conduction [14], solid mechanics [15], fluid
mechanics problems [16], and others [17]. To improve the computational efficiency of
FrEM, a family of cross-line elements (CLEs) are constructed in [18], which can use
extremely few nodes to discretize problems’ geometries, since the first order spatial
derivatives are only related to the nodes over lines crossing the collocation node and
the second ones are only related to the nodes over plates crossing the collocation node.
CLEs are very easy to be used and have high computational efficiency. However, only
quadratic CLEs are constructed in [18]. It has been demonstrated that for collocation
type methods, high-order elements are needed to obtain accurate results [19]. Thus, to
improve the accuracy of CLEs, a completely new construction method of any high order
CLEs is proposed in the paper and a related new numericalmethod, called the Cross-Line
Method (CLM), is presented, which can be used for any number of cross lines. Since
CLM is based on the use of a finite number of straight or curved lines, it is also called
the Finite Line Method (FLM) [20].

CLM is based on equations from all chosen lines crossing the collocation node. Since
the number of lines crossing a node is usually more than the number of components
of the first and second orders spatial partial derivatives, the Lest-Square technique is
employed to form the equation set to solve for the spatial partial derivatives which are
used to collocate the system of equations by the governing equations and related proper
boundary conditions. To demonstrate the correctness of the newly proposed CLM, two
numerical examples will be given for heat conduction problems over two-dimensional
(2D) and three-dimensional (3D) configurations, respectively.

2 Methodology

2.1 Cross Lines and Their Spatial Partial Derivatives Used in Cross-Line Method

2.1.1 Formulations for Computing the First Order Partial Derivatives

Most engineering problems are governed by the second order partial derivatives with
respect to the global coordinates and the related Neumann boundary conditions are
related to the first order partial derivatives [3–18]. To compute these derivatives, let’s
consider lines crossing a collocation node. For 2D problems, three types of line dis-
tributions can be identified as shown in Fig. 1. At a collocation node located on the
smooth boundary, 2 lines can be defined; for a corner node, 3 lines can be used; and for a
node located inside the problem, 4 lines may be formed. For an easy view, Fig. 1 shows
three-noded straight lines for the three types of cases. In fact, cross lines can be curved
and the number of each line’s nodes can be more than 3 for high order line elements.
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Fig. 1. Lines crossing three types of collocation nodes in 2D problems

Taking the 3D problem as the derivation background, let’s denote the first order
partial derivatives of a function f (x) with respect to the global coordinates x = {x1, x2,
x3} using ∂f /∂xi, i = 1,2,3, and thus the directional derivative of f (x) along the length
l of a line can be expresses as

∂f

∂l
=

∑

i

∂f

∂xi

∂xi
∂l

= [∂x1
∂l

,
∂x2
∂l

,
∂x3
∂l

]

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂f

∂x1
∂f

∂x2
∂f

∂x3

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(1)

where the length l of a line is accounted from one of the two ends of the line. For each
line crossing the collocation node, we can write up an equation like Eq. (1) and thus
after considering all crossed lines, the following matrix equation can be written:

[J ]
{

∂f

∂x

}
=

{
∂f

∂l

}
(2)
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where

[J ] =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂x1
∂l1
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∂x2
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∂x1
∂l2

,
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,
∂x3
∂l2

...
...

...

∂x1
∂ln

,
∂x2
∂ln

,
∂x3
∂ln

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

{
∂f

∂x

}
=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∂f

∂x1
∂f

∂x2
∂f

∂x3

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

,

{
∂f

∂l

}
=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂f

∂l1
∂f

∂l2
...

∂f

∂ln

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (3)

in which n is the number of lines crossing the collocation node, and lJ represents the
J-th line.

If the number of selected cross lines are equal to the number of components of ∂f /∂xi
which is 2 for 2D and 3 for 3D problems, we can directly solve Eq. (2) for the values of
∂f /∂xi and this means that only 2 or 3 cross lines are needed for 2D and 3D problems,
respectively, as marked lines in black color in Fig. 1.

For the case that more cross lines are considered, as shown in Fig. 1 for lines marked
in both black and blue colors, n in Eq. (3) is more than the components of ∂f /∂xi. In this
case, to make Eq. (2) solvable, we apply the Least-Square technique to Eq. (2), which
can result in the following matrix equation:

[J ]T [J ]
{

∂f

∂x

}
= [J ]T

{
∂f

∂l

}
(4)

where [J ]T represents the transpose matrix of [J].
Now, [J ]T [J ] is invertible, and thus we can easily obtain the following equations:

{
∂f

∂x

}
= [Q]

{
∂f

∂l

}
(5)

where

[Q] =
(
[J ]T [J ]

)−1[J ]T (6)

Let’s characterize a line using a number of nodes as in FEM, then the derivative
∂f /∂lJ for line J can be approximated using the following equation:

∂f

∂lJ
=

mJ∑

α=1

∂LJα(l)

∂l
f α (7)

where mJ is the number of nodes defined over line J, f α is the value of f at node α, and
LJα is the shape functions of line J. The Lagrange interpolation formulation [7] can be
used to easily form the shape functions, which can be expressed as

LJα(l) =
mJ∏

β=1, β �=α

l − lβ
lα − lβ

α = 1 ∼ mJ (8)
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Similarly, the derivatives of coordinates in [J] of Eq. (3) can also be computed by

∂xi
∂lJ

=
mJ∑

α=1

∂LJα(l)

∂l
xα
i (9)

Noticing Eq. (7), Eq. (5) can be written as

∂f

∂xi
=

M1∑

α=1

N ′
iαf

α (10)

where M1 is the number of all nodes defined over the selected lines for the 1st order
partial derivative, and

N ′
iα =

n∑

J=1

QiJ
∂LJα(l)

∂lJ
(11)

in which, QiJ is the elements computed by Eq. (6).

2.1.2 Formulations for Computing the Second Order Partial Derivatives

From Eqs. (10) and (11), we can easily derived that

∂2f

∂xi∂xj
=

n∑

J=1

M1∑

α=1

(
QiJ

∂lJ
∂xj

∂2LJα(l)

∂l2J
+ ∂QiJ

∂xj

∂LJα(l)

∂lJ

)
f α (12)

in which, ∂lJ /∂xj = 1/(∂xj/∂lJ ) and

∂QiJ

∂xj
=

d∑

k=1

([J ]T [J ])−1
ik

⎛

⎝∂JJk
∂xj

−
n∑

I=1

d∑

p=1

∂JIk
∂xj

JIpQpJ

⎞

⎠

−
n∑

I=1

d∑

p=1

QiI
∂JIp
∂xj

QpJ

(13)

with d = 2 for 2D and d = 3 for 3D problems.
For easier use, Eq. (12) can be expressed as the following form:

∂2f

∂xi∂xj
=

M2∑

α=1

N ′′
ijαf

α (14)

where M2 is the number of all nodes defined over the selected lines for the 2nd order
partial derivative, and

N ′′
ijα =

n∑

J=1

(
QiJ

∂lJ
∂xj

∂2LJα(l)

∂l2J
+ ∂QiJ

∂xj

∂LJα(l)

∂lJ

)
(15)
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Using Eqs. (14) and (10), we can establish the system of equations by collocat-
ing the governing differential equations and related boundary conditions at internal
and boundary nodes, respectively, as shown in the following for the heat conduction
problems.

2.2 Cross-Line Method for Solving Heat Conduction Problems

2.2.1 Govern Equation and Boundary Conditions in Heat Conduction

The governing equation for steady state heat conduction problems with a spatially
varying thermal conductivity and heat source can be expressed as [3]

λij(x)
∂2T (x)

∂xi∂xj
+ ∂λij(x)

∂xi

∂T (x)

∂xj
+ S(x) = 0 (16)

and three commonly used boundary conditions are as follows:

T (x) = T x ∈ �1 (17)

−λij(x)
∂T (x)

∂xj
ni = q x ∈ �2 (18)

−λij(x)
∂T (x)

∂xj
ni = h(T (x) − T∞) x ∈ �3 (19)

in which, �1 ∪ �2 ∪ �3 = �, � = ∂�, n is the outward normal to the boundary �, h is
the heat transfer coefficient; T , q and T∞ are the prescribed temperature, heat flux and
environmental temperature on the boundary, respectively; λij is the thermal conductivity,
and S the source of heat-generation rate. The repeated subscripts i and j represent the
summation through its range which is 2 for 2D and 3 for 3D problems.

2.2.2 Generation of the System of Equations Using CLM for Heat Conduction

As in the mesh free method [8–10], in CLM the computational domain is discretized
into a series of nodes. At each node, a number of cross lines are formed with surrounding
nodes, as shown in Fig. 1. For internal nodes, substituting Eqs. (14) and (10) into Eq. (16)
results in

(
λijN

′′
ijα + ∂λij

∂xi
N ′
jα

)
Tα + S = 0 (20)

And for boundary nodes at which the heat fluxes are given, substituting Eq. (10) into
Eq. (18) yields

−λijN
′
jαniT

α = q (21)

−λijN
′
jαniT

α = h
(
Tc − T∞

)
(22)
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where Tc is the temperature at the collocation node, which is one of Tα , α = 1,…,M with
M being the number of total nodes over all the crossed lines at the collocation node. As
for the boundary nodes at which the temperature is specified, Eq. (17) is directly served
as one of the system equations.

After apply the specified boundary conditions to Eqs. (20)–(22), the final system of
equations can be formed and can be written as the matrix form as follows

[A]{T } = {b} (23)

where [A] is the coefficient matrix, {b} is a known vector formed by specified tempera-
tures and fluxes as well as the heat source S. It is noted that [A] is a sparse matrix, since
for each collocation node, only surrounding nodes are related.

By solving Eq. (23) for {T}, we can obtain the temperature values at all nodes.

3 Results and Discussion

A computer code has been developed based on the above described CLM. To validate the
proposed method and show its ability of solving complicated problems, two numerical
examples are given in the following for these purposes.

3.1 Heat Conduction Over a Plate

The demonstrated first example is a plate of 100 mm × 60 mm. The left side of the
plate is imposed with a temperature of T = 200K and the right side with heat flux of
q = 10J/(m2 · s). Upper and lower sides are adiabatic. The heat conductivity of the plate
is λ = 10 W/m/K.

Obviously, the exact solution to this simple example can be easily obtained, that is, the
temperature on the right side is 100K and linearly increased to the left side. To examine
the stability of the proposed method, four different nodes distributions are modeled as
shown in Fig. 2, among which the left side two meshes have regularly distributed nodes,
while right side two have irregularly distributed nodes. In computation, 3-noded lines
are used for boundary and internal nodes, as shown in Fig. 1. The contour plots of the
computed temperatures based on the four models are shown in Fig. 2. From Fig. 2 it can
be seen that the computed results are almost the same, and all are in excellent agreement
with the exact solution. This indicates that the proposed method has good stability even
for highly irregularly distributed nodes.

3.2 Heat Conduction over a Heat Radiator

The second example demonstrated in the paper is a heat radiator as shown in Fig. 3.
The dimensions and material property are also shown in Fig. 3. The square area on the
bottom is subjected to a temperature of T = 85 °C and other surfaces are in the heat
convection condition of h = 5W/m2K, T∞ = 20 °C.
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(a) 3×3 regular nodes            (b) 3×3 irregular nodes 

(c) 30×20 Regular nodes                    (d) 30×20 Irregular nodes 

Fig. 2. Fourmodelswith different nodes distributions and contour plots of computed temperatures
using CLM

The radiator is discretized as 122,791 collocation nodes. At each node, 3 cross lines
are formed and 3 nodes are used over each line. Figure 4 shows the mesh formed by
connecting all cross lines.

Fig. 3. Dimensions, material and boundary conditions of a heat radiator

Figure 5 is the contour plot of computed temperature and Table 1 lists the computed
temperature at a few nodes along the central line of the middle blade of the radiator. For
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Fig. 4. Mesh connected by cross lines in CLM computation

comparison, the commercial software ABAQUS is also used to compute this problem
with the same nodes as shown in Fig. 4.

From Fig. 5, it can be seen that the contour lines are very smooth over the whole
radiator. This indicates that the computed results are stable. And from Table 1 it can be
seen that the CLM results are in good agreement with ABAQUS. The maximum relative
error is 1.32%. These indicate that the proposed method is correct and can simulate
complicated 3D problems.

Fig. 5. Contour plot of computed temperature (°C)
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Table 1. Comparison of temperatures

z ABAQUS CLM Relative error (%)

−1 85.0000 85.0000 0.0000

2.5 73.0770 74.0396 1.3173

6 49.6425 49.2711 −0.7481

9.5 33.0269 32.8995 −0.3858

13 25.7559 25.7181 −0.1468

16.5 22.5575 22.5463 −0.0498

20 21.1427 21.1409 −0.0087

23.5 20.5149 20.5151 0.0009

27 20.2381 20.2388 0.0036

30.5 20.1222 20.1228 0.0032

34 20.0884 20.0889 0.0026

4 Conclusions

The following conclusions can be drawn for the proposed Cross-Line Method (CLM):

(1) The use of CLM is similar to the mesh free method (MFM). The difference is that
CLMworks on crossed lines even for 2D and 3D problems, but MFM uses a cluster
of scatter points.

(2) High order cross lines used in CLM can be easily formed by surrounding nodes,
and its shape functions can be directly constructed using the Lagrange interpolation
formulation.

(3) In this paper, only the first and second order spatial partial derivatives are derived
analytically. However, higher order derivatives, if required, can be evaluated by
recursively using the first-order one.

(4) In CLM, all nodes surrounding the collocation node can have contribution to the
final system of equations, while in the Lagrange elements of FEM as well as the
algorithm in finite difference method, nodes only over two lines (in 2D) or 3 lines
(in 3D) have contributions.

(5) Although the heat conduction problem is taken as a research background in the
paper, other engineering problems such as the mechanical and fluid mechanics
problems can also be solved using CLM in the straightforward way, and with the
help of using the zonal technique as in [17, 19], complicated large-scale problems
can be easily simulated.
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China under grant nos. 12072064.
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Vibration Analysis of Curved Panels and Shell
Using Approximate Methods and Determination

of Optimum Periodic Angle
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Abstract. The goal of this paper is to deduce the lowest free vibration frequency
of a curved panel (cylindrical) simply supported edges (SSSS) correspondent to
a range of circumferential subtended angles at the center and arriving at optimum
angle. Beam functions modes and arbitrary triangular shallow shell finite element
(FE) shape functions are used here as displacement functions. Thin shell theory
used. Rayleigh-Ritz’s approach is applied to get the solution. It is noticed that in
a curved panel there is a distinct subtended angle, where the frequency is lowest.
The same frequency is also the lowest in a full shell with axially simply supported
ends. This distinct subtended angle is the optimum angle of the curved panel.
Panel is called an optimum curved panel. The optimum angle for a curved SSSS
panel is determined as well as the lowest frequencies for various a / R and h / R
ratios. Optimal angles obtained for curved SSSS panels for a particular geometry
are considered to find frequencies for various edge boundary conditions. Further,
considering subtended angle of curved panel available in literature which is not
optimum for a given geometry, natural frequencies are computed for different
edge constraints and differentmodes (axial and circumferential). Frequencies from
present FEM and beam functions modes are compared well with published data.
These optimum curved panel (periodic/repeating cells of a complete cylindrical
shell) frequencies are useful for comparing the bounding or cutoff frequencies
and modes of the periodic shell structure (alike curved panels or cells joined an
end-to-end or side-by-side) analysis.

Keywords: Optimum periodic angle · Optimum curved panel · Cylindrical
shell · Free vibration · Lowest natural frequencies (LNF) · FEM · Beam function

1 Introduction

The structural module of aerospace, marine, and missile structures can be idealized
as curved panels (single and multi-supported). Vibration and noise are key problems,
which are experienced in various engineering structures. A periodic structure com-prises
basically of a number of the alike structural module (repeating cells) that are joined
together in one or two-dimensional array to form the complete/full structure [1, 2]. For
a circular cylindrical shell, every repeating cell is a section of the shell between two
consecutive nodal positions (Fig. 1).

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
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Fig. 1. Axial and circumferential nodal lines of a circular cylindrical shell

In [1], free vibration of two axially stiffened (forty four and sixty six stiffeners)
cylindrically shells was performed using the exact solution of the differential equation,
considering the structure as an assembly of curved panels as repeating cells. One of
them, with forty four stiffeners, has been idealized as an assemblage of forty four curved
panels, each subtending an angle at the center of any cross-section of 2π/44 radians
and the other with sixty six stiffeners idealized with cells subtending an angle of 2π/66
radians. However, in each case, the geometry of the shell is identical. Shell vibration
problem using the hierarchical finite element method(FEM)studied [2] for obtaining the
dynamic characteristics with forty-four line-stiffened with identical shell dimension [1].
Fuzhen et al. [3] contributedvibration evaluationusing the Jacobi-Ritz approachof sealed
cylindrical containers. Zuocai et al. [4] studied frequency features, and responsiveness
evaluation of a size-reliant laminated cylindrical nanoshell. Ghasemi and Mohandes [5]
provided the differences in frequencies of the rotating fiber metallic laminated cylindri-
cal shell due to different axial and circumferential wave numbers, a/R ratios, thicknesses,
and volume fractions of metal. Laurent et al.[6] proposed a semi-analytical approach
to analyze the dynamic (vibro-acoustic) conduct of submerged repeating (axisymmetric
frames) stiffened cylindrical shells via the circumferential admittances technique and
FEM. The impact of Bloch-Floquet conditions on waves and the support distance at the
noise transmission is brought out. Hirwani et al. [7] studied the frequency responses
considering nonlinearities of the laminated curved panels CFRP composite each numer-
ically and experimentally. From the above research, it’s determined that in past literature,
the selection of the repeating cells has been random [1, 2] and lacks the optimum curved
panel approach [1–7].

Free wave propagation in an unstiffened shell [8] and ring [9] studied using periodic
structure concept considering an assembly of curved panel and curved beam respec-
tively. Syed and Bishay [10] presented FE-based design method for periodic beam with
geometry and material discontinuity, to aim at a particular wanted attenuation frequency
band. Jisu et al. [11] presented the analytic method to envisage the wave transmission at
joints linking two semi-infinite periodic reinforced plates subjected to an applied point
external harmonic force using the Bloch-Floquet theory and fourier transform. In peri-
odic supported beams, the lowest natural frequency (LNF) resembles to the lowest mode
(m = 1) between any two supports vibrating with simply-supported ends. Similarly in
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multi-span flat rectangular panels the LNF resembles to the minimum mode (m = 1 in
length direction and nc = 1 in the width direction) of any repeating cells vibrating with
all sides simply supported (SSSS) [8]. Hence it emerges judicious for shell analysis to
take the repeating cells that would correspond to the LNF with SSSS boundary condi-
tions. An attempt has been made in earlier work to determine the optimum repeating or
periodic cells [8, 9].

For a circular cylindrical shell with simply supported ends, the minimum radial
vibration frequency resembles to the minimum axial mode (m = 1) but the circumfer-
ential mode number depends on the axial length (a) to radius ( R) ratio and thickness
(h) to radius (R) ratios of the shell [12]. Therefore, in this article, free vibration of a
single curved panel, with SSSS boundary conditions for different (a/R) and (h/R) ratios
are examined. Following Warburton’s full-shell method [12], SSSS curved panels were
analyzed in a range of circumferential subtended angles θ at center. Note that in a curved
panel, there is a distinct subtended angle, where the frequency is lowest. The same fre-
quency is also the lowest in a full shell with axially simply supported ends. This angle is
called the optimal angle(θ0) for the curved panel geometry. The curved panel is named
as optimum curved panel (periodic curved panels/ repeating cells) for a given a/R and
h/R ratios. This optimum or optimally curved panel should be used in case of periodic
shell vibration. This aspect has not been discussed in the studies previously published by
other researchers. This is a noteworthy observation of this paper and is very important
for periodic shell vibration analysis. Fortran programs have been developed for the free
vibration of curved plates/panels with various edge constraints for both (i) using char-
acteristic beam function (BF) mode [12], and (ii) an arbitrary triangular shallow shell
FE shape functions [14]. Frequencies are obtained from both programs are compared
well with [1, 2]. These results are useful for comparing the cutoff frequencies of the
propagation planes of periodic shell structures [1, 2].

2 Methodology

2.1 Free Vibration of Cylindrical shell WARBURTON’S [12] and Curved Panel

Cylindrical Shell:
Free vibration analysis of a cylindrical shell (Fig. 1) that simply supports the ends. The
circumferential full waves and axial modes are N and m, respectively. The possible
displacement functions in axial (u), circumferential (v), and radial (w) vibrations are:

u = Amn cos(Nθ) cos
(mπx

a

)
eiωt

v = Bmn sin(Nθ) sin
(mπx

a

)
eiωt

w = Cmn cos(Nθ) sin
(mπx

a

)
eiωt

(1)

The natural frequency of a cylindrical shell is a function of shell variables (a/R and
h/R) and modes m and N. Using the displacement function of the Eq. (1) in the strain
and kinetic energy expressions of Love-Timoshenko thin shell theory obtainable in [1]
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in x, θ coordinates, a cubic equation of � derived [12] for natural frequency(�)in a
Rayleigh-Ritz principle.The lowest root is for radial vibration.

Curved Panels
Figure 2 shows a cylindrical plate/panel that represents the length (a) in axial direction,
radius (R),and subtended angle (θ0). The displacement or deflection functions which
meet the SSSS conditions exactly are:

u = Amnsin (λc θ) cos(mπ x/a)eiωt

v = Bmncos(λc θ) sin(mπ x/a)eiωt

w = Cmnsin(λc θ) sin(mπ x/a)eiωt
(2)

where λc = ncπ/θ0; θ0 is circumferential subtended angle of curved panel (Fig. 2); nc
and m are number of circumferential half waves and axial half waves respectively; b =
Rθ0 is curved length of panel. The deflection functions of Eq. (2) are used in the strain
and kinetic energy expressions [1] and integrated with a limit from 0 to θ on curved
panels instead of 0 to 2π in full shell [12]. Rayleigh-Ritz’s principle is applied to get
a cubic frequency equation in �. The lowest root corresponds to radial vibration. The
natural frequencies are function of the shell parameters (a/R and h/R) and the modes
(m,nc). The frequency equation for curved panel is similar to shell of [12] as follows
(Eq. 3).

�3 − P2�
2 + P1� − P0 = 0 (3)

where P0,P1,and P2 are constants. Dimensionless frequency equation is

Fig. 2. Curved panel.

Δ = Ω2 = ρR2ω2(1− υ2)

E

2.2 Free Vibration of Curved Panel in Dimensionless Co-ordinates

The strain and kinetic energy equations based on the Love Timoshenko theory of the
cylindrical shell can be described in dimensionless (ξ = x/a, η = y/ Rθ) coordinates as
follows.
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(A) Displacement Functions for a Curved Panel with SSSS Conditions

U (ξ, η, t) = u(ξ, η)iωte ; u =
∑
m

∑
n

umn cos(mπξ) sin(nπη)

V (ξ, η, t) = v(ξ, η)iωte ; v =
∑
m

∑
n

vmn sin(mπξ) cos nπη

W (ξ, η, t) = w(ξ, η)iωte ; w =
∑
m

∑
n

wmn sin(mπξ) sin nπη

(5)

(B) Displacement Functions for a Curved Panel with Curved Sides Clamped and
Straight Sides Simple Supported( SCSC)

U (ξ, η, t) = u(ξ, η)iωte ; u =
∑
m

∑
n

umn
(
φm,n

)
,ξ sin(nπη)

V (ξ, η, t) = v(ξ, η)iωte ; v =
∑
m

∑
n

vmnφm,n cos nπη

W (ξ, η, t) = w(ξ, η)iωte ; w =
∑
m

∑
n

wmnφm,n sin nπη

(6)

Using the displacement functions Eqs. (5 and 6) in the strain and kinetic energy
expressions the stiffness and mass matrices of the curved panel have been derived
using Rayleigh Ritz’s method as follows.

∂�2

∂q = 0; (q = u, v,w), one finds an eigenvalue problem(Eq. 7)

(
[K]− �2[ M ]

)
{q} = {0} (7)
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The following equation of motion is obtained for non-trivial solutions of the
coefficients qi (i = 1….3)

det | [K]− �2[ M ] | = {0} (8)

Here (3× 3) stiffness &mass matrices are obtained. The stiffness matrix and mass
matrices are presented explicitly below for a four edges simply supported curved
panel (SSSS) is:

K11 = C1 m
2π2 + C8 n

2π2; K12 = (C4 + C7)mnπ
2; K13 = C5(−mπ)

K22 = (C2 + C12)n
2π2 + (C6 + C17) m

2π2; K23 = C3(−nπ) − C11(nπ)3 − (C14 + C16)nm
2π3

K33 = 1+ C9 m4π4 + C10 n4π4 + 2 (C13 + C15)m
2n2π4

M11 = M22 = M33 = 1.0

Similarly the stiffness and mass matrices for SCSC curved panel are as follows:

K11 = C1 F4 + C8 n
2π2 F2; K12 = (C7F2C4F3) nπ; K13 = C5 F3

K22 = (C2 + C12)n
2π2 F1 + (C6 + C17) F2; K23 = C3(nπ)C11(nπ)3(C14F3 + C16F2)nπ

K33 = (1+ C10 n4π4)F1 + C9 F4 + 2 (C15F2C13F3) n
2π2

M11 = F2; M22 = M33 = F1

F1 =
1∫

0

ϕmϕndξ ; F2 =
1∫

0

(ϕm),ξ (ϕn),ξ dξ ; F3 =
1∫

0

(ϕm),ξξ (ϕn),ξ dξ ; F4 =
1∫

0

(ϕm),ξξ (ϕn),ξξ dξ ;

The functions φm, φn are given by [13]. Using values of m (axial half wave),n = nc
(circumferential half wave) the dimensionless frequencies � are obtained from Eq. 8.

3 Finite Element Formulation for Free Vibration Analysis

3.1 Present Finite Element(FE) for Curved Panel

The basic shallow shell element used here is Cowper et al. [14]. The shallow shell finite
element is the conforming higher order arbitrary triangular shaped with 12 degrees of
freedom per node. The shallow shell is defined as a slightly curved plate/panel with a
large minimum radius at any point compared to the maximum length measured along
the central surface of the shell.

3.2 Equation of Motion

The governing equation of motion for undamped free vibrations in a small displacement
elastic structural system can be expressed as:

[M ]
{..
q
}

+ [K] {q} = {0} (9)

where, [K] is global stiffness matrices of the cylindrically curved panel
[M] is global mass matrices of the cylindrically curved panel.
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{
..
q} is global acceleration vectors and {q} is the displacement vectors.

{q} = {q}eiωt (10)

Putting Eq. (10) in Eq. (9), one can get

[ [K] − �2 [M ] ]{q} = {0} (11)

Where, �2 = ρR2ω2(1− υ2)

E
(12)

Elements of the overall matrix of the expression shell structure Eq. 11 can be created
by assembling the corresponding elementmatrix of shell elements. Details of the element
stiffness matrix [14] and mass matrix [15] of the shell element are available elsewhere.

4 Results and Discussions

4.1 Free Vibration of Full Circular Cylindrical Shell, Single Curved Panel
and Determination of Optimum Periodic Angle and Repeating Cells

Material properties and geometric data used to generate numerical results are taken from
[1].The material is aluminum and has the following properties: E (Young’s modulus) =
70 GPa, ν (Poisson’s ratio) = 0.3, ρ(material density) = 2700 kg / m3.The geometric
properties of curved panels and fully circular shells are axial length a = 0.135 m, shell
and panel radius R = 0.381 m, and thickness h = 0.559 mm. For a cylindrical shell
(Fig. 1), the minimum � corresponds to the minimum axial mode (m = 1), while the
number of circumferential full-wave modes (N) depends on ratio of the axial length and
shell radius [12]. Here followingWarburton’s [12] approach and taking the dimension of
[1], showed the lowest � corresponds to m= 1, and N= 18 for radial vibration(Fig. 3).
Next, a curved panel having the same a/R and h/R ratios with SSSS condition is taken.
In Fig. 4, the natural � of this panel for a range of subtended angle is shown. This
curve reveals that for a given a/R and h/R ratios, there prevails one subtended angle
for which the natural � is lowest. The LNF of this curved panel is � = 0.2516 and
it is the same as that of a full shell of the same (a/R, h/R) ratios. The corresponding
subtended angle is π/18 rad (optimum periodic angle θ0) and oscillating in first axial
mode(m= 1) and circumferential modes(nc = 1). This panel will be called the optimum
periodic curved panel.This confirmed that θ0 = π/18 rad is the periodic angle where the
natural(fundamental)� isminimum.However, in reference [1, 2], the periodic subtended
angles of curved plate are assumed to be (random) as π/22 radians and π/33 radians
without logic.

Table 1 shows the different θ0 of the curved SSSS panel or plate, for different m and
nc, where same lowest � should occur. � are determined for the various dimensionless
circumferential angles (Fig. 5) of the curved plate using SSSS conditions for a range of
axial half waves and circumferential half waves (nc = 1 to 5).

Note that the natural � of a curved panel in a given set (a / R, h / R, m, and nc)
depends on the subtended angle θ0 and has a minimum � where θ0 is a minimum. The
corresponding natural � is equal to the full shell LNF under radial vibration.
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Fig. 3. Free vibration
(radial)Warburton curve

Fig. 4. Dimensionless frequency versus sub-tended
angle plot

Fig. 5. Dimensionless
frequency (�) vs.
dimensionless angle (θ/θ0)
for a range of m and nc for
a SSSS curved panel.

Table 1. The situation of identical lowest frequencies for dif-
ferent optimum subtended angle (θ0) of curved SSSS panel, for
different m and nc.

Figure 6a and 6b show the natural � for a range of a/R ratio for two values of (h/R)
ratio. The � of the θ0 at the center of a cross-section of SSSS curved panels for different
a/R and h/R ratios are shown in Table 2. From this plot, it can be seen that as the a/R ratio
increases, the lowest � decreases. And as h/R ratios increase the � and corresponding
subtended angle (θ0) increases for a given a/R ratio (Table 2). Also, for a particular pair
of a / R and h / R ratios, the LNF corresponds to the lowest axial mode number m = 1,
but the nc is dependent on the a/R and h/R ratios.

Table 2. The optimum angle (θ0 in degrees) and dimensionless frequencies (�) of curved panel
with SSSS conditions with different h/R ratios and a range of a/R ratios.
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Fig. 6. Dimensionless �-subtended angle of curved panel(a)h/R = 4.e-3 (b) h/R = 1.467e-3

4.2 Single Curved Panel Finite Element

To validate the finite element code of the current arbitrary triangular element with 12
degrees of freedom per node, the dimensions [1, 2] of the Mead and Bardell curved
panels (repeating unit) are considered in the periodic subtended angle of π/22 radians.
Convergence studies consider (4x4) meshes (Fig. 7).

Fig. 7. Triangular element with 4 × 4 mesh

Free vibration frequencies of curved panel (Table 3), of various types of edge
constraints such as SSSS, four edges clamped(CCCC), curved sides clamped with
straight sides simply support(SCSC) and curved sides simply support with straight sides
clamped(CSCS), are compared well with the [1, 2] for different m and nc. The lowest
� with this periodic angle π/22 rad is obtained of 0.2724. Then, the results of the free
vibration� for different edge conditions of the same curved plate with the optimum peri-
odic angle of π/18 are shown (Table 4). It turns out that the fundamental � is 0.2526,
which corresponds to the SSSS condition. Therefore, there is a clear difference in � is
seen of 0.2724 (π/22 rad, arbitrary selection of periodic angle) against 0.2526 (π/18 rad,
optimum periodic angle). From the above discussion, it can conclude that the correct
minimum � = 0.2526 is missing if the selected θ0 of the curved plate/panel is equal to
π/22 rad [1].

Top values no parenthesis,current FEM;Top values in parenthesis,current BF; lower
values [1, 2].

The frequencies values are shown in Table 3 are bounding or cutoff frequencies(
different m and nc) [8] of periodic shell structure [1, 2] corresponding to assume periodic
angle of π/22 rad( not optimum).
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Table 3. Curved panel frequencies with subtended angle θ (π/22)[1].

Table 4. Curved panel frequencies for optimum subtended angle θ0 (π/18).

Top values no parenthesis, current FEM; Top values in parenthesis, current BF.
The frequencies values are shown in Table 4 are bounding or cutoff frequencies [8]

(different m and nc) of periodic shell structure corresponding to optimum periodic angle
of π/18 rad.

5 Conclusion

Free vibration of a full circular cylindrical shell with axially simply supported ends is
performed using beam functions modes. Free vibration of a cylindrically curved panel
is carried out using present beam functions modes [13] and FEM of [14] for different
edge constraint. The frequencies of the curved panels are evaluated and found that the
SSSS condition is the lowest and vibrating in the first axial and first circumferential
mode. The natural frequency (�) of the full shell with axially simply supported ends are
correlated with the frequency (�) of SSSS condition single curved panel with the various
subtended angles at the center of cross-section and considering same geometry as that of
the full shell (a/R and h/R ratios). Note that the natural frequency(�)of a curved panel
depend on the subtended angle θ for a given set (a/R, h/R, m, and nc) and has the lowest
value of θ0 (optimum angle) for which the natural � is lowest for SSSS condition. The
θ0 is equal to π/18 radians and oscillating in m = 1 and nc = 1(� = 0.2516). The same
natural � is also the lowest of the full shell with the same a/R and h/R ratio vibrating
radially (m = 1 and N = 18). The curved panel corresponding to θ0 optimum periodic
angle is called the optimum periodic curved panel(optimum curved panel). The lowest
� for the optimum curved panel is found out for a range of a/R and h/R ratios. It is seen
that as the a/R ratio increases, the lowest � decreases. And as h/R ratios increase the �



364 C. Pany

and θ0 increases for a given a/R ratio. It is also visualized that for a given pair of a/R
and h/R ratios the LNF has axial mode m = 1 but the nc depends on a/R, h/R. In earlier
published works by other researchers, this aspect is not discussed. Because the periodic
angle of curved panel is considered random of π/22 and π/33 radians [1, 2] in place
of π/18 for the same geometry. This is the noteworthy finding of this article which is
essential for periodic shell vibration study.

The natural frequency (�) for the curved panels using the current FEM code and
beam functions with different edge boundary conditions is presented. The bounding
modes (different m and nc) and frequencies (�) obtained for the periodic shell structure
[1, 2] with assumed periodic curved panel angleπ/22 rad[1, 2] are compared closely. The
minimum frequency (�) using this periodic angleπ/22 rad is 0.2724. Finally, the natural
� results for different edge boundary conditions of a curved panel with the optimum
periodic angle θ0 of π/18 are presented. The minimum (first mode of m and nc) � is
found of 0.2526 corresponding to SSSS conditions. So there is a distinct difference in
� is seen of � = 0.2724 (π/22 rad, random) against � = 0.2526 (π/18 rad, optimum).
From the above discussion, it can conclude that the correct lowest (fundamental) � of
0.2526 is missing if the selected periodic angle of the curved plate or panel is equal to
π/22 rad[1] for this particular geometry. This is the significant outcome of this paper.
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Fast Fracture of Conic Shell Under the Action
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Abstract. Fracture of a thin-walled conic aluminium shell under the action of the
belt explosive charge is analyzed numerically. Initial stress-strain state of the shell
is determined by using shell finite elements. This state is used as initial conditions
of the band, which is cut from the shell along generating lines. 2D initial-boundary
value problem of the band plastic deformation is solved by FEM. Constitutive
equations include flow rule with respect to the rates of inelastic deformation as
well as kinetic equation for a damage parameter. The finite element simulation
determines the place and time of the macrodefect onset. Refining of the finite
element mesh with extraction of the fractured parts was performed in order to
calculate the time of the crack growth. A new mathematical model and the devel-
oped software for the crack growth description are presented. The verification of
the suggested method is performed via comparison of the numerical results with
the experimental curves of explosive deformation and the results obtained by the
simulations in ANSYS software.

Keywords: Thin-walled conic aluminum shell · Belt explosive charge · Damage
kinetic equation · Stress-strain state of the shell · Finite element method

1 Introduction

Mathematical modeling of the structural fracture under the action of the explosive loads
is the complex part of the nonlinear continuum mechanics. Studies devoted to these
problems are reviewed in [1, 2] among others. These problems differ essentially from
the traditional formulations of the elastic-plastic structure behavior. They are formulated
as initial-boundary value problems, describing the crack growth and the structure stress
redistribution in time. Joint application of viscoplasticity theory [2] and fracturemechan-
ics [3] is effective tool to describe time-dependent nonlinear deformation at complex
stress-strain state. The formulation of the initial value problem allows obtaining the time
dependence of the plastic deformation and fracture.

Numerical methods, among which are finite difference methods (FDM) and finite
element method (FEM), are used to solve the above-mentioned nonlinear problems [2].
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Deformation of thin-walled structures under the action of the explosive loads is
studied in [4, 5]. The elastoplastic strains in shells were analyzed by use both analytical
methods and FEM. The constitutive equations for the description of time-dependent
plasticity, which can be used in finite element analysis, were discussed by Cristescu [1].

Inelastic deformation with high stresses at short time can result the fracture of struc-
tures. Analysis of fracture under the action of impact and explosive loading using FEM
is implemented in LS DYNA software [6]. FEM is applied effectively to predict strains
growth in containment vessels [4]. In order to simulate the fast fracture processes, the
simplified models, which are based on the deformation criterion, are used in the LS
DYNA software. The continuum damage mechanics (CDM), which is based on the
papers of L. Kachanov and Y. Rabotnov discussed in [7–9], is developed intensively in
last decades. The CDM approaches can be applied effectively to solve the problems of
an explosive and an impact loading, in which damage accumulation is preferably ductile.
A reviews of computational models and constitutive equations for ductile damage and
fracture are presented in [8, 10, 11].

However, the time and location of macrodefect nucleation, determined by CDM use,
cannot be considered as final fracture in many cases. In this moment, the macrodefect
(crack) is initiated. Initially, CDM approaches and fracture mechanics were combined
with finite element simulations in creep theory. An approach, in which the destroyed
element is excluded from the model, is presented in [12]. This approach allow represent-
ing the changes both in the stiffness and in the boundary conditions. The elimination
of the finite elements having critical values of the damage parameters is performed.
Afterwards, the solution of the considered problem with new geometry is continued.

In the present paper, the above-treated approach is applied to determine time and
fracture pattern of the launcher fairing under the action of the belt explosive charge.
The initial stress state in the conic shell under the action of the explosive pressure is
calculated. The obtained stress state is used for the boundary conditions of the shell
segment. Therefore, 2D inelastic stress state is computed with subsequent elimination
of the fractured elements and the fracture time of the shell is determined. The obtained
results are compared with 3DANSYS LSDyna modelling with Cowper-Symonds strain
rate model [13]. The approach and details of such simulation are presented in [14]. The
presented approach permits to reduce the time of the numerical calculations due to use
of 2D finite elements as well as applying the simplified quasi-static model with damage
consideration.

2 Numerical Simulation of Stress-Strain State Localization
in Conic Shell

The fairing is used to protect a spacecraft fromaflow. It is throwndown,when atmosphere
has been passed through. The division of the fairing into two parts along the longitudinal
direction is performed by the belt explosive charge operation. This division is necessary
due to the technical specification to safety of the launcher equipment. The shape of this
macrodefect and its localization are imposed.

The truncated cone, which is the central part of the fairing, is considered. The length
of the generating line and diameters of the cone are l = 1.6 m, d1 = 0.68 m and d2 =
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0.4 m. The shell thickness is h = 0.004 m. Internal pressure is applied on the narrow
band with width 0.003m along the generating line. Thematerial of the shell is aluminum
alloy closest to 24ST4 with the yield stress σy = 240 MPa, ultimate tensile strength σU
= 345MPa. The loading programwas implemented with linear rising of pressure during
10 μs up to 231 MPa. This value were kept up during rest 90 μs.

The simulation of the shell plastic deformation up to fracture is performed by FE
software ANSYS. The shell is meshed on four layers of the finite elements SOLID164
across the thickness (Fig. 1 a, arrow 1). The belt charge is arranged along the cone
generating line, which is shown here by arrow 2.

The Cowper-Symonds model [6, 13] describes high rate plastic behavior. The shell
fracture is simulated by removing elements, in which von Mises plastic strains reach
their limiting value εlim = 0.08. The choice of the fracture criterion based on the
maximal plastic strains is determined by the results of experimental analysis [14]. It was
suggested, that fracture of the shell occurs, when all elements across thickness and along
the generatrix are destroyed.

FEM data are presented in Fig. 1b, where the strain-fracture map is shown at t = 75
μs. This time can be considered as the instant of full fracture of the shell.

As follows from 3D simulation, it is possible to use 2D formulation of the problem
in the local region close to the stressed part of the shell. Its remaining part deforms
elastically. Let us note, that 3D calculation for thin long shell are time-consuming due to
the large number of finite elements in the mesh. Furthermore, the dynamic calculations
use small time step for solution convergence. The technique, which use 2D problem
formulation, is considered below in order to perform the calculations during the design
of the launcher fairing.

Fig. 1. 3D modelling of a shell. a) FE mesh; arrow 1: mesh across the thickness; arrow 2: the
place of the belt charge, b) equivalent plastic strains at t = 75 μs

3 Stress-Strain State of Conic Shell Under the Action of Impact
Pressure

In order to consider the launcher fairing a thin conic shell model, which is a approxi-
mation of the nonlinear theory of thin shells (see, for example, [15–18], is used. The
Donnel-Mushtari-Vlasov shell theory [19] is used for moderate deflections. The strains
and the displacements for conic shell satisfy the following equations:
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where u, v, w are components of the middle surface displacement vector; el , en are linear
and nonlinear components of the middle surface strains, this decomposition is necessary
for use in numerical method;χ consists of curvature deviations and torsion components;
β and s are coordinates of the middle surface and z is normal to it.

The variational formulation is used. The variation of the strain energy and variation
of the forces satisfy the equation:

∫
S

(
bijklε

m
klδε

m
ij − dijklχ

m
kl δχ

m
ij

)
dS −

∫
S

(
P + ρ

∂2w

∂t2

)
δwdS = 0; εmij = elij + enij (2)

where P is normal pressure; bijkl, dijkl are elastic constants; S is middle surface area.
Elasto-plastic material is described by the Prandtl-Reuss equations [7, 20]:
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(3)

where ε
p
ij j are components of plastic strain tensor; εvM and σ vM are vonMises equivalent

strain and stress; sij are components of stress tensor deviator; p is Odqvist parameter.
The finite element method (FEM) is applied. The quadnode element of thin conic

shell with 7 degrees-of-freedom (three displacements and four their derivatives) is used.
The method described in [21, 22] is used.

The initial stress-strain state calculations are performed for the quasi-static formula-
tion. The shell calculations were done for different values of the pressure acting on the
narrow band with the width 0.003 m. Figure 2 shows the field of the von Mises stress
on the middle surface (internal pressure 31.25 MPa). As follows from this figure, the
maximum values of stresses take place in the loaded part of the band and the region
adjacent to this part. This conclusion coincides with the results of 3D modelling.

4 Flow Rule and Damage Equation

The data of the experimental analysis of the explosive expansion of thin rings, which
are made from duralumin 24ST4, are presented in [23]. The experimental dependences
of the rings hoop strains on time are studied for different values of the strain rate.

The approach, which account the dependence of the irreversible plastic strains on
time, is used to obtain the constitutive equation [1, 2]. The deformation process of
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isotropic solid is considered, so the curves from [23] are described by the flow rule with
strain hardening law (4) [7].

ε̇
p
ij

(
ε
p
vM

)α = 3

2
Bσm−1

vM sij (4)

where ε
p
vM is von Mises equivalent strain; B, m, α are constants, which are calculated

from experiments. The obtained strains are limited by the maximal rupture strain εlim.

Fig. 2. Von Mises equivalent stress in the conic shell, MPa

The results of the experimental analysis from [23] are used to obtain the constants
including in Eq. (4). The time dependences of strains for the rings with the radiuses 81.5;
54.5 mm and the strains rates 3400, 2300 and 1680 1/s are used. The time interval 50 μs,
when the strains of the ring are increased, is considered. The results of the ring explosive
deformation are shown in Fig. 3 by dots. Curve 1 (▲) conforms to R = 81.5 mm and
initial stain rate ε̇nij = 3400 1/s. Curve 2 (˛): R = 54.5 mm, ε̇nij = 2300 1/s.

The stress state of the ring is determined in [23] from the ordinary differential equa-
tion describes the symmetric expansion of the ring. Obtained solutions are used to cal-
culate the hoop stresses at different time instants. The following values of constants for
Eq. (4) were obtained: B = 9.67605·10–17 (MPa)−1/μ s, m = 8.89657, α = 0.125. The
calculated by use of Eq. (4) strain curves are shown in Fig. 3 by small squares. As follows
from this Figure, the obtained results and the experimental data are close, the maximal
relative difference does not exceed 14%.

The loading of the structure results in accumulation of the hidden damage. Jermolaj
[24] obtains the experimental data on the fracture of the aluminum alloy with the similar
composition at biaxial stress state. These data allow to simulate themechanismof damage
accumulation by use of the following kinetic equation:

dω

dt
= 1

(k + 1)
exp(p1σe + p2) (1 − ω)−k , ω(0) = 0, ω(t∗) = ωlim, (5)

where t∗ is time of hidden damage finishing and macrodefect’s initiation; ω, ωlim is
damage parameter and its critical value for finishing the hidden damage, ωlim ≤ 1.
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Following Jermolaj [24], σe = χ(τokt − σ1) + σ1, [7], where τoct is octahedral shear
stress; σ1 is maximal principal stress. The parameters of the Eq. (5) take the following
values: p1 = − 0.121, p2 = 397.5 MPa, χ = 0.086; k = 16.67. The obtained results
were compared with the experimental data of combined loaded pipes.

Therefore, two processes in solid (the strain increase up to εlim and the damage
accumulation up to its critical value ωlim) are treated in the problem of the shell fracture.

5 Solution of Damage-Fracture Plane Stress Problem

The nonstationary stress-strain state near the place of action of the belt explosive charge
is analyzed. For this aim, the shallow shell is cut out from the structure along its generatix.
The length of this shallow band is equal to the length of the generating line and the width
is varied in order to analyze its influence on the stress-strain state. Small curvature of
this shallow shell is neglected. As a result, the rectangle is obtained (Fig. 4). Here, for
clarity, we present the net with small number of finite elements.

Fig. 3. The dependences of strains on time at explosive loading

The method for analysis of the band fracture is presented in this Section 2D problem
is solved numerically. The constitutive Eqs. (4) and (5) are included to the system (1)-
(3). The combination of FEM and prediction-corrector difference method for the time
integration is used. This approach is implemented in the developed software [12, 21].

The problem is solved in quasi-static formulation. The FE mesh with a large number
of nodes is chosen after studying of data convergence. If the damage parameter reaches
critical value ω = ωlim in some finite element, then the element is eliminated and the
new configuration of the solid is obtained. The fractured finite element and its nodes are
removed from the mesh. The reconstructions of the stiffness matrix and vector of nodal
forces are performed. If it is necessary, the new formulation of the boundary conditions
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Fig. 4. Maximally loaded part of shell

with respect to the stresses and the displacements is performed. The numerical simulation
of deformation with accounting for damage is continued up to the finishing of hidden
damage of another element. The process stops, when damage parameters reach their
critical value in all finite elements on the generating line of the shell. Thus, the cutting
of the shell is observed.

6 Numerical Simulation of Damage and Fracture in Rectangular
Area. Results and Discussion

The verification analysis in order to determine the possibility of the use of constitutive
equations and software for simulation of the structure fracture is performed at first. The
deformation of the planar specimenmade from duralumin 24ST4with length 50mm and
width 5mm is considered. Its left edge is clamped, the constant tensile stress is applied to
the second. The dependences of the strains on time are obtained using the Eq. (4) based
on the experimental data. The same data are obtained by the 2D calculations. The results
are close, the differences do not exceed 8%. The symbols “•” (Fig. 3) show the data of
the FE simulations with the conditions described by the curve 1 and ε̇nij = 3400 1/s.

The deformation and fracture of the rectangular band, which is cut along the shell
generating line (Fig. 4), are considered further. The half of the band is analyzed due to its
symmetry and the boundary conditions. The length of the region is equal to 1600mm and
its width is varied. The tensile loads are set on three edges of the region. Their numerical
values are determined from the stress-strain state of the shell, which is discussed in
Sect. 2. In the beginning, the width of the region and its finite element mesh are selected.
The choice of mesh was done according to the character of stress varying in the band in
consideration. The following values of width were analyzed: 5, 7 and 9 mm. The width
of the region is equal to 7 mm and mesh with 6000 elements were chosen.

Six cases are solved numerically. The cases 1–4 are solved with the constant pressure
acting on the band. The cases 5 and 6 are defined by the linear increase of the pressure
from the initial value 31.25MPa during 10 and 1μs. Then this pressure remains constant
up to fracture. The stopping criterion of the analysis is the complete fracture of the shell
band along its length or absence of fracture during preset time. Figure 5 shows the
dependence of the loading on time for the cases 1–6. The curves 1–4 correlate with the
constant pressures Pi (i = 1…4), which has the values 31.25, 62.5, 93.75 and 125 MPa,
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respectively. Curve 5 describes increase of the pressure P5 during 10 μs up to 231 MPa.
Curve 6 describes the increase of the pressure P6 during 1μs up to 231MPa. The points
show the fracture times. As follows from the calculation, the band pressures 31.25 MPa
and 62.5 MPa (curves 1 and 2) do not result in fracture during 20 μs. If P2 acts on
the structure, the accumulation of the hidden damage is finished at 11 μs. The crack is
increased on 22.3 μs. The structure is fractured at t2 = 206.81 μs. If P3 = 93.75 MPa
acts on the structure, it is fractured at t3 = 6.38 μs. If P4 = 125 MPa acts on the
structure, it is fractured at t4 = 3.95 μs. The applications of the pressures P5 and P6

result in fractures at times instants t5 = 9.38 μs and t6 = 5.35 μs, respectively.
In all considered cases, the finishing of the hidden damage accumulation and crack

growth are observed in the regions of the maximum equivalent stresses, which is spaced
close to the shell less diameter. The loading of the structure in the cases 3–6 results in
fracture along the shell generating line. Let us note that the character of the fractures
differs in different cases. Figure 6 shows the view of the band under the action of P4

before finishing the fracture at t4 = 3.95 μs. The distribution of the damage parameter,
which is localized near the crack, is shown in Fig. 6, a. Moreover, two small transverse
cracks are arisen besides this longitudinal one (Fig. 6, b). If the pressure P3 acts on
structure, such transverse cracks are not arisen. In this case, only longitudinal crack is
expanded.

Fig. 5. The dependences of the explosive pressure on time and fracture times

Let us analyze the fracture under the action of P5and P6,when the values of pressure
are increased linearly in time at the first stage. Then the values remain constant. As
follows from the comparison of the simulations under the action of P3, P4, P5, if the
pressures increase linearly, the fracture time is higher in comparison with the cases with
constant pressures. This can be explained by different rates of the damage accumulation.
As follows from the damage Eq. (5), this rate is determined by the values of the stresses.

As follows from Fig. 5 the final fracture under the action of P5 is observed at time t5
= 9.38 μs. In this case, the maximum value of the pressure 231 MPa is not reached. If
the increase of the pressure P6 is gone during 1 μ s, the final fracture is observed faster,
then in the structure under the action of P5.
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Fig. 6. The band fracture under the action of P4 at t = 3.95 μs; a) distribution of the damage
parameter ω near the crack; b) FE mesh after fracture of band

The shape of the band is analyzed at the time prior to the final fracture at the whole
length. As an example, the shape of the shell detail under the action of P6 is shown in
Fig. 7. Due to significantly higher values of the pressure (P4 and P6), the growth of the
damage is observed not only in the middle of the band. Therefore, the new directions of
macrodefect growth are induced.

Fig. 7. The detail of shape of macrodefect before fracture of the structure under the action of P6

In spite of high value of the pressure acting on the structure, the strains do not
have time to growth and they remain small due to small time of the loading and fast
accumulation of damage. The von Mises strains do not exceed 1% at all considered
cases. This allow us to use approach with small strains.

Comparison of results, which were obtained by use of ANSYS and developed soft-
ware, shows their qualitative agreement. The action of analyzed in two simulations
pressure P5 leads to total fracture of the band in both cases at necessary time. Additional
use of damage equation allows us to consider the influence of the hidden damage accu-
mulation that is neglected in ANSYS simulations. That is why the time of finishing the
crack growth process is much faster in the case of the damage consideration.

7 Conclusions

The new approach for calculation the time of the crack propagation and its shape is pre-
sented. The crack is initiated due to the operation of the belt explosive charge along the
generating line of the shell. The main idea of the suggested approach is the following.
The parameters of the state equations are identified from the experimental data of the
explosive high rate deformation of rings and pipes at complex stress-strain state. Then
the numerical simulations of the damage accumulation and crack growth are performed.
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Classical formulation of long-term deformation with account of material damage is sup-
plemented by the algorithms of mesh refining and reformulation the boundary problem
after exclusion of finite elements from the FE model. The first stage of a method is
numerical simulation of the stress-strain state of the conic shell under the action of the
belt explosive charge using FEM.On the second stage, the band, which is cutout from the
conic shell, is analyzed by using 2D stress-strain state formulation. The small curvature
of the band is not accounted. The stresses, which are obtained on the first stage from the
shell model, are considered as a band traction.

The following conclusion can bemade from the calculations. The difference between
the time of the final fracture and the time of the hidden damage accumulation is in inverse
proportion to the equivalent stresses. For example, the time of the hidden damage under
the action ofP2 is 10.64μs and the time of final fracture is t2 = 206.81μs. IfP4 acts, the
time of the hidden damage is 3.76 μs and the time of the final fracture is t4 = 3.91 μs.
Thus, in the case of large values of pressure, which are widespread in practice, and if
there is no need to analyze the shape of the macrodefect, the approximate time of the
final fracture can be equated to the time of the hidden damage. The calculation of the
time of the damage accumulation does not require complex algorithms and huge time
for the simulation.

The suggested approach allows analyzing the fracture of the conic shell in time and
the shape of the obtained crack. Because of the numerical simulations, it is obtained,
that some cases the meridian crack is kinked in the circumferential direction of the conic
shell.
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