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Preface

We are very pleased to introduce the proceedings of the second edition of the Doctoral
Symposium on Information and Communication Technologies (DSICT 2022), which
was held during October 12–14, 2022, in conjunction with 10th Ecuadorian Conference
on Information and Communication Technologies (TICEC 2022).

The Doctoral Symposium on ICTs has become a prestigious annual event on areas
of intelligent systems, artificial intelligence, ICTs, and their applications to the real
world. This symposium not only showcased state-of-the-art methods and valuable expe-
rience but also provided the audience with a vision of further development in the fields
of interest. More importantly, doctoral candidates benefited from the feedback of our
international Program Committee and were able to expand their network considerably.

In addition to the presentation of the papers, the doctoral students shared the
following:

• Summaries of their research with the motivation justifying the importance of the
research problem,

• Research questions and hypotheses formulating what they want to achieve, solve, or
demonstrate,

• Technical challenges associated with the research questions and the discussion of
existing solutions with an explanation of why they do not solve the problem,

• Discussion on the originality of their contributions stating how the results go beyond
existing approaches,

• Descriptions of the research methods including strategies for evaluating their work to
provide credible evidence of the results, and

• Descriptions of the progress they have made so far towards completing the research.

One of themeaningful and valuable dimensions of this symposium is theway it brings
together researchers, scientists, academics, and engineers in the field from different
countries. The aim was to further increase the body of knowledge in this specific area
by providing a forum to exchange ideas and discuss results, and to build international
links.

The Program Committee of DSICT 2022 represented 27 countries. This certainly
attests to the widespread, international importance of the theme of the symposium. Each
paper was reviewed in a X-blind process by at least X members of the Program Com-
mittee and paper selection was based on originality, novelty, and rigorousness. After the
reviews, 15 papers were accepted for presentation and publication in the proceedings.
These papers provide good examples of current research on relevant topics, covering deep
learning, data mining, data processing, human–computer interactions, natural language
processing, expert systems, robotics, ambient intelligence, biomedical sensors andwear-
ables systems, data science, ICTs applications, software development, and technology
and the environment, to name a few.



vi Preface

We warmly thank and greatly appreciate the contributions from the authors, and we
kindly invite all doctoral students involved in ICTs and related areas to contribute to
future DSICT symposiums.

We believe this event will continue to help more doctoral students to share their
research with the world and get more experience in the field.

October 2022 Karina Abad
Santiago Berrezueta
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Evaluating University Students’ Information
Literacy: An Approach from Task-Based Test

Execution

Patricia Henríquez-Coronel1(B) , Sebastián Lepe-Báez2 ,
and Genesis Armas-Bravo1

1 Universidad Laica Eloy Alfaro de Manabí, Manta, Ecuador
patricia.henriquez@uleam.edu.ec
2 Universidad Rovira i Virgili, Tarragona, Spain

Abstract. The results of a research whose main objective was to evaluate the
information literacy (IL) of the students of the Universidad Laica Eloy Alfaro de
Manabí - ULEAM are presented- through an instrument that measures the infor-
mational literacy shown by the execution of tasks at predetermined time intervals.
It is a study with a quantitative approach and a descriptive scope that uses the sur-
vey as a data collection technique from a stratified randomly selected sample. The
survey was designed and subsequently validated through two procedures: value
judgment by experts and pilot testing to a group of 10 students. The survey was
applied to a sample of 375 students during a period of 11 days. The results showed
a low (3.55) IL for the studied group, with the students being more proficient at
the information search skill. The competence results evidenced in the test tasks
were similar to the self-perceived competence carried out in a previous study.

Keywords: Informational literacy · Students · Evaluation

1 Introduction

The knowledge economy has information and knowledge as the axis of productive activ-
ity, and technology and innovation as allies for its production, management, transfer and
dissemination. The digital economy requires a workforce with digital skills, which is
why governments and organizations around the world design policies and frameworks
aimed at enhancing the digital skills of the workforce to improve economic growth and
competitiveness [11]. The COVID pandemic fast-tracked digitization processes andwith
it the digital skills requirements of workers. A Salesforce research of more than 23.000
workers in 19 countries revealed that 76% of global workers say they feel unequipped
and unprepared to operate in a digital-first world [40].

The pandemic accelerated the processes of digital transformation in all areas, espe-
cially in education. Lockdowns and school closures made basic digital skills a pre-
requisite for learning and skill acquisition [43]. Digitization of teaching and learning
processes was accelerated at all levels [8, 35, 36, 38]. Many teachers had to learn about
the use of online education tools while using them to remedy the lack of face-to face

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
K. Abad and S. Berrezueta (Eds.): DSICT 2022, CCIS 1647, pp. 1–13, 2022.
https://doi.org/10.1007/978-3-031-18347-8_1
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classes. Before the pandemic, teachers’ digital skills were at basic levels [2, 35, 36, 39,
44], becoming a need to develop them further [2, 31].

Regarding the students, various studies focused on their informational literacy and
had been showing low ormedium levels of achievement [1, 14, 25, 32, 41, 42], during the
pandemic this realitywasmade evident, because the students, although they belong to the
generation of digital natives, were not users of online education either and had to learn on
the fly [27]. During the pandemic, the need for information literacy of students, focused
on teaching and learning the appropriate skills for handling information through active
processes was especially clear [13, 16, 33, 35]. Participation of teachers as responsible
for their students achieving the key competencies related to handling information is
most certainly needed [20]. International informational literacy standards such as ISTE
[28] or DIGCOMP [7] consider information literacy as part of it and find it related to
searching, evaluating, using, and creating information effectively. According to Pinto,
Caballero, and Segura [38], informational competence is related to recognizing when
they need information, where to locate it, how to evaluate its suitability, and how to
use it appropriately according to the given problem. Several authors signal that the
development of informational literacy plays an important role in the academic trajectory
and has a positive impact on student performance [13, 16, 18, 29, 33, 35].

Nieto-Isidro, Martínez-Abad, Rodríguez-Conde [33], point out that there are few
information literacy programs at educational levels prior to university, which is why they
(universities) mostly assume the responsibility of developing informational literacy of
their students through various training strategies [12, 19, 20], and teachers are key figures
for the development of this competence in students [13, 18, 29]. Many authors have
conducted research on self-perceived informational literacy and a few on informational
literacy evidenced in testing task solving capabilities. In self-perceived competence
studies [4, 10, 12, 13, 16, 20, 22, 24, 29, 30, 33, 35, 38, 45] the perceptions that students
have about their own capacities for the search, evaluation, use and creation of information
are measured. However, when tests are carried out based on tasks that students must
perform to demonstrate their informational literacy, it has been found that self-perceived
competence generally turns out to be overrated in relation to actual performance [13,
33].

This research presents the results of the measurement of the informational literacy
of university students through the task tests. It aims to answer the following questions:

• What is the degree of competence students have when managing information?
• What is the degree of competence students have when searching for and locating
information?

• Do students have the skills necessary to evaluate or distinguish one source of academic
information from another?

• What is the degree of competence students possess in order to manage a significant
amount of information?

• What is the degree of competence students have in order to share the knowledge they
produce, in an appropriate way?
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2 Methodology/Approach

The researchwas carried out under a quantitative, non-experimental descriptive approach
[26], it seeks to evaluate, through the execution of tasks, the levels of informational
literacy of the students of the Universidad Laica Eloy Alfaro de Manabí.

The task test technique was used, similar to the one proposed by Nielsen and Lan-
daur [34] for web usability studies and which have been widely tested in different
investigations [9, 17, 21].

The population consisted of 14.242 students enrolled at ULEAM, distributed among
20 faculties. The calculation of the sample of finite populations was carried out through
the SurveyMonkey ® service, with a confidence level of 95% and an error of 5%, indi-
cating a sample size of 375 students. The sampling was random, stratified, probabilistic,
considering the faculty as the sample stratum. Thus, 20 strata corresponding to the 20
faculties of the ULEAM were used. The 375 responses to the test tasks were collected
through the Google Forms® tool.

The test consists of five tasks1 to be carried out in a preset time. These tasks were
designed based on and then classified according to the area of competence, as shown in
Table 1.

Table 1. Area of competition and task description.

Area of competition Task description

Search of information 1. Identification of the abstract’s keywords
2. Retrieval of a book in the virtual library e-libro ® of the
ULEAM

Evaluation of information 3. Distinguish between different sources of information

Prosecution of information 4. Treatment of information for management of data

Communication of information 5. Elaboration of a mind map

The validation process for the tasks was carried out in two instances. First, a pilot of
the test was made with a group of 10 students who joined voluntarily. The researchers
watched as the students attempted to solve the tasks and recorded the time required for
each task on the test. When the student finished each task, they were asked to assess
the degree of clearness and unambiguity to which the task had been formulated, mak-
ing sure the task’s instructions left no doubts to the participants. The scale used for the
assessment was from 1 to 5, with 1 being the lowest value and 5 the highest. This piloting
made it possible to identify failures in the understanding of certain tasks and to estimate
the average times required for the execution of said tasks. When the test was corrected
taking into account the findings of the pilot, the second moment of validation began,

1 The five tasks of the designed test were inspired in the issues formulated to determine the
self-perceived informational literacy of the students of the ULEAM, previously in year 2019
within of the INCOTIC survey by ARGET research group from URV, widely reviewed in the
scientific literature.
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which consisted of an evaluation by three experts considering the criteria of content
validity (relevance) and writing (clarity and unambiguity). Three experts participated,
two of them experts in informational literacy and a third in quantitative methods. Finally,
a quantitative assessment of the test’s tasks was carried out based on the content assess-
ment coefficient (CVC), obtaining a value of 0.85, together with an internal consistency
analysis using Cronbach’s Alpha coefficient, obtaining a result of 0.92. The application
of the test was carried out during the month of December 2020, the online instrument
enabled in the ULEAM virtual classroom platform was applied from Thursday 10 to
Monday 21 of said month. The professors at the University, who participated in the
massive application of the test to the students were trained by the researchers so that
the process was always carried out under regular conditions: in the classrooms, in the
foreseen time and through mobile or personal computer access.

An analytical rubric was designed [15], which established, based on the evaluation
criteria of the area of competence (Table 1), a definition of quality in relation to the
description of the expected performance and it established a 5-level scoring strategy
(Poor = 1, Deficient = 2, Fair = 3, Satisfactory = 4, and Excellent = 5). For the
interpretation of the values of the scale, the INCOTIC survey of the ARGET group
of the URV was adapted, which distributes students into three levels of development
of informational literacy (see Fig. 1): low, medium and high. The reason for adopting
this scale is that in 2019 we had already used it in a previous study of self-perceived
informational literacy with the same group of students at the same university and it could
allow us to make comparisons in the future [23].

Fig. 1. Description and score of each one of the levels of informational literacy
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The data stored in Google Forms®, was downloaded to calculate the averages of
each sub area of competition. The data collected through the poll was processed with
Microsoft Excel® to calculate figures, percentages, and distribution of frequencies.

3 Results

Before going into the detailed analysis of each individual research question, the general
results of the 375 students were reviewed. The first task of the test referring to identifying
keywords in an abstract obtained an average of 3.735 points out of 5. Similarly, the second
task of the test referring to locating a book in the ULEAM virtual library showed an
average of 3.941 out of 5, the third task concerning the validation of academic sources had
an average of 3.662 out of 5, the fourth task pertaining to the treatment of information and
data obtained an average of 3.456 out of 5, while the last task, referring to the elaboration
of a mind map, presented an average of 2.980 out of 5, being by far the lowest score.
Figure 2 represents the averages obtained in the different tasks carried out.

Fig. 2. Informational sub competence averages.

Let’s now see the specific results from each one of the tasks in the Test.

3.1 What is the Degree of Competence Students Have When Managing
Information?

Only 11.8% of the students managed to identify the three keywords of the abstract
presented in the first task, a rather poor result. This low performance should be analyzed
due to the importanceof keywords to correctly perform Internet searches. 58.8%achieved
the identification of two keywords, 20,6% only identified one of the three keywords,
while 8.8% failed to identify all of the keywords, this means that 29.4% belong in the
regular and poor levels of the rubric. Only 44 students out of 375 managed to identify
the 3 key words for reading, from these answers a low reading comprehension could be
inferred. (see Fig. 3).
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Fig. 3. Percentages of achievement obtained in task 1 of the Test

3.2 What is the Degree of Competence Students Have When Searching
for and Locating Information?

To answer this question, students are asked to search for a specific book in the ULEAM
virtual library: e-libro®. That is, place the retrieval information and find its use in a
given context. (see Fig. 4).

Fig. 4. Achievement percentages obtained in task 2 of the test.

Figure 4 shows that 74% of the students knew how to locate a book in the library,
this task being the best performer within the evaluation of informational literacy applied
to ULEAM students, on the other hand, 26% were unable to locate the requested book.

Figure 4 reveals that 74% of the students knew how to locate a book from the library,
being this task of the test the most achieved among the informational digital competence
evaluation applied to ULEAM’s students, whilst a 26% didn’t accomplished to locate
the required book.
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3.3 Do Students Have the Skills Necessary to Evaluate or Distinguish One Source
of Academic Information from Another?

In this question, students were presented with different sources of digital information
(conference proceedings, magazine articles, books and theses) which they had to identify
precisely. Figure 5 shows that 41.2% of the students managed to accurately identify the
source of information every time, 42.6% managed to identify two of the four sources
of information and 16.2% managed to identify only one of the four sources of scientific
information. Considering the scores associated with the regular and poor levels of the
rubric, students in those categories account for 58.8% of the responses, that is, more
than half of the students fall into misinformation by not being able to distinguish one
source of academic information fromanother. In a global societywhere false information,
predatory editorials, misleading information campaigns, among others, abound, students
are required to be able to discriminate, compare and validate information. (see Fig. 5).

Fig. 5. Number of responses by level of performance obtained in task 3.

3.4 What is the Degree of Competence Students Possess in Order to Manage
a Significant Amount of Information?

Through this question, students were asked to identify the essential fields to create a
movie database. This ability is essential tomanage the large volumes of data that circulate
on the Internet. Figure 6 shows that only 2.9% of students have the ability to manage
and process a significant amount of information, on the other hand, 44.1% managed
to manage and process the data satisfactorily, 48.5% regularly and 4.4% managed to
identify level and 4.4% managed to identify only one field to process the information
for a database. This task obtained a low performance on average, being the information
processing sub-competence less achieved by the students. (see Fig. 6).
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Fig. 6. Number of responses by performance level obtained in the test’s task 4.

3.5 What is the Degree of Competence Students Have in Order to Share
the Knowledge They Produce, in an Appropriate Way?

This question consisted of the elaboration of a concept map on mental health using any
tool the student deemed appropriate. It is important to indicate that this question has
higher degrees of complexity, requiring the group of students to apply and value higher-
order cognitive processes that would allow them to solve the test task in accordance
with the performance goals established in the rubric: use and relationship of concepts,
link words, spelling, design and creativity. Thus, Fig. 6 shows that no student manages
to communicate and disseminate the knowledge or information found in a successful
manner, 19.1% manage to do it satisfactorily, 61.8% a vast majority, manage to do
it regularly, but with inconveniences, 11.8% manage to do it poorly and with many
inconveniences and 7.4% for their part, do not manage to disseminate or synthesize the
knowledge or information found through the realization of a conceptual map. This turns
out to be the lowest achievement level task. (see Fig. 7).

On the other hand, when reviewing the data in Fig. 1 processed in relation to themea-
sure of central tendency (mean) and measure of dispersion (standard deviation), we can
observe that the average performance in relation to the 5 tasks designed for informational
literacy corresponds to 3.5548, therefore, the level of development of informational liter-
acy ofULEAMstudents is at a regular/satisfactory level.When reviewing and comparing
the standard deviation of the tasks of the applied test, 4 of the tasks of the test were con-
sidered, excluding task 2, since it corresponded to a dichotomous type question, whose
results are polar adjusting to the extremes according to the rubric applied. It is observed
Table 2. Data report, own elaboration. That the standard deviation of task 4 of the test is
the lowest, showing a performance with a lower degree of dispersion. Task 3 of the test
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Fig. 7. Number of responses by performance level obtained in the test’s task 5.

is the highest, showing a performance in a higher degree of dispersion, compared to the
other tasks of the test.

Table 2. Data report, own elaboration.

Task Half Standard deviation

Task 1 3.735 0.785

Task 3 3.662 1.180

Task 4 3.456 0.633

Task 5 2.980 1.105

4 Discussion and Conclusions

According to the results obtained, the informational literacy of the ULEAM students
in the test is found to be, according to the average of the means, of 3.5548. According
to the scale used to interpret the test results, it would be a low informational literacy
(<3.75), however, a deeper analysis allows us to see that the tasks best achieved are the
two that belong to the sub-competence of information search, that would correspond to
a medium competence (3.7 and 3.9 respectively), while those related to the evaluation,
use and creation of information are poorly achieved and are of low grade (3.6, 3.4 and
2.98). These results also confirm previous findings [3, 5, 6, 25] on a low or medium level
of self-perceived informational literacy in university students. Within this competence,



10 P. Henríquez-Coronel et al.

this study also coincides in that the highest sub competence is usually information search
[25].

Another interesting aspect is that it seems that the results of self-perceived compe-
tence are always overestimated with respect to those of the competence evidenced by
test tasks, as indicated by the studies by García-Llorente et al. [13] and Nieto-Isidro et al.
[33]. In the case studied, the results obtained through the test tasks (3.55) are slightly
lower than the results obtained by Henríquez-Coronel, Fernández-Fernández and Usart-
Rodríguez [23] previously in the study of the self-perception of informational literacy
with students from the same university (3.77). The performed competence would be
found in a low degree, while the self-perceived competence in a medium degree.

It is worth noting that as many previous studies have pointed out [27, 32, 37] there
is an evident need to know the degree of informational literacy of students who are in
university classrooms today, because, despite the fact that they belong to that generation
that grew up with digital technologies, we cannot assume a high level of achievement
in a competency that is essential for academic success. The results obtained should
allow advancing in informational literacy programs for students and the formation of
teaching teams [16, 20, 29, 33, 38], key actors in the literacy of university students.
This study is interesting because it concludes the evaluation process of informational
literacy evidenced in a task test, after having previously carried out the study of self-
perceived competence with the same group of university students. However, it is limited
to presenting the values obtained in relation to the degree of informational literacy of
ULEAM students; future works could explore these data in relation to the conditioning
factors of competence such as gender, age or the type of career studied, for a better
characterization of the target group of literacy actions. Another interesting aspect would
result from the exhaustive comparison of the two tests (self-perceived competence and
performance proven competence) to determine the credibility they bring.

Acknowledgement. This article is part of the second author’s research to obtain the degree of
Doctor of Educational Technology, under Dr. Patricia Henriquez PhDmentorship, a scholar of the
University Rovira i Virgili, Tarragona.
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Abstract. Using the Bibliometrix module of the Rstudio software and the
PRISMA Publication Guide, it was developed a scientific mapping of the scien-
tific literature from the Scopus database about teaching digital competence (TDC)
in universities. The review was delimited through Eric’s thesaurus or its approxi-
mations and Boolean operators. The following research questions were raised: 1.
¿What is the scientific production per year, per author, affiliation, and country? 2.
¿Which are the main sources of scientific productions, their relevance and impact?
3. ¿Who are the authors with the most scientific productions identified in the
search; the most cited; their production over time; their productivity and impact?
4. ¿In which countries does scientific production originate? 5. ¿What collabora-
tion networks between countries, authors and institutions have been developed?
and 6. ¿What are the most relevant publications? Spanish authors and institu-
tions stand out in the study related to TDC in universities, expanding networks
to Latin America, Europe, Anglo-Saxon countries, and the Asian continent. An
adequate scientific mapping facilitates the review processes of scientific literature.
The responsible action of researchers when integrating metadata in scientific pro-
ductions allows a suitable use of exploitation tools and bibliometric analysis. In
the future, it is proposed the need to develop studies aimed at the use of other tools
that allow the generation of scientific maps in the context of TDC.

Keywords: Teacher training · ICT · Digital literacy · University · Bibliometrix ·
Scientific mapping

1 Introduction

Digital competence (DC) is related to the ability to explore and face technological situ-
ations in a flexible way, to analyze, select and critically evaluate information, to repre-
sent, solve problems and build shared and collaborative knowledge, at the same time as
awareness of own personal responsibilities and respect for reciprocal rights/obligations
are encouraged [1].
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Emergency situations such as those of Covid-19 have questioned the DC of teachers
and students, this has caused a sudden interest in learning how to use technology quickly
to perform classroom tasks in each student’s houses [2].

The teacher and researcher of the 21st century requireDC to integrate the Information
and Communication Technology (ICT) in the teaching and learning process, therefore
these skills are getting relevant in all contexts [3, 4]. Specifically, universities should
move from a non-systemic digitization to a true digital transformation, to take advantage
of the potential of digital resources [5].

It is important to link the university with society, to promote the professional devel-
opment of university professors and the digital literacy of their students, promoting col-
laborative learning and authorship [6]. Thus, one of the challenges lies in the importance
that the university administrators give to the need to be part of the updating processes
that help to better fulfill the tasks of teaching, research andmanagement related to digital
activities [2, 7–11].

Through the Bibliometrix module of the Web Rstudio application [12], it was devel-
oped a scientific mapping of the scientific literature from the Scopus platform about
teaching digital competence (TDC) in higher education institutions, the research was
delimited through key concepts, using the Education Resources Information Center
(ERIC) thesaurus or its approximations as follows: “digital competences”, “higher edu-
cation”, “university teachers” and “teaching”; the search was carried out in English and,
by using “and” operator; finally, no time limit was specified until May 2022. The follow-
ing research questions were considered: 1. ¿What is the scientific production per year,
per author, affiliation and country, related to TDC in higher education institutions?; 2.
¿Which are the main sources of scientific productions, their relevance and impact?; 3.
¿Who are the authors with the most scientific productions identified in the search, the
most cited, their production over time, their productivity and impact?; 4. ¿In which coun-
tries does the scientific production related to the topic mentioned originate? 5. ¿What
collaboration networks between countries, authors and institutions have been developed
related to TDC in universities? and 6. ¿What are the most relevant publications related
to the topic? In the future, it is proposed the need to develop studies aimed at the use of
other tools that allow the generation of scientific maps in the context of TDC.

2 Method

Through the Bibliometrix computer module of the Rstudio application [12] and through
the Preferred Reporting Items for Systematic Reviews and Meta-Analyses - PRISMA
publication guide, a systematic literature review (SLR) founded on the scientificmapping
and the meta-analysis (MA) [13]. The objective was to analyze the scientific production
from the Scopus database, about the digital competence of university teachers, taking
into account the following research variables: 1. Year of publication of the works; 2. Sci-
entific production by author, affiliation and country; 3. Source of scientific production,
4. Relevance of scientific production; 5. Impact of scientific production; 6. Authors with
more scientific productions identified in the search; 7. Most cited authors; 8. Produc-
tion of the authors over time; 9. Productivity of the authors; 10. Impact of the authors;
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11. Countries where production originates; 12. Collaboration networks between coun-
tries; 13. Collaboration networks between authors; 14. Collaboration networks between
institutions and, 15. Most cited publications.

At the beginning, the research was delimited through key concepts, using ERIC
thesaurus or its approximations, through a controlled vocabulary of descriptors [14–
17], as follows: “digital competencies” as a fundamental aspect, “higher education”,
“university teachers” and “teaching”; the search was performed in English and by using
“and” operator; finally, no time limit was specified until May 2022. It is necessary to
extend this research towards the use of other tools that allow the generation of scientific
maps in the context of TDC.

3 Results

The result of the extraction, based on the search criteria determined in Fig. 1, permitted
to obtain the references in the Scopus database according to Fig. 2, and thus answer the
research questions.

Fig. 1. Inclusion criteria of scientific production for the analysis
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Fig. 2. References located in SCOPUS from the PRISMA methodology.

3.1 Scientific Production per Year

The search was carried out without establishing exclusion criteria regarding temporal-
ity, even until May 2022, that is, the total production of research related to the topic
mentioned.

The results obtained are presented in Fig. 3.

Fig. 3. Scientific production located in Scopus through the years.

3.2 Related Scientific Production by Author, Affiliation, and Country

The 20 most relevant authors were established as inclusion criteria. The results obtained
are presented in Fig. 4.



18 A. Cisneros-Barahona et al.

Fig. 4. Relationship of scientific production between author, affiliation, and country (Rstudio).

3.3 Data Sources

Source of Scientific Production. To determine the most relevant sources, at least 3
productions per source were established as inclusion criteria. The results obtained are
presented in Fig. 5.
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Fig. 5. Scientific production by source (Rstudio).

Relevance of the Origins of Sources Through the Grouping of Scientific Production
by the Bradford’s Law. Figure 6 shows the grouping of sources of scientific production
through Bradford’s law.

Fig. 6. Grouping of sources of scientific production through Bradford’s law (Rstudio).

Impact of the Source Title

H-Index of the Source Title. In Fig. 7 it is shown the source titles with at least an H-Index
of 2.
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Fig. 7. Source titles with H-Index of at least 2 (Rstudio).

G-Index of the Source Title. In Fig. 8 you can see the source titles with at least one
G-Index of 2.

Fig. 8. Source titles with G-Index of at least 2 (Rstudio).

3.4 Authors

Authors with More Productions Located in the Search. The most relevant authors
are revealed with the most productions located in Fig. 9 according to the defined search
criteria, it is established at least 3 productions per researcher.
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Fig. 9. Authors with more productions located in the search (Rstudio).

Most Cited Authors. Figure 10 shows the number of authors with at least 3 citations
according to the productions located in the search.

Fig. 10. Most cited authors

Production of Authors over Time. Figure 11 distinguishes the production of the ten
most relevant authors over time.
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Fig. 11. Authors’ production over the time (Rstudio).

Productivity of Authors Through Lotka’s Law. Figure 12 shows the productivity of
authors through Lotka’s Law based on the scientific productions located in the search.

Fig. 12. Authors’ productivity through Lotka’s Law (Rstudio).
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3.4.1 Impact of the Author

Author’s H-Index. Figure 13 shows the authors with at least one H-Index of 2 based on
the search carried out.

Fig. 13. Authors with an H-Index of at least 2 (Rstudio).

Author’s G-Index. Figure 14 shows the authors with at least one G-Index of 2 based on
the search carried out.
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Fig. 14. Authors with G-Index of at least 2 (Rstudio).

Countries from Which the Scientific Productions Come From
Figure 15 shows the countries from which the scientific productions come from, as a
result of the search.

Fig. 15. Countries of scientific productions.

3.5 Collaboration Networks

Collaboration Networks Between Countries. In Fig. 16 it is presented a scheme of
collaboration networks between researchers from various countries related to the topic
of this study that has been collected based on the established search criteria.
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Fig. 16. Collaboration networks between countries (Rstudio).

Collaboration Networks Between Authors. In Fig. 17 it is observed a scheme of
collaboration networks between researchers according to the topic of this study that has
been collected based on the established search criteria.

Fig. 17. Collaboration networks between authors (Rstudio).

Collaboration Networks Between Institutions. In Fig. 18 it is noticed a scheme of
collaboration networks between institutions based on the topic of this study that has been
gathered according to the established search criteria.
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Fig. 18. Collaboration networks between institutions (Rstudio).

3.6 Affiliation of Institutions

Figure 19 includes the most relevant institutions with at least 3 affiliations according to
the documents located because of the search.

Fig. 19. Affiliation of institutions.
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4 Discussion

Revision performed identifies that as an average per year there are 12.80 productions,
with a standard deviation of 17.40, and an annual growth rate of 17.46%. A significant
increase in publications can be observed since the year 2019. The year of greatest pro-
duction is 2021with 53works of the totality, the year 2016, is the year of least production
with just one scientific product.

There is a relationship between the authors and institutions that are disaggregated
around the world, with the country where the works originate. Collaboration networks
integrated by groups of researchers of various nationalities are discovered, among which
Spanish authors standout (48%of all productions have affiliation of Spanish institutions),
the existence of a group of researchers is evidenced which extends from the Sevilla
University to the University of Córdoba, the University of Cantabria and the University
of Valencia; also to the Autonomous University of Chile and the University of Granada;
finally to the Complutense University of Madrid and the University of Jaume I.

The 12.60% of the sources, that means 12 titles include at least 3 scientific publi-
cations about the subject settled, which are the following: ACM International Confer-
ence Proceeding Series; Communications in Computer and Information Science; Edu-
cation Sciences (Q2); Sustainability (Switzerland) (Q2); CEURWorkshop Proceedings;
Advances in Intelligent Systems and Computing (Q4); Campus Virtuales (Q1); Elearn-
ing and Software for Education Conference; International Journal of Environmental
Research and Public Health (Q2); International Journal of Learning (Q4), Lecture Notes
in Networks and Systems (Q4) and Pixel-Bit, Revista de Medios y Educación (Q2).
Highlighting the ACM International Conference Proceeding Series source with 9 publi-
cations representing 6.3% of all documents and the Communications in Computer and
Information Science, Education Sciences (Q2) and Sustainability (Q2) sources, with 5
publications each, equivalent to 3.5% individually of all productions.

Through Bradford’s law [18–22] we can identify a group of just 12 sources out of a
total of 95, thismeans 12.60%of all the sources that host to one third of the total localized
productions (49 of a total of 143 productions): ACM International Conference Proceed-
ing Series; Communications in Computer and Information Science; Education Sciences
(Q2); Sustainability (Switzerland) (Q2); CEUR Workshop Proceedings; Advances in
Intelligent Systems and Computing (Q4); Campus Virtuales (Q1); Elearning and Soft-
ware for Education Conference; International Journal of Environmental Research and
Public Health (Q2); International Journal of Learning (Q4); Lecture Notes in Networks
and Systems (Q4); and Pixel-Bit Revista de Medios y Educación (Q2).

There are data sources that have an H-Index of at least 2 and that have a G-Index of
at least 2 (Table 1):
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Table 1. Author local impact

Source H-Index G-Index

Sustainability (Q2) 2 4

ACM International Conference Proceeding Series 3 3

Education Sciences (Q2) 2 3

Aula Abierta (Q3) 2 2

Communications in Computer and Information Science; 2 2

International Journal of Environmental Research and Public Health (Q2) 2 3

Pixel-Bit Revista de Medios y Educación (Q2) 2 3

This research network extends mostly through authors of Spanish origin with affilia-
tion to the University of Seville. It is stated a list of 7 authors with at least 3 productions
according to the inclusion (Table 2):

Table 2. Authors with at least 3 productions

Author Orcid ID

Cabero-Almenara J. 0000-0002-1133-6031

Palacios-Rodriguez A. 0000-0002-0689-6317

Barroso-Osuna J. 0000-0003-0139-9140

Gutiérrez-Castillo J. 0000-0002-7536-2976

Guillén-Gamez F. 0000-0001-6470-526X

Llorente-Cejudo C. 0000-0002-4281-928X

Zhao Y. 0000-0001-5956-4546

According to Lokta’s law analysis [18–20, 23–25] it is shown that, out of a total
of 376 authors, only 1 author has 9 productions (0.25% of authors), only 1 author has
8 productions (0.25% of authors), only 1 author has 7 productions (0.25% of authors),
only 1 author has 5 productions (0.25% of authors) and only 1 author has 4 productions
(0.25% of authors), 3 authors have 3 productions (0.75% of authors); 18 authors have
2 productions (4.48% authors) and 376 authors have only one production (93.53% of
authors). This means that approximately 6.5% of the works repeat authorship of at least
2 authors.

There are 13 authors who have one H-Index [26–29] of at least 2 and one G-Index
[27, 28, 30] of at least 2 (Table 3).
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Table 3. Author local impact

Author Orcid ID H-Index G-Index

Cabero-Almenara J. 0000-0002-1133-6031 5 6

Palacios-Rodriguez A. 0000-0002-0689-6317 5 6

Barroso-Osuna J. 0000-0003-0139-9140 5 5

Gutiérrez-Castillo J. 0000-0002-7536-2976 4 4

Guillén-Gamez F. 0000-0001-6470-526X 3 3

Llorente-Cejudo C. 0000-0002-4281-928X 3 3

Barragán-Sánchez R. 0000-0001-6336-2728 2 2

Marín-Díaz V. 0000-0001-9836-2584 2 2

Mayorga-Fernández M. 0000-0003-3749-1264 2 2

Navio E. 0000-0001-8688-9602 2 2

Rivilla A. 0000-0002-1483-0668 2 2

Romero-Tena R. 0000-0001-9886-8403 2 2

Ruiz-Cabezas A. 0000-0002-2977-0485 2 2

There are at least 3 scientific productions affiliated to 6 institutions: the University
of Seville, the University of Salamanca, the Complutense University of Madrid, the
University of Córdoba, the University of Ljubljana and the University of Oslo. The
University of Seville stands out with 21 publications.

Themost relevant document is the article: Educating online student teachers tomaster
professional digital competence: TheTPACK-framework goes online, [31]with a total of
56 citations; and determines how online teacher education programs can enhance inno-
vative ways of teaching and learning with information and communication technologies
(ICTs).

It is necessary to extend this research towards the use of other tools that allow the
generation of scientific maps in the context of TDC.

5 Conclusions

The analysis of scientific production per year denotes a sustained growth from the year
2019, in general, it is observed that this fact is related to the processes implemented at
the educational level due to the pandemic caused by Covid 19.

It is identified a barely group of 14% of sources that host one third of the total
productions that have been located in this investigation and that finally are the central
nucleus of the works.

There is a large number of authors who publish a small number of works individually,
while only 7%of authors havemore than twopublications located in the search. Likewise,
there are a small number of data sources and authors that are relevant with significant
H, G and M indices about the settled topic.
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Almost half of all the authors are from Spain, thus, the study of this subject extends at
the Ibero-American level from Spain to countries such as Ecuador, Colombia, Mexico,
Brazil, Peru, Chile and Honduras; at European level it is stated a network between Spain,
United Kingdom, Ukraine, Portugal and New Zealand, of Anglo-Saxon level a research
network is appreciated extending from Spain to the United States and Canada. There
is also a network of work between institutions and researchers from Nepal and Japan,
however, these works are carried out in isolation.

The variables detailed through Software Rstudio through the Bibliometrix module
help to simplify the review processes of scientific literature specially in the phase of
selection and analysis of documents of any field of knowledge.

The responsible action of researchers when integrate metadata in scientific produc-
tions allows an adequate use of exploitation tools, generation of scientific maps and
bibliometric analysis, in addition to contributing to the internationalization processes
of higher education institutions, because this information is part of the analysis in the
consolidation of the different quality rankings at a local, regional, and global level.
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Abstract. The article presents a model for selecting the recruitment of
a soccer player for a Spanish Second Division soccer team. Considering
that this is a very complex model, which can be approached from several
aspects, this paper is limited only to the criteria related to the recruit-
ment or disposition of the player. Decision making (DM) is still an open
question. Zadeh has developed Z-number for modelling fuzzy numbers
with the degree of confidence. In this paper, a new DM method based on
Z-number is proposed to deal with linguistic decision making problems.
The decision making process can be easily carried out using Z-number
calculations. A numerical example on DM is used to exemplify the effec-
tiveness of the proposed method. The Z-numbers in the decision making
matrix are converted to the crisp numbers for decision making, which is
very important for deciding in soccer injury situations.

Keywords: Decision-making · Z-number · Fuzzy set · Triangular
fuzzy number

1 Introduction

The ability to respond flexibly to changing circumstances is fundamental to
the adaptive behaviour of humans and to artificial systems, such as software-
and hardware-level DSSs. Decision making is an important source of both the-
oretical activities (e.g., in economics, computer science, and AI) and practical
challenges (e.g., in business, politics and conflict resolution, investments and
insurance, voting and consumer behaviour, and medicine). These interests have
led to a wide divergence in research on decision processes. Of course, there have
been important attempts to develop domain-independent perspectives, such as
behaviour-based decision models (e.g., heuristics and biases and prospect the-
ory) and information processing approaches (e.g., neural networks and cognitive
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architectures). However, these attempts tend to occur from only one point of
view and do not create a single point of view.

To favour the use of group knowledge and experience in real situations, many
group decision making (GDM) methods have been presented. These have dif-
ferent approaches, such as aggregation of the preferences of different decision
makers [23] or group consensus convergence [20–22]. The goal of reaching group
consensus is to arrive at a solution that is preferred or accepted by the majority
or all decision makers [25]. To accelerate the arrival of group consensus, multi-
criteria group decision-making method for heterogeneous and dynamic contexts
using multi-granular fuzzy linguistic modelling and consensus measures [24]. A
group is usually considered to be satisfied with a generated solution when the
predetermined group consensus level is reached [27]. This seems to show that a
high level of group consensus indicates high group satisfaction with the GDM.

The remainder of the paper is organized as follows: Sect. 2 discuses some
definitions and concepts. In Sect. 3 the proposed method of decision making
using Z-number is discussed. Section 4 contains an example to illustrate the
proposed approach. At last, a conclusions is made in the Sect. 5.

2 Background Information

2.1 Essential Definitions

Fuzzy Subset
The theory of fuzzy subsets has been created to model human knowledge and
perception. The specificity of fuzzy logic is its ability to bridge the gap between
articulated linguistic descriptions and numerical models of systems [30].

Let E be a set with finite or infinite. Let A be a set contained in E. Then
the set of ordered pair (x, µA(x))) gives the fuzzy subset A of E, where x is an
element in E and µA(x) is the degree of membership of x in E.

Fuzzy Number
A fuzzy number is a generalization of a regular, real number and are very useful
to represent data corresponding to uncertain situations.

There are several methods to classify or order the fuzzy numbers. The con-
cept of probability measure was used to determine the order of the fuzzy numbers
considering the mean and dispersion of the alternatives [31]. In addition, a com-
putational approach was proposed to rank the alternatives using fuzzy numbers
[32].

It refers to a connected set of possible values, where each possible value has
its own weight between 0 and 1. A fuzzy number is thus a special case of a
convex, normalized fuzzy set of the real line.

Triangular Fuzzy Number
The fuzzy set theory is first introduced by Prof. Zadeh [18]. Then, many scholars
from around the world used it in different fields of study. A triangular fuzzy
number (TFN) that is known as a type of trapezoidal fuzzy number wide-spread
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employed in the literature. The mathematical membership function µo : R →
[0, 1], the values between 0 and 1 represent partial membership, where the higher
the value, the stronger the degree of membership, that is defined for the TFNs
ō = (a, b, c) is given as follows [19].

(a1, b1, c1) ⊕ (a2, b2, c2) = (a1 + a2, b1 + b2, c1 + c2) (1)

(a1, b1, c1) − (a2, b2, c2) = (a1 − a2, b1 − b2, c1 − c2) (2)

a1, b1, c1
a2, b2, c2

=
(
a1
c2

,
b1
b2
,
c1
a2

)
(3)

(a1, b1, c1)
−1 =

(
1
c1

,
1
b1
,

1
a1

)
(4)

The above operational rules are addition, subtraction, multiplication, division
and reciprocity of fuzzy numbers, respectively (Fig. 1).

A fuzzy number Ã = (a, b, c) is called triangular fuzzy number if its mem-
bership function is given by

µA(X) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, x < a
x − a

b − a
, a ≤ x ≤ b

c − x

c − b
, a ≤ x ≤ b

1, x > c

(5)

Fig. 1. Triangular fuzzy number A = (a1, a2, a3)

2.2 Z-Numbers

Decisions are based on information. To be useful, information must be reliable.
Basically, the concept of a Z-number relates to the issue of reliability of infor-
mation. A Z-number, Z, has two components, Z = (A, B). The first component,
A, is a restriction (constraint) on the values which a real-valued uncertain vari-
able, X, is allowed to take. The second component, B, is a measure of reliability
(certainty) of the first component. Typically, A and B are described in a nat-
ural language. Example: (about 45 min, very sure). An important issue relates
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to computation with Z-numbers. Examples: What is the sum of (about 45 min,
very sure) and (about 30 min, sure)? What is the square root of (approximately
100, likely)? Computation with Z-numbers falls within the province of Comput-
ing with Words (CW or CWW) [13]. In this note, the concept of a Z-number
is introduced and methods of computation with Z-numbers are outlined. The
concept of a Z-number has a potential for many applications, especially in the
realms of economics, decision analysis, risk assessment, prediction, anticipation
and rule-based characterization of imprecise functions and relations [6,9,16].

Linguistic Variable
Linguistic variable [8] is a variable whose values are not numbers but words
or sentences in a natural or artificial language. The concept of fuzzy linguistic
variable is a staple of the type-1 fuzzy set theory. It has the remarkable property
of putting together symbols and the meaning of those symbols as proper elements
of a computational system. Essentially, the linguistic variable concept introduces
two levels for manipulating words, the syntactic or symbolic level, where the
names of the words are given and certain operations can be defined working
on those symbols to generate new symbols, and the semantic or meaning level,
where type-1 fuzzy sets are introduced to give the meaning of each symbolic
word. Both levels are expressed explicitly in of a linguistic variable given by
Zadeh.

Fig. 2. Membership function of five levels of linguistic variables

2.3 Decision-Making

Decision making has been historically addressed by multiple disciplines, from the
classical ones such as philosophy, statistics, mathematics and economics, to the
most recent ones such as Artificial Intelligence. Decision-making methods often
apply fuzzy sets in their calculations. In [33] a decision method was presented
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that represented uncertain quantities as fuzzy sets and subsequently obtained
an optimal alternative.

The theories and models developed aim at rational support for complex deci-
sion making [27]. They include typical activities such as:

a) Defining the decision making problem.
b) Analyse the problem and identify solution alternatives X = x1, ...xn(n ≥ 2)
c) Establish evaluation criterion(s).
d) Evaluate alternatives.
e) Rank and select the best alternative.
f) Implement and follow up.

When the number of criteria satisfy that C = c1, c2, ...cm(m ≥ 2) it is consid-
ered a multi-criteria decision making problem (21). When the number of experts
is such that K = k1, k2, ...kn(n ≥ 2) it is considered a group decision making
problem [28].

Decision-making can be defined, in very general terms, as a process or set
of processes that result in the selection of an element among a set of possible
alternatives. Within this general definition, the processes can be natural and
conscious, as in the deliberate choice between alternatives, but also unconscious
or artificial (as in an expert system that provides decision support). Moreover,
decisions can refer to what to do (action), but also to what to believe (opinion).

Group Decision-Making
Group decision making consists in deriving a solution (an option or a set of
options) from the individual preferences over some set of options in question.
The solution may be meant in various ways leading to various solution concept.
Basically, it contains options that “best” reflect what a majority of the involved
individuals prefer [34]. A group decision-making process can be defined as a
decision situation: (i) there are two or more individuals, each characterized by
his or her own perceptions, attitudes, motivations, and personalities; (ii) all
recognize the existence of a common problem; and (iii) all attempt to reach a
collective decision [5,17].

Dynamic Decision-Making
Dynamic decision making (DDM) is defined by three common features: a series
of actions must be taken over time to achieve some overall goal, the actions
are interdependent so that later decisions depend on earlier actions, and the
environment changes both spontaneously and as a consequence of earlier actions
[2]. Dynamic decision tasks differ from sequential decision tasks [3] in that the
former are primarily concerned with controlling dynamic systems over time,
whereas the latter are more concerned with sequential search for information to
be used in making decisions.

Group decision-making processes are usually divided into two processes: the
consensus process and the selection process. Both processes are executed sequen-
tially to obtain the alternative solution. The consensus process, in which the
individuals in the group argue and reason their opinions with the objective of
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reaching the highest level of agreement, is carried out first. This process is usually
coordinated by a moderator, whose objective is to direct the negotiation and help
individuals to bring positions closer together. At all times, the degree of existing
agreement is obtained, so that if this is satisfactory, this process is concluded
and the selection process begins, whose objective is to find out which is the alter-
native solution, considering the preferences communicated by the individuals of
the group. If this is not the case, the individuals are urged to discuss again and
modify their opinions in order to bring their positions closer together. Thus,
we can define group decision making as the iterative and dynamic procedure in
which a group of individuals modify their initial opinions until their positions on
the best decision are sufficiently close. When this occurs, the selection process
is carried out to find out which is the consensus solution [29].

Decision Support Systems
A DSS is defined [4] as an interactive computer-based system that supports
rather than replaces decision-makers, uses data and models to solve problems
with different degrees of structure and focuses on the effectiveness rather than
the efficiency of decision processes (facilitates the decision process).

3 Methodology

3.1 Build the Fuzzy Decision-Making Matrix

Let the matrix M be the decision making matrix, m is the basic element of
matrix, where mij = Zij(Ã, B̃), i = 1, ...,m; j = 1, ...n and Zij(Ã, B̃) is the
evaluation of the jth criteria for the ith selection. Ã and B̃ is respectively the
constraint and reliability of a Z-number. The knowledge, for example, if an opin-
ion is expressed as “The price of soccer players is high, most likely.” then the
opinion can be described with Z-number (H;V H) [10,12,14].

3.2 Convert Linguistic Value into Numerical Value

Some knowledge/opinions are presented as linguistic value, in order to deal with
this linguistic value, these linguistic variables should be converted into numerical
values under the frame of fuzzy set which is described by Fig. 2. For example, if
the Z−number is (G;V G) with linguistic value, then according the membership
function of linguistic, the numerical value is ((5, 7, 9); (7, 9, 9)) [11,13].

3.3 Normalize the Fuzzy Decision-Making Matrix

Using the linear scale transformation, which enables decision makers to trans-
form TFNs into the closed interval [0, 1]. The evaluation criterion may be either
benefit criterion (i.e., the larger the rating, the greater the preference) or cost
criterion (e.g., the smaller the rating, the greater the preference), and the nor-
malization formulas are different for cost and benefit criteria [1]. The normalized
fuzzy decision matrix R̃ = [r̃ij ]mxn can be computed by:
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where B in Eq. (7) are the sets of benefit criteria and C in Eq. (8) and are the
sets of cost criteria.

3.4 Convert the Z-Numbers to Crisp Number

Let mij = Zij(Ã, B̃), i = 1, ...,m; j = 1, ...n, Ã = aijl , a
ij
m, aiju , R̃ = rlij ,m

m
ij , r
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the combination between Restriction Ã and Reliability R̃ can be denoted by the
following equation according to the canonical representation of multiplication
operation on t riangular fuzzy number.
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3.5 The Weight of Alternatives

The weight of each alternative can be defined as follows:

priority =
∑

w(Za)(wZf ) (8)

where Za is the weight of the criteria, and Zf is the value of each criteria.

4 Illustrative Example

In the following, we show an example of football player selection, to illustrate the
procedure of the proposed approach. There are four different options, namely
Player 1, Player 2, Player 3 and Player 4. Three main criteria are taken into
account (price of the player, time without injury and number of goals scored).
For each player, depending on the particular case, the price (taken from the
German transfermarkt.com website) is the most significant element, which can
be described by the linguistic variable “Very high”. Similarly, the length of time
without injury and the number of goals are also described by the linguistic notion
of Z-number. The evaluation of the linguistic criteria of the four players can be
described in Table 1.

http://transfermarkt.com/
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Based to the membership function given by Eq. (1) and described by Fig. 2,
the linguistic variable can be converted into a numerical value, which is described
in Table 2.

Table 1. Decision matrix with linguistic values

Price (Million USD) Time without injury (Months) Goals (Amount)

Player 1 ((4, 5, 6), VH) ((7, 10, 12), M) ((7, 8, 9), VH)

Player 2 ((6, 7, 8), H) ((6, 7, 8), VH) ((7, 8, 10), H)

Player 3 ((4, 5, 6), H) ((4, 5, 6), H) ((1, 2, 3), M)

Player 4 ((3, 4, 5), H) ((10, 11, 12), H) ((5, 6, 7), H)

Table 2. Decision matrix with numerical values

Price (Million USD) Time without injury (Months) Goals (Amount)

Player 1 ((4, 5, 6), (0.75, 1, 1)) ((7, 10, 12), (0.25, 0.5, 0.75)) ((7, 8, 9), (0.75, 1, 1))

Player 2 ((6, 7, 8), (0.5, 0.75, 1)) ((6, 7, 8), (0.75, 1, 1)) ((7, 8, 10), (0.5, 0.75, 1))

Player 3 ((4, 5, 6), (0.5, 0.75, 1)) ((4, 5, 6), (0.5, 0.75, 1)) ((1, 2, 3), (0.25, 0.5, 0.75))

Player 4 ((3, 4, 5), (0.5, 0.75, 1)) ((10, 11, 12), (0.5, 0.75, 1)) ((5, 6, 7), (0.5, 0.75, 1))

The third step consists of normalising the fuzzy data to facilitate the math-
ematical calculations in the decision process according to Eqs. (6) and (7). The
price and goal criteria are cost criteria, while the non-injury time criterion
belongs to the profit criterion. The standardised decision matrix is presented
in Table 3.

Table 3. Normalized decision matrix

Price (Million USD) Time without injury (Months) Goals (Amount)

Player 1 ((0.25, 0.38, 0.5), (0.75, 1, 1)) ((0, 0.17, 0.42), (0.25, 0.5, 0.75)) ((0.7, 0.8, 0.9), (0.75, 1, 1))

Player 2 ((0, 0.13, 0.25), (0.5, 0.75, 1)) ((0.33, 0.42, 0.5), (0.75, 1, 1)) ((0.7, 0.8, 0.1), (0.5, 0.75, 1))

Player 3 ((0.25, 0.38, 0.5), (0.5, 0.75, 1)) ((0, 0.17, 0.42), (0.5, 0.75, 1)) ((0.1, 0.2, 0.3), (0.25, 0.5, 0.75))

Player 4 ((0.38, 0.5, 0.63), (0.5, 0.75, 1)) ((0, 0.08, 0.17), (0.5, 0.75, 1)) ((0.5, 0.6, 0.7), (0.5, 0.75, 1))

The fourth step consists of converting the Z numbers to crisp numbers accord-
ing to the triangular fuzzy number multiplication operation. The result of the
normalized matrix is detailed in Table 4 and Table 5.

Table 4. Decision matrix which combines the restraint and reliability of z-numbers

Price (Million USD) Time without injury (Months) Goals (Amount)

Player 1 (0.25, 0.38, 0.5)⊗ (0.75, 1, 1) (0, 0.17, 0.42)⊗ (0.25, 0.5, 0.75) (0.7, 0.8, 0.9)⊗ (0.75, 1, 1)

Player 2 (0, 0.13, 0.25)⊗ (0.5, 0.75, 1) (0.33, 0.42, 0.5)⊗ (0.75, 1, 1) (0.7, 0.8, 0.1)⊗ (0.5, 0.75, 1)

Player 3 (0.25, 0.38, 0.5)⊗ (0.5, 0.75, 1) (0, 0.17, 0.42)⊗ (0.50, 0.75, 1) (0.1, 0.2, 0.3)⊗ (0.25, 0.5, 0.75)

Player 4 (0.38, 0.5, 0.63)⊗ (0.5, 0.75, 1) (0, 0.08, 0.17)⊗ (0.5, 0.75, 1) (0.5, 0.6, 0.7)⊗ (0.5, 0.75, 1)
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To conclude, after normalising the weights of the criteria, according to Eq. (4),
the final priority weights of the four players are obtained, which are shown in
Table 6. The result can be seen in Table 6. The result can be depicted in Fig. 3.

Table 5. Decision matrix with crisp numbers

Price (Million USD) Time without injury (Months) Goals (Amount)

Player 1 0.36 0.09 0.77

Player 2 0.09 0.40 0.50

Player 3 0.28 0.14 0.10

Player 4 0.38 0.06 0.45

Table 6. The weight of players selection

Price (Million USD) Time without injury (Months) Goals amount Priority weight

Player 1 0.36 0.09 0.77 0.41

Player 2 0.09 0.40 0.50 0.33

Player 3 0.28 0.14 0.10 0.17

Player 4 0.38 0.06 0.45 0.30

Fig. 3. The weight of players selection

5 Discussion and Conclusions

Decision-making has been the subject of intense research in recent decades, and
fuzzy sets have been applied in multiple decision making processes, since uncer-
tainty and complexity are phenomena present in the real world. But the problem
is that the reliability of the information is not efficiently taken into account.
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Many more complicated cases still need to be considered in the future, such
as uncertain weights of criteria problems, etc., the calculation with Z-numbers
requires further study in wider fields.

The presented case demonstrates that the developed method using Z-numbers
is a great option for approaching and solving problems related to the selection
of soccer players.

The proposal made by Zadeh, about Z numbers are a new vision, which
has more capacity to describe the uncertainty. In this paper, we solve the deci-
sion making using Z-number, and a method is proposed to deal with Z-number.
Finally, the Z numbers of the decision matrix are converted to crisp numbers.
In the following, simple additive weighting methods can be used to solve multi-
criteria fuzzy decision making.

Before concluding, the method is demonstrated with a numerical example to
illustrate the proposed procedure. Analysing the results of the example detailed
in Chapter III, it is evident that one of the criteria, the number of goals scored,
has a strong influence on the final decision process, players 1 and 3 have very
similar values in the criteria of price and time without injury, however, when
applying the decision making process, there is a marked difference in the order
and its influence on the final decision, using the risk analysis of the criteria.
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Abstract. One of the most critical resources today is information, an
intangible asset that has become a vital research source. On many occa-
sions, access to data becomes a complex and challenging task. For many
organizations sharing information, it is often a risk in terms of security
and privacy, especially if the data is sensitive. In response to this prob-
lem, synthetic data emerges as a valid alternative, generated by different
methods and techniques from an original or real dataset, allowing shar-
ing of information very close to reality. In this work, an experiment is
carried out that allows validating the efficiency of synthetic versus real
datasets by applying a model that predicts possible fraud cases in a
dataset based on machine learning algorithms LDA and Random For-
est or Gradient Boosting. We compared the prediction performance of
our model over the real and synthetic datasets using metric ROC-AUC
curves. Our results show a similar behavior among the data sets in our
model, suggesting a promising path in the use of synthetic data sets for
this kind of applications.

Keywords: Fraud · Real and synthetic dataset · Classification
methods · AUC-ROC · Topic modeling

1 Introduction

Fraud is a global concern that affects both public and private institutions, and
it encompasses a wide range of illegal actions, including deliberate deceit or mis-
representation. The Association of Certified Fraud Examiners (ACFE) defines
fraud as “any purposeful or deliberate act of depriving someone of property or
money by cunning, deception, or other unfair acts.” [1].

According to a Price Waterhouse Coopers investigation, 30% of the orga-
nizations examined have already been victims of fraud. Furthermore, 80% of
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their fraud was done within the company’s ranks, particularly in administra-
tive departments such as accounting, operations, sales, and management, not to
mention customer service relationships [3]. Often unknown within a corporation,
fraud-related practices define a sequence of anomalies and illegal acts defined by
fraudsters’ purposeful deceit. Most discovered abnormalities result from a lack
of internal control systems, and in such cases, fraudsters perpetrate fraud by
leveraging the flaws [4]. Because humans commit fraud, it is closely related to
their behavior. Therefore, understanding the motivations of perpetrators or their
psychological and personality traits that lead them to cross ethical boundaries
can provide a new perspective for fraud detection [5]. There is agreement that
prevention should be a primary approach to reducing fraud through effective risk
management. Avoiding fraud saves time and money since detecting it after it
has occurred makes it almost impossible to recover what was stolen. To increase
fraud prevention, companies must identify those factors that drive people to
commit fraud and understand this behavior [6]. Numerous theories have tried
to explain this issue, being Cressey’s Fraud Triangle Theory (FTT) and Wolf
and Hermanson’s Fraud Diamond Theory (FDT) [7], the most referenced in this
field. Both techniques examine in-depth the invoices that motivate committing
fraud.

One of the most difficult challenges to the investigation and study of fraud
is the lack of access to data linked to this issue. Except for studies conducted by
private entities such as the Federal Bureau of Investigation (FBI) and ACFE,
information with evidence of fraudulent activities associated with fraud theory,
in which communications related to pressure, opportunity, and rationalization
are observed, is incipient in the scientific community. They were successful in
obtaining data related to this topic of research. For the development of fraud
prevention methods, fraud-related data is essential. Actual datasets are scarce
due to infringements of copyright and intellectual property. Due to the difficulties
of acquiring this sensitive information, the fabrication of synthetic data is a viable
approach for acquiring fraud data. According to several experts, synthetic data
is the key to making ML and AI quicker and their algorithms more effective at
predicting fraudulent behavior, particularly when acquiring actual data is costly
or difficult [8].

The scientific community often employs synthetic data production. These
data are often created to fit particular criteria not present in the original data.
Researchers may manipulate data more freely and test a broader range of set-
tings and scenarios in their applications by creating synthetic datasets [9]. In
experimental investigations, synthetic datasets that follow statistical distribu-
tions and data from real-world applications are used as test datasets. Synthetic
datasets allow testing the behavior of an algorithm or data structure under spe-
cific conditions or in extreme situations. Also, for testing scalability, synthetic
datasets are often suitable [10].

This article analyzes the validity of synthetic data generated through neu-
ral networks and tools available on the internet, which synthesize data based
directly on real data of interest. The real data was obtained through simulation
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with students from the Escuela Politécnica Nacional (EPN). Validation of the
use of synthetic data for research requires a comparison of results derived from
synthetic data with those based on original data.

Through a model that allows detecting suspected fraud behaviors which use
a theory to analyze this phenomenon from the point of view of human behavior
known as FTT, plus modeling of topics and automatic learning algorithms as
classification methods allows alerting on the possibility of fraud in a dataset.
This model will be used to carry out a comparative study of real and synthetic
datasets. In this work, the validation of three datasets generated by different
methods is carried out using the mentioned model, in which topic modeling is
applied, which is a widely used approach in text mining and provides a complete
representation of a corpus through the inference of latent content variables called
topics. This technique assigns a probability to a text or document belonging to a
specific topic [11]. Different classification methods will use the probability that a
document belongs to a topic to identify which technique is more compatible with
topic modeling and efficiently identify phrases suspected of fraud. The AUC-
ROC curve was used to measure the classification models’ performance. As a
result, it was observed that the Random Forest (RF) and Gradient Boosting
algorithms were the most efficient in predicting possible fraud cases, and these
methods will be used to compare the datasets under study.

The rest of this paper is organized as follows: Sect. 2 presents a review of
the literature in the area of dataset comparison. Section 3 describes the data
preparation and the methodology used in this work. Next, Sect. 4 presents the
experiment and the results. Finally, Sect. 5 presents the conclusions and future
work.

2 Related Work

Many areas of study use synthetically generated data, from data mining to soft-
ware engineering to artificial intelligence. However, few works are in charge of
comparative analysis of synthetic datasets against real datasets based on their
performance applying classification methods. In this sense, the following studies
were found in the literature contributing to this topic of study.

In [12], signal detection performance based on synthetic training data is com-
pared with the performance of real-world training images. With synthetic and
real data and a configurable number of training samples, Viola-Jones detectors
are constructed for 4 distinct traffic lights. We test and evaluate detectors. The
goal of [13] is to investigate whether synthetic data can be used as a reliable
substitute for real-world data in machine learning systems. This research evalu-
ates the performance of synthetic datasets when used to train machine learning
models. Using three object identification methods, [14] verified the synthetic
data for model pretraining and data augmentation to examine the synthetic
dataset’s utility. Our findings demonstrate that the synthetic dataset consider-
ably enhances model pretraining and data augmentation for small and medium-
sized real-world datasets, illustrating the utility and promise of synthetic data
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in aerial imagery. In [15], they validate five studies on the omission of suggested
medicine, the influence of time to procedure, and hospitalization measures on sur-
vival after discharge, imaging risks, and diabetes therapies. Institutional review
board (IRB) approval was acquired to utilize real data, allowing real and syn-
thetic data comparison. These studies evaluated the accuracy and precision of
synthetic patient data-based estimations. On the other hand [13], experimented
with studying the validity of performing machine learning on synthetic data.
They compared evaluation metrics from machine learning models trained on
synthetic data with metrics from machine learning models trained on the corre-
sponding real data, by generating a fully synthetic dataset through subsampling
a synthetically generated population and generating a partially synthetic dataset
by obtaining the values of sensitive attributes.

The authors of [16] studied these techniques using different dataset synthesiz-
ers such as linear regression, decision tree, random forest, and neural network.
They evaluated the effectiveness of these techniques towards the amounts of
utility they preserve and the disclosure risks they suffer. The features of the
synthetic data are compared to those of the original data in the work proposed
by [17], and a model demonstrating how the synthetic data may be utilized
to create and improve a standard learning analysis is shown. [9], a method for
producing synthetic microdata utilizing the publicly accessible tool Benerator
to introduce a new domain for data generation based on census-based personal
information is discussed. In addition, they examine the distributions of the orig-
inal and synthetic data, revealing that the synthetic dataset maintains a high
degree of accuracy in contrast to the original distribution. In this work [18], the
authors analyze a cancer clinical trial to show how synthetic data may be used
to get the same conclusions from real data. These findings imply that synthetic
data may act as a stand-in for real data, increasing the accessibility of relevant
clinical trial data to researchers. Unlike previous research, our work will com-
pare and evaluate the performance of different synthetic datasets to identify if
they can be a reliable replacement for actual data by using a tool that detects
possible fraud cases. This model identifies suspicious fraud behaviors in a data
set through topic modeling techniques and classification methods, which, aligned
with the FTT, allow addressing this phenomenon from a sociological point of
view, associating the different behaviors found to the vertices of this theory.

3 Methodology

3.1 Dataset Selection

Finding evidence confirming the occurrence of fraud becomes challenging when
studying and analyzing this phenomenon. Whether due to its importance or sen-
sitivity, the corporations and organizations that own this source of information
protect it. Often due to their confidentiality rules, which restrict access to this
resource. Researchers typically use real data for analysis and experimentation
in their research. However, synthetically generated datasets can solve this prob-
lem when access to this information is limited or non-existent [19,20]. For this
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work, two synthetic datasets were generated from a real fraud-oriented dataset
created at the EPN. This was done through a controlled experiment with EPN
students, for which a data dictionary called “Textual Survey Word List 103115”
was used, acquired from the company Audinet [21], which contains words related
to the three vertices of the FTT, “Pressure, Opportunity and Rationalization,”
Which was used to create this initial or real dataset containing phrases related
to fraud. This real dataset, named for this paper “Students”, comprises 14,226
records balanced in two classes fraud and non-fraud (7113×7113). Each sentence
belongs to one of two classes: fraud, represented by a 1, or not fraud, represented
by a 0. This initial dataset served as a seed to feed a neural network and tools
available on the internet to generate two synthetic datasets, which were used to
feed the model to predict possible cases of fraud mentioned above.

3.2 Generating Synthetic Data

To analyze any phenomenon that needs to be studied, it is recommended to have
real data. However, in the absence of this resource, the data generated synthet-
ically by some simulation tool becomes a valid alternative. The generation of
synthetic data is a complex task and demands resources for its execution, so it is
necessary to use an adequate methodology that optimizes this work and estab-
lishes an adequate procedure that allows the execution of the related tasks. The
methodology proposed by Lundin et al. [22] was taken as a reference for the gen-
eration of synthetic datasets, adapting it to the required needs and depending on
the tools used. Different strategies were used to generate the synthetic datasets,
and as requirements, the characteristics of the real dataset were established as
functional parameters, referring to the number of records and classes used. The
first synthetic dataset, named “WebScraping”, was constructed from the use of
various keywords related and unrelated to the FTT, in the same proportion as
the real dataset (7113 × 7113) for fraud and non-fraud, respectively, using the
phrases related to fraud; the dictionary “Textual Survey Word List 103115” and
for phrases not related to fraud words not related to this phenomenon. Using
different online tools to generate text, like [23–25]; Phrases were obtained that
included the selected keywords. These tools allow sentences to be generated from
a specific word with a well-defined grammatical and semantic structure. Finally,
a web scraping tool, “Firefox Addon,” allows us to save the generated results
and export them in CSV format for processing. The process followed to generate
this dataset is shown in Fig. 1.

For the second synthetic dataset, named “Neural-Networks,” the method-
ology established by [2] was used, in which a portion of sentences of the real
or initial dataset “Students,” was used as input for generating text related and
not related to fraud, which, as in the previous synthetic dataset “WebScraping,”
kept the same parameters in which the real dataset was built. The next step is to
review the data collected using [22] exploratory data analysis (EDA). In addition,
essential characteristics are identified and valuable parameters for fraud detec-
tion. Next, relevant parameters are identified in the input data, and one way
to identify these parameters is to study the characteristics necessary for fraud
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Fig. 1. Flow chart used to generate the synthetic dataset named “WebScraping”.

detection. These features must-have properties related to the FTT. The result of
this stage will allow the identification of a suitable profile to analyze fraudulent
activities. Finally, the real dataset will be downsampled to balance the minority
class with the majority class. The initial dataset, composed of phrases identified
as fraud and non-fraud, will be the input for the text generation algorithms by
applying deep learning algorithms such as recurrent neural networks (RNN) and
long short-term memory (LSTM). The process followed to generate this dataset
is shown in Fig. 2.

Fig. 2. Flow chart used to generate the synthetic dataset named “Neural-Networks”.

3.3 Topic Modeling and Classification Methods Used in Real
and Synthetic Datasets

Taking as reference the model proposed by [26], in which they propose identifying
hidden patterns within a dataset that may be related to fraud. To achieve this,
they develop a model to predict if a specific phrase belongs to one of these
categories (pressure, opportunity, rationalization, and others). If it matches one
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Table 1. Probabilities per topic obtained by LDA of the study datasets (Students,
WebScraping and Neural-Networks).

Docs Students DT WebScraping DT Neural-Networks DT

1 2 3 4 1 2 3 4 1 2 3 4

0 0.08 0.08 0.75 0.08 2 0.91 0.03 0.03 0.03 0 0.36 0.03 0.03 0.58 3

1 0.62 0.13 0.13 0.13 0 0.83 0.06 0.05 0.05 0 0.6 0.31 0.04 0.05 0

2 0.05 0.05 0.85 0.05 2 0.02 0.66 0.02 0.3 1 0.93 0.02 0.02 0.02 0

3 0.05 0.05 0.85 0.05 2 0.89 0.04 0.04 0.04 0 0.56 0.04 0.37 0.04 0

4 0.06 0.06 0.56 0.31 2 0.95 0.02 0.02 0.02 0 0.02 0.02 0.74 0.23 2

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

14222 0.05 0.05 0.25 0.65 3 0.02 0.02 0.68 0.28 2 0.04 0.19 0.04 0.73 3

14223 0.08 0.08 0.42 0.42 2 0.2 0.04 0.26 0.49 3 0.4 0.07 0.07 0.47 3

14224 0.04 0.04 0.04 0.89 3 0.34 0.03 0.61 0.03 2 0.05 0.05 0.05 0.85 3

14225 0.06 0.06 0.06 0.81 3 0.75 0.02 0.2 0.02 0 0.25 0.05 0.05 0.65 3

14226 0.06 0.06 0.06 0.81 3 0.44 0.15 0.39 0.02 0 0.5 0.06 0.06 0.37 0

of the first three, this phrase is suspected of fraud. To detect suspicious patterns
related to fraud, in a first phase, they perform topic modeling (unsupervised
learning) on an unstructured dataset [27]. They select Latent Dirichlet Allocation
(LDA) as the best topic model. Then, based on the resulting coherence value,
which indicates the level of semantic similarity between words on a topic [28],
they determine the appropriate number of topics or k value. This value is an
input parameter needed to obtain a topic model in LDA. They determine a
value of k = 4 in their study. Once the appropriate value of k is obtained, LDA
is applied to the study corpus, and we proceed to extract the probabilities that
the documents belong to specific topics, values provided by the algorithm that
will be useful to feed classification methods and try to predict phrases related
to fraud, as can be seen in the Table 1.

In a second phase, with the probabilities that the documents belong to a
specific topic (obtained from the LDA model) from the datasets, the records are
labeled with 1 or 0 to indicate whether or not it is related to fraud, respectively.
Documents grouped by dominant topic (DT) and their indicator related to fraud
or no fraud are selected to build new datasets (T1, T2, T3, and T4), as can be
seen in the Tables 2, 3 and 4, related with the different study datasets “Students,
WebScraping and Neural-Networks”. This new representation of the datasets will
be used as input for different classification algorithms, whose resulting prediction
models will be used later to measure their performance and compare them. To
compare the classifiers, it is essential to choose a good metric; they selected the
area under the curve (AUC) since it is trendy when it is necessary to classify
predictions and not necessarily obtain well-defined probabilities [29]. Random
Forest (RF) and Gradient Boosting (GB) were the most efficient classification
methods.
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Table 2. Segmentation of probabilities by Dominant Topic (DT) and labeling fraud
= 1 and no fraud = 0 (Students Dataset).

DT 1 F DT 2 F DT 3 F DT 4 F

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

0.62 0.13 0.13 0.13 1 0.05 0.62 0.28 0.05 1 0.08 0.08 0.75 0.08 1 0.06 0.38 0.06 0.49 1

0.5 0.17 0.29 0.04 1 0.05 0.65 0.25 0.05 1 0.05 0.05 0.85 0.05 1 0.04 0.05 0.21 0.71 1

0.44 0.29 0.24 0.03 1 0.04 0.45 0.34 0.18 1 0.05 0.05 0.85 0.05 1 0.13 0.13 0.13 0.62 1

0.6 0.31 0.04 0.04 1 0.44 0.45 0.06 0.06 1 0.06 0.06 0.56 0.31 1 0.21 0.23 0.04 0.52 1

0.62 0.13 0.13 0.13 1 0.35 0.53 0.06 0.06 1 0.06 0.06 0.81 0.06 1 0.06 0.06 0.31 0.56 1

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

0.56 0.06 0.06 0.31 0 0.05 0.52 0.05 0.38 0 0.06 0.06 0.56 0.31 0 0.08 0.08 0.08 0.75 0

0.42 0.08 0.08 0.42 0 0.08 0.42 0.08 0.42 0 0.03 0.16 0.41 0.41 0 0.05 0.05 0.25 0.65 0

0.25 0.25 0.25 0.25 0 0.08 0.42 0.08 0.42 0 0.08 0.08 0.42 0.42 0 0.04 0.04 0.04 0.89 0

0.46 0.06 0.07 0.41 0 0.06 0.56 0.06 0.31 0 0.06 0.29 0.33 0.31 0 0.06 0.06 0.06 0.81 0

0.42 0.08 0.08 0.42 0 0.08 0.42 0.08 0.42 0 0.08 0.08 0.42 0.42 0 0.06 0.06 0.06 0.81 0

Table 3. Segmentation of probabilities by Dominant Topic (DT) and labeling fraud
= 1 and no fraud = 0 (WebScraping Dataset).

DT 1 F DT 2 F DT 3 F DT 4 F

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

0.91 0.03 0.03 0.03 1 0.02 0.66 0.02 0.03 1 0.41 0.05 0.49 0.05 1 0.07 0.06 0.06 0.81 1

0.84 0.06 0.05 0.05 1 0.07 0.8 0.06 0.06 1 0.02 0.21 0.74 0.02 1 0.41 0.01 0.01 0.57 1

0.89 0.04 0.04 0.04 1 0.37 0.46 0.03 0.14 1 0.05 0.44 0.45 0.05 1 0.02 0.02 0.47 0.49 1

0.95 0.02 0.02 0.02 1 0.04 0.88 0.04 0.04 1 0.38 0.18 0.42 0.02 1 0.13 0.13 0.13 0.62 1

0.87 0.04 0.04 0.04 1 0.04 0.9 0.03 0.03 1 0.32 0.19 0.45 0.04 1 0.33 0.19 0.01 0.46 1

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

0.84 0.05 0.06 0.05 0 0.04 0.58 0.04 0.34 0 0.04 0.04 0.69 0.22 0 0.04 0.21 0.04 0.71 0

0.92 0.03 0.03 0.03 0 0.03 0.64 0.32 0.02 0 0.08 0.08 0.74 0.1 0 0.08 0.08 0.09 0.75 0

0.89 0.04 0.04 0.04 0 0.05 0.84 0.05 0.05 0 0.34 0.05 0.56 0.05 0 0.05 0.25 0.05 0.65 0

0.75 0.02 0.02 0.02 0 0.04 0.88 0.04 0.04 0 0.02 0.02 0.68 0.28 0 0.05 0.05 0.05 0.85 0

0.44 0.15 0.39 0.02 0 0.02 0.94 0.02 0.02 0 0.34 0.03 0.61 0.03 0 0.2 0.04 0.26 0.49 0

Table 4. Segmentation of probabilities by Dominant Topic (DT) and labeling fraud
= 1 and no fraud = 0 (Neural-Networks Dataset).

DT 1 F DT 2 F DT 3 F DT 4 F

1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4

0.91 0.03 0.03 0.03 1 0.02 0.66 0.02 0.3 1 0.02 0.02 0.74 0.23 1 0.6 0.03 0.03 0.58 1

0.83 0.06 0.05 0.05 1 0.07 0.8 0.06 0.06 1 0.39 0.03 0.56 0.03 1 0.06 0.07 0.07 0.8 1

0.89 0.04 0.04 0.04 1 0.37 0.46 0.03 0.14 1 0.36 0.19 0.41 0.04 1 0.03 0.23 0.35 0.39 1

0.95 0.02 0.02 0.01 1 0.04 0.88 0.04 0.04 1 0.03 0.92 0.03 0.31 1 0.03 0.03 0.03 0.9 1

0.87 0.04 0.04 0.05 1 0.04 0.9 0.03 0.03 1 0.12 0.02 0.6 0.25 1 0.31 0.2 0.02 0.46 1

... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...

0.84 0.05 0.06 0.05 0 0.04 0.58 0.04 0.34 0 0.03 0.03 0.54 0.39 0 0.08 0.36 0.08 0.47 0

0.92 0.03 0.03 0.02 0 0.03 0.64 0.32 0.02 0 0.03 0.03 0.63 0.31 0 0.04 0.19 0.04 0.73 0

0.88 0.04 0.04 0.04 0 0.05 0.84 0.05 0.05 0 0.08 0.08 0.42 0.42 0 0.4 0.07 0.07 0.47 0

0.75 0.02 0.2 0.02 0 0.04 0.87 0.04 0.04 0 0.31 0.06 0.32 0.31 0 0.05 0.05 0.05 0.85 0

0.44 0.15 0.39 0.02 0 0.02 0.95 0.02 0.02 0 0.05 0.05 0.47 0.42 0 0.25 0.05 0.05 0.65 0
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4 Results

The comparison of the classifiers if the classes are balanced and also there is no
certainty that the classifier has chosen the best decision threshold, it is better
to work with the AUC metric, which is equivalent to the probability that the
classifier assigns the highest score to relevant classes compared to irrelevant ones
[30]. The receiver operating characteristic (ROC) is a curve representing the rate
of true positives against the rate of false positives, where the area determines
the model’s performance under the curve. The closer the AUC score is to 1, the
better the model will distinguish between classes. In this work, the ROC curve
was used to represent the performance of different machine learning models.

Once the model has been applied to the different study datasets, it can be
seen that there is similar behavior of the classifiers in the ROC-AUC curves by
topic. In topics 0, 2, and 3, the performance values of the RF and GB algo-
rithms obtained are very similar with imperceptible differences, while in topic
one, these differences are a little more visible, without this affecting the final
average performance, as can be seen in Fig. 3.

Fig. 3. ROC curves of RF and GB classifiers for the real and synthetic datasets related
to each dominant topic. (a) DT 1. (b) DT 2. (c) DT 3. (a) DT 4.
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In this context, about the real dataset “Students,” it was observed that the
RF and the GB obtained an average AUC of 0.81 and 0.81, respectively, while the
synthetic dataset generated by internet “WebScraping” had a similar behavior
when applying RF and GB, obtaining performance values with an average AUC
of 0.81 and 0.83, respectively. Finally, in the second synthetic dataset, “Neural-
Networks,” generated by deep learning, it can be seen that the RF and GB
obtain an average AUC of 0.79 and 0.82, respectively, as can be seen in the
Table 5.

Table 5. Performance, measured with AUC, of RF and GB when classifying a doc-
ument related or not to fraud within the study datasets (Students, WebScraping and
Neuronal-Networks). T1, T2, T3, and T4 correspond to new datasets, each correspond-
ing to a learned dominant topic of LDA.

CM(AUC) Students M WebScraping M Neural-Networks M

T1 T2 T3 T4 T1 T2 T3 T4 T1 T2 T3 T4

Random Forest 0.87 0.67 0.84 0.84 0.81 0.82 0.78 0.82 0.80 0.81 0.84 0.68 0.85 0.80 0.79

Gradient Boosting 0.87 0.68 0.86 0.84 0.81 0.85 0.79 0.83 0.83 0.83 0.85 0.70 0.92 0.82 0.82

These results suggest a similar behavior in the datasets analyzed based on the
performance averages of the classifiers used, as can be seen in Fig. 4. Therefore,
since synthetic datasets can be a very close alternative to the original data, it is
feasible to produce a dataset that helps protect and protect information when
it is confidential and difficult to access.

Fig. 4. Best metrics obtained by the algorithms (Random Forest and Gradient Boost-
ing) applied to the study datasets.
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5 Conclusions

This work shows that the performance obtained by a detector of fraud-suspicious
behavior based on machine learning algorithms used on the real dataset is similar
to that obtained from synthetic datasets. These findings suggest that the results
of models built using synthetic datasets may reflect behaviors obtained as if
real data had been used. If more work supports this hypothesis, researchers can
generate or use synthetic datasets with complete confidence that their results
will have scientific validity. Synthetic datasets preserve the privacy and confi-
dentiality of the information, allowing the development of predictive models to
discover patterns without the need to reveal confidential data, minimizing the
risk of access to real data. It should also be mentioned that adequate evaluation
metrics, which show the real behavior of the classifiers used, are essential since
selecting the wrong one can be misleading in determining how the model behaves.
In this case, according to the results obtained from the performance compari-
son, synthetic data is recommended to predict phrases suspected of fraud. As
future work, it is proposed to carry out tests of the model for detecting fraud
by applying deep learning algorithms and testing it with real and synthetic data
to evaluate the performance and analyze if there is an improvement versus the
classification methods.
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Abstract. Industry 4.0 promotes the digital transformation of education, innova-
tive, flexible, personalized learning; and requires transformations both method-
ological, curricular, as well as management. The present study intends to establish
certain characteristics of the academic director in the area of Education, projected
towards the fourth industrial revolution, for which the quantitative research app-
roach supported by a semi-structured online questionnaire was used as a structured
instrument in the 4 dimensions of the framework of enabling components of Edu-
cation 4.0. The population was made up of the academic directors of the Facultad
de la Educación, el Arte y las Comunicaciones of the Universidad Nacional de
Loja. Among the main results, it was obtained that the competencies that the
academic directors consider to be a priority are teamwork, innovation and partic-
ipation in collaborative networks; The teaching role stands out as a manager of
access to knowledge with 53%; 53.8% of academic directors use cloud computing
as an information management mechanism and 46.22% of them affirm that 50%
of their career information is digitized; 76.9% of the population requires training
in matters related to Culture 4.0, while 58.3% consider that digital gaps and dehu-
manization are the main risks in Education 4.0. It is concluded that Education 4.0
is an unfinished field that includes not only technological but also organizational
aspects with challenges and risks for contemporary society.

Keywords: Academic management · Education 4.0 · Industry 4.0

1 Introduction

Higher Education Institutions, organizations dedicated to the training of human talents
based on the themes and problems of society, which are developed in the present and are
projected into the future, seek to provide skills, mentality and talent so that professionals
of the future can deal with change and transformations in an agile way, being the teachers
of this third level of education, primary actors who must mediate the learning of the
future. Some of the skills that, in this prospective line, the curricula and study plans must
consider include: creativity for complex challenges in a collaborative manner, emotional
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intelligence and critical thinking, innovation and entrepreneurship, agile methodologies,
sustainable mentality, handling design and programming of new technologies.

Teaching-learning experiences with real enterprises; the new role of the teacher
as mentor and advisor; technology as an enabling tool for learning, networking, the
collective construction of knowledge; the development of processes that combine online
and face-to-face training; the design of study programs that take advantage of and face
the challenges of Industry 4.0; all this makes us think that we are witnessing the birth
of a new educational model in collaboration between higher education institutions, the
employer sector and industry 4.0.

Education 4.0 developed within the challenges of Industry 4.0, considers the tech-
nologies that foster innovative, flexible, personalized learning based on data analytics,
virtual realities, gamification, augmented reality, artificial intelligence, learning mobile,
3D printing, real-time interaction from any latitude, adaptive learning. This model also
considers that the new university teacher must develop their capacity for adaptation,
innovation and constant learning to face an educational system open to other contexts
where the knowledge of the teacher and the student, as well as the development of their
skills, it traverses and is configured in other spaces, other formal and informal spheres, in
which access to knowledge and information, as well as its construction, are unfinished.

In this sense, at the present time, the academic directors of the universities need to
align their management in the perspective of the challenges posed by the fourth industrial
revolution; due to this, the present study that is part of the progress of the doctoral
thesis work “Theoretical approach on intermediate management in Higher Education
Institutions from anOpen Innovation approach” intends to pay for the search for findings
that contribute to the construction of trajectories training for management personnel of
educational institutions, capable of renewing their management and making decisions
that respond to the institutional transformation agenda and the demands of the productive
sector that interacts with higher education. Therefore, the questions that provoked this
research are: How should academic managers be prepared to take on the challenges of
Education 4.0 in the face of the reality of Industry 4.0? What should be the priorities of
the university academic manager with respect to the digital transformation of education?
And what should be the concerns and risks that should be the attention of the academic
directors of the universities?

2 Literature Review

2.1 The Arrival of the Fourth Industrial Revolution or Industry 4.0

The phenomenon of Industry 4.0 (I4.0) or the fourth industrial revolution (4RI) has
repercussions in all areas, and education is no exception, which iswhy it is nownecessary
to rethink an education that responds to this new reality. In this context, according
to [1], a 4.0 education uses digital technologies as the main means of learning and
communication, uses the Internet as a common global space for education, and takes
advantage of the knowledge generated worldwide; students connect internationally to
educate themselves and work.

In addition, the profile of this new student uses teaching-learning processes that go
beyond what he learns in the classroom, uses a greater number of languages than just
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his mother tongue, requires strong computer skills, takes advantage of technology to
facilitate the processes of learning and knowledge management, and requires ways of
thinking that understand transdisciplinarity, among others.

In the accelerated dynamics of this revolution, it seems that the world becomes flat
and that its complexities are part of the educational and working life of people. These
processes take place in learning and work flows. Offices, factories, and universities are
part of these flows, but they are not necessarily the only or most important places. Work
and education take place in any place, time, and in various contexts.

Going along with the reflection of [2], I4.0 offers many possibilities for innovation
through a set of products and services that will also require a set of new approaches
in areas such as talent, cyber risk and competitive disruption, where the core base of
primary discussion will be how does it affect the educational system? as well as what is
the type of learning that should circulate in the classrooms? in aworld that is increasingly
closer to global digitization.

2.2 Education 4.0

For the author Lase cited in [3], education 4.0 is the response to the needs of the new
industrial revolution I4.0, where technology and people converge to create new, creative
and innovative opportunities and as concluded in documentary research there is evidence
of a close relationship between I4.0 and education, since it must be at the forefront of
what the industry demands and its evolution, always trying to implement technological
tools in the teaching-learning process to encourage the student in research and innovation
and thus meet the demand of organizations.

However, in chapter seventeen of the book [4] entitled “Education 4.0, origin for its
foundation”, after sustained research, it is concluded thatEducation4.0 lacks a theoretical
andmethodological definition for its foundation, being its main promoters entrepreneurs
and leaders in the industrial sector, therefore considered a fruitful subject for educational
research; On the other hand, it is determined that I4.0 and Education 4.0 maintain an
epistemic relationship, since Education 4.0 originated from the demands produced by the
emerging fourth industrial revolution, which requires the formation of qualified human
capital. For decision-making and the use of disruptive technology.

In the same way, in the aforementioned study, it is concluded that Education 4.0
is an eclectic educational trend because it applies different perspectives and innovative
learning strategies, without creating its own; Finally, it is established that Education 4.0
is a pragmatic educational trend because it is more concerned with methods than with
theories, that is, it uses learning methodologies ignoring its epistemic support.

From the pedagogical point of view, according to the recent study and proposal
of a framework linked to open innovation in the context of higher education [5], it is
considered that the generation of knowledge in Education 4.0 transcends pedagogy and
andragogy towards an approach that combines heutagogy, peeragogy and cybergogy.

Through heutagogy, Education 4.0 promotes self-learning based on student-centered
humanist and constructivist principles for learning and teaching, self-reflection and
metacognition are encouraged, or the understanding of the learning process itself. Peera-
gogy is an old concept that has been reconsideredwith the arrival of Education 4.0; refers
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to the basis of collaborative learning and refers to the set of teaching techniques that pro-
mote peer learning. Likewise, cybergogy has emerged thanks to technological advances
and the evolution of the Internet that have favored the educational offer, studies such
as [6] define cybergogy as the learning strategies promoted by Information Technology
Technologies. -Training and Communication (ICT) that offer learning experiences that
go beyond the limits of time and space.

2.3 Higher Education 4.0 and Open Innovation

As we have appreciated, Education 4.0 is a response, without a doubt, on the one hand to
the need for technological evolution that the 4RI means, where humans and technology
are aligned to allow new possibilities, according to [7] then the digital transformation
of the Education appears as the number one challenge for Education 4.0, however, as
[8] concludes, the most complex challenges are associated with: the change in social
practices and the culture of educational centers, universities and public administrations,
the training and awareness-raising for teachers and management teams, encouragement
and development of the talent of teachers who will make the educational revolution
possible and, of course, resource management.

Higher Education Institutions train people with relevant skills on the issues and
problems that are developed in the present and are projected into the future, where they
seek to provide skills, mentality and talent so that the professionals of the future can face
agile the change, being the teachers of higher education who must mediate the learning
of the future. Some of the skills, which, in this prospective line, should be included in the
curricula should be: creativity for complex challenges in a collaborative way, emotional
intelligence and critical thinking, innovation and entrepreneurship, agile methodologies,
sustainable mentality, design and programming management of new technologies.

With real entrepreneurship experiences; the new role of the teacher as mentor and
advisor; technology as an enabling tool for learning, networking, the collective construc-
tion of knowledge; the development of processes that combine online and face-to-face
training; the design of study programs that take into account taking advantage of and
facing the challenges of I4.0; All this makes us think that we are witnessing the birth
of a new institutional model in collaboration between higher education institutions, the
employer sector and I4.0.

Knowledge in I4.0 has no borders, therefore the teacher must bring to the classroom
the experience, practices, tools, challenges to teach by doing. The role of teachers has
been more impacted, especially in young people for the professions of the future. It
must have the support of the state, the formation of the future must take place in real
collaboration between education, the I4.0 sector and the state in order to build real and
virtual spaces for the development of talentwith cutting-edge technology.The curriculum
must also include the reality of the market and digital transformation.

The innovation that opens possibilities to make the transition from the current higher
education system, from people and from institutions towards what new educational
models demand; the current actor of Higher Education 4.0 must therefore develop his
capacity for adaptation, innovation and constant learning to face an educational system
open to other contexts where the knowledge of the teacher and the student, as well as
the development of these, crosses and is configured in other spaces, other formal and
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informal areas, in which access to knowledge and information as well as its construction,
are unfinished.

2.4 Academic Management 4.0 in Higher Education

The new institutional order in higher education poses interesting challenges to academic
management, a function that is oriented towards educational processes that today go
beyond disciplinarity in essentially theoretical teaching, with atomized contents unre-
lated to real problems and with informational educational practices that encourage repet-
itive and contemplative learning. With the concern of university directors in decision-
making and the development of a new global vision, framed in the context of information
and discussion of ideas to lead the institutional project, the experts’ recommendation
is that HEIs include by for example, subjects on culture 4.0, technological trends and
needs in study plans and programs, as well as taking advantage of digital innovation that
creates different and better ways of carrying out the higher education project.

The technologies have an impact, of course, on the daily actions of interaction and
interrelation, this raises the development of new managerial and operational skills, in
the process flows, in the form and acceleration of learning, use in the consolidation
and construction of benefits. social networks, social networks, methodologies based on
interaction that transfer part of the teaching process outside the classroom so that it is
enriched by technologies and use class time for complex cognitive processes that favor
meaningful learning.

Academic management 4.0 in higher education assumes skills that had already been
defined for leaders in this field of human achievement, and adds skills that were not
so necessary before, but are now essential for this new culture. What is needed is a
reconversionof academicmanagementmodels and their consequent assumption in vision
and practice from culture 4.0. Culture 4.0 of a new world order that has humanization as
its center of transformations, in which the essential search is the conscious and balanced
integral human development. It also contemplates challenges and concerns about the
principles and ethics of development, such as how to achieve greater individual and
collective well-being? How to reach socially agreed innovation? how not to affect the
natural human development and evolution? privacy, the accelerated affectation of the
global ecosystem, how humanism is affected.

This 4.0 culture must be led by a leader with a profile that values access to infor-
mation, knowledge and new forms of interaction, a leader who is informed knows how
information is sought, processed and interpreted. It is important to consider the ability to
lead and accelerate performance, integrate and strengthen work groups, foster learning
capacity, foster entrepreneurial spirit, assess the performance of high-potential talent
from within and outside institutions, in this way, build a culture that fosters the devel-
opment of academic actors with shared purposes. In short, the leadership of academic
managementmust drive higher education institutions towards culture 4.0, turning leaders
mainly into managers of organizational change.

Academic management is oriented towards culture 4.0 and must promote the institu-
tional conditions that allow an integrated and comprehensive response involving institu-
tional actors, public sectors and civil society. The incorporation of this logic of connection
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and networking that culture 4.0 brings is under human control and is the responsibility
of the leaders and the decisions that each one makes as an academic and citizen.

In addition, the academic leader of Higher Education 4.0 is characterized by the
fact that he understands the new socio-educational order that has raised the incorpora-
tion of technologies into the field of HEIs marked not only by access to information
and knowledge, but primarily by cooperation in the management, decision-making and
distribution of services. The leader of education 4.0 guides the development of 21st
century skills, such as creativity, assertive communication, teamwork, creative thinking,
innovation, constitution and participation inwork and collaboration networks, emotional
intelligence and resilience.

There is literature that highlights the change in functions and professions due to the
emergence of new skills andwhere the impact of I4.0 on people and the institution under-
lies. The axes of the 4RI technologies (IoT, BigData, Augmented Reality) require special
emphasis on the development of skills such as critical thinking, understanding and anal-
ysis skills, integrating the literacy of new technological and communication media in
educational programs, include learning in practice that favors the development of inter-
personal competencies such as collaboration, teamwork, adaptive responses, broaden
the base of learning (lifelong and for life), integrate interdisciplinary training that allows
the development of competencies and knowledge in a variety of areas such as complex
thinking, critical thinking, team management, negotiation and coordination, emotional
intelligence, judgment and decision making, information processing, active listening
and cognitive flexibility.

Regarding the challenges and fears, an aspect that worries in the Academy 4.0 is the
risk in the inequalities generated by access to technology and automation due to limited
qualifications, due to work environments in accelerated change of relationships and
technology, mainly due to information security, there is the risk of not having arguments
to overcome the conservative culture of the academy and dehumanize the interaction
process.

3 Methodology

The present quantitative research was carried out through an exploration with the help
of a survey applied to a sample of university academic directors and managers in func-
tions belonging to the Facultad de la Educación, el Arte y las Comunicaciones de la
Universidad Nacional de Loja.

The survey was implemented through a questionnaire structured by a set of questions
framed within the four component enablers of the Education 4.0 vision, which comprise
the framework designed and cited in the studies [5, 9] and [10] namely: (1) the main
soft and hard skills to develop; (2) the learning methods to be taken into account in
the new teaching-learning dynamics; (3) the application of current and emerging ICT
for technology-based solutions using existing tools and platforms, and (4) the use of
innovative infrastructure to improve pedagogical procedures andmanagement processes
at two levels, the classroom/home and the institutional.

The questionnaire used was configured through a set of 8 questions categorized
within each of the enabling components of Education 4.0 (2 for each component) cited
in the previous paragraph.
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4 Results and Discussion

4.1 Component: Competencies

The population of academic directors investigated shows that the activities that generate
the greatest satisfaction in them are those related to the presentation of research results
(11 of 13) as evidenced in Fig. 1. Findings that are corroborated with [11] where teaching
and research remain at the center of the concerns of academic directors, since such a
study indicates that teaching (giving a lecture, preparing for a lecture) and research
(developing a research project, publishing books and papers, and supervising doctoral
students) are the activities that most satisfy this group of academic directors.

Based on these findings, the present investigation can be extended to the determi-
nation of the activities of greater satisfaction in the academic managers but including
new variables such as age, gender and the rank or category of teacher, in a similar way.
As analyzed in the study by [12], where it is determined that the younger the teachers,
the greater satisfaction with the research is demonstrated, as well as the almost obvious
statement that satisfaction with the research is related to the teacher category: the higher
the category, the higher the level of satisfaction with the research.

Regarding the priority of the skills that the leader of academic management 4.0
should possess in a Higher Education Institution, most of the researched population
states that Teamwork, Innovation and participation in collaborative networks are the
ones that should be prioritized according to what is synthesized in Table 1.

These results highlight the relevance of competencies related to collaborative intel-
ligence between machines and humans as one of the cores of I4.0, because as Wilson
and Daugherty point out cited in [13] through this intelligence, Humans and Artificial
Intelligences actively enhance their complementary strengths: the leadership, teamwork,
creativity, and social skills of the former, and the speed, scalability, and quantitative
capabilities of the latter.

Likewise, it is important to highlight the relationship of the most outstanding com-
petencies in our study with the qualifications expected from the directors of Education
4.0 schools at work [14] whose study group consisted of 10 teachers who work precisely
in the Faculty of Education and the Faculty of Open Education, Anadolu University,
Turkey, in the academic year 2019–2020; where we can relate: 1) the competence of
participation in work networks and collaboration with the skills of cooperation and com-
munication and 2) the competence of innovation we can relate it to the technical skills
of being innovative and supporting innovative ideas and on the technological skills side
with adapting innovation in their own school or department.

4.2 Component: Learning Methods

The role of the teacher as manager of access to knowledge and Mediator stands out in a
very notable way, having been selected by 53% and 23.1% respectively, as can be seen in
Fig. 2 a situation that can be substantiated with what [15] mentions “The role of teachers,
which should focus on guiding and supporting students by generating the conditions to
build their own knowledge.” (pp. 73), a statement that is corroborated by [16] when
concluding in their analysis that what is important is learning and the conversion of



64 M. Labanda-Jaramillo et al.

Fig. 1. Answers to the question: select the level of satisfaction generated in you by each of the
academic activities listed below.

Table 1. Priority of competencies of the leader of university academic management 4.0

Academic management leader competence Priority levels

8 7 6 5 4 3 2 1

Creativity 5 1 – – 2 3 – –

Assertive communication 6 1 – – 2 1 1 1

Teamwork 7 1 – – 1 2 – 2

Creative thinking 6 2 – – 1 2 – 1

Innovation 7 1 – – 1 2 1 –

Participation in work and collaboration networks 7 – – – 1 2 – 1

Emotional intelligence 4 3 – – – 3 – –

Resilience 8 2 – – 1 3 – –

the role of the teacher to a mediator and manager of knowledge, which converges with
the idea that the teacher in the higher education 4.0 is a mediator and manager of
opportunities, sources, networks and access to knowledge that allow developing the
skills of its students.

Finally, it is worth noting that the 4.0 teacher not only fulfills this task in the class-
room, but also through digital educational platforms, online courses and materials; mak-
ing possible the involvement of their students with other students from other parts of the
country or the world, thus enhancing their skills and knowledge [1].

One of the most relevant findings is the fact that more than half of those surveyed,
58.3% specifically, have stated that they have included more than 3 subjects related
to digital technologies in their curricular designs, fully corroborating the study [17]
where more than 53% state that it is necessary to promote an environment in which new
technologies are promoted as part of the academic curriculum, a situation that is already
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Fig. 2. Answers to the question: what is the teaching role that you consider should prevail in
Education 4.0?

reflected in Higher Education Institutions such as the University Regional public in
Chile where as a result of the study [18] the relationship that exists between the different
engineering programs in the university of study that links the I4.0 in their study plans
was determined. Undoubtedly, the increased computerization requires changes in the
design, structure and curricular itineraries, appearing the so-called interactive curricula
based on digital interaction, a model that, as described in [19], has the characteristic
of generating a hidden curriculum that fosters a digital-mediated learning, concluding
in the same study that we are facing the first version of curricular innovation based on
smart technologies within the university 4.0 model, which has undoubtedly improved
digitalized technologies and practices (Fig. 3).

Fig. 3. Answers to the question: howmany subjects directly related to digital tools or technologies
does the last study plan of your career contain?

4.3 Component: Information and Communication Technologies

Designing the curriculum in order to promote the development of skills will contribute to
reducing the education-work gap andwill avoid wasting the new opportunities generated
by the disruptive changes of the Fourth Industrial Revolution, argues [20]. Based on this
and according to the findings of the present investigation, regarding the technologies
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of greater attention by academic directors shown in Fig. 4., there is no doubt that the
pandemic caused by COVID-19 brought the exponential increase in the use of cloud
computing as an information management mechanism for both work and personal use,
which is supported by studies such as [21] where it is confirmed that cooperative work
supported by skills such as Cloud Computing and the digital competence of information
processing are competences that can be used in Education 4.0.

Fig. 4. Answers to the question: select the Industry 4.0 technologies that you are using or that you
consider using in the future, either within the curricular designs or in your management activities.

On the other hand and within the same component, with respect to the digitalization
of the information managed by the academic directors, 46.22% of them affirm that 50%
of the information of their career is digitalized while 30.8% consider that about 75% is
already digitized according towhat can be seen in Fig. 4., showing a very good projection
towards education and I 4.0, as manifested in the results of the study [22] without a doubt
The fourth industrial revolution is driven by digital transformation, which implies certain
competitive advantages such as optimization of processes, dynamic economies, adequate
decision-making, among others, ratifying the need to generate a culture of change in
educational centers to take digital transformation as an opportunity for improvement in
all organizational areas.

Despite the levels of digitalization that are perceived in these results, it should be
taken into account that digital transformation constitutes a challenge for HEIs and that,
according to the conclusions of [23], the development of a strategy is a necessary task
and that it should be assumed by the managerial levels of the university and whose
application is also constituted in a process of organizational change.

4.4 Component: Infrastructure

According to Fig. 5, the preferences of the training topics, InnovativeLeadership (69.2%)
and Culture 4.0 (76.9%), requested by the academic managers, denote their concern
for the development and institutional quality, which can be sustained in the study of
[24] applied to 52 duly accredited Chilean HEIs, in whose results it is determined that
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Fig. 5. Answers to the question: approximately in what percentage do you consider that the
information of your career is digitized?

transformational leadership has a significant influence (test t= 13.691; p< 0, 01) on the
innovative culture, the latter being a determining variable of the quality of the institutions
(test t = 3.264; p < 0.01). Since today’s leaders need to assume complex roles, in tune
with the adaptability of changes and innovation, supported by ethical principles, social
responsibility, with global, inclusive and multicultural characteristics, since the current
dynamics demand shared leadership in multidisciplinary work teams with delegation of
functions and remote leadership as well [25] (Fig. 6).

Fig. 6. Answers to the question: select from the following list of organizational aspects, those
that you would be interested in including in future curricular or continuous training proposals for
your career?

Within Education 4.0 arising from the fourth industrial revolution, according to the
population of academic managers addressed, it is necessary to manage digital gaps on
the one hand and dehumanization on the other as imminent risks. With respect to digital
divides, we can find support in what [26] asserts, who concludes that the rapid diffusion
of ICTs in contemporary societies continues to restructure the contours of digital divides
at a national, regional and global scale, and that to mitigate them it is necessary to look at
them in an inclusive, fair and ethical way, thinking critically about how 4.0 technologies
operate and are appropriate, particularly those that are new, such as AI, through the
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multiple layers of structural inequality, recognizing increasing the complexity of the
social fabric and its economic and sociocultural particularities. Regarding the second
concern, according to [27], the dehumanization implicit in the characteristics of the 4.0
revolution is presented as one of the greatest challenges to be solved, explaining that the
fourth industrial revolution would be successful if the person were the main center of
attention. Since the theories up to nowdo not speak about the nature of the transformation
but rather about an ideal context for its success simply (Fig. 7).

Fig. 7. Answers to the question: what are the risks that you consider should be given special
attention in the fourth industrial revolution?

5 Conclusions

Education 4.0 is presented as an unfinished concept that, although born from the demand
for the accelerated educational digital transformation promoted by Industry 4.0, with
significant advances present in the population investigated, also requires the presence
and attention of organizational aspects and infrastructure. Institutional, not without
neglecting the risks of gaps in digital inclusion and dehumanization.

Higher Education Institutions must integrate, through their academic managers, ele-
ments that contribute to the construction of new educational models considering the
relevance of their academic offer, which will have to be in tune with the needs of digital
transformation that the sector requires. Influenced by the characteristics of the fourth
industrial revolution. In this new 4.0 reality, there is a need to train educational actors
in skills related to leadership, resilience, and management of change and transformation
within the institution, to name a few.
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Abstract. Soccer ball driving with both profiles and edges, based on the devel-
opment of an application using virtual environments in Python. In the article, as
an advance of a doctoral thesis, a case study is presented, concerning the analysis
of heart rate data of an 11-year-old participant in several training sessions, while
learning one of the techniques. Heart rate is one of the physiological parameters
directly related to people’s emotional behavior in the different activities carried
out, in this case, in learning physical movements in a specific sport. Over a month,
with 20 training sessions for 15 min each, the participant was asked to perform the
same technique in three specific scenarios each day. They downloaded the sensor
data after each training session for data collection with the optical heart rate sensor
using the Polar Verity Sense bracelet, with excellent fit and precision. For data
analysis, developing a Python application with several packages/libraries, such as
the pip tool, allowed the creation of two-dimensional scatters plots with a machine
learning prediction model based on linear regression.

Keywords: Heart rate · Linear regression · Soccer techniques · Python ·
Machine learning

1 Introduction

In a world as competitive as sports, any detail, no matter how small, makes a big dif-
ference; the data offered by the different sensors and other means provide an extra
competitive advantage that can be differential. The use of wearables, cameras, and var-
ious software offers a variety of data that can be processed and analyzed, giving way
to a new stage where the other actors linked to sport can improve their training and
decision-making capabilities. Technology has reached the sports industry and impacted
the results of teams and athletes due to improved techniques, new training methods, and
predictive data analysis [1].

Emotional states can generate stereotyped or automatic responses to different situ-
ations due to their functional nature. However, dynamic behavior is more specific by
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performing a task for which the individual trained or has generated hours of training and
put into practice in the analysis of a situation where the decisions making were almost
immediately; the non-interference of the emotional state is caused, at least on a not so
decisive level [2].

Distinctive, generalized affective reaction patterns usually show common character-
istics in all human beings. These emotions are joy, sadness, anger, surprise, fear, and
disgust. We can even defend that they are characterized by a series of physiological or
motor reactions of their own [3]. Within a dimensional analysis of emotions, the varia-
tion of the physiological activity is identified, specifically of the heart rate; according to
the study, it decreases, has a slight increase, or the indices of this indicator rise.

Coping with pressure and anxiety is an ineluctable demand of sports performance.
Heart rate variability (HRV) Biofeedback (BFB) shall be used as a tool for self regulating
physiological responses resulting in improved psycho physiological interactions. For
further analysis, the study has been designed to examine the relationship between anxiety
and performance and also effectiveness of biofeedback protocol to create stress-eliciting
situation in basketball players. The support the idea that HRV BFB lowers the anxiety
and thus there seems to be a potential association between HRV BFB and performance
optimization [4]. The importance of anxiety and other emotional and personality factors
in sports competition has been recognized for many years. Stress refers to a complex
psychobiological process that consists of three major elements: stressors, perceptions or
appraisals of danger, and emotional reactions [5].

Were revealed the bigger meanings of LF/HF in athletes with average level of stress
resistance for concerning to athletes of high level of stress resistance indicates the ampli-
fication of sympathetic and weakening of parasympathetic link of autonomic nervous
system. The athletes with high stress resistance level has high of level of heart rate vari-
ability and low of centralization of heart rate regulation for compared to athletes with
average level of stress resistance [6].

As a variable to assess parasympathetic activity, the square root of the mean of
the differences in the sum of the squares between adjacent RR intervals (RMSSD) was
calculated, together with the stress score (SS) as an indicator of sympathetic activity.The
analysis of thismonitoringwould serve to detect possible fatigue states in the early stages
and to modify, if necessary, the training load planning in preparation [7].

Machine learning represents a large field presented in information technology, statis-
tics, probability, artificial intelligence, psychology, neurobiology and many other disci-
plines. With machine learning the problems can be solved simply by building a model
that is a good representation of a selected dataset. In regression analysis the goal is to pre-
dict a continuous target variable, whereas another area called classification is predicting
a label from a finite set [8].

2 Methods and Materials

2.1 Competitor

For the study, a male competitor was monitored, who at the time of the experiment
was 11 years old and three months old, weighing 32 kg. And height of 136 cm, for an
entire month that included twenty training sessions. Each training session was planned
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to consider the practice of the technique of driving the ball with both profiles and edges
[9], in a time of fifteen minutes, with three pre-established scenarios of five minutes,
respectively. Each day, before data collection, the participant performed a brief directed
warm-up with the respective elongation movements to reduce the probability of injury.
The participant was informed about the procedure that would be followed, with the
consent of his legal guardian, to conduct this case study (Fig. 1).

Fig. 1. Participant in several training sessions with the bracelet.

2.2 Type of Study

This case study is of an evaluative type since it implies description and explanation to
reach judgments about the reality under investigation [10], the data collection technique
was applied through the optical heart rate sensor; for For processing, an interface with
Python programming languagewas used and by the inductivemethod, based on premises
and identified patterns, hypotheses that described the experiment were presented in a
general way.

2.3 Procedure

Type of Data: The data compared is primary since it was taken in real-time using the
Polar Verity Sense optical heart rate sensor [11] with a storage option (Fig. 2), to later
be loaded as a.csv file in the application developed for this study and be presented in a
graphical interface, for consultation, visualization, and analysis.
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Fig. 2. Polar verity sense - optical heart rate sensor band.

The variation per second of cardiac performance in beats per minute throughout
the development of each training session was recorded. According to the Polar Flow
sensor application version 6.6.0, for the analysis and the age, weight, and height of the
participant, the essential data considered in the study were the following (Table 1):

Table 1. According to the participant, heart rate indicators were obtained from the sensor
application.

Indicator Data

Maximum heart rate 200 bpm

Resting heart rate 55 bpm

Aerobic threshold 150 bpm

The anaerobic threshold 180 bpm

The experiment created three specific scenarios divided into the established fifteen
minutes (five minutes for each system) of applying the defined technique for driving
the ball. In the first scenario, the participant had to move the ball with both profiles and
edges in a single direction and avoid touching the disks that delimited the route and
space. In the second scenario, the participant had to practice driving the ball with both
profiles and edges, back and forth, avoiding touching the discs that delimited the route
and space. However, in this scenario, the participant was instructed to control the time
that would be taken in the development of the exercise; in this way, it creates a moment
of emotional stress. In the third scenario, the participant had to apply the technique of
driving the ball with both profiles and edges in a single direction, avoiding touching the
discs that delimited the route, and in the end, culminating the action with the variant of
trying, with a shot to the arch, knock down a cone located in the angle 5 m from where
the conduction ended.

Information, establishing a model of emotional behavior. The three scenarios pre-
sented moments of emotional stress and decision-making, where the participant had to
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carry out the exercise, apply the technique in the correct way possible, and try not to
make coordination errors in the face of the different variants. The ball conduction tech-
nique with both profiles and edges [9], established for this experiment, was conduction
avoiding contact with the discs that marked the route, constantly entering with the inner
edge of the profile of the side in action, and leavingwith the outer edge of the other shape,
repeating the exercise successively. For the participant, the driving technique used in this
experiment was known and had previously been trained; in this case, the main objective
was to improve the application of the method, seek a relationship with the collection of
heart rate data and evaluate said rate (Fig. 3).

Fig. 3. Participant in one of the training sessions applying the ball driving technique exercise with
both profiles and edges.

3 Description and Development of the Application

The development of the application to the current product went through two phases
defined according to the main objective of correlating emotional states by monitoring
the participant’s heart rate with the learning of the established soccer technique. The
model used was Supervised Machine Learning algorithms [8], precisely Simple Linear
Regression, since, after the systematic review of the proposal, it was concluded as the
most feasible and convenient technique.

Initially, it was considered to use the data that would be loaded in a.csv file to generate
the graphs of each of the training sessions, identifying the heart rate in unit bpm, as the
dependent variable (Y) and the time in unit minutes, as the independent variable (X),
these being the data that were used for the construction of the application in its two
phases (Fig. 4).
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Fig. 4. Recording of the heart rate (bpm) (Y) of the training sessions (S1–S4), for 15 min (X), in
a graph generated by the application - first phase.

In a second phase, for this case study and with a view to testing in groups, modifi-
cations were made, using the linear regression algorithm for machine learning, with the
technique of supervised machine learning algorithms, which allowed us to approximate
the dependency relationship between the established variables of heart rate and time,
thus obtaining the automatic generation of the line, to receive prediction trends in the
monitoring of learning techniques in individual participants.

The development environment used for programming was Visual Studio [12], the
same one that allowed for creating the application and making the respective tests and
iterations. For datamanipulation, calculation, and analysiswith the Python programming
language, several libraries were imported, such as NumPy and its Pandas extension [13];
for the graphical interface, the standard library for Python was used, which is Tkinter;
TheMatplotlib [14] librarywas used to create graphs, and to fulfill the objective ofmodel
inference, the Scikit-learn machine learning library [15] was used, which facilitates the
preprocessing, training, optimization and optimization stages.

4 Results

4.1 Based on Linear Regression Analysis

According to the graphs of prediction trends applying the linear regression technique, it
can be verified that, of the 20 training sessions, 17 sessions presented a positive slope (m),
that is, a straight line with an increasing function, whereas x2 > x1 → f (x2) > f (x1),
three sessions had a slope (m) negative, that is, a decreasing function.

In general terms, it can be inferred that, in aerobic-type training for learning soc-
cer techniques, by creating different scenarios with variables of emotional impact, the
prediction model indicates the increase in heart rate; in this case, a study in 85% of the
training sessions.
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Likewise, random factors should be considered to obtain a relationship between the
prediction trend and the learning of the technique (Figs. 5, 6, 7, 8 and 9).

Fig. 5. Straight lines from training sessions 1, 2, 3, and 4, in a graph generated by the application.

Fig. 6. Straight lines from training sessions 5, 6, 7, and 8, in a graph generated by the application.
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Fig. 7. Straight lines from training sessions 9, 10, 11, and 12, in a graph generated by the
application.

Fig. 8. Straight lines from training sessions 12, 14, 15, and 16, in a graph generated by the
application.

4.2 Based on the Heart Rate Data Obtained in the Training Sessions

These data were obtained in the prototype of the application in the first phase, where
the graphs generated by the application in each training session showed that the heart
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Fig. 9. Straight lines from training sessions 17, 18, 19, and 20, in a graph generated by the
application.

rate range in which the training sessions were developed was from 80 to 170 bpm,
which indicates that, in no session, the participant reached the maximum heart rate, nor
the anaerobic heart rate threshold (200 bpm and 180 bpm, respectively). Regarding the
aerobic threshold of heart rate (150 bpm), in 6 sessions, this data was not reached; in
all the other sessions, work was done above the aerobic threshold at some point of the
established time.

The average heart rate in the 20 training sessions was 128 bpm; only in training
session 15 the average heart rate exceeds the heart rate aerobic threshold of 150 bpm to
154 bpm, so it is concluded that the training sessions of learning the technique of driving
the ball with both profiles and edges, were strictly aerobic.

A statistical analysis of the data showed that the mean minimum heart rate of the 20
training sessions was 91 bpm. In contrast, the mean maximum speed of all the training
sessions was 154 bpm, with a standard deviation of 21.9 and a coefficient of variation
of 0.17; these results demonstrate that the relative spread of the data set is reliable for
estimating the interpretation of the experiment.

4.3 Based on the Scenarios Established by Time

The training time for the technique of driving the soccer ball, using both profiles and
the external and internal edges, was divided into three parts: five minutes for each piece.
Three different scenarios were designated in each period; the first scenario presented
minimal complexity and had the objective of applying the technique by the route traced
by disks; the second scenario aimed to use the tone correctly in the shortest time possible;
and the third scenario, the technique was applied, culminating the exercise with an
archery attempt to knock down a cone. Table 2 - shows the results of the maximum heart
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rate recordings by scenarios, where the results express that of the 20 training sessions,
25% were recorded within the time of the application of the guidelines of scenario 1,
repeating two times in scenario 2; 50% were recorded within the time of application of
the scenario two approaches, repeating two times in scenario one and once in scenario
3; and 40% were recorded within the time of applying the guidelines of scenario 3,
repeating once in scenario 2.

This indicates that the moment of emotional stress created in scenario 2, which was
associated with performing the exercise in the shortest time possible, produced spikes
in heart rate.

Table 2. Results of the maximum heart rate recording by scenarios. (*T.S. = training session)

T. S HR max

STAGE 1
[0 min–5 min]

STAGE 2
(5 min–10 min]

STAGE 3
(10 min–15 min]

1 X

2 X

3 X

4 X

5 X X

6 X

7 X

8 X X

9 X

10 X

11 X

12 X

13 X X

14 X

15 X

16 X

17 X

18 X

19 X

20 X
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5 Discussion

The initial contribution of this case was the participant’s heart rate recorded concerning
time in the training of a soccer technique processed in a Python application with the
simple linear regression technique of supervised machine learning and that, according
to the prediction trends, generated a value criterion, on the other hand, in test time
and with a systematic review of heart rate data in aerobic load physical training, the
next version for the application is to be included in the model, the distribution of data
according to emotional states, based on the representation of the Watson & Tellegen
model of positive and negative affect [16].

Fromanother point of view, the learning of the specific soccer technique in predefined
experimental scenarios to a participant in the formative stage, through an application and
the monitoring of the heart rate, relevant data in the regulation of emotional behavior,
was also analyzed by carrying out training sessions in controlled scenarios, where there
was no more significant inference of pressure and stress from external factors other than
the variants of the instructions in each of the designs, the role of the coach, and the
participant’s mood.

For an analysis improvement in future advances in the application of this doctoral
thesis study, concerning the emotional behavior of the participants, in addition to the
heart rate, the electrical conductivity of the skin will be included as a variable in the
data collection (GSR), an appropriate option for this type of study, with the variant of
applying multiple linear regression to the model. The idea is that this model is available
to make predictions of new training sessions with groups at different levels of training in
learning soccer techniques, that it is capable of searching for an ideal method including
variables of emotional impact and control of dynamic behavior, considering the data
used in this study. Discuss the implications of these findings and suggestions for future
research.
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Abstract. In recent years, severalworks dedicated to obtaining optimizationmod-
els have been published. Many of them have been applied in the management of
water resources, especially since water is a vital resource that brings economic,
social and environmental benefits. Themain objective of this article is to review the
published literature on optimization models and understand what methods their
authors used to solve optimization problems in water allocation in a river basin
with reservoirs. A systematic methodology was applied to select research ques-
tions, digital databases and search terms to later use practical and methodological
filters to carry out this systematic review. This procedure allowed a review and
synthesis of the results obtained on the optimization models. It was found that the
models resulting from the systematic review vary depending on the objectives set
by the diverse authors. However, algorithms based on particle swarm optimization
(PSO) have a greater presence compared to the rest of the algorithms present in
this systematic review.

Keywords: Systematic review ·Water allocation · River basin ·
Meta-heuristics · Heuristics · Reservoirs

1 Introduction

Water is an important resource that can be represented by a nexus known as the WEF-
nexus (water-energy-food nexus). The nexus includes water supply, sewage treatment,
and hydro-power generation in a reservoir water system [1]. The optimal design of a
water allocation system that meets this nexus has become an urgent research topic [2].

The allocation of water in a river basin with reservoirs can be optimized to meet the
demands of different nodes that seek to comply with the WEF-nexus. This optimization
problem can be approached with different methods, one of them being heuristic and
meta-heuristic methods [3]. These methods have been applied in other problems related
to the management of water resources; including, optimization of reservoir operation,
distribution of water through pipelines, expansion of the capacity of water infrastructure
facilities, water conduction problems/shortest water route, etc. [4]. It should be noted
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that in all these studies the objectives to be optimized were exclusive to the study area.
The objectives vary as the methods applied. For this reason, it is intended to carry out a
systematic literature review on heuristic or meta-heuristic methods applied specifically
in water allocation optimization problems in a river system with reservoirs.

As indicated above, systematic reviews focusing on water resources and heuristic
methods are found in the literature, but an exclusive systematic review for optimizing
water allocation in a river system with reservoirs is not found. The rest of the paper is
organized as follows. Section 2 indicates the methodology used to review the optimiza-
tion models systematically. Section 3 presents the results and discussion. Finally, the
conclusion of the document is provided in Sect. 4.

2 Materials and Methods

The systematic review design responded to the purpose of collecting, selecting, eval-
uating and summarizing the evidence found regarding the heuristic or meta-heuristic
methods that have been applied in optimization problems of water allocation in a river
system with reservoirs. To carry out this systematic review, the Fink methodology was
used, which consists of the following tasks: 1) Select Research Questions, 2) Select Bib-
liographic Databases andWebsites, 3) Choose Search Terms, 4) Apply Practical Screen,
5) Apply Methodological Quality Screen, 6) Do the review and 7) Synthesize the results
[5].

The systematic review began with the selection of the research questions. It was
established that the main question to be answered was: What heuristic or meta-heuristic
methods have been applied in water distribution optimization problems in a river system
with reservoirs? Subsequently, the search sub-questions were defined, whose objective
was to obtain information to delimit the field of research studied. These questions were:
1) What were the objectives of the water allocation optimization problems in the river
basin? 2) What tools or solvers are used to solve optimization models? 3) What parts
are involved in the optimization process? And 4) What indicators are used to analyze or
validate the results of the optimization model?

Once the field of the researchwas defined, it was necessary to select the bibliographic
databases and the websites. Google Scholar is selected because this search engine allows
to incorporate personalized search strings with ‘and’ and ‘or’ operators; and also allows
access to articles published in various journals and databases. To search for the pri-
mary articles to reference this work, a search string was defined, which is detailed in
Table 1.The stringwasmade up of the relevant terms and logical connectors, whichmade
it possible to combine different terms and establish logical relationships between them.
Articles referenced within the articles resulting from the search are also considered if
they meet the criteria indicated in Table 1.

With the structured search string, 178 articles were retrieved. With the results
obtained after applying the first filters, the articles that met the inclusion criteria were
selected after reviewing titles, abstracts and keywords. Once all the filters were applied,
a manual review of the articles was carried out to determine the secondary sources.
A total of 43 articles were read to determine their reliability. Next, the articles were
selected based on the use of an optimization method and the explanation on how to use
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Table 1. Search criteria for the systematic literature review

Search string (“heuristic” or “meta heuristic”) and
(“optimization” and modeling or simulation)
and (“water allocation”) and (river “basin” or
“river” or river with “reservoirs”)

Search dates 2010–2022

Language English and Spanish

Inclusion criteria Exclusion criteria

Studies that apply heuristic or meta-heuristic
methods for optimizing or simulating the
allocation of water over a river basin or
similar water systems. May or may not
contain reservoirs

Studies focused exclusively on reservoir
management, since the objective is the entire
river system and not just the reservoir

Literature reviews that include heuristic or
meta-heuristic methods applied in problems
of optimization and/or simulation in a river
system or similar

Distribution of water in cropping areas that do
not consider the river system as part of the
problem

Articles that include heuristics or
meta-heuristics in hydro-logical projects that
are similar to the allocation of water in a river
system

Piped water distribution and groundwater
allocation

it, the objective functions, the restrictions and the results obtained with their proposed
model. In addition, the articles also had to meet the inclusion criteria detailed in Table 1.
Through this selection, a total of 16 articles were obtained for the systematic review. It
is worth mentioning that literature review articles related to this topic were also found,
which provide an overview of heuristic methods, of which 6 literature reviews stand out.

3 Results and Discussion

This section presents the main findings on this systematic review and summarizes the
results obtained after filtering the articles. Considering the inclusion criteria mentioned
in the previous section, articles useful for this literature review were classified and can
be seen in Table 1.

3.1 Research Questions

In the main research question of this literature review, which is: What heuristic or meta-
heuristic methods have been applied in water allocation optimization problems in a river
systemwith reservoirs? To answer this question, the classification of heuristic algorithms
mentioned in [6] should be mentioned, which can be seen in Fig. 1.

The classification showed in Fig. 1 plus the histogram (see Fig. 2) allow to observe
that there is an emphasis on population-based algorithms, where algorithms of the
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Fig. 1. Part of the classification of the heuristic algorithms by Kumar and Yavar [6].

“swarm intelligence” type have a greater presence with a total of 13 items. Within
these articles, specific algorithms such as PSO, ACO, HS, etc., are applied.

In the research sub-question 1: What were the objectives of the water allocation
optimization problems in the river basin? The articles reviewed had different objectives,
however, the difference is that certain articles had the objective of testing or validating a
novel hybrid algorithm, while other studies had the objective of solving the optimization
problem without giving priority to the algorithm. Another of the objectives found is the
focus on the reservoirs, but it should be emphasized that the study did not focus only on
the reservoirs, however, it does present greater interest in these rather than the rest of
the variables to be considered within the problem. For example, [7] aims to find optimal
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Fig. 2. Histogram of the heuristic methods used in the reviewed articles.

values for a large number of water discharges in the network links (rivers and canals) and
nodes (reservoirs and demands) while also looking for the optimal values of reservoir
capacities and their storage priorities.

Another objective to highlight is the emphasis on social aspects. This is the case
of [8], which proposes a socioeconomic model with two objectives. The first one is to
maximize economic profitability and maximize employment. In the second objective
the influence of water distribution on social welfare is considered. Other studies [2, 8–
11] also have a social approach when considering the allocation of water to meet the
population’s demand for water without considering whether there is economic benefit
or not.

It is also considered an important objective to seek an ecological balance when
allocating water. This is the case in studies [9, 11–14]. For example, in [14] the objective
is summarized in minimizing water scarcity and the amount of contaminated water, but
it also seeks to maximize economic interests including the generation of hydroelectric
power. The other articles also presented several objectives, but they considered ecological
balance important.
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Several articles alsomention the importance of agricultural areas [2, 8, 9, 12, 15–17].
For example, in [17] there is a focus on water allocation for irrigation that is compatible
with climate change conditions in the Borkhar Plain in Iran.

In research sub-question 2: What tools or solvers are used to solve optimization
models? Some of the articles decided to incorporate the heuristic methods with sim-
ulation models such as WEAP (water assessment and planning software) [12, 16] or
MODSIM (software based on network flow programming) [17, 18]. The execution of
heuristic algorithms can be done with MATLAB [2] or by programming with languages
such as python. The articles do not specify in detail what software tools were used for
the programming and/or execution of the algorithms, they only present the results.

In research sub-question 3: What parts are involved in the optimization process?
The steps carried out in [8] encompasses the steps to follow in a study starting with
data collection. In addition, it considers the distribution of water in the agricultural,
industrial and human consumption area, with the incorporation of social and economic
criteria. The parts involved are summarized in: Data collection, preparation of the opti-
mization model and implementation of the model. In the data collection is contemplated
the water sources, necessary statistics (economic, population, etc.) and existing data on
water resources. When preparing the optimization model, the decision variables, objec-
tives and restrictions must be defined. For the implementation part, the execution of the
optimization model is included as well as the analysis of the results based on what is
indicated in the objectives of the study.

In the research sub-question 4: What indicators are used to analyze or validate the
results of the optimization model? Two general forms of validation of results can be
observed. The first way is to compare the developed meta-heuristic model with another
heuristicmodel [2, 11, 19, 20]. The secondway is to analyze the Pareto front and consider
the different trade-offs between the objectives [2, 9, 10, 12, 14, 16]. Comparisons are
also made with the current situation, as is the case of [8], where the PSO algorithm
gave results that produced a growth of 38% in economic benefits and profitability in the
agricultural sector, a growth of 86% in the industrial sector and overall economic growth
of 54% relative to current condition.

The results of the systematic review have revealed the main characteristics of two
families of recurrent optimization methods, such as algorithms based on evolution and
algorithms based on population intelligence. Furthermore, it is highlighted that these
methods could work alone or be combined with other optimization processes, simulation
techniques or meta-models to improve model performance.

In addition to minimizing water scarcity in demand areas for human consumption,
there is also interest in distributing water in industrial and agricultural areas. These
areas not only produce goods such as food but can also be a job generator and produce
economic benefit to the region. Another interest is how the allocation of water can affect
the environment and also how to comply with the ecological well-being of the region.
The area that appears most in the revised bibliography is the socioeconomic part. This
area is large and encompasses social aspects such as the right to access to drinking water
as well as the reduction of costs (costs in reservoirs, agricultural production that will
give more income, industrial production that brings economic income and also a source
of job, etc.). These areas can present conflicts. For example, to increase the economic
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benefit in an area such as the industrial one, the amount of water in the agricultural area
can be restricted.

The articles found for this literature reviewhave simulation-optimization approaches,
multi-objective optimization, improvements of classical algorithms, or construction of
hybrid algorithms. In this study context, simulation-optimizationmodels refer to the pro-
cess of incorporating a meta-heuristic algorithm into a simulation model. For example,
in [16] this approach is used. WEAP is the simulation model, which consists of a water
evaluation and planning software that optimizes water distribution decisions using linear
programs [12]. But water distribution optimization problems are usually nonlinear on a
large scale, so it is possible to integrate this WEAP system with the meta-heuristic algo-
rithm to optimize the problem. In this way, the general framework consists of defining
the objective functions, executing the meta-heuristic algorithm and determining if the
objective was met using the simulation (WEAP) to evaluate the objective functions with
the values found by the meta-heuristic algorithm.

Another term to mention is multi-objective optimization. In order to understand the
concept, is necessary to emphasize that there are different approaches for handling con-
straints in evolutionary algorithms [21], which include: penalty functions, repair opera-
tors or local search, modified matching/mutation operators that preserve constraints, and
multi-objective formulations where constraints are reformulated as objectives. Multi-
objective optimization seeks to approximate Pareto optimal trade-offs between conflict-
ing objectives. These trade-offs are made up of the set of solutions that are better than
all other solutions in at least one objective and are called non-dominated or Pareto opti-
mal solutions [22]. A strength of multi-objective optimization is its ability to quickly
approximate the true Pareto surface, even if it is not exactly quantified [21].

Starting with the classical PSO algorithm, which is based on the social behavior
of flocks of birds to search through multidimensional dimension spaces, it has been
widely used in the optimization of water resource systems [16] and it is also one of the
most recurrent algorithms within this systematic review (table). This algorithm has been
applied in conjunction with the multi-objective and simulation-optimization approach.
In [16] both approaches are used generating a MOPSO-WEAP model to analyze the
effectiveness of a water distribution project. In this case WEAP is the simulation model
while MOPSO is the heuristic goal. Two objective functions were defined which were
to minimize the sizes of the project infrastructures and to maximize the reliability of the
water supply to the agricultural lands. The results of applying optimization-simulation
with PSO (MOPSO-WEAP) indicated that the project can meet these objectives.

Another study that uses the simulation-optimization technique is the one carried out
in [17], which in this case uses MODSIM (based on network flow programming) as a
simulation model and it is combined with the optimization algorithm lobo gris (GWO –
GrayWolf Optimization) to obtain the optimal amounts of irrigation and crop areas in the
plain under two conditions: status quo, and with flows affected by climate change. The
studied basin is the Zayandehroud basin, first its network is elaborated in the MODSIM
model and the information related to each node is entered based on the data measured
in the meteorological and hydrometric stations. The objective function of the model is
to maximize profits from crop production and plan the optimal distribution of water.
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Continuing with the line of studies where simulation and optimization are applied,
is the one carried out in [18]. This study affirms that the simulation system would avoid
having variables, functions, relationships, among others, and also achieve a continuous
system. But the meta heuristic must evaluate the objective function on this simulation,
which becomes computationally intensive. For this they propose the meta-model, which
is used to produce computationally efficient substitutes for high-fidelity models. The
most common are ANN, SVM, kriqing and polynomial functions, which are evaluated
in a water allocation problem based on surrogate optimization in the Atrak river basin in
Iran. The simulation model used is MODSIM, which is a tool that allows analyzing the
operation of river systems as networks of nodes and segments.While the applied heuristic
goal is PSO. As conclusions, they determine that the ANN and SVM metamodels work
better than others by saving the cost of evaluating the objective functions on the original
model.

Another approach used is algorithm improvement. The study carried out by [23] uses
a metaheuristic algorithm based on PSO, the Whale Optimization Algorithm (WOA).
And on this algorithm, it uses an improvement (AWOA) to obtain a higher rate of conver-
gence and precision. The aim of this study is to test the improvement versus traditional
WOA and PSO algorithms for multi-objective water resource allocation resolution. In
this case, the AWOA results indicate that there is higher convergence accuracy.

Hybrid algorithms are also presented, as is the case of [19], which integrates the
weed optimization algorithm (WOA) and the particle swarm optimization algorithm
(PSO), calling this hybrid WOAPSO. This algorithm is validated on two case studies,
the first case study consists of an example of a river basin with 10 reservoirs, while the
second is a hydropower optimization problem of three reservoirs in the Karoon river
basin in Iran, which maximizes the efficiency index of hydroelectric power production.
The results are compared with those obtained by the traditional algorithms of linear
programming (LP), non-linear programming (NLP), WOA (in this case it is the weed
algorithm - Weed Optimization Algorithm) and PSO; where WOAPSO proved to be
more reliable in solving complex multi-reservoir systems in the context of integrated
river basin management than classical optimization algorithms.

The next algorithm with the greatest presence is the genetic algorithm and its exten-
sions. In [12] a Multi-Objective Optimization Genetic Algorithm (MOGA) is linked to
Water Assessment and Planning (WEAP) software to optimize water allocation deci-
sions over multiple years. The study region is Sistán, which is characterized as an arid
zone, where the design variables of the problem consist of the cultivated area, the cul-
tivation pattern and the wetland influx requirements for 30 years. The objective is to
maximize the long-term net economic benefit and maximize the flow of water to the
wetland. These objectives are incompatible between them, but the approach adopted
in this study allows to obtain results that are analyzed by comparing purely economic
scenarios versus multi-objective scenarios in the Pareto front. The authors also provide
a description of the trade-offs in these scenarios to aid in the decision process for water
resource stakeholders.

There is also the use of ant colonies (ACO) as an inspiration algorithm, which is a
discrete combinatorial optimization algorithm based on the collective behavior of ants
in their search for food. The literature review by [24] mentions that there are different
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versions of ACO that have proven to be flexible and powerful in solving a series of
spatially and temporally complex water resource problems in discrete and continuous
domains with unique objectives and/or multiple. One of the articles to highlight within
this review is [13], which presents a multi-objective optimization framework with ACO
to develop optimal trade-offs between water allocation and ecological benefit over a
stretch of the Murray River in the South Australia. The results indicate that limited
additional ecological benefit can be obtained as the allocation increases, by relaxing the
flow constraints of the system. Additionally, the use of regulators can increase ecological
benefits by using less water.

As indicated in the answer to question 4 of this systematic review, the majority
of the authors of the reviewed articles include an analysis of the results. The analysis
can be a comparison between optimization methods, or Pareto front analysis. It is also
consideredwhether the algorithms can converge to an answer and the time taken.Another
recurring analysis is the benefit obtained by optimizing the allocation of water and how
much water was allocated to each demand node. Although not all the articles found
are mentioned in detail, it can be seen that there is a strong inclination towards multi-
objective methods and simulation-optimization. The improvement of classic algorithms
or a mixture of algorithms to obtain new heuristics is also highlighted. Water resource
management optimization problems in general are complex problems to be solved that
depend on the number of variables to be considered, the objectives, the restrictions
and the desired approach. Therefore, using improved metaheuristic, multi-objective and
simulation-optimization methods turns out to be the best option for these problems.
Another aspect to consider is the strong presence of PSO-based algorithms, since it
offers a number of variants, as well as the flexibility to incorporate it with decision
systems such as WEAP.

4 Conclusions

Although not all the articles found are mentioned in detail, it can be seen that there is
a strong inclination towards multi-objective methods and simulation-optimization. The
improvement of classic algorithms or the use of hybrid algorithms is also highlighted.
Water resource management optimization problems in general are complex problems to
be solved that depend on the number of variables to be considered, the objectives, the
restrictions and the desired approach. Therefore, using improved meta-heuristic, multi-
objective and simulation-optimization methods turns out to be the best option for these
problems. In order to answer the main research question about which heuristic or meta-
heuristic methods have been applied in water allocation optimization problems in a river
system with reservoirs, it has been found that each author decided to use the method that
best adapted to their needs. However, it is necessary to mention that there is a strong
presence of PSO-based algorithms, since it offers a number of variants, as well as the
flexibility to incorporate it with decision systems such as WEAP.

Both PSO and the others algorithms mentioned in this review have their limitations.
In the study carried out in [6], the advantages and disadvantages of some meta-heuristic
algorithms in water resources problems, including PSO, are summarized. For PSO’s
family of algorithms, [6] mentions that the advantage of this type of algorithm is that
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they are simple to code and provide fast convergence, also implying a low computational
cost. As a disadvantage, it is necessary to adjust parameters such as inertial weight, social
and cognitive parameters. However, if the parameters are set correctly, the algorithm can
achieve a global solution.

This systematic reviewaims to facilitate decisionmakingonoptimizationmodels that
can be used in water allocation optimization problems in a river system with reservoirs,
considering the effectiveness and efficiency that these hadwhen applied in real scenarios.
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Abstract. This research was carried out with the main objective of determining
the factors that limit the achievement of learning in telemedicine of health profes-
sionals in primary healthcare institutions of the North Pacific Health Network of
the Ancash region-Peru. A cross-sectional research design was applied, with 171
health professionals who worked during the 2020–2021 period in primary health-
care institutions of the North Pacific Health Network. An online questionnaire
was developed and applied in January 2022. The SPSS V24.0 program and the
Chi square statistical test were used. Regarding the results, the majority of health
professionals considered having achieved unsatisfactory learning regarding the
use of telemedicine services during the 2020–2021 period (49.1%). Regarding
socio-demographic factors, the majority of professionals with an unsatisfactory
learning achievement were women (43.8%), aged 50 years or older (40.9%), mar-
ried (29.8%), nurses by profession (27.5%) and with a monthly salary of less than
2,500 soles or 638.21 USD (46.2%). Likewise, in relation to institutional factors,
themajority of professionals was not beneficiaries of training in digital health edu-
cation (47.3%), did not receive labor facilities of time to train in the application
of telemedicine services (48.5%) and did not count with care protocols (46.2%),
adequate equipment (48.5%) or agreements with other institutions for training
by specialists (47.9%). All the aforementioned factors presented a statistically
significant relationship with the achievement of learning in telemedicine (p <

0.05). It was concluded that socio-demographic and institutional factors limit the
achievement of learning in telemedicine of health professionals in primary health-
care institutions of the North Pacific Health Network of the Ancash region-Peru,
during the 2020–2021 period. The aforementioned should be taken into account
by the authorities for the urgent training and improvement of the working condi-
tions of health professionals, in order to promote the increasing implementation
of telemedicine services in Peru.
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1 Introduction

Telemedicine based on virtuality has been applied worldwide in various countries for
several decades [1–3], not having had the same development and interest in Peru, due,
among other reasons, to the lack of knowledge of most professionals of health about this
term, as well as the lack of resources that still exists in health institutions, especially in
the most remote and poorest places, where the percentage of digital divide and lack of
Internet access exceeds the 50% [4].

However, despite what was stated in the preceding paragraph, a drastic and sudden
change has been evidenced in Peru due to the COVID-19 pandemic, a change that has
also been evidenced at the international level [5–7]. In this way, various researchers
have highlighted the enormous effort that many health workers have developed to adapt
to the challenges of health care during the health emergency, including learning new
technologies and virtual application digital tools, which are used by telemedicine [8–10].

On the other hand, together with the effort shown by health professionals, the exis-
tence of factors that have influenced the telemedicine learning process has also been
concluded. Thus, for example, in a study carried out in the United States, it was con-
cluded that the ease of application perceived by professionals and the quality of the
training received have had a positive impact on their perception of learning, the opposite
happening when there were limitations as the lack of support from the authorities [11].

The North Pacific Health Network comprises a set of primary healthcare institu-
tions dedicated to the care of communities located in the Ancash region-Peru, whose
management is totally dependent on the Peruvian government, that is, it has state financ-
ing. In this way, as in other public health networks in the country, workers have had
to face a difficult situation as a result of the health emergency caused by COVID-19,
due to deficiencies in terms of infrastructure and equipment, as well as limited access to
technological means and Internet services.

For its part, the level of digital health education of the workers of the North Pacific
Health Network has also become a serious limitation, a situation similar to that observed
in other countries such as Singapore [12]. In this sense, each health institution, together
with its professionals, have had to look for training opportunities that ensure accelerated
learning on issues related to telemedicine during the 2020–2021 period, whose self-
perception of the level of learning achieved has not yet been studied in sufficient detail,
as well as the exact limitations they have presented are unknown, especially in the most
remote places of Peru.

Faced with the aforementioned considerations, the present study sought to address
the following research questions:

What is the level of achievement perceived by health professionals regarding their
learning in telemedicine in primary healthcare institutions of the North Pacific Health
Network?

What are the socio-demographic factors that limit the achievement of learning in
telemedicine of health professionals in primary healthcare institutions of the North
Pacific Health Network?

What are the institutional factors that limit the achievement of learning in
telemedicine of health professionals in primary healthcare institutions of the North
Pacific Health Network?



96 A. F. Olaza-Maguiña et al.

In this sense, the present investigation was carried out with the main objective of
determining the factors that limit the achievement of learning in telemedicine of health
professionals in primary healthcare institutions of the North Pacific Health Network of
the Ancash region-Peru, during the 2020–2021 period.

2 Methodology

2.1 Research Design and Population Under Study

It was decided to apply a cross-sectional research design, with a population made up of a
total of 214 health professionalswhoworked during the 2020–2021 period in the primary
healthcare institutions of the North Pacific Health Network, Ancash region-Peru.

It was considered as inclusion criterion to have worked during the 2020–2021 period
in the North Pacific Health Network, regardless of the profession of the health worker;
while the non-acceptance of participation was the only exclusion criterion that was taken
into account.

Of the total population of 214 health professionals, 35 of them participated in the
pilot test to assess the reliability of the data collection instrument, 8 refused to participate
in the study, and 171 answered the final version of the data collection instrument.

2.2 Variables

Socio-demographic Factors. Age (25–49 years, ≥50 years), gender (male, female),
marital status (single, married, cohabiting), profession (physician, nurse, obstetrician,
dentist) and monthly salary (<2500.00 soles, ≥2500 soles).

Institutional Factors. Beneficiary of training in digital health education (yes, no), labor
facilities of time to be trained in the application of telemedicine services (yes, no),
existence of telemedicine care protocols (yes, no), suitable equipment (yes, no) and
agreements with other institutions for training by specialists (yes, no).

Achievement of Learning in Telemedicine. Perception about the achievement of
learning in telemedicine (unsatisfactory, moderately satisfactory, satisfactory).

2.3 Data Collection Procedure

Taking into account the aforementioned research variables, a questionnaire was prepared
in an online format using the freeGoogle Forms application, for which 11 questionswere
considered (Appendix section).

The validity of the online questionnaire was evaluated using the expert judgment
technique, whose results of the 7 judges consulted were analyzed with the Kendall
concordance test, demonstrating the validity of the questionnaire with a significance
level of 0.001. Likewise, as previously mentioned, the reliability of the questionnaire
was evaluated through a pilot test with 35 health professionals, also demonstrating the
reliability of said data collection instrument (Cronbach’s alpha index of 0.872).

The online application of the final version of the questionnaire was carried out during
the month of January 2022, for which the link of the respective online form was sent to
the personal emails of the health professionals, emphasizing voluntary participation.
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2.4 Statistical Analysis

The information was processed using the statistical package SPSS, with a version of
24.0 for the Windows operating system. Likewise, according to the type of variable, a
descriptive statistical analysiswas applied, forwhich the resultswere presented bymeans
of absolute frequencies and percentages. In the same way, the Chi square statistical test
was applied with a significance level of p < 0.05, to evaluate the relationship between
the research variables.

2.5 Ethical Considerations

The confidentiality of the data and the right to privacy of health professionals were
respected throughout the research process, requiring in all cases the virtual registration
of the declaration of informed consent, where the voluntary participation in the studywas
recorded, as part of the current ethical standards of theWorldMedicalAssociation and the
Declaration of Helsinki [13]. It should be noted that the research protocol was evaluated
and approved by the Ethics Committee of the most important academic institution in the
Ancash region, such as the Santiago Antúnez de Mayolo National University.

3 Results

Table 1 shows the demographic characteristics of the 171 health professionals who
answered the final version of the online questionnaire, as detailed below:

Table 1. Demographic characteristics of health professionals.

Characteristic n %

Age:

- 25–49 years 68 39.8

- ≥50 years 103 60.2

Gender:

- Male 54 31.6

- Female 117 68.4

Marital status:

- Single 21 12.3

- Married 84 49.1

- Cohabiting 66 38.6

Table 2 shows that the highest percentage of health professionalsworking in theNorth
PacificHealthNetworkpresented anunsatisfactory learning achievement in telemedicine
during the 2020–2021 period (49.1%). Of this group, the majority was women (43.8%),
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aged 50 or over (40.9%), married (29.8%), nurses by profession (27.5%) and with a
monthly salary of less than 2,500 soles, equivalent to 638.21 USD (46.2%). Likewise, a
statistically significant relationshipwas found between all the socio-demographic factors
studied and the learning achievement of health professionals in telemedicine (p< 0.05).

Table 2. Socio-demographic factors according to the achievement of learning in telemedicine.

Socio-demographic
factors

Achievement of learning in telemedicine Total Chi-square
resultsUnsatisfactory Moderately

satisfactory
Satisfactory

n % n % n % n %

Age:

- 25–49 years 14 8.2 31 18.1 23 13.5 68 39.8 X2 =
52.554

- ≥ 50 years 70 40.9 32 18.7 1 0.6 103 60.2 p < 0.001

Total 84 49.1 63 36.8 24 14.1 171 100

Gender:

- Male 9 5.3 27 15.7 18 10.6 54 31.6 X2 =
41.576

- Female 75 43.8 36 21.1 6 3.5 117 68.4 p < 0.001

Total 84 49.1 63 36.8 24 14.1 171 100

Marital status:

- Single 7 4.1 11 6.4 3 1.8 21 12.3 X2 =
15.107

- Married 51 29.8 28 16.4 5 2.9 84 49.1 p = 0.005

- Cohabiting 26 15.2 24 14.0 16 9.4 66 38.6

Total 84 49.1 63 36.8 24 14.1 171 100

Profession:

- Physician 3 1.8 15 8.8 8 4.7 26 15.3

- Nurse 47 27.5 30 17.5 5 2.9 82 47.9 X2 =
47.969

- Obstetrician 30 17.5 14 8.2 2 1.2 46 26.9 p < 0.001

- Dentist 4 2.3 4 2.3 9 5.3 17 9.9

Total 84 49.1 63 36.8 24 14.1 171 100

Monthly salary:

- <2500.00 soles 79 46.2 14 8.2 3 1.8 96 56.2 X2 =
97.019

- ≥2500 soles 5 2.9 49 28.6 21 12.3 75 43.8 p < 0.001

Total 84 49.1 63 36.8 24 14.1 171 100
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On the other hand, with respect to institutional factors (Table 3), it is observed
that the majority of health professionals with unsatisfactory learning achievement, was
not beneficiaries of training in digital health education (47.3%), did not receive labor
facilities of time to train in the application of telemedicine services (48.5%) and did
not count with care protocols (46.2%), adequate equipment (48.5%) or agreements with
other institutions for training by specialists (47.9%). In this case, there was also evidence
of a statistically significant relationship between all the institutional factors studied and
the learning achievement of health professionals in telemedicine (p < 0.05).

Table 3. Institutional factors according to the achievement of learning in telemedicine.

Institutional
factors

Achievement of learning in telemedicine Total Chi-square
resultsUnsatisfactory Moderately

satisfactory
Satisfactory

n % n % n % n %

Beneficiary of training in digital health education:

- Yes 3 1.8 37 21.6 18 10.5 58 33.9 X2 =
69.889

- No 81 47.3 26 15.2 6 3.6 113 66.1 p < 0.001

Total 84 49.1 63 36.8 24 14.1 171 100

Labor facilities of time:

- Yes 1 0.6 21 12.3 20 11.7 42 24.6 X2 =
72.119

- No 83 48.5 42 24.5 4 2.4 129 75.4 p < 0.001

Total 84 49.1 63 36.8 24 14.1 171 100

Existence of telemedicine care protocols:

- Yes 5 2.9 44 25.7 16 9.4 65 38.0 X2 =
72.092

- No 79 46.2 19 11.1 8 4.7 106 62.0 p < 0.001

Total 84 49.1 63 36.8 24 14.1 171 100

Suitable equipment:

- Yes 1 0.6 18 10.5 18 10.5 37 21.6 X2 =
62.805

- No 83 48.5 45 26.3 6 3.6 134 78.4 p < 0.001

Total 84 49.1 63 36.8 24 14.1 171 100

Agreements with other institutions:

- Yes 2 1.2 24 14.0 19 11.2 45 26.4 X2 =
63.897

- No 82 47.9 39 22.8 5 2.9 126 73.6 p < 0.001

Total 84 49.1 63 36.8 24 14.1 171 100
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4 Discussion

The results found with respect to the main objective of the study, allowed determin-
ing that socio-demographic and institutional factors limit the achievement of learning
in telemedicine of health professionals in primary healthcare institutions of the North
Pacific Health Network of the Ancash region-Peru, during the period 2020–2021. In this
way, similar results are evident in other studies regarding the existence of limitations that
restrict and/or make it impossible to implement telemedicine services in many countries,
especially those located in geographic regions characterized by a lack of planning and
public health policies in primary healthcare institutions [14–17].

In this regard, socio-demographic factors constitute an important aspect to take into
account, when evaluating training opportunities for health professionals, since it is a
learning model based on adult education. Thus, for example, in a study carried out
in South Africa [18], it is highlighted that factors such as the age of the participants
influence the fulfillment of educational objectives and goals in postgraduate studies in
telemedicine, due to the lack of knowledge of the most current technological tools, based
mostly on virtuality [19].

Another important aspect is the gender of health professionals [20], on which it is
highlighted that female workers have greater limitations to attend training in general,
probably due to family activities, than in countries like Peru, are mostly in charge of
women, regardless of their work or position held. This situation of inequity, such as the
one disclosed in this article, would be even more marked in married or cohabiting health
professionals, due to the multiple responsibilities and activities that they have to fulfill,
mainly in the family environment.

In relation to the profession of health workers, it is also an important issue for the
achievement of learning in telemedicine, especially for those health careers whose work
performance in primary healthcare institutions is more focused on the development of
educational tasks and homemonitoring. The latter, according to other studies, would not
affect medical professionals, since their activities would be of an eminently care nature
through health consultations based on diagnosis and treatment [21, 22].

For its part, the monthly salary of health professionals, as found in this research, is
a factor that definitely limits training opportunities, especially in courses that require
the presence of trained educational institutions such as the telemedicine [19, 23]. In this
way, in Peru the salary income of professionals is well below that of other countries,
which together with the aforementioned socio-demographic conditions, has caused a
gap between the level of specialization of professionals who work in large cities of Peru
such as Lima, and those whose work centers are located in distant places, such as the
North Pacific Health Network.
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On the other hand, not only socio-demographic factors limit the achievement of
telemedicine learning by health professionals, but also institutional factors. Thus, the
training events that health establishments organize in favor of their workers, has also
been a limitation observed in the present investigation, which is probably due to the
lack of economic resources to subsidize said events, as well as the lack of interest of the
authorities on duty, who in many cases do not provide the time facilities for the training
of professionals, a finding also evidenced in other studies [18, 24].

The aforementioned is related to the absence of telemedicine care protocols, a factor
that is due, on the one hand, to the non-existence of a health policy in Peru regarding the
permanent implementation of telemedicine services in health establishments, as well as
the resistance of some authorities to changing the traditional patient care model [23].
This last attitude was even more evident during the COVID-19 pandemic, in which
many problems arose in the provision of telemedicine services, mostly due to the lack
of knowledge that existed in Peru on this subject. Research such as that carried out in
the United States has led to the conclusion that when working in a coordinated manner
among themembers of health institutions, management documents can be generated that
allow the sustainability and permanent strengthening of telemedicine services, avoiding
future problems that harm patients [25, 26].

Another situation that unfortunately is very common in poor countries, unlike coun-
tries with more resources [27, 28], is the inadequate equipment of health establishments
and the lack of agreements with other institutions for training by specialists, a product of
the system bureaucratic that unfortunately characterizes public management institutions
in Peru. This situation has harmed the intentions to modernize the health sector, whose
authorities have also been involved in corruption processes with respect to the use of
public funds, a very common circumstance in Latin America.

On the other hand, it is important to clarify the limitations that have arisen during
the development of this research, which were mainly referred to the impossibility of
academically determining the achievement of learning with respect to telemedicine, due
to the non-existence of a formal record on the training courses and evaluations that
workers have received on this subject in the North Pacific Network. In this way, it has
only been possible to evaluate the self-perception of the workers themselves with respect
to their achievement of learning in telemedicine, which, although it could mean a certain
bias in their answers, does not detract from the importance of the self-assessment that
professionals of health can make of their academic training.

In the same way, the online modality in which the data collection instrument was
applied, as well as the lack of background on the subject addressed in a similar context
in Peru, are also assumed as limitations. All of the above did not allow the evaluation
of other research variables, although it did mean a starting point for other authors who
wish to investigate in this regard in primary healthcare contexts in geographical areas
distant from large cities, point at which falls the contribution of the present study, whose
findings related to telemedicine can be taken into account by other researchers and health
authorities committed to their work at the service of society.
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5 Conclusions and Future Steps

5.1 Conclusions

Socio-demographic and institutional factors limit the achievement of telemedicine learn-
ing by health professionals in primary healthcare institutions of the North Pacific Health
Network of the Ancash region-Peru, during the 2020–2021 period. In this way, the
achievement of learning regarding the use of Telemedicine services is related to gen-
der, age, marital status, profession, monthly salary, training in digital health education,
labor facilities of time to train, existence of care protocols, adequate equipment and
agreements with other institutions for the training of specialists .

5.2 Future Steps

The government and health authorities of Peru have the responsibility to implement
efficient health policies such as telemedicine that ensure timely attention to people’s
health problems, especially those who are in a situation of vulnerability and inequity in
access to specialized services. In this sense, not only are new studies needed that address
the characteristics of the application of telemedicine in Peru by health professionals, but
also urgent management, training and equipment actions are required for institutions,
in order to improve working conditions of professionals, who despite their personal
effort, do not have the tools and labor facilities necessary to improve their professional
performance.

Acknowledgements. To the health professionals and authorities of the North Pacific Health
Network of the Ancash region-Peru, for their participation and support during the development of
this study.

Appendix

See Table 4.

Table 4. Questionnaire applied to health professionals.

Section 1: Socio-demographic factors

Q1. Age:

(a) 25–49 years

(b) ≥50 years

(continued)
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Table 4. (continued)

Section 1: Socio-demographic factors

Q2. Gender:

(a) Male

(b) Female

Q3. Marital status:

(a) Single

(b) Married

(c) Cohabiting

Q4. Profession:

(a) Physician

(b) Nurse

(c) Obstetrician

(d) Dentist

Q5. Monthly salary:

(a) <2500.00 soles

(b) ≥2500 soles

Section 2: Institutional factors

Q1. Beneficiary of training in digital health education:

(a) Yes

(b) No

Q2. Labor facilities of time to be trained in the application of telemedicine services:

(a) Yes

(b) No

Q3. Existence of telemedicine care protocols:

(a) Yes

(b) No

Q4. Suitable equipment:

(a) Yes

(b) No

Q5. Agreements with other institutions for training by specialists:

(a) Yes

(b) No

(continued)
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Table 4. (continued)

Section 1: Socio-demographic factors

Section 3: Achievement of learning in telemedicine

Q1. Perception about the achievement of learning in telemedicine:

(a) Unsatisfactory

(b) Moderately satisfactory

(c) Satisfactory
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Abstract. Precision agriculture is a vital practice for improving the production of
crops. The presentwork is aimed to develop a deep learningmultimodalmodel that
can predict the crop yield in Ecuadorian corn farms. Themodel takesmultispectral
images and field sensor data (humidity, temperature, or soil status) to obtain the
yield of a crop. The use ofmultimodal data is aimed to extract hidden patterns in the
status of crops and in thiswayobtain better results than the use of vegetation indices
or other state-of-the-art methods. For the experiments, we utilized multi-spectral
satellite images obtained from the google earth engine platform and monthly
precipitation and temperature data of the 24 Ecuadorian provinces collected from
the Ecuadorian Ministry of agriculture and livestock; likewise, we obtained the
area of corn plantation in each province and their corn production for the years
2016 to 2020. Results indicate that the use of multimodal deep learning models
(pre-trained CNN for images and LSTM for time series sensor data) gives better
prediction accuracy than monomodal prediction models.

Keywords: Precision agriculture · Remote sensing · Convolutional neural
networks · Recurrent neural networks ·Multimodal deep learning

1 Introduction

The prediction of crop yield is very difficult because multiple factors intervene like
the crop genotype, environmental factors, management practices, etc. [1]. Many studies
have used machine learning techniques such as regression trees, random forest, multi-
variate regression, association rule mining, and artificial neural networks for crop yield
prediction. Machine learning models treat the crop yield as a function of variables such
as weather and soil conditions, which can be complex and nonlinear [1].

In the plant growth process, mineral nutrients play a key role. The macronutrients
include calcium, potassium, nitrogen, magnesium, sulfur, and phosphorous; while the
micronutrients include boron, iron,manganese, copper, chloride, zinc, andmolybdenum.
The deficiency of these nutrients affects the growth, yield, and quality of plants [2].

Accurate yield estimation and optimized nitrogen management are essential in
agriculture [3]; these two aspects would help to secure food production.
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1.1 Theoretical Framework

Vegetation Indices
Vegetation Indices (VIs) are mathematical combinations of ratios of red, green, and
infrared spectral bands; they are designed to find functional relationships between crop
characteristics and remote sensing observations [4]. Thework in [5] enumerates themost
common vegetation indices and their formulas.

Field Sensor Data
The Internet of things is formed by connected devices and transmits large amounts of
data [6]. It is currently being applied in fields like agriculture [7, 8], smart cities [9],
smart homes [10, 11], health care [12, 13], and human activity recognition [14, 15].
While more IoT sensors are used, more insights can be obtained from them that may
help to predict the behavior of systems which is useful for systems maintenance [16,
17], yield performance [18, 19], resource allocation [20], or business planning [21].

Multimodal Learning
Information in the realworld comes throughmultiple input channels, for example, images
are associated with captions and tags, videos contain visual and audio signals, and
sensory perception includes simultaneous inputs from the visual, auditory, motor, and
haptic pathways [22]. Eachmodality is characterizedbyverydistinct statistical properties
whichmakes it difficult to disregard the fact that they come from different input channels
[22].

Multimodal datasets consist of data from different sensors observing a common
phenomenon, and the goal is to use the data in a complementarymanner toward learning a
complex task.One of the advantages of deep learning is that features can be automatically
learned for each modality, instead of manually designing specific features [23].

1.2 Literature Review

Concerning the literature review, we have the following works related to, on the one
hand, precision agriculture and on the other hand deep learning architectures:

In [1] authors compare the performance of hand-drawn features versus features
drawn from Convolutional Neural Networks. The features obtained from the two dif-
ferent techniques are fed into a multilayer perceptron. The results indicate that features
extracted from CNN networks with batch normalization between convolution and acti-
vation layers gave the best performance. On the contrary, NDVI is better than CNN
without batch normalization, this fact shows that it is beneficial to apply normalization
to classify remote sensing images; since they tend to vary in aspects like brightness. The
results also indicate that the use of batch normalization strongly influences obtaining
better results. On the other hand, it also mentions that the use of vegetation indices is
redundant when they are used as a feature in a deep learning model.
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The paper in [24] presents a study about the prediction of soybean crop yields using
Unmanned Aerial Vehicles and deep learning models. The results indicate that mul-
timodal data fusion gave better results than a single modal of data. The authors uti-
lized multispectral and multi-spectral imaging, spectral, structural, thermal, and texture
information from crops. Finally, Intermediate-level feature fusion DNN (DNN-F2) out-
performed input-level feature fusion DNN (DNN-F1) in prediction accuracy, spatial
adaptivity, and robustness.

In the paper in [25], they utilize a CNN architecture (AlexNet as a pre-trained CNN
model) to recognize and classify phenological stages of six types of plants based on
visual data. The results suggest that the CNN model gives better results than traditional
methods that utilize handcraft features like the gray level co-occurrence matrix or the
histogram of oriented gradients.

Among other contributions, the work in [26] presents a summary of general and fine-
grained vision datasetswith plants like Flowers 102 [27], LeafSnap [28], andUrbanTrees
datasets [29].

Multimodal Deep Learning Datasets
For its part, the work in [23] presents a survey in which it highlights multimodal learning
datasets and challenges, and diverse applications ofmultimodal deep learning like human
action recognition, emotion recognition, medical diagnosis, or semantic segmentation.

The work in [30] presents a list of datasets related to agriculture, these datasets
contain leaf species, flowers, crops and diseases, field images, vegetation segmentation
maps, weed images, or plant type annotations. Even though some of these datasets are
used for crop yield prediction, they do not contain concurrently multimodal data of field
sensors and multispectral images.

In contrast, the Ladybird Cobbitty 2017 Brassica dataset [31] is related to agriculture
(cauliflower and broccoli plants) and contains RGB image data, multi-spectral data,
manual data (SPAD and length of plants), and field sensor data (temperature, humidity,
or soil condition data). The disadvantage of this dataset is that there aremany null values,
and it is not suitable for a deep learning model that requires large quantities of data.

Deep Learning Architectures
The paper in [32] presents a deep learning architecture called GeThR-Net which is
a recurring neural network for multimodal learning that can be applied to any type
of modality and to a large number of temporal modalities. It is made up of M + 1
components where the first component is the LSTM temporal network, the following
M components correspond to the timeless patterns of each modality. The temporary
component of the architecture is made up of 3 layers. The first layer treats the temporal
patterns of each modality with LSTM nodes; the multimodal information is not shared.
The second layer uses a linear function followed by a sigmoid function that forms a
multimodal representation for each time step. The third layer is an LSTM network that
takes the outputs from the second layer. The output of the third layer goes to a softmax
function for final classification.
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Generative Models, Discriminative Models, Hybrid Models
The work in [33] is a literature review of deep learning applications for multimodal data
fusion, in which they mention Deep Belief Nets (DBN), Stacked Autoencoders, Con-
volutional Neural Networks and Recurrent Neural Networks. It also mentions variants
of DBN networks used in multimodal learning like SRBM (Sparse Restricted Boltz-
mann Machine), FRBM (Fast Restricted Boltzmann Machine), TTRBM (Tensor-Train
Restricted Boltzmann Machine). Autoencoder architectures used in multimodal learn-
ing are DAE (Denoising Autoencoder), SAE (K-sparse Autoencoder), GAE (Generative
Autoencoder), FAE (FastAutoencoder), BAE (BlindAutoencoder). RegardingCNNnet-
works, the variants utilized inmultimodal learning areAlexnet (AlexConvolutionalNet),
ResNet (Residual Convolutional Net), Inception, SEnet (Squeeze excitation Network),
or ECNN (Efficient Convolutional Neural Network). For their part, the RNN variants
used for multimodal learning are BiRNN (Bidirectional Recurrent Neural Network),
LSTM (Long Short-Term Memory), SRNN (Slight Recurrent Neural Network), VRNN
(Variational Recurrent Neural Network).

The work in [34] introduces the UNet model, which is a deep learning architecture,
used for semantic segmentation of images. The UNet is formed by an encoder and
a decoder: the encoder utilizes multiple convolution layers to obtain different levels of
image characteristics. The decoder usesmultilayer deconvolution on the top-level feature
map and combines different feature levels in the downsampling process to restore the
feature map to the original input image size and complete the end-to-end semantic
segmentation. The decoder layers use the UpConv operation.

For its part, the intermediate characteristics map generated by the encoder is concate-
nated with the characteristics map generated by the decoder using Skip Connect (these
connections allow the reuse of characteristics and stabilize training and convergence).
The architecture of the encoder-decoder scheme, together with the long skip connec-
tions, has the shape of a U (UNet). It is used for tasks where the prediction has the same
spatial dimension as the input, such as image segmentation, optical flow estimation, or
video prediction. This paper could be useful for the present project because the encoder
part of the UNet architecture can be used to extract patterns of images of agriculture
fields and the decoder part could generate a health map of the crop.

Moreover, the work in [35] explains that in multimodal learning, auto-encoders are
used as a first step for processing images and text (sequential models), and then the
attention mechanism is applied for the alignment of those multimodal sources. Figure 1
presents the types of attention mechanisms utilized in multimodal learning. These types
of architectures might be useful in other domains like agriculture in which, we analyze
multispectral image data and field sensor data.

The rest of the paper follows with Sect. 2 which describes Materials and Methods,
Sect. 3 presents the results, Sect. 4 presents the discussion and Sect. 5 presents the
conclusions.
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Fig. 1. Attention mechanism types utilized in multimodal learning: Visual attention (a), Textual
attention (b), Co-attention (c), Self-attention (d) [35].
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2 Materials and Methods

2.1 Research Methodology

For conducting this doctorate thesis, we consider the development of a multimodal
deep learning model that extracts the patterns of field sensors like temperature and
precipitations and it also models the patterns of multi-spectral images. The combination
of these processing heads in a neural network would provide an accurate prediction of
crop yield. For the accomplishment of this goal we have the following research question:

2.2 Research Question

Can Ecuadorian farmers benefit from multimodal deep learning models to better predict
the yield of crops?

2.3 Research Objectives

General Objective
Design and implement a multimodal deep learning model for crop yield prediction
utilizing multispectral images and field sensor data.

Specific Objectives

• Evaluate multimodal deep learning architectures for time-series evaluation and image
processing.

• Design and implement a multimodal deep learning model with multispectral images
and field sensor data.

• Validate the multimodal deep learning predicting model and compare it with the
state-of-the-art approaches.

2.4 Justification

The justification of this doctoral proposal is based on the fact that it is aligned with
the objectives of the Ecuadorian National Institute of Investigation of Agriculture and
Livestock (INIAP) which proposes several goals in the field for the years 2018–2022
[36]. The research proposal is relevant for the improvement of yield production of crops,
and its technique and methodology can be applied to many agricultural products. The
present research proposal expects it to contribute to the development of the country and
improve its production systems.
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2.5 Experiments

To prove that multimodal learning can be applied for the prediction of crops yield and
since the dataset is not still available, we propose a proof of concept in which we use
multispectral satellite images obtained from theGoogle earth engine platformand, sensor
data like temperature, or precipitation, and the agricultural production obtained from the
website of the Ecuadorian Ministry of agricultural and livestock. In this dataset, we find
the monthly temperature and precipitation data of the 24 provinces of Ecuador from the
year 2002 to the year 2020, and the annual production of 56 agricultural products in 23
provinces (the production of Galapagos is not included).

In the experiment, we obtained the coordinates of corn farms in the 5 provinces of
larger production in Ecuador (Los Rios, Guayas, Manabi, Loja) utilizing the Geographic
Viewer of INIAP (Ecuadorian National Institute of Investigation of Agriculture and
Livestock) (See Fig. 2.)

Fig. 2. Geographic viewer of INIAP. Location of corn farms in Ecuador [37]

After getting the coordinates of corn farms, we obtained RGB and NIR images of
those farms from 2015 to 2020 using Google Earth Engine and the Copernicus satellite
Program, and the subsystem SENTINEL-2 which has 10-60 m image resolution and
5 day of revisit period. The image set provided by Google Earth Engine was filtered
by the amount of clouds in the image, giving less than 30% of clouds in the images.
Likewise, the SENTINEL-2 possesses 13 multi-spectral bands, Table 1 enumerates the
bands that we utilized in this project.
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Table 1. SENTINEL-2 multi-spectral bands utilized in the project

Band Use Wavelength Resolution

B2 Blue 490 nm 10 m

B3 Green 560 nm 10 m

B4 Red 665 nm 10 m

B8 NIR 842 nm 10 m

In the Fig. 3 and Fig. 4 we can see a sample of the images utilized in the project, we
can observe a RGB and a NIR image of a corn farm located in the “Los Rios” province
in the year 2018.

Fig. 3. Satellite RGB image of a corn farm in Los Rios province in Ecuador from the Sentinel-2
dataset in Google Earth Engine [38]
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Fig. 4. Satellite NIR image of a corn farm in Los Rios province in Ecuador from the Sentinel-2
dataset in Google Earth Engine [38]

After this pre-processing step, both groups of images RGB and NIR were resized to
175 × 175 pixels. For each province and year period, the RGB and NIR images were
concatenated to feed a pre-trained CNN part of the model (VGG + ImageNet). For its
part, the sensor data of temperature and precipitation is fed to a LSTMmodel. We utilize
a late fusion approach to join the CNN and LSTM parts and a FCNN gives the final
prediction.

The experimentswere conductedwithGoogleColab, pythonprogramming language,
TensorFlow and Keras libraries.

3 Results

We considered many approaches for developing multimodal deep learning models for
crop yield prediction and most of them gave unsatisfying results. Finally, the proposed
multimodal model obtained Mean Squared Error of 0.0454 and Mean Absolute Error of
0.1958 loss values which consists of an improvement of the yield prediction obtained by
a mono modal LSTMmodel that got Mean Squared Error of 0.0480 and Mean Absolute
Error of 0.1996 loss values.

4 Discussion

Even though the improvement in the performance of the multi-modal deep leaning
network is not large, it demonstrates that the use of the different sources of information
can be complementary and could help to obtain more robust prediction models.

The limitation of this project is thatwehad to utilize the average values of temperature
and precipitation of each Ecuadorian province which lessen the precision of the model.
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As a futurework and considering the limitation,weplan to improve the experiment by
the use of field sensor data andUnmannedAerialVehicles for capturing themulti-spectral
data.

5 Conclusions

For conducting this doctorate thesis we have done experiments with multimodal deep
learning models applied to the prediction of crop yield in Ecuadorian corn farms. The
results demonstrate that using distinct sources of information like multi-spectral images
and field sensor data can help to build more robust prediction models that take advantage
of the complementary information of the two modalities.

For its part, it is important to highlight that the use of satellite imagery is inexpensive
and is useful for studying large extensions of land like provinces or states.

It is very important to utilize machine learning models in precision agriculture in
developing and agricultural countries like Ecuador, to improve the quality of crops,
increment their yield while decreasing expenses, and as a consequence increase the
profits of farmers.

As further work, and for the continuity of the theses, we intend to experiment with
multi-spectral images obtained from unmanned aerial vehicles and sensor field data.
Those images have better resolution and can addmore insights to our analysis. Likewise,
we plan to experiment with different deep learning architectures in order to identify the
models that give the best predictions of crop yield.
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Abstract. AugmentedReality (AR) is one of themost important technologies that
takes part in the Fourth Industrial Revolution, and for this reason, this document
presents the development of an AR application for real-time control of a Robotic
Arm with IoT communication. The application provides AR visualization of the
state of the process in real-time, as well as an interface for controlling the position
of the robotic arm. The document presents a detailed description of the hardware
architecture that includes the AR device, the AR marker, and the infrastructure
used for interacting with the robot. In addition, it is presented the architecture
of the software for communication of the AR application with the process, to
establish remote and real-time control of the position of the robotic arm using
IoT. The AR application has been tested with a robotic arm used in the field of
medicine, participating in the analysis process of blood chemistry in biological
tests carried out in clinical laboratories. The development of this application has
various advantages, highlighting the use of low-cost technological devices, easy
acquisition, and the remote connection that improves the control efficiency of the
robot, improving the security for user integrity because he/she is not exposed to
dangerous environments.

Keywords: Augmented Reality (AR) · Internet of Things (IoT) · Robotic arm

1 Introduction

Augmented reality is a technology that enables users to place virtual elements that contain
visual information about the real environment that surrounds them, with the assistance of
a technological device [1]. It is a technology currently booming since it is the foundation
for the continuous improvement, industrial innovation, and economic development of
companies around the world [1, 2, 4]. Many companies are incorporating this new
technology, since it is a fundamental pillar within the Fourth Industrial Revolution,
also known as Industry 4.0 [3, 5, 6], which combines technologies such as Artificial
Intelligence (AI), Internet of Things (IoT), Computing, Robotics, Industrial Automation,
among others [1]. Industry 4.0 will set a big trend, not only in the industrial sector but
also in the health and educational sectors, and thus it is very important to adapt to these
new technologies since they will begin to be incorporated into the daily routine of human
beings, as well as in their work, and for this reason, it is convenient to investigate about
this topic with greater depth [3–5, 7].
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At present, various immersive environment applications have been developed, such
as Virtual Reality (VR) and Augmented Reality (AR), with different approaches that are
applied in the industry. The use of Augmented Reality is varied and may be potentially
applied in most of the activities performed in companies. The main uses are detailed
below:

Production. Any production line that follows a process, may benefit from the applica-
tion of AR. A clear example is the use of AR applications for assisting in mounting
and assembly tasks in factories, to eliminate possible failures due to the lack of staff
experience [8].

Industrial Maintenance. Any machine with a preventive maintenance plan may imple-
ment the use of AR to assist maintenance tasks, to reduce execution time and human
mistakes caused by a lack of process knowledge [9].

Training. AR may be effectively used in companies in which the staff training pro-
cesses involve many technicians that are geographically dispersed. Similarly, AR may
be used in factories as induction for technicians without work experience when they join
the company, to train them appropriately in the execution of mounting, assembly, and
industrial safety processes [3].

Basedon the above, themainobjective of this research is to develop anARapplication
for real-time control of a robotic arm with an IoT connection, which is used in the health
sector. It is intended to generate an intuitive and easy-to-operate control for the robotic
arm. The AR will enable real-time interaction, combining the real and digital worlds to
offer a more detailed experience of the process being performed; in addition, AR makes
it possible to leverage the use of low-cost technologies, such as smartphones. The IoT
communication will enable remote control so that users may interact with the robotic
arm through the internet, without requiring to be physically present at the place.

The document is designed as follows. Section 2 presents the State of theArt. Section 3
details the features of the hardware and software tools used during the execution of
the work. Section 4 contains a detailed description of the proposed solution and its
implementation to fulfill the objective previously posed. The operation of the system is
detailed in Sect. 5. Section 6 presents the results obtained from such an operation. At
last, Sect. 7 presents the conclusions of the research work, describing its contributions
and the limitations found, as well as the statement of potential future works.

2 State of the Art

Sotiris Makris et al. [8] implemented an AR tool in the automotive sector that consists in
assisting operators in a collaborative hybrid, robotic and human, industrial environment.
The objective of the application is to provide information to operators about the produc-
tion process and the status of task execution. With the development of this application,
it may be improved the immersion of operators in the safety mechanisms and mounting
processes within the industry.
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Moreover, Riccardo Masoni et al. [4] conducted similar research focused on the
area of mechanical maintenance, which consists of an AR application that enables the
remote connection of an expert operator with a non-specialized operator located at the
place where the maintenance task should be carried out, to provide remote assistance to
fix particular machinery. The development of this application has wide advantages; the
main one is that it enables the reduction of very long dead production times, caused by
the unavailability of a specialized technician capable of performing the maintenance of a
machine in a specific production process. In the area of manipulator robots, it is possible
to find works such as the one by Elena Peña et al. [10], who developed an interface
that uses Virtual Reality for controlling a manipulator robot. This interface enables
the introduction of the operator to the working environment and thus improves his/her
visual perception, to facilitate robot control and increase safety conditions, avoiding
subjecting the operator to high-risk environments. Similarly, to maintain the operator in
a safe environment, Sunao Hashimoto et al. [7] developed a tactile AR application for
remote control of a robot from the point of view of a third person. This interface is very
intuitive, since it enables the user to manipulate each part of the robot by touching it
directly, and thus it does not require previous training to be used.

One of the advantages of generating intuitive and friendlyARapplications is that they
may be used by any person without requiring prior training. This is the case of the work
by Rodrigo Cañadillas et al. [10], who implemented an AR application for the control
of a robot anchored to a wheelchair. This application helps disabled people to perform
different daily tasks of great difficulty, such as lifting a cup, opening or closing a valve,
etc. The commands executed by the robotic arm are sent through the AR application to
which the disabled user has access using immersive reality glasses.

In some cases, acquiring immersive reality glasses may involve a high investment,
and thus Miguel Romero et al. developed an AR application for mobile devices, such as
tablets and smartphones, for the control of amobile robot through teleoperation.With the
use of mobile devices, it is intended to reduce the investment cost and to have available
a tool of easy acquisition, to introduce the operator in an immersive environment in
which it may be simulated different scenarios that may result in a hazard for the physical
integrity of the operator.

3 Technological Framework

This section describes the specifications of all devices and tools, both hardware and
software, used during the development of this research work.

3.1 Hardware Used

The system developed consists of different hardware components to implement the
control functions of the robotic arm. The physical components of the system are detailed
below:

Mobile Devices. A 6.57 in. Honor 50 smartphone with Android version 11.0 and a 5.5
in. SonyXperia L1 smartphone with Android version 7.0, were used for the development
of this research work. Table 1 details the hardware features of the equipment used.



Augmented Reality for Real-Time Control of a Robotic Arm 121

Table 1. Features of the mobile devices.

Device Model Operating system Processor RAM Camera

Honor 50 NTH-NX9 Android SNAPDRAGON 778G 8 GB 108 MP

Sony L1 G3313 Android Cortex – A53 2 GB 13 MP

AR Marker. An AR marker is a unique pattern, generally printed on a sheet, which
is used as an activation key to position the model in Augmented Reality. In general, a
marker may be any 2D image that may be recognized by the camera of the mobile device
[12].

Raspberry Pi. It is a low-cost, compact size, and open hardware microcomputer, which
uses the Raspbian operating system. It is capable of performing most of the typical tasks
of a computer and it is mainly used for the development of prototypes. It has 40 GPIO
pins that enable contact with the external world through the connection of sensors and
actuators. In addition, it has I2C, SPI, and UART communication ports.

Robotic Arm. It is a SCARA robot used in the analysis processes of blood chemistry
in clinical laboratories. It has three actuators corresponding to bipolar stepper motors
with a resolution of 0. 9º per step; each motor has its Pololu A4988 driver, which is in
charge of regulating the current and protecting the motor. In addition, each actuator has
its position switch to limit the travel or establish the positioning. The model has two
degrees of freedom and a turning drum that contains the analysis samples.

3.2 Software Used

The system developed consists of different hardware components to implement the
control functions of the robotic arm. The physical components of the system are detailed
below:

Autodesk Inventor. It is software developed byAutodesk for the 3Dmodeling of solids.
It has available specific tools with functions such as parametric design, modeling of parts
and joints, simulation, and documentation for mechanical design and prototyping [13].
(see in “Fig. 1”).

Unity 3D. It is software created by Unity Technologies for developing multiplatform
videogames. It has an integrated development environment for generating simple mobile
applications compatible with operating systems such as Windows, Linux, iOs, Android,
and more. It also enables creating, managing, and setting features to 3D models. The
programming language is C# Sharp [6].

Blynk. It is an Internet of Things (IoT) platform that enables controlling electronic
devices remotely connected to the cloud. It has a board on which the user may generate
the graphical interface using different widgets. Blynk has various libraries to use the
most important platforms such as Raspberry Pi, Arduino, ESP8266, and more [14].
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Thonny IDE. It is a development and programming environment integrated into the
Raspberry Pi microcomputer, that enables the creation of folders of code that are then
run by the interpreter, Python in this case. It also has a debugger that enables running
the lines of code step by step, to diagnose and detect programming bugs [2].

Fig. 1. The robotic arm used in this research work

4 Implementation of the Proposed Solution

This section presents the architecture of the system. Figure 2 shows the general scheme
of the interaction between the components that constitute the control of the robotic arm,
both at the hardware and software levels.

4.1 Hardware Architecture

The hardware architecture is based on the development of physical communication
between the hardware components that constitute the control system of the robotic
arm. Figure 3 displays a Unified Modeling Language (UML) diagram that details the
interaction between the components, to establish the proposed control scheme.

The user interacts with the system using a mobile device with an Android operating
system, which uses the AR application to scan the AR Marker and obtain the 3D visu-
alization of the robotic arm, as well as an interface that enables changing the position of
the robotic arm. The Raspberry Pi microcomputer communicates with the virtual envi-
ronment through the ethernet or Wi-Fi communication ports, using a communication
protocol based on Web APIs that receives all signals coming from the mobile device.
The RPI interacts with the robotic arm using the signals sent to the controllers of each
of the stepper motors to move the links; similarly. (see “Fig. 4”).
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Fig. 2. The robotic arm used in this research work

Fig. 3. Diagram of the physical components of the control system of the Robotic Arm

4.2 Software Architecture

The software architecture details the 3D modeling process, the development of the
augmented reality application, the communication protocol, and the robotic arm control.

3D Modeling of the Robotic Arm. To obtain a visualization close to the reality of the
model, the Autodesk Inventor Software was used for modeling all the elements that
constitute the robot, such as structure, actuators, final effector, etc.

Development of the AR Interface. Once the virtual model of the robot has been
obtained, it is exported to the Unity 3D software, where the interface of the applica-
tion is developed. The recognition of the AR marker starts with the generation of a
package that contains the license for the AR camera and a database that includes the
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Fig. 4. Diagram of the physical components of the control system of the Robotic Arm

image to be recognized; this process is performed from the Vuforia Developer platform.
The package is imported into the Unity development environment so that, with the aid of
the Vuforia SDK complement, the application generated can recognize the AR Marker
and position the virtual robot in the real environment. A series of buttons is implemented
for the virtual movement, which executes the angular and linear movement actions of
each link with Scripts written in C# Sharp language. Figure 5 presents a class diagram
that specifies the actions necessary for the virtual positioning of the robot.

Fig. 5. Class diagram for virtual movement of the robotic arm
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Implementation of the Communication. The communication method is using a Web
API, a web service residing in a server, Blynk in this case; the AR application of the
mobile device and the Raspberry Pi communicates with this Web API. It is used a
representational state transfer (REST) architecture designed to use the HTTP protocol
as a communication path to access the data. The communications are represented as
GET, POST, PUT, and DELETE requests to URLs. An interface was initially developed
in the Blynk server, which contains all the commands to control the robot. The server
also generates a Token that contains user information and is employed to have access to
the server data as identification. For this case, the generated Token is the following:

AuthToken : 5ucWwK − czl6kzDw − 7jN4SgYL4C_qLa ∗ ∗
where the last two digits are omitted for security purposes. A button was generated in the
AR application for every control action of the robotic arm; each button is responsible for
moving a particular link and also for generating a GET request to access the destination
URL. Using the AR application, the user presses any button of the interface and a request
is generated according to the control action desired to be executed. The Token is entered
in the authorization header in the requests, as indicated in Fig. 6. In the development
of the AR application, Scripts were created in Unity in C# Sharp language so that each
button sends the request for the action required.

Control of the Robotic Arm. The control of the robotic arm is developed in the Rasp-
bianThonny IDE,which enables coding the instructions necessary to receive the requests
sent from the AR application and the instructions for the activation of the robotic arm

Fig. 6. The class diagram in Unity of the communication protocol.
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actuators. When the user sends a move request, the RPI receives the token, verifies that
it is correct, and performs the necessary actions. (see “Fig. 7”).

5 Operation of the System

The user should have a mobile device, either a smartphone or tablet, with the Android
operating system, and it should also have installed the AR application developed in this
research work. In addition, it must have the AR marker for recognition and positioning
of the 3Dmodel in the real environment. For the operation of the system, the user should
run the application and scan the ARmarker to position the virtual robotic arm in the real
environment. If the marker is the appropriate one, the robot will position itself on the
image. (see in “Fig. 8”).

Fig. 7. Process of recognizing the AR marker and positioning the robot.

The user may interact with the robot using the buttons of the interface to execute
the positioning. Every time the user presses a button, the communication between the
application and the RPI is established using the HTTP protocol, and the RPI generates
the commands to drive the motors of each link. In this way, the position of the virtual
and physical robotic arm may be varied simultaneously and in real-time. (see “Fig. 9”).

Since the remote control was implemented using IoT technology, the user may be
located at any place across the globe with the only requirement of having available a
stable internet connection. Similarly, the RPI must maintain a stable internet connec-
tion in the place where the physical robotic arm is located, to establish an appropriate
communication.
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Fig. 8. Real and virtual robotic arm.

6 Results

Operation tests were carried out involving various participants, to analyze the perfor-
mance of the application. It was requested to the participants perform positioning of the
robotic arm using the AR application installed on their mobile devices, giving them the
chance to interact with it; afterward, a survey was conducted. First, the analysis of the
time it takes for each participant to locate in a specific position was carried out, as shown
in Fig. 9.

Fig. 9. Analysis of the time
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Figure 9 presents the time that each user takes to locate the robot in a specific position
through the use of the AR application in order to observe the performance and difficulties
that the use of this application presents. The average time it took users is 61,506 s.

Table 2 shows the questions included in the survey made to the participants, to know
the limitations of the application.

Table 2. Questions

Item Question

Q1 Was the app easily installed on your mobile device?

Q2 Is it easy to position the virtual Robot with the AR marker?

Q3 Is it easy to control the robot with the AR app?

Q4 Do you consider necessary extensive training for using this app?

Q5 Do you consider reliable the remote control of the robot using this app?

The results of the survey are shown in Fig. 10. For item Q1, 30% of the participants
had problems with the installation of the application, because their mobile devices had
a security configuration that did not allow the installation of applications of unknown
origin; for this reason, the users had to momentarily disable this security configuration
to be able to install the application in their devices and this increased the difficulty of
the installation.

ItemQ2was the onewith the lowest result since 60%of the participants had problems
when performing the recognition of the AR marker because if the user does not steadily
point the camera to the marker, the visualization of the virtual robot is lost. Similarly,
if there is not an appropriate illumination, many reflections occur that do not allow the
application to recognize the AR marker.

In item Q3 it may be evidenced that the application interface is very intuitive and
easy to use since 70% of the participants did not have problems placing the robot in a
specific position. The remaining 30% had problems because it was difficult to scan the
AR marker, and thus they lost sight of the virtual robot.

Regarding item Q4, 80% of the users agree that it is not necessary a prior training to
use the application. Concerning item Q5, 40% of the users do not consider it reliable to
remotely control the robot, since they consider it an open-loop control because there are
no sensors that generate feedback on the position of the physical robot concerning the
virtual one; moreover, there may be disturbances in the real world that are not perceived
in the virtual environment.
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Fig. 10. Results of the survey conducted.

7 Conclusions

This document presented the development of an application based on Augmented Real-
ity (AR), which is executed in an Android mobile device for the remote and real-time
control of a robotic arm with IoT communication. This research work has focused on
generating a control system with an easy-to-use interface, for the implementation of
user-robot interaction mechanisms. Through an analysis of the literature, different types
of technological devices and AR interfaces have been found that are being currently
implemented, such as the Microsoft HoloLens glasses or the Google Glasses, whose
cost is between 3,000 and 5,000 US dollars; this represents a high acquisition value for
students or small companies that would like to work in the implementation of AR tech-
nologies. Based on the above, it was decided to generate this AR application compatible
with tablets and smartphones with the Android operating system, which are low-cost
and easy to acquire devices.

The robot used in this research work has applications in the field of medicine, mainly
in clinical laboratories where tests of biological samples are carried out. As it is known,
the risks of infection by viruses, bacteria, and fungi have currently increased, and this
represents a very high risk to the health of the operator or of the robot calibration
technician. For this reason, it was implemented the IoT communication between the
application and the robot, represents a higher efficiency for remote control of the system
because the user may be located at any place on earth and position the robot with high
precision. In addition, the remote control offers safety, since the operator is not exposed
to environments that put at risk his/her physical integrity.
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Future research works will focus on replacing the use of AR markers with a more
advanced system for positioning the virtual model since it results in uncomfortable
because if the user does not point the camera correctly and steadily to the marker, the
robot visualization will be lost; similarly, if an appropriate illumination is not available,
the application will not recognize the AR marker and the virtual robot will not be
visualized. It is expected to solve this problem with the implementation of projection-
based AR, where the visualization is in a stationary context, i.e., the user may move
freely within the environment without losing sight of the virtual model.
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Abstract. In this paper a research on Precision Agriculture (PA) for Strawberrys
Plantations is presented. The proposed PA System is based on the integration of
Internet of Things (IoT) elements using LoRa Communication. Thus, by using a
temperature, humidity and CO2 wireless sensor network (WSN), the PA Param-
eters can be monitored in order to determine the correct ambient for strawberry
plantation. This work demonstrates how the IoT based PA System improve the
analysis of PA Parameters in real time. An experimental prototype has been built
to test the wireless communication method and PA parameters monitoring, and to
verify its feasibility and possibilities.

Keywords: Precision Agriculture (PA) · Information and Communication
Technology (ICT) · Internet of Things (IoT) ·Wireless Sensor Network (WSN) ·
Ancestral sciences

1 Introduction

The world population will exceed nine billion inhabitants in 2050, so the demand for
agricultural products will increase between 60 and 70% according to the Food and
Agriculture Organization (FAO) of the United Nations [1].

In Ecuador, the agricultural sector represents 0.1% of GDP. Additionally, together
with cattle raising, forestry and fishing, they represent the fourth economic sector and
contribute 9.63% to the GDP with approximately 10 million dollars [2].

The Ecuadorian Institute of Statistics and Census (INEC) in the Survey of Surface
and Continuous Agricultural Production (ESPAC), for the years 2014 and 2018, has
determined that 46.4%of the Ecuadorian land used is occupied bymountains and forests,
on 19.3% for cultivated pastures, 11.6% for permanent crops, 7% for transitory crops
and fallow, 6% natural pastures, 5.4% other uses, 3.1% paramo and 1% for rest [3].

The surface of agricultural work in the year 2020 was 5.2 million hectares, where
39.7% were destined to the cultivation of pastures. On the other hand, permanent crops
represent 27.7% of the agricultural work surface, the crops with the highest production
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volume (from highest to lowest) are: sugar cane, banana and African palm, others such
as floriculture and fruits [3].

Every time it is necessary to develop new techniques and methodologies for food
production to satisfy a rapidly growing market. In this development it is also important
to consider the care of the environment to guarantee the availability of agricultural
spaces with an optimal yield for the cultivation of products. This line of research is
very extensive, so it is convenient to delimit the studies in areas of work such as the
use of technologies, cultivation techniques, care for the environment and, above all, the
development of towns and communities in a sustainable and healthy environment.

In the case of technologies, the implementation of innovative solutions based on
Information and Communication Technology (ICT) are increasingly in demand in the
agricultural sector, both for the production and trade of products. However, there is little
development of solutions for the case of the cultivation process and the optimization of
care for the environment, for which there is a wide range of research possibilities in this
area. On the other hand, the Internet of Things (IoT) currently allows obtaining informa-
tion, using sensor elements installed in the processes or in the field, such as temperature,
humidity, air quality, among others. This information can be used for decision making
in the optimization of crops, through monitoring, storage and data processing, which is
defined as Precision Agriculture (PA) or Smart Farming (SF).

Precision Agriculture based on IoT, can be used in all practices of the production
cycle, so the areas of work where greater optimization of the crop can be carried out
should be studied. One of the most important areas of work for analysis is the study of
soils before and after planting, to determine the suitability of the environment for a given
agricultural product. It is also essential to study the soil and the environment closest to
the plantations, in the growth of the plant to optimize the crops. The information obtained
in PA applications is obtained by implementing sensors embedded in the soil or in non-
invasive infrastructures conditioned in accordance with criteria and standards of care for
the environment.

In addition, PA is a discipline of study framed in the field of ICTs that is currently
being used in the cultivation of agricultural products such as sugar cane [4], coffee [5],
potato [6], barley [7], strawberries, roses, among others.

There are ancestral techniques used very frequently in Andean communities, such as
those developed by the Aymara, Quechua, Quitus, Nazca, and Inca civilizations, among
others. These peoples developed techniques for agriculture, keeping the Earth and its
relationship with the cosmos as the central factor. They also considered environmental
factors governed by natural cycles, the Aynoqas and Sayañas, which are traditional
agricultural systems of Andean communities framed in sustainability. Additionally, the
diversity of environmental conditions in the Andean region has allowed the development
of ancestral agriculture based on wisdom and orally transmitted to new generations,
allowing better use of natural resources for food and nutrition [9].
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2 Information and Communication Technologies Applied
to Precision Agriculture

The use of technological tools in agriculture has helped to improve agricultural pro-
duction, contributing to the food security of the people [10, 13]. ICTs, integrated with
electronic systems, software, telecommunications networks, automation and control sys-
tems, contribute to the improvement of agricultural processes. This allows optimizing
the capture, treatment, storage and dissemination of data for decision-making in the
cultivation process. ICTs have initially penetrated the agricultural sector in the field of
Business-to-Business (BtB), Business-to-Consumer (BtC), Smart Farming, among oth-
ers [10]. However, ICTs have not been fully developed into integral solutions, such as
those achieved using the IoT, which is why there is a wide range of opportunities to
develop research in the use of sensors that analyze the soil, environment, color of the
plants, water pollution, etc. for the optimization and improvement of the agricultural
sector.

In the communication infrastructures used in AP, data networks contribute to the
management of production in the agricultural process.Wireless SensorNetworks (WSN)
based on the IEEE 802.15.4 standard can be used to obtain information on temperature,
humidity, solar radiation and photosynthetic flow on crops. The WSN usually imple-
ments a star topology, with a coordinator node and field sensor nodes, communicating
wirelessly using protocols such as Xbee, LoRa, ZigFox, Wings, among others [5]. On
the other hand, the TCP/IP protocol is the most used standard in the transport layer of
a WSN, it allows information to be transmitted to a Concentrator Gateway [11] or to
the cloud. In some IoT applications, infrared (Irda) technology is also used for point-to-
point communications in short-range know asWireless Personal Area Networ (WPAN).
In addition,multipoint communications use protocols such asBluetooth (IEEE802.15.1)
or ZigBee multi-hop medium-range networks (IEEE 802.15.4).

Solutions are also integrated with technologies such as WiFi (IEEE 802.11g) for
Wireless Local Networks (WLAN), Wimax technology (IEEE 802.16) for Wireless
MetropolitanNetworks (WMAN), or long-range cellular technology (GSM/GPRS/LTE)
to implement Machine to Machine (M2M) communications [12].

In the case of the Andean region, Precision Agriculture has been used ancestrally for
more than four thousand years in the communities of the Ecuadorian coast and highlands,
such as the Albarradas technique, which are artificial wetlands, complex structures that
have allowed ancestral communities obtaining and using the water resource for many
centuries, in an equitable and sustainable way [14].

There is also the technique to burn the residues of the previous harvest, so that the
ash acts as a fertilizer and disinfectant for the soil where the new planting is going to be
carried out, this is still done by burning the trunk and weeds combined with medicinal
plants such as mint, rue, marco, rosemary, etc. in cold weather seasons to prevent the
impact of low temperatures on crops such as potatoes, carrots, broad beans, strawberries,
among others [15].

Another of the ancestrally used techniques is the soilless cultivation technique known
as Hydroponics, it is a set of techniques that allows the cultivation of plants in a free
medium without the use of soils to obtain vegetables of excellent quality, allowing a
more efficient use of the water and the maximum use of light and nutrients [16]. Many
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of these techniques have been transmitted from generation to generation in the Andean
peoples, although there is not much documentation of these methodologies, they can be
used as a reference framework to implement PA projects that comply with the ancestral
premises of caring for the environment, the soil, crops and communities.

On the other hand, the care, protection and preservation of the environment applies
the ISO 14000 standards, in relation to the use of air, water and soil. In addition, the ISO
14001 standard includes the necessary criteria to carry out an Environmental Manage-
ment System [17]. These standards provide a guide for the implementation of sustainable
PA projects that, combined with criteria of ancestral techniques, will allow us to address
case studies in Andean communities with solvency.

Until now there has not been a study of Precision Agriculture using IoT that meets
the technical criteria and premises of ancient sciences, so this line of research is an
opportunity to present novelties in the use of ICTs applied in agricultural processes that
use ancient sciences. This paper presents the development of a precision agriculture
system based on IoT for strawberry plantations in the TAL community of Guamote,
Ecuador.

3 Development of Precision Agriculture System for Strawberry
Plantations

3.1 Analyzed Parameters for Strawberry Plantations

The use of technological tools in agriculture has helped to improve agricultural produc-
tion, contributing to the food security of the people [10, 13, 18]. ICTs, integrated with
electronic systems, software, telecommunications networks, automation and control sys-
tems, contribute to the improvement of agricultural processes. This allows optimizing
the capture, treatment, storage and dissemination of data for decision-making in the
cultivation process. ICTs have initially penetrated the agricultural sector in the field of
Business-to-Business (BtB), Business-to-Consumer (BtC), Smart Farming, among oth-
ers [10]. However, ICTs have not been fully developed into integral solutions, such as
those achieved using the IoT, which is why there is a wide range of opportunities to
develop research in the use of sensors that analyze the soil, environment, color of the
plants, water pollution, etc. for the optimization and improvement of the agricultural
sector.

Carbon dioxide (CO2) is an odorless, colorless, non-flammable greenhouse gas
(GHG), which is present in the environment. This gas is 1.5 times heavier than air.
In high concentrations, that is, more than 30,000 ppm, CO2 can cause various health
problems in people, such as dizziness, drowsiness, respiratory problems, among others.
However, in plants, CO2 fulfills a fundamental factor for their optimal growth. On the
other hand, an ideal concentration of CO2 around 1000 ppm is required for plants to
carry out photosynthesis [B] [18, 22].
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Finally, it is necessary to analyze the ambient temperature values. The optimal tem-
peratures that strawberries require for their correct growth are between 15 °C and 25 °C.
If plantations exceed or fall below these temperatures for a short period of time, the
plants are not damaged [19, 22].

3.2 PAS Requirements for Strawberry Plantations in Guamote Ecuador

Thisworkhas beendeveloped tomeet the needs derived from the losses obtained annually
in the strawberry plantations of the producers of the Andean communities of Guamote.

Location: Gozoy Comunity, Cebadas Parish, Guamote Canton, Province of Chiimb-
orazo, Ecuador.

Area of Strawberry Plantation: 1100 m2

First Harvest Time: 6 months
Harvest Cycle: biweekly
Production: 25 buckets of strawberries/40 lb
Average Cost: Average 13 dollars per 40 lb bucket
Weight of Bucket: 40 lb
Cost per pound: 3,1 USD
Number of producers: 150 (Table 1)
Harvest Losses: When the life of plants is less than one year, there is a loss of
approximately 5,000 dollars per plantation.
Environmental factors for losses: excess rain, pests and freezing weather.
Type of Pistests: powdery mildew, fungus on the stem of the plant.

Table 1. Cost estimation of strawberry plantation production.

Production Amount bucket Total weight [Pound] Total USD

One week 50 2000 6200

One month 200 8000 24800

Six months 1200 48000 148800

One year 2400 96000 297600

Figure 1 shows the location of the impact zone of this research work.

3.3 Architecture of Precision Agriculture System Using IoT

The implemented prototype is composed of electronic elements, sensors, actuators and
network interfaces for wireless communications, in an IoT platform for Precision Agri-
culture Applications [19, 20]. Figure 2 shows a schematic with the main components of
Precision Agriculture System (PAS). In this architecture, the field IoT Node and the IoT
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Fig. 1. Location of strawberry plantations in Cebadas Community, Guamote Ecuador.

Fig. 2. Schema of Precision Agriculture System (PAS).

Server Node stand out, the same ones that are arranged in a mesh-type communications
network topology, using LoRa protocol.

Technical Specifications of Precision Agriculture System Using IoT
See Table 2.



138 C. M. Molina et al.

Table 2. Minimum technical specifications of PAS using IoT [19–22].

Device Name Function Form

PAP Measurement 
IoT Node 
4ANI-SFS

- PAP remote measurement
- LoRa Communication 
- 4 Analog channels conditioned by ADC
- BUS 12Vdc
- Solar panel powered
- Consume: 40 mA (BUS).
- WaspMote Pro V1.5 Development Board
- ATMEGA4081 Microcontroller 
- LoRa SX1272 Transceiver
- Installation: embedded in protection box IP67

LoRa Gateway
Server WSBD-100

- Web Server and MySQL BDD
- Processor: AMD 400MHz
- RAM: 32MB
- Ports: 10M/100M RJ45 Ports x 2
- WiFi : 802.11 b/g/n
- IoT: LoRa Wireless SX1272
- Power: 110VAC/12V DC 
- USB Port: USB 2.0 host x 2
- Operative System: Raspbian/Win10
- JASON and NodeRED Server 

Temperature 
Sensor 
STC-150ADC 

- Non-invasive temperature sensor
- -40°C to 150°C measurement
- Power: BUS 12V / 5 V.
- Analog voltage signal / 0-10 V ADC.
- Precision: 1-2%
- Operation Temp: -40°C to 175°C.
- Outdoor Protection: IP65.

Humidity Sensor 
SHM-50ADC 

- Anticorrosive soil humidity sensor
- Hygrometer 
- Operation voltage: 3.3V - 12V 
- Power: BUS 12V / 5 V.
- Analog voltage signal / 0-10 V ADC.
- Precision: 1-2%
- Operation Temp:  -25°C to 85°C.
- Outdoor Protection: IP67.

CO2 Gas Sensor
SCO2-10ADC

- CO2 Gas sensor for Agriculture
- Measurement range: 0-30%/0-100
- Working humidity: <0-100%RH 
- Power: BUS 12V / 24 V.
- Output signal: 4-20 mA.
- Precision: 1-2%
- Operation Temp:  -30°C to 50°C.
- Outdoor Protection: IP67.

(continued)
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Table 2. (continued)

LoRa Gateway 
Server Develop-
ment Tools

- Node-RED 
- JASON
- MQTT
- MySQL, MS SQL Server
- Win10, Visual Studio, Java Script

3.4 Precision Agriculture Parameter Measurement IoT Node

The measurement of the Precision Agriculture Parameters (PAP) is carried out using the
4ANI-SFS IoT Node [19]. This node is a reader for up to 4 different physical analog
channels.

The measurements are achieved by implementing sensors associated with each PAP
in the inputs of the node. Tomeasure humidity, the SHM-50ADC sensor [19, 22] is used.
The temperature is obtained using the STC-150ADC sensor [19, 22]. To measure CO2
levels, the SCO2-10ADC sensor [19, 22] has been used.

The PAP information read on each analog channel is sent via LoRa communication
to theWSBD100Web Server Concentrator Node [19, 22]. The 4ANI-SFS IoT Node has
a measurement capacity of up to 4 analog sensors from 0 to 10 V conditioned by ADC
conversion. There is the option of using current sensors, in this case the system admits
signals from 0 to 20 mA.

Fig. 3. Diagram of connection of the IoT Node of measurement of PAP.



140 C. M. Molina et al.

Communication from the 4ANI-SFS IoT Node to the WSBD100 Server depends on
the implemented Wireless Transceiver, in this case there is an SX1272 type interface for
LoRa protocol [19, 22].

The configuration and programming of the IoT Node, SX1272 Transceiver and
WSBD100 LoRa Gateway is done using WaspMote IDE tool, with the help of direct
connection via USB port. Figure 3 shows the connection diagram of the elements used
to measure PAP on the field IoT Node [19, 22].

3.5 Precision Agriculture Parameters Measurement Algorithm – Field IoT Node

Themeasurement of PAP in each field IoTNode is performed according to the algorithm
shown in Fig. 4. The implemented process is described below.

First the libraries are defined, in this case it is necessary to specify the library for LoRa
communication using the SX1272 module as transceiver. For this process, the library
is included through the declaration: #include <WaspSX1272.h>. Next, the address of
the concentrator web server node to which the information is transmitted is defined
by: uint8_t rx_address = 1. In addition, in this initial process the address of the IoT
Node is defined, in this case it has been specified by: int src = 2, this value will change
depending on the node that will be used. In an extended wireless sensor network (WSN)
it is possible to have from 0 to 255. The analog channels to be used are also declared
and initialized for the conversion process.

In the following process called Setup(), the specific channel to perform LoRa
communication is activated and established through the sx1272.ON() function. Chan-
nel 14 is established, which allows the use of the 900 MHz frequency through:
sx1272.setChannel (14_868). On the other hand, the address of the IoT Node is declared
using: sx1272.setNodeAddress(src) and the analog channels are initialized.

In the foremost loop process called Main Loop(), the analog channels are read to
obtain the values of the temperature, humidity and CO2 parameters. To obtain the data,
the GetValueChannel(C1) function is implemented, where C1 is the analog channel
assigned to a given input, in this case Channel1, and the value is assigned to the floating
point variable Temperature_C1. Internally, the GetValueChannel(C1) function reads the
analog channel implemented in CHANNEL1 in a process of adding and calculating the
variable to use this value in subsequent calculation processes. This same process is used
for the rest of the channels to get all the PAP variables.

Once the values of the PAP measurement variables have been obtained, the infor-
mation is sent to the Concentrator Node by means of sendVariables(). If the con-
nection with the Lora Gateway Node is successful, the array type Char Variables
[100] is built, containing the information of the node number, temperature, humid-
ity and CO2. Next, the information is sent through the transceiver port using the
sx1272.sendPacketTimeout(rx_address, (char *) messageVariables) function. As can
be seen, the address of the Concentrator Node has been specified, as well as the array
with the information of the PAP measurement node.

Once the sending of the information has been completed, it is verified if the Concen-
trator Node has received it correctly by means of an ACK response and the values sent
are printed through the USB serial output. Printing the PAP values to the field IoT Node
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Fig. 4. Precision Agriculture Parameters (PAP) measurement algorithm.

USB port is used to verify communications in the prototype development process. It is
recommended to have a serial console to display the IoT Node messages.
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3.6 Management Algorithm for Monitoring and Analysis of PAP - LoRa
Gateway Concentrator Node

The LoRa Gateway Server mainly performs the function of collecting information from
the PAP measurement field IoT Nodes. This information can be stored in an internal
database on the Concentrator Node, in addition, more advanced cloud database services
can be implemented for reporting and measurement analysis processes.

The first process in the LoRa Gateway Server WSBD-100 allows to define the
libraries for the LoRa transceiver by #include <WaspSX1272.h>. Additionally, the
state variable that is used to check communications through int8_t e is defined.

In the Void setup() section, the activation of the USB port of Concentrator Node is
carried out to send the information received from the field IoT Nodes. This data can
be viewed using HMI development tools, such as Node-RED with JASON integration,
among others. This process is done using USB.ON(). Next, the LoRa transceiver is
activated using sx1272.ON(). Here also the LoRa communication channel and frequency
is selected using sx1272.setChannel(CH_14_868). In addition, the node number in the
LoRa network is assigned to the Server Gateway using sx1272.setNodeAddress(8). As
can be seen, the number 8 has been assigned as an example for this WSN network
prototype.

The main loop is implemented in void loop(). In this process, the information
of all the nodes implemented in the WSN network is received using the function
e = sx1272.receiveAll(10000) and the status is assigned in the variable e. If the
packet has been received correctly, it is configured and sends the ACK to the net-
work using sx1272.setACK(). Next, the information reception response is made using
the sx1272.sendWithTimeout() function and the received data is sent via USB port or
console using the sx1272.showReceivedPacket() function (Fig. 5).

3.7 Management and Monitoring System

The management and monitoring system allows visualizing the values of the variables
corresponding to each sensor, using chart-type graphic tools. Additionally, it allows the
information obtained to be stored in an internal database of the LoRa Gateway Concen-
trator Node. The system presents the data from the sensors in real time through a table
with the PAP values. In addition, a Chart type graph is displayed with the data obtained
from the sensors. The customization of the management software can be adjusted to
different needs due to the application development flexibility achieved using Node-RED
(Fig. 6).



Development of an IoT-Based Precision Agriculture System 143

Fig. 5. Precision Agriculture Parameters (PAP) measurement algorithm.

The management system also allows you to view the data from each sensor in an
individual graph for each one, as shown in Fig. 7. On the abscissa axis is the reading time
of the data, and on the ordinate axis is the value of measured temperature, air humidity,
soil humidity and CO2.
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Fig. 6. Real time data table and PAP graphs dashboard.

Fig. 7. Real time data table and PAP graphs dashboard.

4 Analysis of Experimental Results

4.1 Measurement of Temperature, Humidity and CO2

The analysis of the results obtained after performing calculations using statistical for-
mulas is shown below. These calculations were based on the information contained in
the project database in one day. For an extended analysis, the calculations may have
changes according to the daily weather conditions in the course of the cultivation and
agricultural production process (Table 3).

Table 3. Measurement PAP results.

Parameter Ambient temperature Ambient humidity Soil humidity CO2

Median 19,40 °C 78,95% 93,00% 483,00 ppm

Arithmetic average 19,39 °C 80,10% 93,22% 478,43 ppm

Standard deviation 0,39 5,51 0,58 16,87

Interval 1,50 °C 27,40% 4,00% 120,00 ppm

Variance 0,154 °C 30,407% 0,332% 284,60 ppm

Coeff. variation 0,020 0,069 0,036 0,035
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Regarding temperature, the result of the arithmetic mean is 19.39 °C, a very accept-
able value since it is within the recommended ranges for the correct growth and devel-
opment of strawberry plantations. The most repeated temperature value is 19.4 °C. In
addition, a standard deviation of 0.39 was obtained, which indicates how much disper-
sion there is in the measured data set. The variance is 0.154 °C, a low and acceptable
value together with the coefficient of variation that is barely 2%. This indicates that there
is a homogeneity of the data, which is good because there is not much dispersion in the
information.

For soil humidity, the average is 80.10%, a suitable value for strawberries to absorb
the necessary amount of water for their growth process. On the other hand, the humidity
value that is repeated the most is 93%. In addition, a standard deviation of 0.58 was
obtained. The variance is 0.332%, a lowand acceptable value togetherwith the coefficient
of variation of 0.6% indicating homogeneity in the data.

In the case of CO2, the arithmetic mean is 483 ppm, an acceptable value for the
fruit to develop correctly. On the other hand, the value of parts per million that was
most obtained was 484. Additionally, a standard deviation of 16.87 and a variance of
284.60 ppm were obtained, a low and acceptable value together with the coefficient of
variation of 3.5%.

4.2 Optimization Alternatives for IoT-Based Precision Agricultural System

For futurework in this line of research, complementary control devices can be developed,
or the system developed in this work can be integrated with traditional automation
systems used in smart farming applications to implement automation services.

When temperatures are too low, the agricultural process, greenhouse or plantation
area can be sealed to prevent heat loss. Another alternative is the use of thermal screens
made of polyethylene. In addition, automated heating systems based on hot water or hot
air can be used.

When temperatures are too high, shading systems can be used, which can be static or
dynamic. Static systems are installed and shade the greenhouse continuously, dynamic
systems allow the amount of shade to be regulated according to climatic needs.

Another alternative is natural or mechanical ventilation to achieve cooling air cir-
culation. In addition, cooling can be done by evaporation of water using diffusers that
spray water to the plantation to cool the environment.

To control the levels of carbon dioxide present in the greenhouse or strawberry
plantation, direct CO2 supply systems can be used. This is achieved when the sensors
detect low CO2 values, the valves that allow the passage of this gas are activated to have
the necessary conditions in the plantation for the correct development of the strawberry.

Finally, when the soil moisture is below the required percentage, an automatic irriga-
tion system can be implemented that allows the passage ofwater to each of the strawberry
plants.

Finally, a cost analysis has been carried out for the implemented prototype. Since
the PAS has IoT electronics elements and integrated circuits (ICs), a low cost of 1200
USD has been found for all materials and accessories.
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5 Conclusions

This document has presented the development of a precision agriculture system based on
the internet of things for strawberry plantations inCOMUNATAL. It has also been shown
that it is possible to use the values of ambient temperature, soil humidity and the CO2
gas present in the plantations as analysis parameters in the PAS. LoRa communication in
mesh topology has been used to implement the WSN. The implemented network model
allows addressing distances of up to 1,5 km between IoT devices.

The values obtained in the measurements of temperature, humidity and CO2 are
within the recommended ranges for the correct growth and development of the strawberry
plant. On the other hand, in each case the calculated values of the standard deviation
indicate the existing dispersion in the data set, as well as the variance has low and
acceptable values together with the coefficient of variation, indicating that there is a
large amount of homogeneous data.

Because the field IoT Node uses the SX1272 transceiver with LoRa protocol, a
900 Hz channel has been used, which allows communications without interference from
other wireless networks in the impact zone. Thesework frequency levels do not affect the
environment, nor do they affect the growth of strawberry plants. On the other hand, the
sensor elements do not generate technological waste in the environment since they are
sealed and have degrees of protection for their implementation on floors and outdoors.
So it is shown that the system is not invasive and is aligned with the ancestral criteria of
respect for the land, care for the environment and soil renewal.
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Abstract. Cancer is one of the leading causes of death worldwide. Therefore,
early detection is essential since it can prevent its spread and increase the chances
of treating and curing it. The present work focuses on analyzing cancer detec-
tion techniques based on the dielectric properties of tissues. Examples of these
techniques are dielectric characterization, bioimpedance spectroscopy,microwave
spectroscopy, and microwave tomography, which can replace other methods that
can cause complications in patients, such as X-ray images, tomography, and biop-
sies. For this purpose, a descriptive method was used by searching for scientific
articles published in a time interval between 2016 and 2021. This search was
made in different databases such as Google Scholar, Scopus, and PubMed. A
Boolean algorithm was defined, with which a total of 32 different combinations
were obtained—finally reaching a selection of 30 articles. All these articles were
studied thoroughly and separated into categories to analyze them properly.

Keywords: Cancer · Biological tissues · Dielectric properties · Bioimpedance ·
Detection

1 Introduction

It is estimated that in 2020 there were about 20 million cancer detections and 10 million
cancer deaths worldwide, causing the death of one in eight men and one in elevenwomen
diagnosed with some type of cancer [1]. According to Al Ahmad et al. [2], normal cells
exhibit higher dielectric constants than cancer cells from the same tissue. Furthermore, it
was observed that the addition of cancer cells to normal cells increased the capacitance
of normal cells and that cancer cells of different cellular origins possess their own
characteristic electrical parameters. Because cancer is capable of causing alterations in
the biological structure of cells, which produce changes in the electromagnetic properties
of tissues, new detection techniques can be developed to take advantage of this [3]. Some
examples of these techniques are dielectric characterization, bioimpedance spectroscopy,
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or microwave tomography, which can replace other methods, such as X-ray images that
can cause certain complications to patients [4].

Fahmy et al. [5] explain that the dielectric phenomenon consists of making dielectric
measurements of tissue using an open-ended coaxial system. After making a dielectric
analysis of the biophysical properties of normal and malignant tissues, it was obtained
that biophysical changes in tissues are produced by differences in tissue composition,
blood flow, and architecture between normal and cancer cells. Furthermore, using the
dielectric spectroscopy technique, it was suggested that dielectric parameters, especially
conductivity and permittivity, were biomarkers for the densification of cancer patients.
Consequently, it is obtained that dielectric spectroscopy rapidly provides the biophysical
status of normal and cancerous tissues and can therefore be effectively applied for early
diagnosis.

On the other hand, bioimpedance is a term used to describe the response of living
organisms when an external current is applied to them. It is a measure of opposition
to the flow of the applied current through the tissues, which is non-invasive and eval-
uates the composition of the living organism [6]. Taking this as a principle, there is a
method known as bioimpedance spectroscopy that can be used to differentiate healthy
tissues from diseased ones based on the variation of electrical properties of biological
material when it is subjected to electric fields of variable frequency [7]. Zou and Guo
[8] propose the application of this method in breast cancer detection using noninvasive
impedance imaging techniques, such as electrical impedance tomography (EIT) and
electrical impedance mapping (EIM).

Lately, the microwave tomography technique for the detection of tumors is attracting
a lot of attention from scientists [4]. Using this method as a principle, methods such as
the Finite Difference Time Domain (FDTD) were developed, which is used as a compu-
tational tool for the development, validation, and optimization of emerging techniques
for the detection and treatment of breast cancer by microwave [9]. In another study, a
hypothetical assumption based on the variations of complex dielectric permittivity of
the water content of cells at different stages of cancer was implemented, obtaining a
quite satisfactory result with a low margin of error. Therefore, it is proposed that the
microwave imaging technique is one of the best methods for detecting the presence of
cancer cells inside the human body [4]. These methods are the key to cancer detection
at an early stage since it implies a higher probability of survival and also a decrease in
the treatment cost.

This article provides knowledge about how thesemethods workwith the electromag-
netic properties of cancerous tissues and explains how easily accessible techniques have
advantages in cancer detection. In this way, its use can be encouraged in sectors where
they do not havemore sophisticated technology and increase the detection of the disease.
The method employed is a review of scientific articles. The search was carried out in
databases such as Google Scholar, Scopus, and PubMed, choosing the articles published
between 2016 and 2021. The whole process was performed to achieve the search objec-
tive: compare and contrast the literature of authors to find agreements or discrepancies
on the effectiveness of techniques that use the dielectric properties of tissues in cancer
detection. In this way, this research work focuses on answering the following research
question:
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RQ: What techniques efficiently employ the electrical properties of tissues in cancer
detection?

2 Materials and Methods

This study is categorized as descriptive. To carry it out, a search method was first defined
for the scientific articles on which this work would be based. Thus, the Boolean search
[10, 11] was chosen. For this purpose, eight descriptors were defined, three fixed and
five variables. The fixed descriptors were «cancer», «biological tissues» and «dielectric
properties», and were present in all searches. On the other hand, «bioimpedance», «cell
membrane», «electric field», «detection» and «applications» were chosen as variable
descriptors and were used in the searches according to the combinations obtained with
the Boolean method.

As a next step, in order to establish the number of total searches to be performed,
the mathematical formula 2N was used, N being the number of variable descriptors, 5 in
this case. From this, 25 = 32 different combinations were obtained. Likewise, Google
Scholar, PubMed, and Scopus were selected as the databases in which to carry out the
previously defined number of searches. A highly relevant feature is that the articles must
have been published in an interval from 2016 to 2021, that is, the last 5 years at the date

Fig. 1. Flow diagram of the study selection
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of elaboration of this study. Thus, a total of 30 scientific articles focused on the use of
the dielectric properties of tissues as a means for cancer detection were obtained and
selected for the study. Finally, 3 categories were defined and each of the articles was
assigned to one of them (see Fig. 1).

3 Results

Regarding the production of articles related to the use of the electrical properties of
tissues for cancer detection, the publications made in 2016 correspond to 10.00% (n =
3) of the total. For 2017, there is a slight increase and a 13.33% (n = 4) is reached.
For the year 2018, it is observed that the number of published articles is much higher
than in the previous two years; this results in a percentage of 26.67% (n = 8). On the
other hand, in 2019, scientific production related to the subject in question presents
20.00% (n= 6). For 2020, the number of articles presents a light increase and represents
26.67% (n = 8), matching the number obtained in 2018. Finally, in 2021, 3.33% (n =
1) of the total percentage was reached. The statistics show that the years both 2018 and
2020 correspond to those with the highest number of scientific publications within the
analyzed period, while 2021 represents the year with the fewest found items (see Fig. 2).

Fig. 2. Articles published per year between 2016–2021

In this study, three categories were identified, and each category allowed for further
analysis of the items selected for the sample. Normal cells exhibit higher dielectric
constants than cancer cells of the same tissue due to changes in the cells’ physiological,
biochemical, and morphological properties. Based on this idea, the possible applications
of electromagnetic properties of biological tissues in the detection of cancer cells were
investigated. After analyzing the scientific articles reviewed, it was possible to identify
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that 50% (n = 15) addressed the use of dielectric characterization to compare healthy
cells with cancer cells. Additionally, 33% (n = 10) of the articles analyzed the use of
bioimpedance-based devices for the early detection of cancer. Finally, the remaining
17% (n = 5) focused their ideas on microwave-based diagnostics (see Fig. 3).

Fig. 3. Applications of the electromagnetic properties of biological tissues in the detection of
cancer cells

Table 1 summarizes the bibliography sorted in descending order according to pub-
lication date. In addition, the author, method of study, object of study, and results or
conclusions of each of the scientific articles are shown.

Table 1. Scientific articles according to the object of study.

Author Method Object of Study Results/Conclusions

Huang et al. (2021) [12] Experimental Find a simple and rapid
method to detect thyroid
diseases at different
stages, from the
dielectric properties of
thyroid nodules

Normal, benign, and
malignant nodules were
successfully
distinguished from each
other. The dielectric
properties have
application prospects for
cancer detection and
diagnosis

(continued)
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Table 1. (continued)

Author Method Object of Study Results/Conclusions

Denkçeken and Ayşegü
(2020) [13]

Experimental Distinguish low
metastatic human breast
cells from normal
human breast cells using
the bioimpedance
spectroscopy

Distinguish breast cancer
cells in cell culture using
the FOBIS system

Cheng et al. (2020) [14] Experimental This study presents
SmartProbe, an
electrical bioimpedance
(EBI) sensing system
based on a concentric
needle electrode (CNE)

There was a great
potential for SmartProbe
to be used in various
cancer detection tasks

Hossain (2020) [15] Descriptive Provide the framework
for future innovation
that can be considered to
diagnose cancer cells.
Using electrical
impedance
measurements

There is a significant
difference in electrical
properties between
malignant and healthy
cells, allowing active and
early diagnosis of a
patient

Mansouri et al. (2020)
[16]

Experimental Use of a bioimpedance
device designed for
early detection of breast
cancer

The difference between
resistances in each breast
allows early detection of
cancer

Pathiraja et al. (2020)
[17]

Descriptive Application of electrical
impedance in the
detection of malignant
neoplasms

Electrical impedance is
feasible to differentiate
between normal,
premalignant, and
malignant lesions

Jahangiri et al. (2020)
[18]

Experimental Study of the dielectric
and electric cell
membrane
characteristics for the
separation of cancerous
cells from normal cells

A cytological slide chip
(CSC) is designed and
fabricated based on AC
electric field stimulation
of breast cell lines and
blood cells at low
frequencies

(continued)
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Table 1. (continued)

Author Method Object of Study Results/Conclusions

Nasir and Al Ahmad
(2020) [19]

Descriptive Cell dielectric properties
and electrical-based cell
detection techniques

Phase-shifting laser
microscopy (PLM),
Atomic force microscopy
(AFM), Gas
chromatography, Mass
spectrometry, (GCMS),
Capacitive-voltage and
capacitive frequency
method, and Electrical
impedance spectroscopy
are electrical-based
cancer cells detection
techniques

Fahmy et al. (2020) [5] Descriptive Study the applications of
dielectric spectrometry
in the clinical diagnosis
of cancer and distinguish
between normal and
tumor tissues

Dielectric spectrometry
provides the biophysical
status of normal and
cancerous tissues and can
be applied for the early
detection of cancers

Fornés Leal (2019) [3] Experimental Propose applications for
CRC detection that aid
in colonoscopy
procedures using
differences in
electromagnetic
properties

The electromagnetic
properties of the suspect
tissues of a patient
should be compared with
their healthy tissues

Uncu and Avşar Aydin
(2019) [20]

Experimental Investigate the effects of
each factor and their
interactions on cancer
cell detection using
factor analysis with
microwaves

Factors such as the
permittivity of fat and
skin, tumor size, and
breast size are effective
in detecting breast
tumors

(continued)
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Table 1. (continued)

Author Method Object of Study Results/Conclusions

Basu and Purkait (2019)
[4]

Experimental To implement a
hypothetical assumption
based on the variations
of complex dielectric
permittivity of the water
content of cells

It is proposed that the
microwave imaging
technique is one of the
best methods for
detecting the presence of
cancer cells

Gupta and Jogi (2019)
[21]

Experimental Fabrication of biodevice
to distinguish normal
cells from malignant,
based on cell electrical
characteristics

Relative cellular
impedance measurement
could be employed for
the diagnosis of cancer
and its stage

Yao et al. (2019) [22] Experimental Characteristics of
biological tissue by
establishing an electrical
equivalent circuit with
electrical impedance
spectroscopy

The extracted equivalent
electrical parameters can
clearly characterize the
variation of the internal
change of components of
biological tissues

Hussein et al. (2019)
[23]

Experimental Show that microwave
characterization of
breast cancer cell lines is
reliable with potential in
biomedical applications

Microwave
characterization has
potential in biomedical
applications such as
cancer detection and the
design of
electromagnetic models

Ruvio et al. (2018) [24] Experimental Compare two methods
of measuring the
dielectric properties of
aqueous samples

The well-calibrated
Stuchly and Stuchly
method is valid for the
measurement of
dielectric properties

Di Meo et al. (2018)
[25]

Experimental Present the correlation
between the dielectric
properties at 30 GHz of
healthy and tumor
tissues

There is a large contrast
in dielectric properties
between healthy and
tumor tissues

Al Ahmad et al. (2018)
[2]

Experimental Characterize and
discriminate between
normal and cancerous
cells from three different
tissue

Normal cells exhibited
higher dielectric
constants compared to
cancer cells from the
same tissue

(continued)
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Table 1. (continued)

Author Method Object of Study Results/Conclusions

Teixeira et al. (2018) [7] Experimental Apply the technique to
measure the impedance
of five different tissues
from healthy and
cancerous mice arranged
with two tumor lines

Both cancerous tumors
have the highest
conductivity values or,
equivalently, the lowest
impedance values

Gavazzi et al. (2018)
[26]

Experimental Investigate whether
there are differences in
electromagnetic
properties between
normal and diseased
human thyroid tissues

There are significant
differences between the
dielectric properties of
normal and malignant
thyroids, at frequencies
below 2.45 GHz

Cheng and Fu (2018)
[27]

Experimental Investigate microwave
parameters as a
non-invasive method of
detecting breast cancer

Microwave-measured
effective dielectric
permittivity and
conductivity could
distinguish breast cancer

Guardiola et al. (2018)
[28]

Experimental Measure the complex
permittivity of colon
polyps, cancer, and
normal mucosa to see if
the dielectric properties
are suitable for
classification

The contrast in complex
permittivity between
normal and abnormal
colon tissues
demonstrates the
potential for tissue
classification

Zubair et al. (2018) [29] Experimental Dielectric spectroscopy
in the terahertz
frequency range to
differentiate normal
human tissues from
cancerous ones

The proposed terahertz
dielectric spectroscopy
may be used to identify
the cancer tissues

Farina et al. (2017) [30] Experimental Propose a portable setup
suitable for in vivo
measurements of tissue
dielectric properties

The designed system
enables reliable and
accurate dielectric
measurements while
ensuring portability

Du et al. (2017) [31] Experimental Identify breast tumors
using bioimpedance
spectroscopy (BIS)

Regression factor (RF’)
derived from BIS can
discriminate between
benign tumors and
cancers

(continued)
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Table 1. (continued)

Author Method Object of Study Results/Conclusions

Wang et al. (2017) [32] Descriptive Comprehensive
descriptions of the most
important MI
approaches for early
breast cancer detection

Summary of MI
approaches with
particular focus on
implementations of
microwave breast
imaging theory

Hesabgar et al. (2017)
[33]

Experimental Measure the dielectric
properties of normal and
cancerous tissue
corresponding to low
frequencies, using a
recently developed
technique

Electrical permittivity at
low frequencies can
potentially be used as a
powerful biomarker for
the detection of breast
malignancies

Sarode et al. (2016) [6] Descriptive Report on the deliberate
role of bioimpedance in
various malignancies of
the body

There are significant
differences in electrical
impedance between
normal and cancerous
tissues. Being important
in the early detection of
oral cancer

Solanki et al. (2016)
[34]

Experimental Develop and
characterize
oil-in-gelatin dispersions
that approximate the
dielectric properties of
human tissues

The development of
different means of
mimicking human tissue
can be used for cancer
detection

Martellosio et al. (2016)
[35]

Experimental Characterize the
dielectric properties of
normal and tumorous
breast tissues for the
frequency range from
0.5 to 50 GHz

Normal tissues had more
variability in their
dielectric properties than
tumorous tissues

Table 1 shows that the majority of the articles, 80.00% (n = 24) of the total, used
an experimental method in their studies. These articles aimed to evaluate the use of
different techniques for cancer detection based on the electrical properties of tissues.
On the other hand, descriptive studies or review articles accounted for 20.00% (n = 6)
of the total. These articles compiled information from previous work focused on the
use of differences between the electrical properties of tissues as a differentiator between
healthy and cancerous cells.

The following analysis identified that experimental studies could be carried out using
different data collectionmethods or techniques.After analyzing the information provided
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by each of the selected articles, a new division was made according to the method used.
Thus, four new groups or categories were defined. The simulation corresponds to the first
one. This consists of using algorithms, modelling programs, or simulating the conditions
necessary for a phenomenon (Articles 5, 11, 12, 13, 14, 15, 19, 27). On the other hand,
the ex-vivo represents the second category and refers to the extraction of a sample of an
organ with the help of a medical procedure, cells or tissues from a living body, which
is subsequently used to obtain data (Articles 2, 3, 7, 10, 16, 17, 20, 21, 22, 23, 24, 26,
30). Finally, the third category corresponds to in vivo experimentation performed inside
a living organism, usually mice or pigs (Articles 1, 18, 29).

4 Discussion and Conclusion

Regarding dielectric characterization, Fahmy et al. [5] mention that dielectric parame-
ters, such as conductivity and permittivity, were biomarkers of densification in cancer
patients. Strengthening this idea, Guardiola et al. [29] and Hesabgar et al. [34] men-
tion that the contrast between the permittivity of healthy and tumour tissues allows a
classification of them, functioning as a biomarker for the early detection of abnormal
tissues. Furthermore, Fahmy et al. [5] concluded that dielectric spectroscopy provides
the biophysical status of normal and cancerous tissues. In this way, it can be effectively
applied for early diagnosis. Similarly, [13, 19, 20, 23, 35] emphasize the effectiveness
of electrical spectroscopy in detecting cancer cells based on the dielectric properties of
tissues. Therefore, measuring the dielectric parameters of cells allows differentiation
between normal and tumour tissues, enabling the detection and diagnosis of cancer.

Bioimpedance describes the response of living organisms when an external current
is applied to them, allowing the characterization of tissues and the evaluation of their
composition. Basing their conclusions on differences in impedance values shown by
cancerous andhealthy tissues, several authors agree on its potential use for early detection
of breast, cervical, prostate cancer, among others. Teixeira et al. [7], in their study of
healthy and cancerous mouse tissues, showed that impedance values vary according to
tissue type. Specifically, cancerous tissues have lower impedance values. These results
are in agreement between authors, although each adds their own findings or techniques.

Denkçeken and Ayşegül [14] used the fiber optic bioimpedance spectroscopy system
(FOBIS) to study mammary epithelial cells, finding that the impedance value decreases
in metastatic cancer cells. Mansouri et al. [17] also focused their study on breast can-
cer. However, unlike Denkçeken and Ayşegül, they compared the resistances between
the right and left breast, obtaining that the difference between the resistances is a per-
tinent parameter to detect the presence of cancer early. Lastly, Du et al. [32] propose
using bioimpedance spectroscopy since it can discriminate between benign tumours and
cancers and obtain the results in just minutes.

There are several methods for studying the microwave technique, such as in a sim-
ulated phantom tissue by oil-in-gelatin dispersions [10] or on the water content of cells
in different stages of cancer [4]. From these studies and in agreement with [28], dielec-
tric properties such as permittivity and conductivity are vitally important parameters in
breast cancer detection. Furthermore, Hussein et al. [24], who agree with several of the
authors mentioned, put on record that microwave characterization is a reliable method
for breast cancer cell detection.
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Finally, this descriptive study can be used as a reference source on issues related
to early cancer detection techniques, dielectric properties of tissues, and methods such
as bioimpedance spectroscopy, the use of microwaves for cancer detection, and the
dielectric phenomenon.
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Abstract. Mild Cognitive Impairment (MCI) is considered the fisrt
stage of dementia, where the scientific community has a great interest in
providing the solution from multidiscplinary areas. Biological, psycho-
logical and environmental variables are the cause of MCI and they can
be monitored without invasive processes.

Abnormal brain aging is a natural cause of MCI which can trigger
a complex senile dementia. The computer-aided systems will become in
the new technologies for diagnosis and prevention of dementia diseases.
Our approach is develop a tool for detection of Mild Cognitive impair-
ment using virtual video games. With the aim of diagnosing MCI, we
developed a video game based on missions through Montreal Cognitive
Assessment (MoCa) and Mini-Mental State Examination (MMSE) stan-
dardized tests.

45 samples were realized between both genders of productive age
group. Executive and episodic memory was evaluated through spatial ori-
entation, object recognition, numerical calculation and multi-tasks skills
to solve activities of daily life.

The AI is an agent player that is used to obtain the time threshold for
each mission. The time threshold represents the performance time to be
reached by each player in his different age range. The results indicated
that female gender spent more time with respect to the AI algorithm for
overall missions. In addition, impairments in concentration and executive
memory tasks have been determined with increasing age from 35 years
onwards.

Keywords: MoCA · MMSE · ML-Agents · Pathfinding · Unity

1 Introduction

For years, the brain’s physiological aging has been a top research theme, given
its linkage to cognitive impairment related pathologies. While clinical cases are
on the rise, one main goal of such research has been the characterization of cog-
nitive impairment triggers and associated negative impacts, finding that patient
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age is the main risk factor in the development of different types of dementia.
Poor performance in functional or daily tasks, such as work memory, recogni-
tion and learning, are also indicators of early detection in cognitive impairment
[10]. Cognitive impairment also shares factors with dementia such as age, sex,
educational degree, genetic load and the preexistence of depressive disorders [6].
However, physiological age-dependant decline and pathological genetic load are
considered the most important biomarkers [8] for abnormal brain aging. In this
context, neurophysiological techniques in [17] are used as an important low-cost
non-invasive evaluation method.

Computer-aided systems offer opportunities to improve mood and cognitive
abilities, but their efficacy has not yet been proven to replace traditional medice
drugs. However, video games have been used to evaluation and improvement of
processing speed and attention span [1,15]; in fact, they proved valid in stages
of the recovery from depression [3]. Cognitive training using biosensors and
neuronal stimulation optimized cognitive performance [4,13]. Likewise, Machine
Learning (ML) [11], Augmented Reality (AR) and Virtual Reality (VR) [16] are
being tested in illnesses associated with cognitive impairment but their full ben-
efit has not yet been demonstrated. Engine graphical tools like Unity ML-Agents
uses Artificial Intelligence (IA) techniques where an agent is needed to mimic
the tasks using deep reinforcement learning [19].

Mild cognitive impairment (MCI) is the first degree of cognitive impair-
ment, which is usually accompanied by problems with language, thoughts, poor
decision-making and memory. The neurological problems can be develop in
silence for some years and imperceptible to the naked eyes. For this reason is
important to develop a tool which allows to diagnose MCI from an early age
[18].

1.1 Principal Contributions

[2] is one of the leading authors in the contributions of neuroscience using video
game called Neuro-Racer techniques for enhancing cognitive control (a set of neu-
ral process) in older adults to improve attention and working memory. Neuro
Racer propose single and multi task of daily living and can be used as a thera-
peutic tool for older adults with attention deficit, depression and dementia. Years
later, the same author, in [3] demonstrates an improvement in late life depression
(LLD) and cognitive control with randomized clinical of 22 older adults over the
age of 65 suffering from major depression.

Episodix [18] is a video game designed for detecting cognitive impairment
in older adults where episodic, semantic and procedural memory is assessed.
Psychometric validity study of the game was done through 4 performance met-
rics based on cognitive status of participants. At the end, ML algorithms were
used to statistically classify between DCL, Alzheimer’s and healthy patients.
In [5] Virtual reality (VR) is used for mental health problems such as ansiety
[15], depression, schizophrenia [12], psychosis, eating and compulsive disorders,
increasing feelings of self-compassion. VR alleviates some methodological limi-
tations of traditional studies.
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1.2 Our Contribution

This article is based on the “Montreal Cognitive Assessment” (MoCa) and “Mini-
Mental State Examination” (MMSE) standardized medical tests [9,14], which
allows the evaluation of orientation, short-term memory, executive function, lan-
guage skills, abstraction, animal naming and attention in order to diagnose the
cognitive decline in older adults. These test are adapted on the video game
over Unity plataform as is shown in Fig. 1. The virtual city design evaluates the
quickly response time for object recognition, the rate errors in simple calculus
and spatial recognition for 3D video game. The main objective is evaluate the
tests score in comparison with the Artificial Intelligence algorithm as base time
of reference.

The data collected from the video game was analyzed to compare the time per
completed mission from every player. In this context, an Artificial Intelligence
(AI) environment has been created to determine the optimal time of the missions.
The AI and Machine Learning algorithms allows us to establish the different
thresholds values, which are based on automatic learning, imitating the actions
of each participant. The best result is the optimal time of every sample executed
by the participants.

The other relevant fact is that the female gender takes more time adaptation
to solve the missions video game with respect to male gender. In addition, the
cognitive decline is marked from 50 years of age because the time to solve daily
life tasks increases due to anxiety.

Finally, for the numerical calculation questions, the female gender has 80%
error over the threshold level respecto to male gender.

MOTIVATION

METHOD

ANALYSIS

Montreal Cognitive Assment 

(MoCA) helps to abnormal 

cognitive function 

Mini-mental state examina-
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ble memory problems
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Fig. 1. Summary project.
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2 Methodology

2.1 Sampling Description

The study was carried out from a sample with the productive age group of 41
persons between 24 and 50 years of age, of which 27 (65.85%) are the female
group and 14 (34.14%) are the male group. From this generalized sample, they
have been classified by age range from 24 to 30 years old (26.83%), 31 to 35 years
old (29.26%), 36 to 40 years old (12.2%), 41 to 45 years old (14.63%) and 46 to
50 years old (21.95%) as is shown in Fig. 2. All patients who performed the
test voluntarily belongs to city of Guayaquil in Ecuador. In addition the profile
participants are from the administrative and academic staff of private university.
The criteria for the evaluation of mild cognitive impairment are through MoCa
and MMSE tests [7].

The usual age of appearance of dementia appears at 65 years. In this study we
set the population of productive age with the highest number of concentration
from 30 to 50 years; with the aim of evaluating the mild cognitive impairment
(MCI) in early age through episodic and executive memory.

Fig. 2. Productive age group for MCI analysis

2.2 Strategies: Neurocity

Neurocity is the video game design based on city environments where the player
uses First-Person shooter (FPS). The main role of the video game is to assess
the capacity for abstraction and comprehension of each of the missions that are
described inside the game. The activities are evaluated for the amount of time it
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takes to solve each mission in the video game. In this context, the hippocampus
area is related to spatial orientation that comes into operation due to the frontal
lobe transforming spatial knowledge into actions.

The object recognition allows us to assess episodic memory using the MoCa
test. The main objective are the spatial perception on 3D view and and the
understanding of missions o activities of daily living.

Finally, the reasoning through reading comprehension and mathematical
skills are used to evaluate the working memory, which normally is known as
short-term memory. Finally, it is possible to evaluate multi-tasks such as calcu-
lation abilities while another action is being executed. The missions are specified
as follows:

Spatial Orientation. Exploration of digital city on 3D view with FPS as is shown
in Fig. 3. It is necessary to find the location of a parked vehicle following the
arrow indications. The time of recognition and environment adaptability (α), is
the most important measurement in order to activate the first mission.

Object Recognition. For the next analysis, the player must reason to the following
question to solve the mission: What does it take to start a vehicle and drive in
the city? The logical response is obtained the keys and driver’s license to start
the vehicle. In this context, these objects should be identified by player in order
to drive on the road. The time it takes to recognize the objects and return to
the vehicle is called β.

Association of elements. For this analysis, object recognition and numerical
calculation have been combined in order to associate objects with answers to
each question while at the same time the player drives the vehicle. We generated
a total of 5 questions of simple numerical calculus. The aim is to evaluate the
necessary time, δ, that it takes the player to recognize the association.

Numerical calculation. The total time for responding to mathematical questions
is measured by σ, where the number of errors are also accounted. This variable
is very important to obtaining the average score for logical thinking.

2.3 Machine Learning Algorithms

The creation of an artificial intelligence (AI) in unity is based on the training
dataset, which is able to mimic the best performance of each player. This brain
contains the optimal time to be achieved to solve a mission which are shown
in the Table 1. The time variables are assigned by each optimal time average
calculated by the brain and each memory type to be evaluated.

Pathfinding is achieved based on state of machine where the Agent finds
the smallest path from source to destination as is shown in the Fig. 4 for each
strategy in the missions. The brain could incorporate the physics of motion such
as velocity, revolutions per second and the braking distance of the vehicle.
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(a) Object Association/ Numerical Calcu-
lation

(b) Spatial Orientation

Fig. 3. Neurocity strategies for Cognitive Impairment Detection

Table 1. Optimal time to be achieved.

Time Description Memory Time average

α Spatial orientation Episodic memory 30 s

β Object recognition Episodic memory 75 s

δ Associative capacity Working memory 300 s

σ Arithmetic calculation Working memory 400 s

Fig. 4. Pathfinding’s coordinates

The pathfinding Agent code is specified in Algorithm 1. The variables are
declared in GameObject which allows the player’s collision with each object
mission. The NavMeshAgent set the parameters of physical motion for a real
scenario. The agent enables the missions once it has collided with the first objec-
tive. Each objective is validated to specify the order. The properties that allow
identification of the collisions are configured from Obstacle Avoidance. After
the collision, the agent will search for the following object until all missions are
completed.
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Algorithm 1
Step 1 Initialize the structure: Agent, Objective, Time;

Initialize set of variables: Trigger, n;
Step 2 Allocate in random mode the Object.position;

Step 3 Asign the Agent Properties

while trigger = 1&time.count → ∞
for n = 1 to n
if Agent.position = Objective.position then

save time.data;
time.count = 0;

if Objective.n = n then
trigger = 0;

endif
endif

endfor
endwhile

ML-Agents. Consists of an artificial intelligence learning algorithm, which is
programmed to complete certain actions and is complemented with reinforce-
ment learning cycles as is show in Fig. 6 (a). Their purpose is to receive instruc-
tions and execute them. If the execution is correct, rewards are granted, otherwise
the ML-Agent starts the cycle again until it has favorable results with zero-error
and fast convergence as is show in Fig. 5 .

The ML-Agent achieves rewards based on positive or negative rewards, where
the configuration of the hyperparameters are given in Table 2. The agent will
learn by making mistakes until the objectives achieves an optimal performance.

– Batch size: This parameter refers to the number of training examples used
in an iteration.

– Learning rate: This is the percentage of change that updates the weights
of each iteration.

– Epoch: Epochs are the trainings that are applied to the agent based on a set
of data.

Table 2. ML-Agents parameters.

Variable Values Variable Values

Batch size 120 learning rate 0.0003

Num epoch 20 hidden units 256

Strength 1.0 steps 2000000
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– Hidden units: These are the feedback that the agent makes while learning
in each training.

– Behavioral cloning: These are the human parameters such as running,
strength and acceleration incorporated in the Artificial Agent.

(a) Spatial orientation time (b) Total numerical errors

Fig. 5. Episodic and Operative Memory measurement

The ML-Agent can take a minimum of 2 h to train depending on the com-
plexity of the environment, but can take up to several weeks if overlearning is
generated.

For system simulation, the tensorflow library of Python is used. The train-
ing process has been evaluated based on the hyperparameters described above.
The performance system indicates that 100000 steps more than established are
necessary to achieve the minimum error learning for both the pretraining and
episode length. These graphs indicate a correct degree of learning of the system
and the evaluation of the agent learning. In Fig. 6(b) we have used three different
ways to evaluate the optimal times of the automatic algorithms for each mission
to compare with the results obtained by the participants. In this context, ML-
Agent, Pathfinding are automatic learning algorithms, and Best Player is the
time taken by the creators of the video game.

For comparison with the participants, we have taken the most critical time
corresponding to the pathfinding algorithm. The results are shown in the follow-
ing section.
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(a) Reinforcement Learning (b) Machine Learning Algorithms

Fig. 6. Evaluation of Machine Learning.

3 Numerical Results

For the analysis of the different cognitive activities, the time it takes to develop
or complete each one of the activities has been taken into consideration; and
these are contrasted with two Artificial Intelligence systems that were previously
described (the pathfinding model and ML Agent).

In the missions of the video game, one exploration on 3D view of the environ-
ment must be carried out in order to evaluate a spatial orientation that allows
the user to identify the arrow pointing (Fig. 3(b)) to the vehicle and it allows to
activate the first mission to be seen by the player. The search space was delimited
with invisible glass in order to reduce the search time of the fisrt mission. This
search is the most important since it represents the activation for all missions.
The Fig. 7(a), shows that men invested less time to enable missions than women.
This implies that they have much greater adaptability to a video game environ-
ment and faster spatial orientation, since the linear regression graph serves to
compare the threshold generated by pathfinding algorithm. We can see that the
female gender doubles its time (from 30 s to 60 s) when increases its age at the
highest peaks in 27years and 45 years respectively.

The object recognition time is shown in Fig. 7(b). Once the first mission
is understood, the next step was to pick up the driver’s license and the keys.
This problem was associated with the time it takes for the players to recognize
the objects. This result is the most important in our video game design, due
to the curve for women is exactly the same as the prevalence of Alzheimer’s
disease at 60 years of age, when the signs of mild cognitive impairment occur.
The exponential increase from the age of 35 onwards is evident, as a difficulty
in solving the task of object recognition is visualized. The average threshold (β)
measured by the pathfinding algorithm is 75 years. On another hand, the male
gender curve is below the mean of the algorithm, indicating that they have no
problem recognizing objects task, even when their age increases.

Figures 7(c) and (d) involve the ability to develop multiple tasks such as
driving car with distractors δ and total driving time σ1 for complete the mission.
In this context, the players should be able to associate the objects with numerical
calculation responses when driving the car. In the same way, the exponential
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(a) Spatial orientation time (b) Object recognition time

(c) Driving car with multi-task (d) Total driving time

(e) Final Mision Time

Fig. 7. Episodic and Operative Memory measurement

increase for the female gender curve tells us the prevalence of MCI as a function
of age. Again the focal point is at 35 years of age since it starts to complicate to
solve the logical activities of MCI tests.

In this way, the final mission time is referenced by σ2 where there is a
crossover point at approximately 35 years for the two genders with respect to
the automatic pathfinding algorithm as is shown in Fig. 7(e). From this point
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on, the curve for women is an exponential curve that grows with increasing age.
This activity, according to the MMSE test, is related to the evaluation of working
or executive memory to perform multiple tasks.

4 Conclusions

In this paper we achieve the implementation of both the MoCa and Mini-Mental
test, which are tools for Cognitive Impairment detection. These tools were imple-
mented over video game with a First-Person Perspective in a 3D view.

The graphs obtained showed that the prevalence curve of Alzheimer’s disease
has the same exponentially increasing effect with respect to adult working age.
This means that the development of the missions into the video game can eval-
uate the MCI but above all, we should take into consideration having a larger
population to improve the performance results and to avoid bias.

The results evaluated were the counted time, which showed that the female
gender is affected from the age of 35, taking into account that all participants
are considered non-gamer persons.

In addition, machine learning algorithms were incorporated in order to obtain
the time thresholds which we generated a reference curve in the time scale needed
to compare the optimal time value for completing the overall missions.

This video game could be implemented in VR and used to assess levels of
anxiety in older adults. Even this video game can serve as a preventive and
ameliorating mechanism for older adults with already detected dementia.

Acknowledgments. Thanks to all the participants who were part of the data col-
lection sample. This work is dedicated to all people suffering from dementia and all
people who accompany this pain. When you forget the simple things in life, you risk
losing them, for this reason, I want to be your love forever. Do you accept it Ana?
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18. Valladares-rodŕıguez, S., Fernández-iglesias, M.J., Anido-rifón, L., Facal, D.:
Episodix : un juego serio para detectar deterioro cognitivo en adultos mayores.
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Abstract. Currently, in social media, there are countless educative resources that
support learning, through valid content generated by teachers. Our work is trying
to know the frequency for content elaboration, motivation and content transmis-
sion, the use of resources and benefits classroom brings through YouTube and
Instagram; This investigation is based on an exhausting survey about frequency,
use, and transmission of educative resources based onYouTube and Instagram, the
same that was applied to 407 teachers from different educative institutions from
Ecuador, the instrument was validated by different international experts, secondly,
the instrument was analyzed and then proceeded to measure reliability with the
Alfa by Cronbach considering it as acceptable. As a result, we have that most
recourses are designed frequently for education and health, through video tutori-
als, forums, and manuals, to promote discussion on subjects of academic interest.
In conclusion, this kind of social media develops the creative skill of the teacher
for resource design and creation which causes visual impact to students through
audio, video, and illustrations and be share between them to form a thoughtful and
spontaneous dialogue.

Keywords: “Social network” · “Educational innovation” · “Social media” ·
YouTube

1 Introduction

Technological advance, especially mobile phones and the internet, have generated new
spaces and environments for the interaction and transmission of content through channels
that are now not only occupied for leisure, but have also gained a large space in the
educational field [1].

Online teaching has configured new scenarios and learning environments fromWeb
2.0, an aspect that challenges the teacher to have Information and Communication Tech-
nologies (TIC) knowledge to generate greater interaction on the web with students and
content, which must be easily accessible inside and outside the classroom [20]. It is
important to mention that these new environments imply a notorious variety in the
behavior and use of skills by teachers and students, and this lies a lot in the management
of information since they use the resources and services that exist on the web [2].

In the teaching-learning process, technological resources have been used according
to the educational needs of each institution. Currently, online platforms are of great help,
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which support learning through the exchange of content [33]; Likewise, social networks
play an important role since they intensify the trend and social participation [3], these
have been growing rapidly in recent years allowing the dissemination and transmission
of content [4].

Social networks play an important role in the lives of thousands of people, especially
it has a high impact on academic activities using students for self-learning, so teachers
must evaluate thematerial, audio, video, images so that have a greater impact on students
[5], what actually becomes a big problem in online teaching lies in the selection or
creation of content that are sources of learning for students and that can be accessible
as reinforcement inside and outside of class, the teacher must design content that does
not are only with scientific content, but also pedagogical aspects and values [6], if it is
necessary to develop an educational concept with the intervention of social networks
where technologies intervene and use the creation of video and images as a method [7],
that cause visual impact on students so that content becomes meaningful learning [8].

It is true that social networks have potential risks regarding the privacy of informa-
tion, which is why it is a great challenge and intervention of parents, governments and
educational institutions that make use of these tools with different digital devices [9],
so that they know and implement different aspects of security and privacy. On the other
hand, it is necessary to mention that currently students are feeding on contents that are
on the network for queries and carrying out tasks, especially on social networks such as
YouTube and Instagram, which are asynchronous, transmissive and interactive means of
communication that allow sharing. Videos and generate learning communities through
the sharing of resources to promote and develop skills [10].

In this sense, the research seeks to publicize the frequencywith which teachers create
content, the desire to transmit content, how often they use it in the classroom and how
it helped to strengthen their classes through YouTube and Instagram.

2 Literature Review

2.1 Teaching Resources

The resources today are turned in to an important tool in learning, especially onlinewhere
students make use of this for their learning in a self-regulated dorm, these resources
get stronger to support knowledge building, where students can learn with educa-
tive resources free/open in social media ad online communities, through collaborative
activities like videos and podcast [11].

Most students access to the resources for class research, in addition to teacher com-
munication through this media [12], that it is especially important that resources are
labeled correctly to be available and accessible on the web, especially when opting for
remote mode studies [13], or when they are worked with a set of learning resources such
as (audios, videos, texts) known also like repositories where they host a variety of meta-
data. In the case of accessibility, the teaching resources must be for public consumption
without excluding students [14].

That is where the need comes from, teachers being trained to handle new tools for
the design and resource creation for YouTube and Instagram and develop new skills such
as creativity, curiosity, and constant learning, divergent and future thinking.
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2.2 Social Media

The incorporation of socialmedia in the teaching-learning process has increased in recent
years that is why it is important to have qualified teachers with TIC management skills,
having as themain purpose facilitate social learning in addition to fostering collaboration
and interaction between teacher-student and students with each other, improving the
learning especially for people who opt for distance or online studies [15].

Social media have transformed people”s daily life and especially the students who
togetherwithmobile devices, are a great tool for education, creating individual and group
virtual spaces for information sharing. With the arrival of social networks, students have
a positive attitude which they use for critical thinking skills [16], the social media, it
becomes a way to reach more places by expanding communication with bigger and
bigger people [17], this also introduces a myriad of elements such as tools, resources,
people and material that help to free the routine to teachers and students [18], it is worth
to mention that some studies show that teenagers and higher education students are the
ones who attend social media most [19].

Social media becomes a physical space where people share common interests and
opinions that have been of great help and support for teaching especially in distance
education, because it could be a bridge between formal and informal learning generat-
ing new opportunities online, achieving interactions between student-student, student -
content in curricular and extracurricular topics [20]; then proposes a category of social
media [21]:

1. Podcast.
2. Professional profiles.
3. Short texts.
4. Videos.
5. Long texts.
6. Images (Instagram).
7. Synchronous tools for discussions.

In the case of social media, for the videos, it is more use frequently the platform
YouTube, the same that as videos with different qualities, motives, kinds of the ones
which cover all aspects of information and knowledge, also allow you to create YouTube
channels to share videos by providing profile images [21], and that can be managed by
many teachers and students [13].

Then it is shown the Fig. 1. Regarding the design of educative resources in the
platforms or YouTube and Instagram repository, having in mind the interaction that
exist between each of the designs that exist for the consume, taking into consideration,
the abilities for creating and the availability of them through the licenses that provide
each one (Standard and Copyright) for the Web.

It is important to mention that social media as YouTube or Instagram play a key role
in the teaching-learning process. This article demonstrates the use of these social media
for teaching work.
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Fig. 1. Educational resources on YouTube and Instagram.

3 Methodology

This study is based on an exhausting survey about frequency, use, and transmission
of educative resources based on YouTube and Instagram, with close questions and a
nominal and ordinal measurement, the survey was applied to 407 teachers from different
educational institutions of Ecuador distributed in the 9 Educational planning zones,
both in the public and particular sector, in addition to the type of institution (Fiscal,
Fiscomisional and Particular). To apply the survey to teachers from many institutions,
their participation was optional and anonymous.

As a first part, the instrument was validated with different international experts
including teachers and investigators fromSpain, Portugal, Brazil, and Peru. In the second
instance, the instrument was analyzed and then it was procced to measure the reliability
of it, having, as a result, an index of 0.791 which is considered acceptable.

4 Findings/Results

This section shows the results of the proposed questions regarding educational resources
used in YouTube and Instagram social media.

4.1 Create Content for YouTube and Instagram

How often teachers prepare content for YouTube and Instagram is shows Fig. 2. It is
observed that, for the most part, teachers never prepare content for these two social
networks and only sometimes do they prepare content for YouTube; while a single
person, out of 407 teachers, always creates content for the two social networks.
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Fig. 2. Frequency with the development of content for YouTube and Instagram.

4.2 Motivation for Stream Content in YouTube e Instagram

The motivation that teachers have to transmit content on YouTube and Instagram shows
Fig. 3, with the result that most are motivated to disseminate content in different areas
(education, health, etc.) through the two social networks, and transmit values such as
(respect, love, freedom, responsibility, etc.).
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Fig. 3. Motivation to transmit the content you create on YouTube and Instagram

4.3 Resource Use in the Classroom

How the resources on YouTube and Instagram are frequently used in the classroom, is
shows Fig. 4, which mostly indicates that it is used for self-learning through tutorial
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videos, specialized forums, manuals, among others, in a large proportion it is done for
the two social networks.
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Fig. 4. Resources from YouTube and Instagram most used in the classroom

4.4 YouTube e Instagram Use for Classes

How often teachers use YouTube and Instagram for their classes is shows Fig. 5, most
mentioning that they use it occasionally and often for YouTube and Instagram.
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Fig. 5. Frequency using YouTube and Instagram for their classes

4.5 Strengths When Using YouTube e Instagram in Classes

How YouTube and Instagram help teachers strengthen their classes, having in mind
the institution kind is shows Fig. 6 and 7. Results show, in the first place, that the
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Fiscomisional and Fiscal institutions helped to promote discussion on both social media.
In the second instance, Fiscal, Fiscomisional and Particular educative institution realize
it for following investigator or referent teachers, last, Fiscal, Fiscomisional and Particular
educative institutions have helped to strengthen the class to elaborate articles in YouTube
and Instagram.
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Fig. 6. Strengths when using YouTube in classes
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Fig. 7. Strengths when using Instagram in classes

5 Discussion

The investigation results indicated with significant percentages that never or sometimes
teachers have developed content for YouTube or Instagram social media, which may be
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due to the lack of preparation and training in technology use, pedagogical and academic
elements, values, and attitudes of teachers for their creation [6], some authors mention
that it could be for the lack of training and preparation of the older teachers in the social
media use and integration [22]; also, a lot of them do not understand which kind of
activities can perform in these media, nor the wealth they can live on [23], in some cases
this could be due to lack of time to have to combine their academic and administrative
activities with the preparation of classes and creation of audiovisual material for the
social media.

On the other hand, in the research it can be seen that there is little content creation by
teachers in higher education institutions, this due to the compromise and the attention
level they have to pay to the creation of audiovisual content and the treatment of images
[24], it is worth mentioning that content elaboration implies working on the student
objectives, inwhich the teacher has to develop resources to the extent that the information
is relevant [25] and that way the student adjust his time in function of his learning habits
[26]. Knowing this we can tell those teachers are wasting the benefits that social media
bring in the students for the creation of learning communities.

To know which is the motivation that teachers have to stream content in YouTube
and Instagram results shown at a general level that they are mainly based on YouTube
case for education and health with an average of 30,8% and Instagram of 12,92%, other
motives to stream are the values (Respect, love, freedom, responsibility, etc.) with an
average of 16,92% for YouTube and 10,29% for Instagram; this means that the most
used social media to broadcast content is YouTube and it reflects a lot in the educative,
where students have an interaction between classmates and resources, which are easy
to find because they work with a system of categorization [4], in addition to allowing
teachers to publish and comment simultaneously [27]. The motivation of the teacher is
to stimulate visually students with creative content which will have a greater impact and
will help to the learning-teaching progress [8], making the content teachable in base to
illustration, videos, audios to make the subject comprehensible [28]. Analyzing these
results, we can tell that content which is published on YouTube is used more frequently
by teachers and students from the campus and they transmit values because they allow
more interaction with the resources, this in the different educational institutions from
Ecuador where the survey was applied.

Talking about the resources that are most used in YouTube and Instagram social
media, students use them for self-learning with the help of resources such as video tuto-
rials, manuals, and others having a preference in YouTube with 62,70% unlike Instagram
that is just used by the 19,80%; also, we can see that for co-learning and hetero learning
they use it very little fluctuating in a percentage of 4%. This means that these resources
have a great impact in line, especially in academic activities where students use them
frequently for their self-learning. These results are corroboratedwith [10], whomentions
that this kind of digital products which are published on YouTube has the possibility of
being shared on the Internet, which after been studied create a reflexive and spontaneous
dialogue between the students, these resources and strategies are used to learn without
depending on the teachers or books [29]. Although, this kind of platform and resource
also has the function of delivering messages from the teacher in the learning process
to approach different topics which can be due to lack of time in the classroom, place,



YouTube and Instagram Applied to e-Learning 181

or installation educative [30]. In base on these results, we can say that YouTube is the
favorite social media of teachers to share resources, generating self-learning in students.

The frequency with which teachers use YouTube and Instagram in the classroom
results reflected that there is little use with a large percentage with a 30,39% that some-
times use YouTube and they never use Instagram with a 24,92%; the same way it can be
seen that in little percentage teachers always use the social media in their classes both
for YouTube and Instagram with a 7,47% and 0,83% respectively, this mean that there
exist little frequency of use of YouTube and Instagram social media in classes. These
results are supported by [31] who mention that integrating this kind of technology in
classes it is required effort from the teachers for the creation of resources and to support
the teaching-learning process. Even though it can be said that the low frequency of use
by the teachers can be because of the youngest teenagers because they pay more atten-
tion to the games in the social media and prefer the e-mail for academic activities [2].
Analyzing these results, we can see that exist little use of social media in classes so it
would be important to implement them with academic purposes to innovate education
to strengthen the classes using YouTube and Instagram which allow discussing topics of
interest, with this, teachers and students can express themselves, share their videos and
images, collaborate and study [32].Many students use these kinds of webs to follow their
teachers and investigators who are referents on the web or that make content according
to the interest of their subjects.

6 Conclusion

Social media as YouTube and Instagram are a great repository of resources of learning
where the internet plays an especially important role in the Web sharing of teachers
and colleagues always being availed and easily searchable. In this way, in Ecuador, in
the 9 planning areas, both in the public and particular sectors teachers prepare content
motivated by the discussion regarding education and health through video tutorials,
specialized forums, andmanuals, it is important tomention that teachers use the resources
for the discussion of topics of interest and use these social media to follow referent
researchers or teachers.

According to this study, it is important to use and leverage this kind of social media
in the process of learning-teaching through resources to innovate education. In this
kind of network, creativity takes an important role in design, and elaboration of content
that causes visual impact to students through audio, video and illustrations and being
teachable and understandable, as well as having the possibility of sharing them among
students to create a reflexive and spontaneous dialogue. Therefore, it is important to use
educational content from YouTube and Instagram in the teaching-learning process.
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Abstract. Sentiment analysis of social network data increasingly rep-
resents the real political scenario of many countries, which has turned
bots into a powerful tool of influence, mainly due to their high efficiency.
This work analyzes the messages on Twitter during the 2021 Ecuado-
rian presidential elections to determine sentiments and bots detection.
We obtained a sample of 35,242 tweets corresponding to each candi-
date’s first and second rounds. Our methodology consists of four phases:
first, we perform data collection using the Twitter API; secondly, we pre-
process the data; in the third phase, we perform sentiment analysis of the
content of the tweets to understand their posture towards a candidate,
and finally, we classify the users as bots or not. As a result, we discovered
that bots and non-bots people on both sides had more positive feelings
towards their respective candidates than unfavorable feelings against the
other candidates.

Keywords: Sentiment analysis · Twitter bots · Political tendency ·
Social media

1 Introduction

Every year, there is a 9% growth in the number of social media users, and
half of the internet traffic consists primarily of bots [17]. Part of the content of
social media is composed of false or misleading news reports, hoaxes, conspiracy
theories, click-bait headlines, junk science, and even satire [18]. In Ecuador, this
is not the exception and more important, many of the relevant issues for the
general population are received and discussed on social networks. For instance,
the most followed users on Twitter in Ecuador respond to a localized and public
profile, which means that the leading accounts in the country react to mainly
national interests [3].

Although social media communication does not suppose any problem, there
is the possibility of massive misinformation and conflicts generated by political
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and economic interests. These conflicts and the spread of false news often do
not only originate from a malicious person or group of people but also respond
to a sophisticated set of technologies that include specialized bots that pose as
ordinary users through fake accounts.

Twitter’s popularity is extensive, giving facilities to do publications through
bots, which has reached problems in the platform [4,7]. These social bots have
an outsized role in disseminating articles from low-trust sites. The widespread
dissemination of digital disinformation has been seen as a severe danger to demo-
cratic institutions [18].

Bots include programmed instructions to communicate in digital environ-
ments to accomplish tasks such as spam generation, blocking exchange points,
launching denial of service attacks, deploying and replicating messages, publish-
ing news, updating feeds, programming malware, phishing, and fraud clicks [16].
In the case of Twitter, many of them post directly through its Application Pro-
gramming Interface (API). Still, frequently, their publications are disseminated
through automation services or applications. It is essential to mention that some-
times the bot profiles lack the account’s basic information, such as the username
or profile photos [16]. Political bots, for example, are often used in conjunction
with three types of political events: elections, scandals turn, and national secu-
rity crises. Using bots during these situations aims to achieve simple goals such
as filling the candidate’s “followers” list or complex purposes such as harassing
human rights activists or demobilizing citizens [16]. Due to its importance in
citizen conversations, Twitter has become the preferred object of studies on the
construction of public opinion in Ecuador [5].

If we look deeper at Twitter’s role in Ecuador, it respond to mainly national
and popular interests, ranging from politics to entertainment [3]. Also, the results
of a study by [5] show a close relationship between the cyber-media agenda and
the trending topics on Twitter in political and sports content. That wide is the
scope of Twitter that during the second round of the presidential elections of
Ecuador in 2017, automated accounts or Twitter bots played a central role in
positioning campaign hashtags [16]. Taking all this into account, we can see that
the utilization of Twitter bots in Ecuador is widespread.

This paper aims to analyze the political trend of tweets in Ecuador during
the period of the 2021 presidential elections. This analysis is intended to use
sentiment analysis and bots detection techniques. The results are analyzed using
various visualizations to represent the political trend in this period. The details
of the implementation can be found in the following Google Colaboratoy1.

2 Related Work

Many works have already studied if social bots on Twitter or other social media
have a particular influence over public opinion on politics, science, or different
polemic topics. For instance, Pastor-Galindo et al. [15] analyze the impact of
bots on Spain’s elections during the 2019 campaign period and emphasize spe-
cific dates where activity was higher. An important aspect of this work is the
1 https://shorturl.at/dftz6, last access: August 2022.

https://shorturl.at/dftz6
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methodology the authors implement to spot the bots on Twitter and realize if
they influenced the elections. Figure 1 shows the methodology adopted by the
authors. It shows a pipeline divided into three main processes: data collection,
data analysis, and knowledge extraction.

The data collection first sets the query parameters to obtain the tweets from
those events related to those topics with a crawler and harvester. Then, the
data analysis tests this processed data and the feature discovered over multiple
options. This leads to an augmented data set with the individual evaluation of
the sentiment analysis. In the final step, they do the knowledge extraction by
using this augmented data set on a supervised learning technique to classify their
political inclination, whether they are humans or not. Using an unsupervised
learning approach, they analyze the friendship graphs, the whole pre-processed
data, and the augmented data set they got. All of it lets them identify the
possible presence of bots.

Fig. 1. Research methodology adopted on [15] refereed to elections in Spain.

2.1 Sentiment Analysis

A way to understand the content of users’ tweets is text analysis through senti-
ment analysis. It involves studying tweets’ opinions, sentiments, attitudes, and
emotions to understand the behavior on social networks of a relevant or trending
topic. In Computer Science, there is an area concerned with providing computers
with the ability to understand the text and the context of words, called Natural
Language Processing (NLP). This area aims to process human language, either
speech or text. Sentimental Analysis is part of NLP to understand the writer’s
purpose, feelings, or emotion from a text.

Many works and papers are dedicated to analyzing sentiment from a tweet’s
text. For instance, Ibrahim et al. [13] presented a work centered mainly on the
sentimental analysis to predict presidential elections. In this work, the authors
highlight the importance of cleaning those tweets that computer bots, paid users,
and fanatic users could generate. All these kinds of tweets are considered noise
and difficult to predict. They use a technique to divide the tweets into sub-tweets
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using limiters, such as commas, points, question marks, etc. They associate the
sub-tweets to the respective politics using their words or names. This score rep-
resents the sentiment evaluation; the sub-tweets can be classified as positive or
negative to the politician with an associated tweet. Also, using the positive sub-
tweets only tends to get more accurate results in predicting any behavior, in
this case, who will win elections. This work’s value leads principally to how the
authors process the data, where phrases get associated with an emotion and a
politician. It is mentioned that bots usually talk well only of one of the politicians
and bad about the rest.

2.2 Bots Detection

There are some ways to classify/detect if a user is a bot. One technique is using
the universal score distribution. On a range [0,1], this score evaluates how likely
an account is to be a human or a bot, where 1 is more likely to be a bot and 0
a human. So it is possible to set a threshold to decide in what range we classify
them as humans and in what range we classify them as bots. A good range
for humans could be: [0 ≤ Uscore ≤ 0.85], where the range for bots will be
[0.85 < Uscore ≤ 1]. This score is calculated based on polarity and subjectivity.
Polarity gives us if the sentiment is positive or negative and a value.

There are multiple attempts to detect social bots using machine learning tech-
niques. Some authors use “Blacklists” [21] to extract features of tweets generated
by bots and then pass these features to a Decorate classifier [12]. Others prefer
comparing the results obtained with more traditional techniques, such as Deci-
sion Trees, Random Forest Algorithm, k-Nearest Neighbor Algorithm, Support
Vector Machine (SVM), Logistic Regression, Neural Networks, and Naive Bayes
Classifier [1,2,6,9,14,17,20]. Moreover, other studies combine some of these pre-
vious techniques in the denominated Ensemble Learning, obtaining better results
than using only one of them [10,19]. For instance, Lingan et al. [11] proposed
using Deep Q Learning for detecting social bots and influential users in online
social networks providing a 5–9% improvement of precision over other existing
algorithms. Furthermore, different approaches compare probabilistic techniques
(Approximate Entropy, Sample Entropy) along with machine learning for detect-
ing automated behavior on Twitter [8]. Most of the results of these works may
also be used to analyze the role of social bots in the context of presidential
elections.

3 Methodology

3.1 Data Collection

Data is available from the Twitter platform to request objects or fields such as
tweets, users, spaces, lists, media, polls, and locations through its API2. Con-
sidering the user’s information, we can obtain various attributes, such as id, a
2 https://developer.twitter.com/en/docs/twitter-api, last access: August 2022.
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screen name (used to communicate online), description, URL, verified (if the
user is authenticated) location, list of followers, list of following, list of favorite
(used for liked tweets).

The dataset considers the topic’s selection, description of the data, and acqui-
sition time. Ecuador Elections 2021 is the input request topic, where the pres-
idential candidates Guillermo Lasso (CREO political party) and Andrés Arauz
(UNES political party) are the prominent mentions. We also collect tweets for
the vice-presidential candidates’ Alfredo Borrero and Carlos Rabascall for CREO
and UNES political parties, respectively. The first and second round of the pres-
idential elections from November 30, 2020 to February 2, 2021 is the acquisition
period of the dataset. Table 1 shows the query parameters used to collect the
dataset.

Table 1. Parameters used in the querys to obtain the dataset of tweets.

Candidate Guillermo Lasso Andrés Arauz

Keywords for querys GuillermoLasso AndrésArauz

LassoGuillermo ArauzAndrés

“Guillermo Lasso” “Andrés Arauz”

Lasso Arauz

“Alfredo Borrero” “Carlos Rabascall”

Borrero Rabascall

AlfredoBorrero CarlosRabascall

BorreroAlfredo RabascallCarlos

Start time 1st round 2020-12-15 T17:00:00Z 2020-12-15 T17:00:00Z

End time 1st round 2021-02-07 T23:30:00Z 2021-02-07 T23:30:00Z

Start time 2nd round 2021-02-07 T17:00:00Z 2021-02-07 T17:00:00Z

End time 2nd round 2021-04-12 T23:30:00Z 2021-04-12 T23:30:00Z

Tweet fields id id

text text

created at created at

author id author id

public metrics public metrics

The number of tweets generated in one day with the theme Elections of
Ecuador in 2021 was enormous, so obtaining all the data for its respective
analysis became unrealistic considering the available computational limitations.
The solution to this problem was obtaining a certain number of daily tweets.
Although it considerably biases the results, it does not remove the possibility of
analyzing and drawing accurate conclusions. The decision was made to obtain
around 400 tweets per day. These tweets will correspond to each candidate’s first
and second rounds. A total of 35,242 tweets were collected. The results where
stored in a CSV file.
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3.2 Data Pre-procesing

The preprocessing and data cleaning process provides a balanced data set. Object
attributes such as text were processed using NLP techniques. Tweets’ attributes
were converted into a usable format for sentiment analysis and bot recognition.
For this purpose, data processing methods such as:

– Punctuation’s marks removal: Twitter messages often contain symbols,
numbers, and punctuation such as: ′!”#$ & \′()∗+,−.1:; ⇔⇒?@[11]∧−{|} ∼ 1.
These preprocessed entities reduce ambiguous and unnecessary expressions
for our dataset. All of these punctuation marks were removed using an NLP
library. Also, HTML references, mentions, and hashtags were cleaned from
our dataset.

– Tokenization: The tokenization task aims at splitting a text stream into
smaller units called tokens. Tokens are composed of words, phrases, or other
meaningful elements that can show a trend of the most common words found
in our dataset. For example, the text: “Durante las elecciones de este 7 de
febrero, recuerda cumplir con los protocolos de bioseguridad establecidos.” will
become as:

[‘Durante’, ‘elecciones’, ‘febrero’, ‘cumplir’, ‘protocolos’, ‘bioseguridad’]

– Stopwords removal: Some tweet words do not have a significant influence
on the sentence. Stopword removal removes common and frequent irrelevant
words in our dataset using the NLTK python library.

3.3 Sentiment Analysis

We used Python libraries such as NLTK, specifically TextBlob, to compute the
sentiment score. TextBlob is a library that allows complex analysis and opera-
tions on textual data.

3.4 Bots Detection

For bot detection, it was used the Botometer platform3. However, the API has
limitations on the request per day on its free version; nevertheless, the way to
detect if an account is a bot or human was the same with other libraries.

4 Results and Discussion

4.1 Statistical Information

Figures 2a and 2b show that the number of accounts that get less than 20 inter-
actions is more than the 70%. In the first and second rounds, we can appreciate
the users’ interactions do not have a uniform distribution, even though most get
3 https://botometer.osome.iu.edu, last access: August 2022.
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20 or fewer actions (tweet, RT, like). Also, it could be expected that get more
interactions on Fig. 2b than on Fig. 2a because, on the second round, tension
could be even higher than in the first round. Still, accounts from both political
sides got similar behaviors.

If we take the average of the sum of all the different interactions (retweet,
reply, like, quote) of the bots per game, as reflected, convincing results are not
appreciated. The results obtained are generally biased by obtaining a small data
set. Many of the possible interactions that bots and people, in general, could have
will not be reflected. It is estimated that, on average, there are 2,000 tweets every
10 min; our dataset does not even represent 1% of the entire data set. Another
limitation was the fact that the Botometer has restrictions on the number of
requests that we can obtain. In this case, it is limited to 500 requests per day;
in general, resource limitations prevent us from getting reliable results.

(a) (b)

Fig. 2. Distribution of accounts with number of interactions in (a) first round and (b)
second round.

4.2 Word Cloud Analysis

A practical way to explore the dataset’s content is using a Word Cloud visual-
ization. It is a visual representation object for word processing, which shows the
frequency of words. For example, our dataset contains reference tweets of two
presidential candidates. In Fig. 3a, the Word Cloud representation gives us a bet-
ter approximation of user opinions in general. Word Cloud helps us understand
the users’ behavior, where the most used word was “Lasso”. In the sentimental
analysis, we checked this trend for each candidate. In Fig. 3b, the Arauz word
cloud gives us that the most common word was “Andrés Arauz”. Some word
in this word cloud shows us words controversial events that happened to the
candidate.
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Fig. 3. Word Cloud representations of opinions about (a) Guillermo Lasso and (b)
Andrés Arauz.

4.3 Sentiment and Polarity Score

Figure 4 shows the volume of tweets per sentiment for every political party.
We can see that both parties have a significant volume of positively related
sentiments. But the “Neutral” sentiment is as prevalent as positive sentiments,
we can see negative sentiments towards parties, but they are not significantly
larger than the others.

Table 2 shows in percentages how positive and negative emotions are present
in both parties and rounds. They are above 40%, which is an excellent param-
eter for determining tendencies and intent to vote for that candidate. Both do
not differ much, but we must analyze more data to distinguish between parties
comprehensively.

Table 2. Sentiment analysis for both candidates in both rounds

Candidate First round Second round

Positive
sentiment

Negative
sentiment

Positive
sentiment

Negative
sentiment

Andrés Arauz 41.99% 23.22% 41.31% 21.35%

Gillermo Lasso 42.44% 22.79% 40.24% 23.60%

In Fig. 5, the polarity score shows a better understanding of user behavior in
all presidential elections. Based on the polarity categorization, the scores were
classified such that if the score is less than zero, the sentiment is negative, if the
score is equal to zero, the sentiment is neutral, and if the score is greater than
zero, the sentiment is positive. In relevant events, the decrease in polarity score
shows us that users have a negative tendency at this stage. The positive polarity
score varies for each stage. The overall trend varies a lot for each date, but it
gives us a better understanding of how public opinion was.
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Fig. 4. Volume of tweets per sentiment

4.4 Bots Detection Results

We decided to use Botometer, which is an API that is specialized in the detection
of bots. A limitation was the number of daily requests. We split the data set to
get a sample to reach some results. There, we got the number of interactions,
the politic they are with, and based on the number of interactions, it is viable
to infer if they had any relevant participation.

The number of interactions for Andrés Arauz was 8,493 and for Lasso 8,029.
In Figs. 6a and 6b, we can appreciate that in different tweets with a certain
periodicity, there are some publications with many more interactions. This can
represent the publications that turned viral, and as much as Lasso and Arauz,
we got a similar number of tweets with more than 4,000 interactions.

Based on that, considering the original data set was of 35.242 tweets, only
those users with more than three interactions and a threshold of 0.85, where
those users with a score bigger than that were considered candidates to be bots.
So we got 17 possible bots: 3 tend to support Guillermo Lasso, and 14 support
Andrés Arauz (See Fig. 7). We have to consider that these detected bots are
not from the total users of the whole dataset used but instead from a reduced
sample. Eventually, this does not say anything about who candidate got more
bots, but with these bots spotted, it is possible to look for how many times they
interacted.
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Fig. 5. Presidential data analysis/polarity scores.

(a) (b)

Fig. 6. Interactions in a certain tweet by (a) Guillermo Lasso and (b) Andrés Arauz.

In the same way, as in Figs. 2a and 2b, we got the total interactions only of
the bot accounts, comparing the amount of interactions. Eventually, a bot tends
to get a superior number of interactions in contrast to the people’s average
interactions; this can be interpreted as a way of influence. Seventeen bots are
too few, but those can create a ton of movement on the network and have a
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direct influence over viral publications; because of that amount of iterations, we
can say they get some relevant influence.

Fig. 7. Number of bots detected of each Party

5 Conclusion and Future Work

This paper presents a sentiment analysis of Twitter users during the 2021
Ecuadorian Presidential Race. It contains an intriguing examination of user sen-
timents, the potential that these users are bots, and how these sentiments relate
to the official votes received by presidential contenders.

We obtained positive sentiments toward both candidates Guillermo Lasso
(CREO political party) and Andrés Arauz (UNES political party) that were
more significant in both rounds. We can say that the bots used from each side
focused more on speaking good things about their supported candidate than
speaking against the opposite candidate. Also, the influence of bots can vary
where most bots have a certain amount of interactions, not that far from the
number of interactions humans do. Still, a few bots have several interactions way
more significant than the average. Based on the number of interactions, we can
infer that those bots could be responsible for the vitality of certain publications.

For future work, we plan to try this methodology in a more extensive dataset.
We could also apply this to a new electoral process before the final results are
revealed to try to predict it.
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Abstract. The American sign language is the most popular and widely-
accepted sign language for people with hearing difficulties. Computer
vision techniques, such as skeleton recognition, depth recognition, 3D
model recognition, or deep learning recognition, have helped to develop
better systems for sign language classification and detection. Despite
the promising results from baseline research efforts, overfitting problems
have been detected when the training and testing accuracy are compared.
In this work, we propose to exploit the scaling method on EfficientNet,
which is a convolutional neural network architecture, in order to uni-
formly scale all the dimensions of depth, width, and resolution using
a compound coefficient. Our results show that the overfitting problem
can be solved by incorporating hyperparameter tunning and dropout as
a regularization method. We also have the benefit of transfer learning
to reduce the training time by reusing the weights of EfficientNet, pre-
trained with the ImageNet dataset. Our results are compared with the
benchmark paper, proving that our model generalizes better to unseen
instances. In the first section of this study, we introduce American sign
language meaning, hand gesture recognition, and its related works in the
computer vision field. It allows us to mention transfer learning concepts
and Efficient Nets architectures. In the second section, we establish the
methodology by choosing the B0 model as the architecture selected to
test with a Kaggle dataset. Adjusting hyperparameters, we enter in the
third section, in the training and testing phase where overfitting prob-
lems were solved with high accuracy, finishing talking with contributions
and future works.

Keywords: EfficientNet · American sign language · Image
classification convolutional neural network · Transfer learning

1 Introduction

A practical study of non-verbal forms of communication evinces a wide field
of analysis where technological tools are called to solve hearing problems and
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reduce the communication barrier. Sign language recognition is a natural non-
verbal communication platform that simplifies communication through gestures
and visual signs [15]. The American sign language (ASL) is a comprehensive
sign language for people who are deaf or have hearing problems [12,13]. Com-
puter vision models that recognize hand gestures depend on robust algorithms
and complex image processing techniques. One of the most established hand
gesture recognition techniques is deep learning. Unlike touch-based recognition
and other classical image processing techniques, deep learning explores artifi-
cial neural networks to train and test the learning parameters to predict the
results using its multiple convolutional layers. Previous works by Yann LeCun
et al. [4] on convolutional neural networks (CNN) have cemented the use of
intricate structures through multiple layers of processing [4]. From that point,
Mohanty et al. [8], have worked on CNNs for hand gesture recognition with
different imaging conditions. Aly et al. [2], implemented a Kinect sensor-based
in ASL recognition to capture hand motion using depth images. Subsequently,
Morocho-Cayamcela et al. [10], proposed an improvement in ASL alphabet pre-
diction accuracy by fine-tuning two CNNs (AlexNet and GoogLeNet) exploiting
atypical compensation and transfer learning. Recent works on image classifica-
tion with pre-trained architectures on ImageNet have produced state-of-the-art
models such as CoAtNet-7 with 90.88% accuracy, ViT-G/14 with 90.45%, and
meta pseudo-labels (EfficientNet-L2) with 90.2% [17]. The EfficientNet models
have approached the state-of-the-art towards an optimal implementation. Effi-
cientNet have also been used on other engineering applications with great suc-
cess [11]. For that reason, we have decided to base our proposal on that specific
architecture. Alexnet and GoogLeNet showed an accuracy result of 99,39% and
95,52%, respectively [10]. Despite the promising results, our hypothesis is that
the benchmark model suffers from overfitting.

In this paper, we focus on solving the overfitting problem from previous
research efforts by: (1) balancing the depth, width, and resolution of the Effi-
cientNet network, and (2) searching the best hyperparameter configuration for
our specific dataset.

2 Related Works

2.1 Classification Techniques for Sign Language Recognition

As far as the state-of-art of ASL recognition is concerned, there are some remark-
able artificial intelligence and machine learning classification techniques that
have been proved to work better than classical image processing techniques [16].
We summarize the most prevalent ones below:

1. Neural Networks (NN): Several works have been presented from 1990.
One of the earliest works was proposed by Murakami and Teguchi [14] in
1994. They proposed both postural and gesture recognition system for a 42-
symbol finger alphabet and each gesture that corresponds to a word, respec-
tively. The recognition rate was 96% by using their own encoding. On the
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Conv3x3112x112x16

MBConv6, k3x3112x112x24

MBConv6, k3x356x56x40

MBConv6, k5x528x28x80

MBConv6, k3x314x14x112

MBConv6, k5x514x14x192

MBConv6, k5x57x7x320

MBConv6, k3x37x7x1280

Conv1x1 & Pooling & FC

Input Image (224x224x32)

Fig. 1. EfficientNet B0 baseline network

other hand, low-cost sensors such as LMC and Kinect are used with NN
architectures (e.g., 3D-CNN, or recurrent networks). In Mohandes et al. [7],
the authors have proposed a system based on a multilayer perceptron with
the naive Bayes classifier, achieving a 98% classification accuracy on Arabic
sign language. When referring to 3D architectures; in Shikhar et al. [16], the
authors used a 3D convolutional network to train and recognize volumetric
data such as videos. In 2020, Al-Hammadi et al. [1], implemented single and
parallel 3DCNN models linking the transfer learning module to overcome
the scarcity of labels for the three datasets taken. The feature extraction of
the region-based spatiotemporal of these models processes the hand gesture
data received. This implementation gets high results in the single mode with
a 96.69% accuracy and an excellent recognition rate; the parallel execution
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receives a 98.12% accuracy. Despite getting great results, hyperparameter
problems appear due to selecting these values to find the optimal setting.

2. Hidden Markov Networks: Hidden Markov networks are stochastic tech-
niques to scan the spatio-temporal data with dynamic gestures and time
signals. One remarkable result is when researchers [19] trained 400 ASL sen-
tences and tested 99 ASL sentences using the parametric hidden Markovian
model (PHMM); they achieved an accuracy of 94.23% with isolated signs, and
84.85% in continuous signs. Additional works have focused on improving the
hidden networks from the Markov model, enhancing the performance of the
vanilla architecture. Fatmit et al.. [3] proposed a Gaussian Mixture Model
Hidden Markov Model (GMM-HMM) using a novel Myo armbands sensor.
This sensor collect orientation, gyroscope, and accelerometer data to infer
the hand movement. In 3 users, this model achieving an 81.20% of overall
accuracy score with simple basic hand gesture recognition.

3. k-Nearest Neighbors: Lee et al. [5] proposed a wack-a-mole game with a
real-time sign recognition system embedded and used long-short term mem-
ory recurrent neural network with the k-nearest neighbour algorithm as a
classifier. As a result, the experiment yielded a 99.44% of accuracy rate, and
a 91.82% in the five-fold cross validation.

2.2 Efficient Nets

EfficientNet is a convolutional neural network architecture and scaling method
that uniformly scales all dimensions of depth, width, and resolution using a
compound coefficient. Unlike conventional practices that arbitrary scales these
factors, the EfficientNet scaling method uniformly scales the network width,
depth, and image resolution with a set of fixed scaling coefficients. For example,
if we want to use 2N times more computational resources, we can increase the
network depth by αN , width by βN , and image size by γN ; where α, β, and γ
are constant coefficients determined by the grid-search algorithm on the original
model. EfficientNet uses a compound coefficient φ to uniformly scale the network
width, depth, and resolution in an additional principled way [6].

The compound scaling method is justified by the intuition that if the input
image is bigger, then the network needs more layers to increase the receptive field
and more channels to capture more fine grained patterns on the bigger image.
The EfficientNet-BO network is based on the inverted bottleneck residual blocks
of MobileNetV2, in addition to squeeze-and-excitation blocks. EfficientNet also is
recognized for transferring their pre-trained weights in a simplified fashion, and
can achieve a state-of-the-art accuracy on CIFAR-100 (91.7%), Flowers (98.8%),
and 3 other transfer learning datasets with an order of magnitude fewer param-
eters [6].

2.3 Transfer Learning

We always encounter that neural networks require lots of amount of data to
obtain satisfactory results. However, much of these data cannot be obtained or
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generated due to, in general, the lack of needed data. Here is where transfer
learning arises. We can use a similar task with lots of data to help us to solve
the desired task that lacks of data. In this manner, a model trained for a related
task can be redefined to solve a different task, transferring the knowledge [18].

The intuition behind transfer learning for image classification is that if a
model is trained on a large and general enough dataset, this model will effectively
serve as a generic model of the visual world [9]. You can then take advantage
of the learned feature maps without having to start from scratch by training a
large model on a large dataset.

3 Methodology

3.1 Dataset

We will work with the Kaggle ASL alphabet as the dataset. The dataset is a
collection of ASL alphabet images. It contains 87,000 images of 200×200 pixels.
There are 29 classes in total, where 3 classes contain space, eraser, and nothing.

3.2 NN Architecture

We will use the EfficientNet architecture instead of Alexnet and GoogLeNet
used in the reference paper [10]. In addition, our implementation will work with
a transfer learning module. Our model is also optimized to reduce the number of
parameters to make it efficient to deploy in mobile devices, unlike other models.

3.3 Base Model

We have conducted eight experiments with our optimized EfficientNet model
(B0 to B7), under constrained scenarios limited by resolution and depth. One
constraint to justify is the shape of the permitted input images to apply to any of
these models. Referring to the Keras API implementation, its application follows
the resolution: EfficientNet-B0 expects a resolution of 224 pixels, EfficientNet-
B1 expects a resolution of 240 pixels, EfficientNet-B2 expects a resolution of 260
pixels, EfficientNet-B3 expects a resolution of 300 pixels, EfficientNet-B4 expects
a resolution of 380 pixels, EfficientNet-B5 expects a resolution of 456 pixels,
EfficientNet-B6 expects a resolution of 528 pixels, and EfficientNet-B7 expects
a resolution of 600 pixels. For our implementation, we will use EfficientNet-B0
as a backbone due to the shape image resolution of the dataset. The overall
architecture can be seen in Fig. 1.
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3.4 System Design

In the EfficientNet architecture, the scaling method looks for a small base net-
work and uses the scaling coefficients through MBConv to optimize the accuracy
and the FLOPS. Thus, this network baseline avoids complex and expensive mod-
eling.

Compound Scaling Method. The compound scaling method increases the
neural network model size by balancing the width α, depth β, and resolution γ
values. In EfficientNet B0, the values α = 1.2, β = 1.1, and γ = 1.15 are the
default values according with the original paper.

MBConv. Mainly, MBConv blocks (shown in Fig. 2) add squeeze and excitation
optimization to scale-up the network creating EfficientNet. The EfficientNet B0
network contains 18 convolutional layers divided into 9 modules. In the first
module, a layer receives an input image of 224×224 pixels, and channels equal to
32. In the second module, a layer reduces the image resolution to 122×122 pixels,
and the channels to 16. In the following layers, the image resolution is further
reduced and the number of channels increases. The width increases in each layer
to improve the accuracy. Finally, in the last module, the fully connected layers
outputs an image of size 7× 7, and 1280 channels.

Overfitting. An additional regularizer we built in the transfer learning mod-
ule is dropout layers, to help our model to solve the overfitting problems. Two
main observations regarding overfitting were described in [17], where the authors
proved that the scaling method improves accuracy; but in larger models, this
output gain tends to vanish, unbalancing the dimensions of the ConvNet scaling
stage.

3.5 Hyperparameter Tunning.

In the final step of our training phase, the hyperparameters were adjusted to
maximize the performance of our model. An optimal selection of hyperparam-
eters allows us to improve the accuracy of our model, in addition to reducing
training problems such as overfitting. The model was trained using the Adam
optimizer and the categorical cross-entropy loss function. A dropout regularizer
block with a value equal to 0.2 to avoid overfitting was found empirically to
maximize the classification accuracy. Finally, the batch size was set to 32, and
the number of iterations to 15 in order to follow the original paper methodology.

4 Results and Discussion

Our results were compared with the benchmark ASL classification network.
We verified that the performance of the proposed method solves the overfit-
ting problem. Firstly, the training and testing performance of EfficientNet were
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Table 1. Training, testing, and validation results of the architectures under study.

Architecture Training Testing Validation

EfficientNet-B0 97.15% 99.89% 95.31%
InceptionV3 97.81% 96.42% 94.53%
InceptionResnetV2 99.34% 96.89% 94.44%

Table 2. Results of EfficientNet-B0 with transfer learning.

Architecture Training Testing Validation

EfficientNet-B0 96.95% 98.79% 98.53%

evaluated and compared with two backbone networks (InceptionV3 and Incep-
tionResnetV2), as well as with the baseline model. A summary of the accuracy
values for our experiments is presented in Table 1.

Similar comparison patterns can be found when comparing EfficientNet-B0
with the rest of the architectures. Remarkably, we have found that the Incep-
tionV3 and InceptionResnet models suffer from overfitting. We have also found
that EfficientNet-B0 was able to obtain better performance than InceptionV3
and InceptionResnet, as it can be seen in the Table 1. The results of implement-
ing transfer learning to the EfficientNet-B0 architecture with ImageNet are show
in Table 2 (Figs. 3 and 4).

Fig. 4. Train and validation accuracy without Transfer Learning in EfficientNet-B0
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Fig. 5. Train and validation accuracy with Transfer Learning in EfficientNet-B0

In this study, our recognition approach outperformed the AlexNet and
GoogL Net-based architectures from the benchmark, in terms of accuracy, and
error minimization. The implementation of the additional transfer learning and
dropout blocks helped our model to reduce overfitting, and convergence speed.
We can see the prediction results in Fig. 5. Our model was trained in a dedicated
workstation with 12GB of RAM allocated, along with a TPU as a hardware
accelerators. The performance comparison of training, testing, and validation
proved that our model can generalize better to unseen examples. Our model
achieved superior results when using transfer learning.

5 Conclusion and Future Works

This paper provides an efficient image classification methodology for the ASL,
using EfficientNetB0 as a backbone. Our model is trained on an large dataset in
order to improve generalization. We decided to not use data augmentation since
the similarities between classes is close. The data processing and pre-training
of our model required extra computational resources, which is the primary con-
sideration for any image classification algorithm. Despite these limitations, we
managed to use the EfficientNet model in ASL recognition and improve the
generalization by avoiding overfitting, and making our model converge faster.
Our future plan for this line of research in ASL image classification is to imple-
ment ASL live classification with a long short-term memory (LSTM) recurrent
network. Besides, a system for recognizing ASL in real-time would be a use-
ful implementation. Lastly, this work can be expanded into a full ASL hand
movement communication classifier with complex collection of words.



Lightweight CNN for American Sign Language 207

References

1. Al-Hammadi, M., Muhammad, G., Abdul, W., Alsulaiman, M., Bencherif, M.A.,
Mekhtiche, M.A.: Hand gesture recognition for sign language using 3DCNN. IEEE
Access 8, 79491–79509 (2020)

2. Aly, W., Aly, S.K.H., Almotairi, S.: User-independent American sign language
alphabet recognition based on depth image and PCANet features. IEEE Access 7,
123138–123150 (2019)

3. Fatmi, R., Rashad, S., Integlia, R., Hutchison, G.: American sign language recog-
nition using hidden Markov models and wearable motion sensors (2017)

4. LeCun, Y., Bengio, Y., Hinton, G.: Deep learning. Nature 521, 436–44 (2015)
5. Lee, C.K.M., Ng, K.K.H., Chen, C.H., Lau, H.C.W., Chung, S.Y., Tsoi, T.: Ameri-

can sign language recognition and training method with recurrent neural network.
Expert Syst. Appl. 167 (2021)

6. Tan, M., Le, Q.V.: EfficientNet: improving accuracy and efficiency through
AutoML and model scaling (2019)

7. Aliyu, S., Deriche, M., Mohandes, M.: IEEE 23rd International Symposium on
Industrial Electronics (ISIE), Istanbul, Turkey, 1–4 June 2014 (2014)

8. Mohanty, A., Rambhatla, S.S., Sahay, R.R.: Deep gesture: static hand gesture
recognition using CNN. In: CVIP (2016)

9. Morocho-Cayamcela, M., Eugenio, W.L., Kwon, D.: A transfer learning approach
for image classification on a mobile device. In: Korean Institute of Next Generation
Computing, pp. 180–182 (2017)

10. Morocho Cayamcela, M.E., Lim, W.: Fine-tuning a pre-trained convolutional neu-
ral network model to translate American sign language in real-time. In: 2019 Inter-
national Conference on Computing, Networking and Communications (ICNC), pp.
100–104 (2019)

11. Njoku, J.N., Morocho-Cayamcela, M.E., Lim, W.: CGDNet: efficient hybrid deep
learning model for robust automatic modulation recognition. IEEE Netw. Lett.
3(2), 47–51 (2021)

12. National Institute on Deafness and Other Communication Disorders. American
sign language (2021)

13. Oudah, M., Al-Naji, A., Chahl, J.: Hand gesture recognition based on computer
vision: a review of techniques. J. Imaging 6(8), 73 (2020)

14. Elakkiya, R.: Machine learning based sign language recognition: a review and its
research frontier. J. Ambient Intell. Humaniz. Comput. 12(7), 7205–7224 (2020).
https://doi.org/10.1007/s12652-020-02396-y

15. Safeel, M., Sukumar, T., Shashank, K.S., Arman, M.D., Shashidhar, R., Puneeth,
S.B.: Sign language recognition techniques - a review. In: 2020 IEEE International
Conference for Innovation in Technology (INOCON), pp. 1–9 (2020)

16. Sharma, S., Kumar, K.: ASL-3DCNN: American sign language recognition tech-
nique using 3-D convolutional neural networks. Multimed. Tools Appl. 80, 1–13
(2021)

17. Tan, M., Le, Q.V.: EfficientNet: rethinking model scaling for convolutional neural
networks (2020)

18. Töngi, R.: Application of transfer learning to sign language recognition using an
inflated 3D deep convolutional neural network (2021)

19. Vogler, C., Metaxas, D.: Parallel hidden Markov models for American sign lan-
guage recognition. In: Proceedings of the Seventh IEEE International Conference
on Computer Vision, vol. 1, pp. 116–122 (1999)

https://doi.org/10.1007/s12652-020-02396-y


Use and Product Quality
of Brain-Computer Interface (BCI)

Systems: A Systematic Literature Review

Juan Cobos1,2 , Christiann Moreira1,2, Paúl Cárdenas-Delgado1,2 ,
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Abstract. This study presents a systematic review of the literature
related to the quality of Brain-Computer Interface (BCI) systems. The
main objective of this systematic literature review is to analyze relevant
information and what attributes and quality characteristics are used
when evaluating the quality of BCI systems. Moreover, some related
works are described to contextualize the contribution of this research. In
addition, selection and extraction criteria were established to develop this
review. In this way, the results showed that Brain-Computer Interface is
a comprehensive branch of computer science. Therefore, it has become
of great interest and importance in the research field in both industries
and academia. Besides, it can be concluded that the most used qual-
ity characteristics are efficiency and usability. Finally, it was identified
that creating a model quality that covers a research gap in this field is
necessary to improve BCI systems quality.

Keywords: Systematic literature review · Quality · Brain computer
interaction

1 Introduction

Technological advances and research in the Human-Computer Interaction (HCI)
field have become essential to people’s lives, facilitating human beings’ develop-
ment in an increasingly globalized society [17]. Due to this, different forms of
interaction between users and electronic devices have been developed, such as
visual, voice, haptic interaction, and others. Moreover, technological advances
are increasingly specific to different groups of people, such as those with phys-
ical or cognitive disabilities. For this reason, science seeks to create methods
that improve the life quality of persons, and it focuses on priority groups like
persons with motor or cognitive disabilities. In this sense, Cerebrovascular acci-
dent (CVA), Spinal Cord Injury (SCI), and Amyotrophic Lateral Sclerosis (ALS)
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are diseases that provoke critical motor disabilities in persons, but their cogni-
tive functions keep well. Thus, is limited the HCI systems that a person can
use; therefore, in this specific case is used Brain-Computer Interface (BCI). BCI
is a system that measures the activity of the Central Nervous System (CNS)
and converts it into an artificial output. The principal aims of BCI are replac-
ing, restoring, improving, increasing, or extending the natural body outputs and
achieving changes in the interactions between the CNS and the environment [14].

Consequently, BCI gained significant importance in medicine, HCI, and other
research fields [3]. In this sense, BCI systems focus on improving patients’ qual-
ity of life through rehabilitation or predicting users’ intentions to control devices
through brain activity. Furthermore, most applications with this technology aim
to improve aspects of the user’s life, such as communication whit their environ-
ment, cognitive abilities, and personal autonomy [8,11].

The initial steps in BCI systems began with Hans Berger, who used EEG in
1992 to classify brain waves [16]. Actually, overal companies, universities, and
research centers have invested heavily in the research and development of BCI
applications. In addition, today’s great entrepreneurs, such as Elon Musk and
Mark Zuckerberg, also have invested significant amounts of resources in merg-
ing biological and digital intelligence, whereby BCI has become an important
research field for human-computer interaction [14].

BCI systems measure Central Nervous System (CNS) activity and convert
it into artificial outputs that replace, restore, enhance, or supplement natural
outputs by the CNS, allowing persons to interact with the environment. In this
sense, one of the objectives of BCI is to create systems that allow the user to
have control over different devices, such as computers, prostheses, and others [2].
Moreover, BCI systems analyze and process brain electrical signals like slow cor-
tical potentials, visual evoked potentials, P300 potential, beta or mu rhythms,
frequency bands, and others [7]. Besides, in BCI systems, these EEG signals
are acquired through a helmet and visualized through software, usually devel-
oped by the company that creates the hardware device that captures the signals.
Thus, the challenge of BCI systems is application development, as current trends
regarding integration into cloud computing, visualization, and real-time process-
ing must be considered [14]. BCI systems can be classified into two groups based
on the nature of the input signal: endogenous and exogenous. Endogenous BCI
systems depend on the user’s ability to control their electrophysiological activ-
ity and require intensive training. On the other hand, exogenous BCI systems
depend on electrophysiological activity evoked by external stimuli and do not
require an intensive training stage [9]. Other authors expand this classification to
four types of BCI systems: active, reactive, passive, and hybrid. Active systems
obtain their outputs through conscious control by the user. Reactive systems
are characterized by offering applications controlled by the user’s reaction to an
external sensory stimulus: visual, auditory, haptic, or olfactory. Passive systems
do not directly control a target device, but the acquisition and analysis of neural
activity are made to decipher the user’s cognitive state. Finally, hybrid systems
are characterized by merging active and reactive BCI mechanisms to improve
system performance [4].
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On the other hand, the software quality features and the ergonomy of hard-
ware are essential aspects to consider to developing any technology. Software
quality refers to the degree of performance of the characteristics that a com-
puter system must meet. These characteristics guarantee that the client has a
reliable system, which increases his satisfaction with the built system’s func-
tionality and efficiency [6]. Another definition of the Institute of Electrical and
Electronics Engineers (IEEE) mentioned that software quality is “the degree to
which a system, component or process meets the specified requirements and the
needs or expectations of the client or user”. In this sense, the BCI system must
consider these quality features, and for this reason, it is essential to review how
is the state of the art of quality of the BCI system.

Hence, this research collects the features of product quality and quality of
use considered for developing Brain Computer-Interface systems since it can
be noted that no tool has been created that allows developers to evaluate the
existing quality of BCI systems [16]. Next, some results related to BCI systems
and literary reviews carried out by other authors are detailed. Besides, the search
method used to carry out the systematic literature search focused on the research
topic is described. In addition, the results obtained from this literature review
are detailed. Moreover, the future work section explains how this research will
continue. Finally, in the last section of this work, the conclusions and results
obtained from this research are detailed.

2 Related Work

This section presents related contributions, other literature reviews, and works
related to BCI quality.

Kalagi et al. [9] present a review that collects information based on non-
invasive EEG signals used in systems BCI. This review collects information based
on non-invasive EEG signals used in BCI systems. The authors focus on provid-
ing information on EEGs, brain activity, EEG artifacts, and the basic structure
of a BCI system. They describe each topic mentioned and provide information
to enrich knowledge based on BCI systems. Still, the authors do not address
the essential quality issues related to this system. In addition, it is necessary to
mention that this work does not provide information about the process that the
authors carried out to collect the data.

Several BCI systems have been developed to facilitate the communication of
seniors with motor disabilities; for example, Kundu, [10] presents a systematic
review of the BCI orthographic systems. This element plays an essential role in
facilitating communication of seniors with motor disabilities, and it also includes
orthographic paradigms, feature extraction, and classification techniques used in
BCI systems. Furthermore, this article analyzes the advantages and limitations
of the different spelling paradigms and machine learning algorithms.

Furthermore, Vaid et al. [15] present a review of EEG signals and BCI sys-
tems. This article covers fundamental topics such as the types of brain signals
and the structure of BCI systems. Besides, it describes each of the stages that
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follow a BCI system, analyzes the acquisition of signals, and the processing that
must be given to them to obtain important information about user intentions.

Similarly, Alberto et al. [1] present a literary review of video games based on
BCI, in which a total of 50 related articles were reviewed. The objective that
the authors raised was to identify the problems and difficulties at the time of
designing, developing, and using games with brain activity reading devices. The
review concluded that there are many challenges to overcome in the BCI area
because this area is relatively new; they also highlight the lack of information on
the development process of video games. In addition, this work describes some
of the quality attributes that go into BCI-based games.

On the other hand, it has studies that address BCI systems application within
to be systematics review. For example, Beraldo et al. [5] integrate the non-
invasive BCI with a Robot Operating System (ROS) to control it mentally.
The ROS Middleware Framework is a non-invasive BCI system that provides
a common infrastructure and several platform-independent packages. However,
ROS is still far from an adopted standard in the BCI community due to a lack
of standardization, making it almost impossible to verify, replicate, and validate
the experimental results. Therefore, the authors propose an objective to show
the benefits of integrating a last-generation BCI and ROS system to control
a telepresence robot without considering the quality aspects that involve the
system’s usability.

Finally, Mart́ınez-Cagigal et al. [12] address information about the structure
of a BCI system and its types. The objective of this research is that people
with ALS can control web applications through EEG signals emitted by their
brain; for this, they have applied an asynchronous threshold that monitors the
user’s attention and determines if they are paying attention to the stimulation
caused by the monitor. The web browser development is made up of three stages:
the first acquisition, to register and pre-process the EEG signal; the second is
the processing, where the stimuli and evoked potentials of the user P300 are
detected and finally, the web browsing, where the translate the user’s intention
into reality. They used five control users and sixteen people with ALS for its
validation. The authors concluded that the browser is simple to use because the
precision obtained in the evaluation was 95.75 for control people and 84.14 for
sick people. Moreover, this research explains the entire development process of
a BCI system; nevertheless, at no stage do they address quality properties that
must be taken into account for the final product.

3 The Systematic Literature Review

A systematic review of the literature seeks to follow a scientific, repeatable, and
replicable method to collect information on a specific topic [13]. Therefore, fol-
lowing a set of tasks is necessary to get a solid foundation and possible gaps in the
study. For this case, the issue is related to the quality of use and product quality
in BCI technology systems. Therefore, this study follows the Montagud et al.
[13] methodology, which covers the following phases: (i) planning the review, (ii)
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conducting the review, and (iii) reviewing the report. The activities concerning
the planning and the conducting of our systematic review are described in the
following subsections. The report of the review stage is presented in Sect. 3.3.

3.1 Planning the Review

Below are the subtasks or activities that are part of the planning stage: (i)
Definition of the research questions, (ii) The strategy to follow for the search
for studies, (iii) Establish the criteria for the selection of primary studies, (iv)
Evaluation of the quality of the studies, (v) Establish the strategy of extraction
of data, (vi) Define the synthesis strategy.

Research Question. The objective of the systematic review is to know how
BCI systems are defined, their limitations, and the challenges faced by devel-
opers. At the same time, it seeks to collect information on metrics that can be
used when evaluating the quality of use and product quality in systems BCI.
Below, the research questions generated with their respective justification are
presented.

– RQ1. In what contexts, with what tools, and what type of users are BCI
applications aimed at?

– RQ2. What architectures, tools, and methodologies have been created around
BCI, and how has their development been carried out?

– RQ3. What characteristics of use and product quality are addressed in BCI
applications to offer acceptable quality both in the area of quality in use and
quality in the product?

– RQ4. What phase is the development of the study and what type of validation
does this study use, and what kind of study is it?

Data Sources and Search Strategy. The first stage of the methodology pro-
posed by Montagud et al. [13] refers to planning. At this stage, the keywords to
identify possible primary studies are defined; the keywords obtained are shown
in Table 1. In addition, using the keywords obtained, a search string was gener-
ated and used to search electronic databases or digital libraries. The resulting
search string is “(“Brain-Computer Interface” OR “BCI” OR “Brain-Machine
Interface” OR “Direct Brain Interfaces”) AND (“Software Quality” OR “QOS”
OR “Quality” OR “Quality Model”).” In this step, the inclusion and exclusion
criteria are applied to collect the most significant number of articles related to
the study area; these are explained in the following sections.

3.2 Conducting the Review

Moreover, the search terms, the electronic databases, and the search period are
defined in this stage. The search terms were generated based on the research
questions presented previously for this research. Besides, as shown in Table 2,
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Table 1. Keywords used to search string.

Sub-cadena Conector

BCI OR

Brain computer interface AND

BMI OR

Brain machine interface AND

DBIs OR

Direct brain interfaces OR

Software quality OR

QOS OR

Quality AND

the search was carried out in electronic databases and digital libraries. These
two digital libraries were selected because they obtained the best results focused
on the research topic and the search string. In order to increase the results
range, a manual search was carried out in journals, conferences, and workshops.
Therefore, it was to obtain the most significant number of articles referring to the
subject of the review. Furthermore, the period considered for selecting articles
corresponds from 2010 to 2021. Since according to the European Commission,
BCIs have become a research interest topic in recent years. Besides, in 2010/2011,
Comisión Europea funded the coordination action Future BNCI program.

Table 2. Database used in the literature review.

Number Digital library

1 ACM Digital Library

2 IEEE Xplore

Conference Title Acronym

C1 International Winter Workshop on Brain-Computer
Interface

BCI

C2 International Symposium on Computer, Consumer and
Control

IS3C

C3 IEEE Symposium on Computational Intelligence and
Games

CIG

C4 Annual International Conference of the IEEE
Engineering in Medicine and Biology Society

EMBC

C5 Simposio CEA de Bioingenieŕıa, Interfaces
Cerebro-Máquina

CEA

Journal Title Ranking

J1 Brain-Computer Interface Q1
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Extraction Criteria. In this stage will answer each sub-question raised in
the research. The strategy will ensure that data extraction criteria are met and
facilitate classification. The complete list of extraction criteria is presented in
Table A at the following URL: https://n9.cl/laxbj.

Two researchers analyzed each paper to decide the inclusion of each article
obtained from the search. It was taken count inclusion, and exclusion criteria
were applied; thus, it was analyzed the title, abstract, and keywords of each
paper. If discrepancies in the primary studies selection appeared, a consensus was
reached to guarantee the selection of valuable articles for the proposed research.

Studies that met at least one of the following inclusion criteria were included:

– Studies that present information regarding BCI and quality systems.
– Studies that present information on treatments or interpretation of brain

signals using computer-oriented BCI.
– Studies that present information on how to implement a BCI system.
– Studies that present information on the structure of BCI systems.

Studies that met at least one of the following exclusion criteria will be
excluded:

– Introductory articles for special editions, books, and workshops.
– Duplicate reports of the same study in different sources.
– Short articles of less than five pages.
– Articles that are not written in English or Spanish.

Quality Assessment. Two aspects have been considered to evaluate each
study’s quality: i) The relevance of the conference or journal in which the article
is published. In this case, the articles have been classified into three categories,
as shown in the web annex, Table B: https://n9.cl/laxbj. ii) The number of cita-
tions the article has. The classification is also done in 3 categories: high, medium,
and low. Citations are considered according to Google’s academic citation count.
In addition, to not penalize potentially valuable papers, they have been classified
according to the year, as shown in the web annex on Table C and Table D. The
URL to access the web annex is https://n9.cl/laxbj.

3.3 Results of the Systematic Review

After searching the digital libraries, 115 articles were obtained. Subsequently,
the inclusion and exclusion criteria were applied, resulting in 38 papers being
selected. Finally, these papers were distributed: 13 corresponded to the ACM
library and 25 to the IEEEXplore library.

Methods of Analysis and Synthesis. The analysis methods and synthesis
show the systematic review results; the statistical tables show individual results
of each criterion concerning the number of studies that speak or are related to
that subject, which is shown in this link: https://n9.cl/xkgtj.

https://n9.cl/laxbj.
https://n9.cl/laxbj.
https://n9.cl/laxbj.
https://n9.cl/xkgtj.
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Results by Year. Then it is present in Fig. 1, the number of selected articles by
year of publication. Regarding this, they can highlight three years, 2016, 2017,
and 2018, because, in these three years, it has the highest average of publications.
The year with the most significant number of articles is 2017, with six articles
and the years 2010 and 2013 are those with the fewest publications with one
article. It should be noted that within this literature review, no relevant articles
were found in the years 2020 and 2021.

Fig. 1. Articles selected by years of publication.

Discussion Criteria per Criteria. This section analyzes the papers reviewed
and their results in the extraction criteria matrix.

EC1. Research Context: The results obtained from the systematic review indi-
cate that the most used research context in the set of articles is the technologies
that use the processing of brain stimuli (63.16%). In addition, the quality of life
and HCI contexts can also be highlighted, with 34.2% and 31.6%, respectively.
Finally, the least used context was rehabilitation and training, with 7.89%; only
three articles (S22, S27, and S29) covered a context different from EC1.

Articles S01, S06, S07, S09, S11, S14, S16, S18, S20, S23, S24, S31, S32, S33,
S34, S38, use the context of technologies that use the processing of brain stimuli
and also to develop These investigations used a helmet or electrodes as a tool.

As mentioned in previous chapters, the BCI aims to improve the quality of
life of people who have a particular disease; a clear example of what is mentioned
are articles S07, S10, S16, S17, S19, S21, S23, S26, S28, S35, S36, S37, S38, in
which the second most used context predominates, quality of life.

EC2. Tool Used. In the second extraction criterion, 63.2% of the reviewed arti-
cles, S01, S03, S06, S07, S09, S10, S11, S14, S16, S18, S20, S22, S23, S24, S26,
S27, S28, S29, S31, S32, S33, S34, S37, and S38 use a helmet or electrodes as a
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tool; it is essential to point out that most helmets used in BCI contain electrodes
in their structure, the same ones that are used to take the user’s brain signal.
Finally, the second most used tool was the processing software, 52.63% of the
articles used at least one processing software, making it the second most used
tool.

Some items like S06, S07, S11, S18, S20, S22, S24, S29, S31, and S33 used the
tools mentioned above. Finally, four items, S21, S25, S30, and S35, used other
tools or no tool at all; for example, S25 covers the development of an algorithm
focused on the Gamma spectral band. On the other hand S30 gives information
on the construction of a dry contact electrode.

EC3. Type of Users. Concerning the types of users used in the different research
articles, the participation of healthy users stands out in 65,79% of papers (S01,
S02, S05, S06, S07, S08, S09, S10, S11, S12, S13, S14, S15, S18, S19, S21, S24,
S25, S27, S28, S30, S31, S33, S35, and S38). On the other hand, 36,84% of the
investigations found worked with people with a specific disease. Finally, they are
working on BCI systems useful for people in general in 15,79% of the articles
(S03, S04, S23, S29, S32, and S34).

EC4. Scope of the Investigation. This criterion analyzes the research approach; in
this case, it can be academic or industrial. There is a significant superiority of the
articles with an academic orientation (73.68%), which indicates that the BCI is a
technology of interest to the development and research in academic institutions.
On the other hand, the following articles (S07, S21, S23, S27, S28, S29, S30,
S31, S35, and S37), have an industrial orientation; most of these articles focus
on products that are on the market or that they will come out soon. In addition,
many articles with an academic orientation focus on motor imagination, for
example, the following articles (S01, S02, S03, S04, S05, S06, S08, S09, S11, S13,
S15, S16, S17, S18, S20, S22, S26, S32, S38).

EC5. Stages of a BCI System Architecture. For this criterion, four BCI system
architecture stages i) Signal was considered: Acquisition, ii) Signal Processing,
iii) Feedback, and iv) Application - User interaction. The most used BCI system
architecture stage was the signal processing stage; this stage was found in the
following articles S01, S02, S04, S05, S06, S07, S08, S09, S11, S12, S13, S14, S15,
S16, S17, S18, S19, S22, S23, S24, S26, S27, S30, S31, S33, S34, S35, S37, and S38.
On the other hand, the second stage most used was signal acquisition; 68.42% of
the articles reviewed included this stage. Concerning application-user Interaction
and signal processing stages are used in a large number of articles related to
the motor imagination paradigm or motor perceptual system paradigm; in this
context, it finds the following articles S01 S02, S03, S04, S05, S06, S07, S08, S09,
S11, S13, S15, S16, S17, S18, S22, S26, S30, S31, and S38. Finally, feedback was
the most minor used stage in the different investigations; 9 articles, S10, S19,
S20, S26, S28, S30, S31, S33, and S37, used it.
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EC6. Applied Techniques. This criterion analyzes the several paradigms that
can be used in BCI systems; selecting the adequate paradigm depends on the
objective of the BCI system. Four paradigms were considered for this criterion:
i) Task in particular, ii) Motor Imaging - Perceptual Motor System, iii) Neu-
roimaging and iv) P300 Potentials. In this review, the paradigm most used in
the selected articles is the motor imagination, 60.53% of the articles (S01, S02,
S03, S04, S05, S06, S07, S08, S09, S11, S13, S15, S16, S17, S18, S20, S22, S26,
S28, S30, S31, S32, and S38) use this paradigm. On the other hand, the neu-
roimaging paradigm is the second most used in the selected articles, S06, S07,
S11, S18, S23, S24, S26, S27, S28, S29, S30, S33, S34, S35, S36, S37 and S38 use
it. Finally, it is noteworthy that S25 is the only article that does not explain the
tool used in its study.

EC7. Quality of Use Characteristics. This criterion considered five characteris-
tics to help to evaluate the quality of use of the software, these were: i) Effective-
ness, ii) Efficiency, iii) Satisfaction, iv) Safety, and v) Usability. In this sense, the
articles review showed that efficiency is the most used characteristic; 20 articles
(S01, S02, S03, S04, S05, S06, S07, S08, S09, S10, S11, S12, S15, S17, S18, S19,
S22, S28, S30, and S36), used it. On the other hand, usability is the second most
used feature, articles S02, S03, S04, S10, S12, S13, S14, S15, S16, S17, S18, S19,
S20, S23, S24, S27, S32, and S36 mentioned of this characteristic. Likewise, sat-
isfaction is the third most mentioned characteristic in the articles; 17 mention
it. Finally, no feature is mentioned to evaluate the quality of use in BCI systems
in articles S25, S31, S33, S34, S35, and S38.

EC8. Quality of Product Characteristics. For this criterion, three characteristics
were considered: i) Useful, ii) Desirable, and iii) Attainable. In this review it
could identify the utility as the characteristic most used; the articles S01, S03,
S04, S05, S06, S07, S08, S09, S10, S12, S13, S14, S15, S16, S17, S18, S20, S22,
S24, S26, S27, S28, S30, S32 S33, S36, and S37, taken into account this character-
istic. Similarly, desirability is the second most used characteristic in the articles;
this seeks to relate that software must generate a desire to use said product; in
articles S01, S05, S06, S07, S21, S23, S35, and S38; this feature is mentioned.
Finally, reachability was found in 13.16% of the articles.

EC9. Study Phase. This criterion involves the study phases described in each
of the articles; it can highlight that 63.16% of articles (S01, S02, S03, S04, S05,
S08, S11, S12, S13, S14, S15, S16, S17, S19, S20, S21, S22, S23, S24, S25, S29,
S32, S34, and S38), explain the analysis phase of their research. On the other
hand, 20 articles (S01, S02, S03, S04, S05, S06, S07, S08, S09, S10, S11, S12, S13,
S14, S15, S16, S17, S18, S22, and S37) explain the design phase of their research.
Finally, the implementation phase was explained in 50% of the reviewed articles,
while the testing phase was explained in 11 articles (S03, S05, S07, S09, S10,
S18, S19, S22, S26, S27, and S28).

EC10. Type of Validation. This criterion analyzes the validation type used in the
different articles reviewed. The validation through experiments is the most used;
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25 articles apply this type of validation in their research. On the other hand,
in articles, S01, S03, S04, S05, S06, S07, S08, S09, S11, S13, S14, S18, and S19,
surveys are used for the validation. Moreover, the quasi-experiment is used in
15.79% of papers. Finally, the prototype was the minor used type of validation;
S07 was the only article that used it. In addition, comparing EC11 with EC12
criteria, we can see that the experiment is used mainly in new studies; thus, only
eight articles (S06, S10, S18, S20, S26, S27, S31, and S36) of those reviewed are
articles that continue a study and use the experiment as a form of validation.

EC11. Type of Study. This criterion analyzes if articles as new studies or exten-
sions of a previous study. In this way, results show that 78.95% of the articles
reviewed are new topics, and only articles S06, S10, S18, S20, S26, S27, S31, and
S36 are the continuation of a previously developed study.

Relations Between Criteria. The bubbles presented in Fig. 2, Fig. 3, and
Fig. 4 shows a comparison between some criteria, and it was considered the
principal results.

Fig. 2. Comparison between EC1: Research context and EC2: Tool used.

Figure 2 shows the relationship between the tools used and the context in
which each was applied. In this sense, it is possible to highlight the contexts
that use the processing of brain stimuli and quality of life since they use all the
tools found in the different investigations.
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Fig. 3. Comparison between EC3: Type of users and EC2: Tool used and EC6: BCI
paradigms.

Figure 3 shows the relationship between EC2 and EC3, where it can highlight
that articles S01, S06, S07, S09, S10, S11, S14, S18, S24, S27, S28, S31, S33, and
S38, work with healthy users and using a helmet/electrodes as a tool, this tool
is used for all possible users of the EC3. In contrast, the other tools are not used
in the category of users in general.

Fig. 4. Comparison between EC9: Quality of product characteristics and EC8: Quality
of use characteristics

Figure 4 shows the relationship between the quality of use and product quality
characteristics, highlighting the relationship between usability and desirability;
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the articles S02, S04, S10, S12, S17, S18, S23 S24, S27, S32, and S36 establish
this relationship.

4 Conclusions and Future Work

A systematic review has been carried out focused on quality in BCI systems.
Thus, the leading digital libraries were consulted. First, some selection criteria
were considered, and 115 articles were selected; after a rigorous analysis based
on those criteria, 38 papers were finally obtained. Then, extraction criteria were
established based on domain expert opinion, and finally, each article was ana-
lyzed based on these criteria. Once the systematic review has been completed,
the BCI systems researching area state is clear, and it is known what the current
studies are. Moreover, it has been able to identify the essential developed appli-
cations and the applying areas. Furthermore, it has been an able identity that
most research has an academic approach (73.68% of the articles); and the rest
have an industrial approach. In addition, it is also important to mention that
only eight articles are the continuation of others previously developed. In this
way, after these first steps, and based on the amount of obtained papers, BCI
systems are a vast research area and attractive to both industry and academia.
Moreover, according to the systematic review results, it can be concluded that
the most used quality characteristics in BCI systems are efficiency and usabil-
ity. In this way, 52.63% of papers considered efficiency and 47.37% of usability.
Despite, these articles mention those quality characteristics and superficially
evaluate them; however, they do not apply any specific methodology or use
a quality model to verify these quality characteristics. Besides, the objective of
many BCI systems is to provide a better quality of life to the users. In this sense,
36.84% of the articles work with people with motor or intellectual diseases. On
the other hand, 65.79% of the articles work with healthy people. Finally, it can
be concluded that the application of quality in use and quality in the product is
not considered with adequate importance when developing BCI systems; thus,
this was identified as a critical point and a gap in this research area; considering
that quality of use and quality of the product is fundamental for adequate user
interaction. The future work proposed is creating a quality model to evaluate the
quality of BCI systems; likewise, it provides a tool for BCI system developers to
assess the quality properly and consider all existing quality attributes.
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12. Mart́ınez-Cagigal, V., Núñez, P., Hornero, R.: Spectral regression kernel discrim-
inant analysis for P300 speller based brain-computer interfaces. In: Ibáñez, J.,
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