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Abstract. Over the last decade, researchers presented (semi-)automated
comment moderation systems (CMS) based on machine learning (ML)
and natural language processing (NLP) techniques to support the iden-
tification of hateful and offensive comments in online discussion forums.
A common challenge in providing and operating comment moderation
systems is the dynamic nature of language. As language evolves over
time, continuous performance evaluations and resource-inefficient model
retraining are applied to ensure high-quality identification of hate speech
in the long-term use of comment moderation systems. To study the poten-
tials of adaptable machine learning models embedded in comment moder-
ation systems, we present an incremental machine learning approach for
semi-automated comment moderation systems. This study shows a com-
parison of incrementally-trained ML models and batch-trained ML mod-
els used in comment moderation systems.

Keywords: Incremental learning - Text classification - Comment
moderation systems

1 Introduction

Increasing online communication confronts journalists in media and news corpo-
rations with a task that is “not historically part of a journalist’s daily routines”
[15, p. 1022]: comment moderation. Journalists feel responsible for eliminating
hate speech and other forms of abusive language in order to prevent discussions
from deviating or escalating, as well as to fulfill legal obligations [5,28]. Manual
comment moderation, however, becomes a time-consuming task, as journalists
are usually facing large amounts of comment data [5]. For this reason, some
organizations take the measure of completely banning comment sections from
their websites or outsource the moderation activities to overcome the issues of
comment moderation [15]. In addition to the unmanageable number of com-
ments, comment moderation is a challenging task in itself, since journalists are
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in the dilemma of eliminating hateful comments, while guaranteeing freedom of
speech [28]. To find a viable solution that appropriately addresses the challenges
of comment moderation, researchers and platform operators are investigating
automated classification mechanisms that use ML and NLP methods to identify
abusive comments [16,29,39]. These automated methods offer the possibility to
keep discussion forums running, while classifying and removing hateful comments
automatically [38].

Providing and operating (semi-)automated comment moderation system
include resource-intensive tasks ranging from data acquisition and labeling to
constant maintenance and evaluation of the system. For the system development,
labeled datasets are required as one of the key resources for training machine
learning models. Initial data acquisition and labeling, however, are costly and
time-inefficient tasks [36]. In addition to that, there is a need for repeated eval-
uation of the models’ performances, since language evolves continuously [17].
As a consequence, we identify the need for action to study resource-efficient and
more dynamic techniques that adequately address the presented obstacles for the
operation of comment moderation systems. Additionally, we expect a comment
moderation system to be able to adjust to changes in the data pattern, as any
real-world application must be capable of doing [4]. A concept that supports the
continuous adjustment of machine learning models is incremental learning. In
the given research, we study how incrementally-trained ML models perform in
comparison to batch-trained models in the context of semi-automated comment
moderation. We present a learning strategy that aligns with human-in-the-loop
ML techniques, as our solution continuously integrates domain knowledge pro-
vided by moderators [43].

This paper is structured as follows. In Sect. 2, we provide background infor-
mation on comment moderation systems, as well as fundamental definitions of
batch learning and incremental learning. Additionally, we present the results of a
structured literature search on incremental learning techniques used in text clas-
sification tasks. The applied research method is presented in Sect.3. Next, we
describe the objectives for our development process and explain the performed
development steps in more detail in Sect.4. Section 5 covers the demonstration
of our learning strategy and presents the results of our iterative evaluation. Our
paper closes with a concluding discussion of the research findings and limitations
in Sect. 6.

2 Theoretical Background

2.1 Comment Moderation and Comment Moderation Systems

Comment moderation and, in particular, automated comment moderation with
the help of information technology finds increasing interest in news outlets, online
communities, and academia [16,38]. Journalists perform comment moderation in
order to eliminate hate speech or abusive language from their organization’s web-
site [5]. However, definitions of terminology, such as abusive language, hate speech,
or harassment, are not clearly established in academia [7]. Removing comments
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from the comment thread can potentially be compared to censorship [5], leaving
journalists in the dilemma of removing uncivil and hateful comments, while ensur-
ing freedom of speech [28]. Comment moderation is usually performed as pre- or
post-moderation and is regulated by laws, ethics, and further guidelines [28].

Supporting technology in the form of comment moderation systems help jour-
nalists and community managers to better cope with the large amount of data
and frees the journalists from their additional work as comment moderators. [39],
for instance, present a data mining approach to automatically identify hateful
or offensive comments. They combine textual data patterns to elements derived
from the social network the comments were posted in, such as the interaction
of users. [16] discuss the role of automated comment moderation on the social
platform Reddit and demonstrate the effect of comment moderation in an online
community. [5] investigate a simplified approach to automate comment modera-~
tion, in which they used a pre-defined list of swear words to identify comments of
abusive language. However, contrary to their initial assumption, this approach
did not present itself as a useful mechanism. Thus, more advanced techniques
are necessary to support the automation of comment moderation.

2.2 Batch Learning vs. Incremental Learning

Machine learning is usually performed using batch learning, which is also referred
to as offline learning [4], single-task learning [44], or isolated learning [11]. Batch
learning works under the assumption that the data distribution of training and
test data is static and given in the training phase of the model creation [22].
After executing the training phase and deploying the machine learning instance
to production, the model is applied to classify or cluster incoming data, i.e.,
there is a clear distinction between the training and testing phase. In a dynamic
environment, however, where the entire data distribution is not given in the
training phase, machine learning instances must be able to learn continuously in
order to adjust to their environment [4]. To reflect the dynamic environment in
the learning instance, an incremental learning technique can be applied.
Incremental learning techniques aim at creating machine learning instances
that adapt to their environments while retaining previously learned knowledge
[30]. Further, incremental learning approaches are characterized by their ability
to learn new classes as well as their independence from previously learned data
[27]. Naturally, incremental learning is also better suited to address dynamic
learning problems, in which loading large datasets into memory is not feasi-
ble [4]. Online learning [20], lifelong learning [27], evolutionary learning [20], or
continual learning [23] can be used as synonyms for incremental machine learn-
ing. Frequently, however, these terms are also distinguished from one another. A
learning strategy is described as online learning to stress that it is able to process
one instance at a time, thus may be applied to data streams [1]. The term life-
long learning, however, is used to emphasize the idea to replicate human learning
[11]. Evolutionary learning can be understood as a synonym to lifelong learning
[20]. Incremental learning techniques can be further distinguished between batch
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incremental learning and single-instance learning, describing the portion of data
that is processed at a time [22].

Besides their ability to work in dynamic environments, incremental learning
techniques have further advantages over batch learning approaches. Incremental
learning methods offer computational benefits and lead to a reduced demand in
storage capacity, since a large dataset does not have to be stored in memory
throughout the entire training process [30]. The key challenge in incremental
learning, however, is finding the right balance between learning new knowledge
and retaining previously learned information, which is known as the stability-
plasticity dilemma [8]. In the stability-plasticity dilemma, the balance of learning
and retaining knowledge is described as a design question for learning systems
[8]. If a system is designed to tend to forget previously learned knowledge, it is
prone to catastrophic forgetting [23,33].

2.3 Incremental Learning in Text Classification

Among several use cases, incremental machine learning techniques also find
application in text classification (TC) tasks. In a structured literature search
based on the methodology proposed by [40], the literature databases Scopus and
Web of Science were searched for research that cover the usage of incremental
learning techniques in text classification tasks. The search string was set to a
combination of the terms incremental learning and text classification. We did
not make any further restrictions in order to obtain a broader range of results.
After excluding duplicate literature, a total of 19 papers were identified, which
were published between 2004 and 2020. Within the identified set of literature, we
recognize a shared understanding of the benefits of incremental machine learning
in a variety of domains as well as a wide range of tasks. Additionally, similar
observations with regard to the challenges of incremental learning are given.
Examples of domains covered are the identification of spam in e-mails [37], or
the detection of evidence of breast cancer in medical reports [9].

A wide range of approaches to implement incremental learning strategies for
TC tasks was identified in the literature search. While the majority of the lit-
erature covers supervised machine learning, unsupervised and semi-supervised
learning techniques are also included. Within the literature on supervised incre-
mental machine learning for text classification, well-known baseline algorithms
for text classification such as Naive Bayes (NB) [18] or Support Vector Machines
(SVM) [46] are studied. A multi-class approach was presented in [4], which is
based on the work by [32]. In [31], a non-probabilistic approach based on the
Winnow algorithm is investigated. Further, deep learning techniques such as
neural networks, particularly Recurrent Neural Networks (RNN) and Convolu-
tional Neural Networks (CNN), are also applied to implement an incremental
learning strategy for TC tasks [9,12,30]. Within the set of literature focusing on
unsupervised techniques, different clustering strategies are presented [14,21,37].
Additionally, ensemble learning is covered, which yields the advantage to bet-
ter balance learning new information and forgetting formerly learned knowledge
by continuously evaluating and exchanging classifiers within the ensemble [35].
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Lastly, semi-supervised methods are also presented, which additionally offer the
resource-efficient advantage to include labeled as well as unlabeled data for a TC
task using incremental learning [19,36,41]. Further, in [3], a bibliometric survey
on incremental learning in text classification is presented.

Despite the differences in the usage of incremental learning in text classifi-
cation, similar motivational factors and a shared understanding of the benefits
were identified. Incremental learning is used to address high memory utiliza-
tion, which is a common concern in batch learning [4,30,46]. Further, the lack of
adaptability of batch learning techniques motivates the use of incremental learn-
ing techniques as well as its inefficiency, particularly with regard to maintenance
tasks such as completely retraining machine learning models [4,34]. Incremental
learning is used to prevent performance degradation of machine learning models
used in production, i.e., to guarantee high classification performance over time
[34,46]. Similarly, a set of common concerns was identified. As textual data is
usually linked to a high dimensionality of the feature space, the constant increase
of the feature space due to continuous learning of new knowledge is a common
concern [10,18]. In the set of literature examined in our literature search, catas-
trophic forgetting is also considered as a potential issue for incremental learning
in text classification [30].

3 Research Approach

Our research connects incremental learning in text classification tasks with com-
ment moderation systems. This paper is based on the architecture and moder-
ation process of a research project presented by [29]. In this research, we aim
at developing dynamic machine learning models for semi-automated comment
moderation systems using incremental machine learning. Our research follows
a design science approach based on the Design Science Research Methodology
(DSRM) proposed by [26], using a problem-centered approach. The artifacts of
our research are machine learning models that are able to learn incrementally
when embedded in a semi-automated comment moderation system. Additionally,
we present a testing environment to support the comparison of incrementally-
trained and batch-trained ML models in the context of comment moderation
systems.

First, according to [26], researchers are demanded to identify the research
problem in order to capture the complexity of the problem. In line with that, our
research is firstly motivated and introduced: semi-automated text classification
approaches used in comment moderation systems are affected by the dynamic
nature of language. We study a flexible learning technique that continuously
adjusts to the environment and contrast it to traditional batch learning (Sects. 1
and 2). Second, objectives for the research outlet must be defined. Third, the
artifact’s design is planned, and the actual development is performed. We define
requirements for a dynamic learning approach embedded in comment modera-
tion systems and apply the requirements to the artifact development (Sect.4).
Next, the developed artifacts are demonstrated and evaluated with regard to
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their ability to continuously learn new knowledge and in comparison to tech-
niques based on batch learning (Sect.5). We perform an iterative performance
evaluation based on common performance metrics to compare both learning
techniques. Thus, this section also covers the evaluation phase according to the
methodology by [26]. Last, the paper closes with a discussion of the research
findings and an outlook on future research (Sect. 6).

4 Incremental ML in Comment Moderation Systems

4.1 Design Objectives

For our research, we consider a semi-automated comment moderation system
where the extent of incoming comments that are automatically moderated is
controlled by the level of certainty of the machine learning instance as mea-
sured by the prediction probability. Manual moderation is only performed if
the machine learning instance is not able to assign the comment a label with a
probability above a pre-defined threshold. Thus, a certain amount of modera-
tion must still be performed manually, which will be used as the foundation for
incrementally updating the machine learning instance. During the operation of
a CMS, each manual moderation activity generates a labeled data instance as
a by-product. Our goal is to incorporate a single-instance incremental learning
technique, in which the machine learning model is updated after processing man-
ual moderation decisions performed by a user. In this way, a resource-efficient
and continuous learning strategy is created, and human knowledge provided in
the form of the labeled comment is continuously integrated.

As a testing environment, we create a simplified comment moderation sys-
tem. We simulate a steady data flow and manual moderation activities with the
help of a labeled dataset. A manual moderation decision is simulated by deriving
the true label of a data instance from the labeled dataset. Given that, the appli-
cation does not rely on user input, but makes use of the knowledge provided in
the labeled dataset. A continuous arrival of new data is replicated by process-
ing one data instance at a time, chronologically ordered based on the creation
timestamp of the data instances. Further, we aim at contrasting an incremental
learning technique with batch learning. To do so, we additionally create batch-
trained classifiers and use them as a reference for the subsequent evaluation and
incremental training procedure. In order to better observe the adaptation of the
models and the effect of incremental learning, time-intensive training of the mod-
els in advance is deliberately avoided, while we perform proper batch learning
on the benchmark models. For the ML models that will subsequently be trained
incrementally, we train the models in advance to guarantee that their initial
performance is at least better than random guessing (i.e., validation accuracy:

50%).

4.2 Development

We study incremental learning approaches based on three different algorithms:
Naive Bayes (NB), Adaptive Boosting (AdaBoost), and Logistic Regression
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(LR). The algorithms were selected because of their simplicity and suitability
for incremental learning [21,24,45]. NB is a prominent algorithm for incremental
text classification tasks, as its simplicity allows for a straightforward update of
the classifier [21]. An incremental learning variant of a NB classifier updates its
prior probability by turning the posterior probability to the new prior proba-
bility [21]. While in regular adaptive boosting, the weight of an observation is
changed based on the entire training set, incremental AdaBoost uses sampling
with replacement based on a Poisson distribution [24]. As a base estimator, we
use simple tree-based classifiers. For incremental LR, the incremental adjust-
ment is performed by updating the logistic regression parameters using stochas-
tic gradient descent [45]. For each algorithm, we develop a batch-trained and
incrementally-trained ML model. We implemented the algorithms that will be
trained incrementally using the Python library river and thereby fulfill the goal
to create ML models based on single-instance incremental learning [22].

For the model training, we additionally use the Python packages scikit-learn
[25] and scikit-optimize! as well as spacy? and NLTK? for preprocessing the
textual data. The model training is based on a labeled dataset, some of which is
publicly available [2]. The dataset contains around 430,000 German comments
and covers the period from November 2018 to July 2021. A binary labeling was
used to differentiate the comment data between rejected (positive), i.e. hateful
or offensive comments, and accepted (negative) instances [2]. With the help of
community managers from a German newspaper as well as crowd workers the
dataset was labeled. Only around 25,000 data instances, roughly 6% of the entire
dataset, are labeled as positive, thus making the dataset highly imbalanced.

Prior to applying ML algorithms on the data, the dataset is preprocessed
using common NLP techniques. We apply stop word removal, lemmatization,
lowercase conversion and remove special and single characters. Further, we use
the term frequency-inverse document frequency (TF-IDF) weighting scheme to
vectorize the textual data due to its simplicity and suitability for incremental
learning. The implementation of the vectorization for the incrementally-trained
models supports a continuous extension of the feature space when new tokens
appear in the comment data, which appropriately reflects a continuous learning
behavior [6]. Next, hyperparameter tuning is performed using GridSearch and
Bayesian Optimization using scikit-learn and scikit-optimize. We apply well-
established and commonly used techniques and additionally align the data prepa-
ration steps with the suggestions by [2] in order to simplify the learning process
and focus on the comparison of the learning techniques.

Based on the preprocessed data and optimal hyperparameter settings, we
perform the (initial) training of the classifiers. For the batch-trained models,
we created a balanced subset of the entire dataset (~34,000 instances). For a
reduced initial performance, only a subset of the newly created balanced dataset
is used to initially train the models that will perform incremental learning in the

! https://scikit-optimize.github.io/.

2 https://spacy.io/.
3 https://www.nltk.org/.
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subsequent step (~4,000 instances). The data samples in the subset were ran-
domly sampled. It is important to note that we utilized the oldest data available
in the dataset for the (initial) training and newer data for the performance eval-
uation in order to correctly represent the time dimension, as we aim at under-
standing how the performance of ML models changes while language evolves
over time. Further, there is no overlap between data used for the training and
evaluation, and the dataset for the evaluation immediately follows the training
dataset in time.

The final part of the development step covers the testing environment used for
incrementally updating the classifiers, as well as to evaluate their performance.
For the development, we used the Python library streamlit* that supports the
creation of web applications for data science tasks. We use the application to
simulate the constant data flow and moderation activities, as well as to trigger
the incremental model updates. In the given case, the data flow is paused until
a comment is processed and, if necessary, an update iteration of the machine
learning model is performed. As specified above, the update of a model is trig-
gered when the certainty of the ML instance for classifying an incoming comment
based on the prediction probability falls below a pre-defined threshold. A false
classification does not initiate an update.

5 Demonstration and Evaluation

For the performance evaluation, we apply prequential evaluation, or test-then-
train evaluation, which is a well-known technique to evaluate the performance
of data streams [1,4,13]. The term prequential is the short form for predictive
sequential [1]. The first step in the prequential evaluation is computing the pre-
dictions for each incoming data instance. In a second step, every single instance
is used to update the classifier [13]. We use a modification of the prequential
evaluation since we restrict the update of the classifiers to the manual modera-
tion decision, whereas we evaluate the performance by updating the performance
metrics for each incoming instance. Further, we apply immediate feedback, i.e.,
whenever a manual moderation activity is simulated, the data flow is paused
[4,37]. This ensures that we keep the chronological order of the comments based
on their creation timestamp. We evaluate the performance outcome of the incre-
mental model with regard to varying values for the threshold for the prediction
probability as well as the observation period.

The performance evaluation is based on the metrics accuracy, the area under
the receiver operating curve (ROCAUC), precision, and recall. In combination,
these performance metrics allow for a comprehensive and appropriate evalua-
tion of the classifiers’ performances, when evaluated on imbalanced datasets.
Based on simple cross-validation, we determine the starting performance of each
classifier based on a validation set. As we study a single-instance incremental
learning approach, we apply the API for metrics provided by the Python pack-
age river. The metrics are updated based on the true label and the predicted

* https://streamlit.io/.


https://streamlit.io/

146 A. Wolters et al.

Table 1. Initial performance per classifier

Classifier Initial performance metrics

Accuracy | ROCAUC | Precision | Recall
NB (BL/IL) | 0.70/0.63 | 0.77/0.71 |0.74/0.62 | 0.61/0.67
AB (BL/IL) | 0.66/0.53 | 0.72/0.52 | 0.66/0.51  0.66,/0.55
LR (BL/IL)  0.70/0.60 | 0.76/0.64 |0.74/0.60 0.61/0.54

label or the prediction probability. In Table 1, the initial performance values, i.e.,
the starting point for the subsequent evaluation, for the batch-trained models
(BL) and models that will be incrementally-trained (IL) are depicted. In the
subsequent performance evaluation, the metrics of both types of classifiers will
be updated after processing a single instance. The results in Table 1 indicate
a decent performance for each batch-trained classifier. These results justify the
use of the models as performance benchmarks in the given research. Each clas-
sifier that will be incrementally trained in the subsequent step, shows a reduced
initial performance as desired. Each of the weak classifiers performs better than
random guessing, i.e., the previously defined design objective is fulfilled. In addi-
tion to the performance metrics, we also record the number of misclassifications
performed by each model in the subsequent performance evaluation. Further,
we additionally save the label of each instance that was used to perform an
incremental update in order to get more insight into the training dataset.

We executed the performance evaluation in an iterative manner to study the
effect of different parameter settings on the classifiers’ performances. First, we
focused on the effect of varying threshold values for the prediction probabil-
ity, i.e., we regulated the amount of manual comment moderation in our sys-
tem. Naturally, a higher prediction probability creates a larger number of com-
ments that must be manually moderated in the semi-automated setting. A larger
amount of manual moderation, however, also implies more frequent updates of
the incrementally-trained models. We noticed, that a higher frequency of incre-
mental updates of the model leads to fewer misclassifications performed by the
incrementally-learned classifier. Additionally, a high increase in the accuracy as
well as the ROCAUC score of the incremental models was recorded. However,
in the given context, a high accuracy might give a misleading impression of
the true performance, since the dataset is imbalanced. For the incrementally-
trained models, we observe a strong decline in the recall and/or precision of the
classifiers. As compared to the incrementally-trained models, the batch-trained
models, however, rather show slight performance degradation with regard to
the development of the classifiers’ accuracy and ROCAUC score. However, they
also demonstrate a constant value for their recall scores. Based on these initial
observations, we came to the interim conclusion that the batch-trained classi-
fiers outperform the incrementally-trained models with regard to their ability to
properly identify the minority class. We attribute this observation to the differ-
ences in the distribution of the training data. While we used a balanced dataset
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for the batch training, which is a common practice to allow for proper distinc-
tion between classes, the incrementally-trained models work on an imbalanced
dataset. Thus, we continued our evaluation by incorporating sampling strategies
to the incremental learning process.

First, we incorporated random undersampling of the majority class to the
incremental learning process. The sampling strategy extends our set of param-
eters by the desired class ratio for the data sampling. We executed different
performance evaluations using varying parameter settings for the desired class
ratio, as well as the threshold for the prediction probability and the observa-
tion horizon. The results, however, indicated that undersampling the majority
class does not improve the incremental learning process. Rather, undersampling
showed a worse performance than in previous iterations of our evaluation. In
particular, we noticed a strong increase in the number of misclassifications per-
formed by the incrementally-trained models.

Second, we therefore applied random oversampling of the minority class
instead of undersampling the majority class. We were able to see minor per-
formance improvements as compared to previous iterations where no sampling
strategy was used. Therefore, we continued applying oversampling to the incre-
mental learning approach and observed that an equal ratio between both classes
creates the best results. Most likely, oversampling outperforms undersampling in
the given context, as undersampling reduces the training dataset for the incre-
mental model updates [42]. Still, the loss in the classifiers’ precision and recall
value remain. In several cases, however, the significance of the loss is reduced
when oversampling with an equal ratio between the classes was applied. Still, an
indication of a potential competitiveness of incremental learning techniques with
batch-trained models is the lower number of misclassifications performed by an
incrementally-trained ML model. For the comparison between incremental learn-
ing and batch learning, we additionally observed that the incrementally-trained
models are able to outperform their batch-trained counterpart with regard to the
accuracy. However, the batch classifiers showed more stable results, particularly
concerning the recall and precision value.

In Fig. 1, exemplary results of our research are presented. The figure shows
the performance development of each incrementally-trained classifier based on
the selected performance metrics. In the legend of the performance plot, the
starting value for each metric of each classifier is given. The results for the
AdaBoost, Naive Bayes, and Logistic Regression classifier are depicted as dashed,
dotted, and solid lines, respectively. For each incrementally-trained classifier,
oversampling with an equal ration between both classes was applied. Addi-
tionally, the threshold for the prediction probability was set to 80% and the
performance development was observed over the course of three months with
equals an amount of roughly 36,500 comments. Figure 1 shows the performance
development of the classifiers after processing each of the comments in the eval-
uation dataset. Interestingly, the development of the accuracy, ROCAUC, and
recall score of each incrementally-trained classifier show a similar pattern. For
the accuracy of each classifier, a rather strong increase can be observed at the
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Fig. 1. Performance development of incrementally-trained models
(--- AdaBoost, Naive Bayes, — Logistic Regression)

beginning of the observation period, while the slope of the increase is reduced
after around one third of the observation horizon. Similarly, each model shows an
increase in its ROCAUC score at the beginning of the observation period and a
slight decrease of the score after processing around 8,000 comments. In roughly
the last third of the observation period, the values for the ROCAUC scores
appear to be rather stagnant. Additionally, the final ROCAUC scores are very
close to the initial performance scores. While we observe a constant decline of the
classifiers’ recall values, the development of the precision score differs. Here, the
logistic regression model demonstrates a slight decrease at the beginning of the
observation period, but shows a rather constant value after processing around
5,000 comments. Both remaining models, however, show a very strong decline in
their precision at the beginning of the observation and a reduced but still con-
stant decrease towards the end of the observation period. Still, neither the recall
nor the precision value of any incrementally-trained classifier demonstrates an
improvement during the observation.

In addition, we observed differences in the training datasets for the incremen-
tal learning for each classifier. These differences concern the size of the datasets
as well as the given distribution between the classes, indicating different lev-
els of confidence between the classifiers and among the classes. The Logistic
Regression classifier appears to have a rather high level of confidence in its pre-
dictions, since the training dataset for incrementally updating the classifier was
rather small. Additionally, data instances from the minority class are slightly
less underrepresented, accounting for about 14% of the training data set. For
the NB and AdaBoost classifier, however, the training dataset always roughly
reflects the overall distribution of the classes. The training set for the incremen-
tal Naive Bayes classifier contains around a third of the evaluation dataset, while
more than half of the dataset was used for updating the incrementally-trained
AdaBoost classifier.
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We come to the conclusion that the batch-trained classifiers outperform
incrementally-trained models with regard to the proper identification of hate
speech, i.e., correctly classifying the positive class. These inclusive results indi-
cate that more in-depth research on the reasons for the demonstrated develop-
ments is necessary. We conclude that the incrementally-trained models are not
able to properly distinguish between classes and thus fail to properly identify
hate speech in comment data. The monitoring of the development of the per-
formance metrics over the course of time shows that the incrementally-trained
classifier are not fully able to compete with batch-trained ML models.

6 Concluding Discussion and Future Work

In our research, we investigated how incrementally-trained ML models perform in
comparison to batch-trained ML models in the context of semi-automated com-
ment moderation systems. In a testing environment, we simulated a continuous
data flow as well as manual moderation decisions, which we used to incremen-
tally train the underlying machine learning model. In several performance eval-
uations, we compared incrementally-trained ML models to batch-trained models
when embedded in a comment moderation system.

In each evaluation iteration, it became evident that the ability of a machine
learning model which is continuously learned on incoming comments to compete
against batch learning is limited. In several cases, we observed fewer misclassifi-
cations performed by the incrementally-trained classifiers than the batch-trained
models. Still, the performance development of the incrementally-trained models
showed insufficient improvements, since the incremental training of the clas-
sifier does not improve the precision and recall score of the model. Possibly,
the lack of improvement is attributed to the underlying data the incremental
training was performed on. Although we incorporated sampling strategies, we
regard the imbalance in the dataset as a potential cause for the insufficient
improvement. Additionally, the high dimensionality of the feature space and its
constant increase might be a possible reasoning for the classifier’s difficulties to
properly distinguish and learn both classes. More advanced sampling strategies
and feature selection techniques might be appropriate to improve the data and
thus the incremental learning [18]. Further, our research is limited with regard
to the evaluation metrics used. Nevertheless, it became evident that oversam-
pling the minority class when updating the classifier incrementally improves the
performance of the classifier with regard to properly identify abusive language.
Contrary to that, undersampling caused weaker performances of the incremen-
tal classifiers due to the reduction in the training dataset. Given the current
limitations of our research, we regard a combination of traditional batch learn-
ing and incremental updates of the classifier as an appropriate technique. It
would ensure a constant level of classification quality in the long-term use of the
semi-automated comment moderation system, as well as circumvent complete
retraining steps of the classifier in the future.
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Besides the limitations regarding the results of the incremental training, our
study is also limited with regard to the simulation of semi-automated comment
moderation. We assumed that manual moderation decisions are strictly made
in the chronological order and without any delay. Still, our research opens up
the debate on incremental machine learning techniques for comment moderation
systems and introduces the use of more dynamic learning strategies in semi-
automated comment moderation systems. Future work should aim at under-
standing the observed behavior in more detail, and finding solutions to improve
the outcome of an incremental learning technique embedded in semi-automated
comment moderation systems.
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