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Preface

The purpose of this book is to combine ‘“‘state-of-the-art” solutions of various
research communities (such as Information Systems Engineering, Cloud Comput-
ing, Fog/Edge Computing, Pervasive systems, Distributed systems, Middleware
systems) related to the Pervasive Information Systems emergence as a common
point of view. Pervasive Information Systems (PIS, for short) are deeply multidis-
ciplinary systems, demanding a holistic view in which multiple domains are invited
to contribute.

Indeed, new IT trends have an important impact on IT infrastructures, which
become more and more heterogeneous, flexible, and dynamic. For example, IT
infrastructures now are supposed to:

* Push the business by supporting alternative pervasive business processes
* Capture data from IoT devices, which can be used to improve business layers

PIS should be aware of the evolution of its real environment and its own execution
environment, helping to adapt its behavior at each layer according to the situation at
hand.

Therefore, Kirsch Pinheiro et al. introduce in chapter “What is a “Pervasive
Information System” (PIS)?” the definition of PIS and present a transversal view
of a PIS, its interactions, and the multiple research domain that contribute to this
view. This chapter also describes the implications of its adoption on both technical
and organizational aspects, identifying a set of requirements for the construction of
a PIS and its operation.

In chapter “Design and Modeling in Pervasive Information Systems”, Souveyet
and Deneckere propose a systematic literature review to analyze how researchers
handle the design of PIS. This literature review demonstrates that the requirements
identified in chapter “What is a “Pervasive Information System” (PIS)?” remain an
open issue for PIS at the design level.

In chapter “The Context Awareness Challenges for PIS”, Kirsch Pinheiro
discusses the challenges related to context awareness support on PIS. Multiple
insights are highlighted from the literature, including the need for an efficient
middleware for context awareness support, but also the opportunities that arise with
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Edge Computing and Edge Learning technics that are respectively the subject of
chapters “Middleware Supporting PIS: Requirements, Solutions, and Challenges”
and “Edge Computing and Learning”.

In chapter “Middleware Supporting PIS: Requirements, Solutions, and Chal-
lenges”, Taconet et al. examine challenges related to middleware supporting PIS
activities. Several requirements and state of the art of available solutions are
discussed, with a particular interest in energy concerns.

In chapter “Edge Computing and Learning”, Lalanda expands the vision of PIS
toward IoT, Edge Computing, and Edge Learning (Edge Al). By analyzing usages
and similarities among these research domains, this chapter tackles the opportunities
and challenges for the deployment of PIS.

Looking closer to implementation aspects, Le Moél and Carrilo produce in
chapter “IS: IoT & Industry 4.0 Challenges” a detailed panorama of environments,
protocols, and standards that enable the implementation of PIS over IoT and
Industry 4.0 environments. By observing how context information is handled in
these environments, the authors invite a reflection on how to conciliate customer
and industry goals with the help of PIS.

Finally, going further on the deployment of PIS aspects, Fernandes et al. produce
in chapter “PIS: Interoperability and Decision-Making Process — A Review” a
detailed survey on requirements and strategies to ensure the interoperability of PIS.
This is indeed a key aspect for the integration of services and the adoption of PIS.

Paris, France Manuele Kirsch Pinheiro
Paris, France Carine Souveyet
Anglet, France Philippe Roose

Reims, France Luiz Angelo Steffenel
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What Is a “Pervasive Information )
System” (PIS)? Gty

Manuele Kirsch Pinheiro, Philippe Roose, Luiz Angelo Steffenel,
and Carine Souveyet

1 Introduction

The integration of new technologies such as IoT, Big Data, Cloud and Edge
Computing, as well as new practices, such as agile and DevOps makes organizations
rapidly evolving. Through these technologies and practices, organizations are
mainly looking for more flexibility in order to better react to a dynamic business
context.

The Information Technologie (IT) domain is gradually embedded in the physical
environment and can accommodate the user’s requirements and desires when
necessary. This evolution significantly changes the way Information Systems handle
its infrastructure. The traditional approach in Information Systems Engineering
is silo-based, in which the IT business services layer and the IT infrastructure
layer are always managed separately, whereas this evolution implies considering
Information Systems beyond the organization’s physical environment to integrate
new technologies in a transparent manner, leading to a pervasive environment
whose behavior should be more and more reactive & proactive. It corresponds to
an important change for Information Systems Engineering and for IS themselves,
which are becoming what we call here Pervasive Information Systems.
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2 M. Kirsch Pinheiro et al.

Pervasive Information Systems (PIS) can be defined as a new class of Information
Systems. It can be characterized by an IT that is gradually embedded in the physical
environment and can accommodate the user’s requirements and desires when
necessary. In contrast to traditional Information System, Pervasive Information
Systems should be aware of the evolution of its real environment and its own
execution environment, requiring a holistic view of them at the design time but
also at the execution time. Thanks to these multiple influences that characterize this
new generation of Information System, Pervasive Information Systems are deeply
multidisciplinary systems, demanding a holistic view in which multiple domains are
invited to contribute.

The purpose of this book is to combine “state-of-the-art” from various research
communities related to the PIS emergence (such as Information Systems Engi-
neering, Cloud Computing, Fog/Edge Computing, Pervasive systems, Distributed
systems, Middleware systems), in order to build such a holistic view. But, before
analyzing the different aspects contributing to this view, it is necessary to define
what is a Pervasive Information System and what can be its outstanding charac-
teristics. In this first chapter, we tackle this question, abording different definitions
found in the literature and proposing a set of requirements and characteristics for
those systems.

The remaining of this chapter is organized as follows: Section 2 remind the
definitions of traditional Information Systems; Section 3 tries to understand the
evolutions leading to emergence of PIS, while Sect. 4 proposes a definition for PIS.
Section 5 identifies relevant requirements and additional characteristics for these
systems, before concluding on Sect. 6.

2 What Is an Information System (IS)?

Before considering Pervasive Information Systems (PIS), it would be important to
consider the notion of Information System (IS) itself.

Several definitions for IS can be found in the literature. For instance, Laudon and
Laudon (2013) consider as IS as an interconnected set of resources which are able
to gather, to handle, to store and to disseminate information in order to contribute
to decision making, coordination, control and management in an organization.
Rolland et al. (1988) have defined IS as set formed by: data; rules that define
the informational functional; procedures to collect, store, transform, retrieve and
communicate information; human resources and technical means that cooperate and
contribute to system function and to achieve its purposes.

Carvalho (2000) has underlined that there is more than one possible meaning
for the term “Information System”. This author has studied multiple definitions,
emphasizing common aspects characterizing these definitions (and by extension
the IS themselves): all definitions deal with information; they are all related to
organizations or to the work carried out in organizations; and they all are related
to information technology, either because they can benefit from its use or because
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they are made with computers and computer-based devices. Most of the definitions
cited by Carvalho (2000) mention information that are necessary to and handled by
the organizations, as well as the presence of both IT elements and human/manual
elements, reveling a complex ecosystem of resources. According to Carvalho
(2000), we may see an IS as: (i) an object that deals with/process information,
that collects, store, transmit, code/decode, calculate and create information; and/or
(i1) an object whose purpose is to inform, to contribute to someone’s acquisition
of knowledge, which is necessary for executing some action in some context.
Through these definitions, it becomes clear that we are facing a complex ecosystem
composed of different aspects related to information (production, management and
dissemination) in an organization, and of resources (human and IT) necessary to
handle it, acting together on the behalf of organization’s interest.

In the last decades, Information Systems have become an important aspect for
every organization, contributing to its overall performance. This impact can be
observed through the last decades of researches on management of IS, as underlined
by Desq et al. (2016). However, we could observe in the last years the growing
importance of IT aspects on IS. On many organizations, IS is mostly considered as
a set of IT resources necessary for the organization’s process and global running.
In this sense, IS is often perceived as a set of IT resources controlled by the
IT department, who masters all its components and whose existence is bounded
by the limits of the organization. In this IT-driven perception, an IS is perceived
as a complex construct with technologies, information, processes and practices
necessary for satisfying stakeholders’ needs and reaching organization’s goals.
The business aspects represent then the guiding line for the management of this
construct, which remains stable: every single component is decided and managed
according organization’s needs. It is precisely this stability and this fined-tuned
control that new technologies and practices are bringing into question.

3 Information System Evolution: Towards a Pervasive
Information System

The last decades have witnessed several technological evolutions and new uses that
have strongly impacted IS. Among the new trends that have emerged in recent years,
we may cite BYOD, IoT, Big Data, Cloud Computing and Edge/Fog Computing,
and the democratization of Machine Learning.

The introduction of these trends brings profound changes in organizations and
in their Information Systems (IS), as they are now facing a pervasive environment.
These systems and their users are confronted with a growing heterogeneity that must
be managed and understood. In order to better understanding the upheaval motivated
by the introduction of those new trends, it is necessary to get a closer look on these
trends, which can be organized on four categories: the usage evolution, the barrier
with the physical world, the data revolution and the IT infrastructure.
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Usage Evolution

The development of mobile technologies, including 4G, has contributed to the
democratization of the Internet access with a reasonable bandwidth almost every-
where, which has also contributed to the adoption of the BYOD (Bring Your
Own Device) practice. BYOD consists in using one’s own personal computer at
work. According to this practice, employees use their own personal terminals to
work, navigating seamlessly between their private and work spaces, instead of
accumulating multiple terminals according to circumstances, location or profes-
sional needs (Chang et al. 2014). This mix of personal and professional hardware
represents a significant change for organizations IT departments, which traditionally
govern, deploy and control all technologies used by employees/collaborators for
their professional activities (Earley et al. 2014). Today, it becomes common (or
usual) to use your own personal devices (which are no longer limited to laptops) to
access your company’s information system, wherever you are. A ubiquitous access
“Anytime, anywhere” from any kind of terminal has become a reality. According to
Andriole and Bojanova (2014), the use of new devices such as Microsoft HoloLens,
Apple Watch, and other Bluetooth devices, creates new opportunities for businesses
as these new devices are changing the way we browse, search, shop, and even live.
It is therefore natural to think that the arrival of these new personal devices into
organizations may also change the way we work.

Breaking the Barrier with the Physical World

The introduction of Internet if Things (IoT) technologies on companies offers
new opportunities of interacting with the physical environment, and through these
new interactions, it brings new business perspectives. According to Sundmaeker
et al. (2010), it is expected that IoT objects will become more and more active,
participating in different aspects of society, through business, information and
social process. The informational aspect remains probably the most prominent
one within today’s organizations. Thanks to the IoT, it is possible to easily (and
even continuously) collect information from the physical environment, but also
to act upon this environment through sensors and actuators often connected to
networked nano computers with some computing power. The physical environment
can then become an integral part of business processes and, consequently, part of
the Information System itself, as shown by the recent development of Industry 4.0,
which heavily relies on the IoT and on the data coming from it, as observed by Lu
(2017). Data can be new collected almost everywhere directly from the physical
environment. As a consequence, the Information System is not anymore bounded to
a world of virtual/digital objects, it extends its action into the real/physical world.

Data Revolution

The data collected from IoT objects enriches an already large set of available data
within organizations. Big Data platforms allow to better control this impressive data
volume and to exploit it properly. The recent success of Data Lakes (O’Leary 2014),
often built on the top of platforms such as HDFS, is an excellent illustration of the
definitive adoption of Big Data into organizations. This massive volume of data is
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now available to data scientists, who can extract an added value from it, thanks to
multiple data analysis techniques, including those derived from Machine Learning,
whose success often depends on the availability of such a large volume of data.
The growing interest of companies on Machine Learning techniques illustrates the
interest of those on exploring this data and on the potential added value it may offer.
Nonetheless, the possibility of performing such analysis depends on the availability
of an appropriate infrastructure allowing this kind of exploitation, demanding an
appropriate infrastructure and (human resource) skills for doing so. The availability
of these new sets of IoT data imposes also considering its management, and
particularly handling privacy, security and data quality issues, whose impact grows
together with volume.

IT Infrastructure Flexibilization

Last but not least, IT infrastructure has significantly changed with the popularization
of Cloud Computing platforms. Indeed, the rise of Cloud Computing has enabled
many organizations to rationalize their IT infrastructure. Cloud Computing can
be seen as the ability to access a pool of resources owned and maintained by a
third party via the Internet. It is not a new technology by itself, but a new way of
consuming computing resources (Ferguson-Boucher 2011). In the cloud model, the
resources no longer belong to the organization, but they are most often “leased”
from one or more providers according to the organization’s needs. Cloud resources
are thus perceived as having a low maintenance cost, switching to an on-demand
model in which organizations may adapt their consumption according to their needs
and only pay for the resources they actually consume. However, the adoption of
the Cloud model is often accompanied by some fears related to the outsourcing of
data and data processing. These fears concern in particularly security, confidentiality
and network latency issues. The choice between deploying a certain service in
an internal organizational resource or outsourcing it into a public Cloud resource
becomes now as strategic as technical. Consequently, resources are more and more
visible and must now be managed from more than just a technical perspective.

Edge/Fog Computing have reinforced this aspect. Fog computing is an architec-
ture that extends services that the cloud provides to the Edge devices. It can be seen
as a new paradigm for disseminating computing, storage and service management
closer to the end user, all along the continuum between the cloud, and objects (IoT)
and end devices (Atta-ur-Rahman et al. 2021). Cisco was first introducing the term
Edge Computing in 2012 as it works at the edge of the network, but it is also called
Fog as we use close to the ground services. Thus, thanks to Edge/Fog Computing
platforms, it is possible to consider the use of proximity resources for the execution
of certain services. This makes it possible to consider the use of resources other
than those located in data centers or in Cloud platforms to run services, offering
new perspectives for further rationalizing the use of available resources.

Moreover, the current trend towards increased use of micro-services in orga-
nizations, which advocate for a finer breakdown of functionalities, is enabling
applications to be deployed more easily over differ kind of infrastructures. It
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is now possible, with the help of micro-services, to envisage an opportunistic
use of available resources, as supported by (Mulfari et al. 2015; Villari et al.
2016). All the conditions are thus in place to enable the dynamic deployment
of IS services over resources as varied as cloud resources (private or public),
traditional data center resources, network devices, IoT, or mobile terminals, in
a transparent way. All these developments have transformed the nature of the
resources available in Information Systems. These resources have become more
distributed, heterogeneous, and organized in an infrastructure that has itself become
more dynamic. The placement of services on these resources, which before stated
for a “simple” technical problem, becomes a non-trivial problem, with a strategic
dimension.

All these new technologies and trends are gradually entering into the composition
of Information Systems, leading to their evolution. Today, we are observing the
emergence of a new generation of IS that could be called pervasive, both by their
distribution beyond the organization’s boundaries, and by the pervasive nature of
the environment they integrate. Thanks to these new technologies and practices,
Information System can extend well beyond the physical limits of the organization.
They are now accessible everywhere, they include resources both inside and outside
the organization, and they can even integrate the physical environment itself. As
pointed out by Castro-Leon (2014), the notions of what is inside or outside an
organization have become blurred with processes that use resources other than those
within the organization’s traditional perimeter. The environment has become more
and more heterogeneous, integrating very different devices, which can moreover be
mobile, adding dynamism to the heterogeneity. Thus, we have Information Systems
and IS users that are increasingly confronted with a heterogeneous and dynamic
environment, in terms of resources, services and data. We may expect from these
systems more flexibility and a certain “smartness” in order to better carry out
the organization’s activities and better satisfy user’s and organization needs. This
expected “smartness” is one of the main points leading to the rise of Pervasive
Information System, whose definition is discussed on the next section.

4 Defining Pervasive Information System

In this section, we will try to define what is a Pervasive Information System, based
on the literature and on the expectation, one may have about these systems.

Several visions of the term “Pervasive Information Systems” exist. A first trend
is summed up by the fact that the keyword “pervasive” is associated with ubiquitous
information that is captured anywhere, thanks to sensors scattered around the
physical environment. The system, in this case, is designed as a sensor-oriented
system to capture information anywhere and anytime. This trend is represented in
particular by systems derived from IoT (Xiao et al. 2017; Brahem et al. 2021; Lippi
et al. 2021; Kim and Lee 2021). However, even if the data represents an important
concern on these systems, notably thanks to IoT and Big Data related technologies,
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this evolution cannot be reduced to the availability of data everywhere. It is not
only a matter of data, it is about a whole Information Systems that can be deployed
everywhere, available all the time. In short, it is about the Weiser’s (1991) vision of
Ubiquitous Computing becoming reality over current Information Systems.

Another trend consists in assimilating these systems to ubiquitous environments,
autonomously providing comfort to one or more users. These pervasive systems are
often limited to an application, a location and/or a set of intelligent technological
devices. However, they are rarely connected to the trades or traditional Information
Systems of an organization. We then speak of pervasive systems or rather appli-
cations, of which we can cite (Maass and Varshney 2012; Cheraghi et al. 2021;
Lalanda et al. 2021; Raychoudhury et al. 2013; Romero et al. 2010). This trend lacks
of a business view, which characterizes traditional Information Systems. Besides, as
we could observe on Sect. 2, Information Systems cannot be reduced to a simple set
of applications, which will be the case if we consider Pervasive Information System
only through pervasive systems lens.

Finally, the trend that we consider in this chapter is indeed that of an Information
System that is becoming pervasive. It must consider events in physical environments
and offer adapted services as close as possible to users. In this trend, we can cite
(Kourouthanassis et al. 2010; Najar et al. 2014; Hauser et al. 2017).

For Kourouthanassis and Giaglis (2006), a Pervasive IS can be seen as an
emerging class of IS in which IT is gradually embedded in the physical environment,
capable of accommodating users’ needs and desires when necessary. The term
“Pervasive Information Systems” was introduced by Joel Birnbaum (1997). In
this article, Birnbaum (1997) considers a technology that becomes pervasive, and
thus invisible to the human eyes: “Today’s schoolchildren don’t think of TVs
and telephones as technology-they can’t imagine life without them. Tomorrow’s
children will feel the same way about computers, the networks connecting them,
and the services they perform”. This corresponds to the “cognitive invisibility”
reported by Bell and Dourish (2007). These authors mention a technology that
is invisible to us, since we use it continuously without necessarily perceiving
it as computers. Birnbaum (1997) talks about an information technology that
should become intuitively affordable for everyone and that should bring enough
added value to justify the necessary investments. Considering the aforementioned
evolutions and trends, as well as the opportunities they offer to the organizations,
we may say that this point has been reached. And the consequences for IS are
not insignificant. Birnbaum (1997) emphasizes in particular the expectations with
regard to the services offered. For this author, in the same way that people expected
(in 1997) to have a dial tone when they picked up a telephone handset, people
will (nowadays) wait for useful information to be available and ready for use. To
sum up, even if Birnbaum (1997) does not precisely define the notion of PIS as
Kourouthanassis and Giaglis (2006) do, the elements that he enumerates in his
article, i.e. the technology that becomes “invisible”, the importance of services
and the added value of information, the paradigm shift with people paying by use,
modifying what was before a capital investment in service, etc., characterize quite
well what today’s information systems are becoming.
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Again, according Kourouthanassis and Giaglis (2006), unlike traditional IS, PIS
encompass a more complex and dynamic environment, composed of a multitude of
artefacts (and no longer just desktop computers), capable of perceiving the users’
context and of managing the mobility of these users. In the literature, the term
“mobile” IS (Krogstie et al. 2004) is also employed, with the notion of mobility
used in a broad sense: spatial, temporal, but also contextual. Krogstie et al. (2004)
refer to systems characterized by their dynamism, by frequent changes of context
(spatio-temporal, environmental context, but also relative to users, their tasks and
even available information), and thus requiring an important capacity of adaptation
from the system to the users. Even if (Krogstie et al. 2004) mention in particular the
adaptation of interfaces for a better interactivity with users, whatever the terminals
they use, it is easy to imagine that this adaptation should be extended to the proposed
services and their implementation.

Therefore, we are confronted with the emergence of Information Systems that
extend beyond the physical (and logical) boundaries of the organization, that
integrate new technologies and an environment that has itself become pervasive (in
a technologically charged sense) in a more or less transparent way, and from which
we expect more intelligent behavior, both reactive and proactive.

Pervasive Information Systems are more then never characterized by its com-
plexity, whose management should change when compared to traditional IS. Indeed,
traditionally, Information Systems engineering has mastered the complexity of the
system by a layered and “silo” view. This traditional compartmentalized view
limits interactions between the different levels and does not promote the flow of
information between them. However, the introduction of new technologies and new
practices has turned this organization upside down. For example, the strategic nature
of the choice between an “on-premise” or Cloud deployment, or the migration of
systems to a micro-services architecture are all illustrations of these upheavals.
The complexity of managing IT infrastructure is no longer just a technical issue
but becomes constrained by policies that the business can drive. Likewise, the
ubiquitous IT infrastructure in an organization’s physical environment enables
information to be captured that can influence the business processes supported by
the information system and the organization. Nevertheless, when one considers
an Information System that becomes pervasive, the synergy between the business
layers of the Information System and the distributed, dynamic and heterogeneous
IT infrastructure then becomes an essential factor of PISs.

Therefore, this synergy forces us to question the stratum of partitioned layers
in which IS engineering was built and to think of the pervasive information
system according to its vertical dimension (verticality) from the business to the IT
infrastructure in an integrated manner (see Fig. 1).

In order to promote such verticality, several aspects ought to be considered. In
the next section, we consider relevant requirements and characteristics that, for us,
should designate Pervasive Information Systems.
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Fig. 1 Schematic view of a Pervasive Information System

5 PIS Requirements and Characteristics

As stated before, Pervasive Information Systems should be aware of the evolution
of its real environment and its own execution environment. This will help to adapt
the behavior of each system layer according to the situation at hand. This synergy
between the layers is materialized in Fig. 1 by the adaptation link coming from the
upper layer to the lower layers. Figure | illustrates these multiple layers and the
influence of several trends mentioned in Sect. 3 on the overall system, fogether with
transversal concerns such as context-awareness, security, and Green IT.
Each layer of PIS mentioned in Fig. 1 can be summarized as follows:

» The “infrastructure” layer is increasingly complex as it integrates technologies
such as Cloud/Edge/Fog computing, and IoT.

e The “services” layer represents the application services (or components)
deployed and executed on the IT architecture and supporting the user and/or
the business. Service orientation is well known in Information Systems and
applications. The adoption of a micro-service architecture brings service-
oriented architectures back to the fore, not in the sense of technologies like
REST and SOAP, but in relation to the principles and qualities expected by these
architectures, as pointed out (Shadija et al. 2017).

e The “application” layer corresponds to all the applications constituting the
Information System. Each application is made up of services interconnected
by application rules, which are supposed to translate business needs concerning
organization’s activities. The siloed operation that IS enjoyed for many years has
contributed to the design of applications that are today considered monolithic
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and difficult to scale. The transition from these to a micro-services architecture
is addressed by many works (Taibi and Systd 2019; Da Silva et al. 2019; Balalaie
et al. 2016).

e The “management” layer provides an overview of the applications at the
strategic and business levels. Traditionally, enterprise architecture, governance
of IS and business processes are topics of knowledge and skills useful for this
layer. This layer will have to integrate the added value of pervasive environments
integrated at the layer level: IT infrastructure, services and applications. Once
again, the example of the transition to a micro-service architecture clearly
illustrates the impact of these transformations, in principle technical, on the
enterprise architecture, as underlined, for example (Miissig et al. 2017).

The real challenge of PIS does not lie in adapting each level separately, in an
independent way, but in creating a real synergy between the IS levels. Each
level should be able to adapt itself according to its own conditions and goals,
but also according to observed context information and changes coming from
the neighboring levels. It is an entire dynamic between the different levels of an
Information System that we are looking for on a Pervasive Information System.

For reaching such a synergy, a set of minimal requirements seems necessary to
us. We advocate that such requirements characterize what is essential to a Pervasive
Information System. In addition to these requirements, we believe that some extra
characteristics may also contribute to lead traditional IS into this PIS vision. We
detail such minimal requirements and additional characteristics in the next sections
(Sects. 5.1 and 5.2).

5.1 Minimal Requirements

After introducing our vision of the Pervasive Information System, we will discuss
the requirements that, we believe, are expected by PISs in order to better identify
the problems and issues to be solved. Indeed, various requirements have been
put forward in (Najar et al. 2014), some of which seem particularly relevant to
the engineering of Pervasive Information Systems. Here we go deeper in this
analysis, reviewing these requirements and dividing them in minimal requirements
and additional characteristics.

The first expected requirement is “context awareness”. Already highlighted by
Kourouthanassis et al. (2010) as a central requirement to PIS, this is the capacity
of a system to adapt to the environment that surrounds it (Baldauf et al. 2007).
As PIS are emerged in a ubiquitous environment, these systems must perceive the
evolution of their execution environment and adapt accordingly.

In order to achieve this requirement, PIS must be able to observe its surrounding
environment, which means being able to observe context information. Context
information correspond to a large concept, that can be seen as “any information
that can be used to characterize the situation of an entity. An entity is a person,
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place, or object that is considered relevant to the interaction between a user and
an application, including the user and applications themselves” (Dey 2001). In the
case of a PIS, context. Information may refer to multiple things concerning physical
environment (e.g. location of people and objects, temperature, humidity, etc.) and
infrastructure (e.g. CPU load, network latency and throughput, energy consumption,
etc.), but also concerning business and what we may call “organizational context”
(Kirsch-Pinheiro et al. 2004) (e.g. user’s roles and activities, project status, etc.).
All this information may be used for adaptation purposes at different levels on a
PIS. The availability of such information and the capability of reacting to changes
observed thanks to it represents a key element for reaching the necessary synergy of
a PIS.

The second is that of “managing heterogeneity”. PIS must support a broad wide
variety of technical devices and services offered to the user or executed in these
physical environments. Managing heterogeneity is complex but essential.

As we could observe in previous section, we may refer to PIS as an IS particularly
characterized by the heterogeneity and the dynamic nature of the environments
and resources involved on it. Since these systems are transforming and becoming
more and more complex with the arrival of new technologies, it becomes crucial
to manage the heterogeneity of these systems and the services in such way users
may focus more on the objectives to be achieved rather than on these technologies.
Unlike traditional IS, in which the users have often to adapt themselves to the
system, PIS must consider this heterogeneity in order to adapt itself and to provide
users with the service that best corresponds to their needs and current context.
These are systems, whose intention would be to increase the productivity of the
users (and infrastructures) by providing them with adapted services, has to consider
the heterogeneity of the environment, which turns into a pervasive environment.
Accepting and managing such heterogeneity, although its complexity, improves
the opportunities of adaptation at different levels: interaction modes, services and
information access, but also the infrastructure itself.

The third requirement relates to the “transparency” that should be found in
Ubiquitous Computing. As Weiser (1991) has pointed out, Ubiquitous Computing
should be invisible to its user, disappear into the environment without being
distinguishable from it. PIS, as a ubiquitous system, must hide complexity and
heterogeneity from users, becoming transparent. Behind this notion of transparency
also hides the ease of use of a system whose manipulation should not require special
effort from a cognitive point of view, as underlined by Bell and Dourish (2007).
PIS are characterized by their heterogeneity, which affects both the available
services and their implementations as well as the resources used for their execution.
The technologies involved are multiple and lead to increased complexity. This
complexity makes difficult for both, end-users and those who have to design and
manage such systems, to understand and assimilate the system. As Dey (2011)
has pointed out, when users experience difficulties in establishing a mental model
of how applications work, they are less disposed to adopt and use them. A
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misunderstanding of a PIS and how it works may affect the acceptance of such a
system (entirely or of some of its components), and thus compromise its adoption
and the transition from a traditional IS to a PIS. Given the strategic role of
Information Systems (and therefore PIS) within organizations as a support to their
activities, the consequences of not adopting such a system can be very significant.

Transparency is thus necessary to hide the heterogeneity that characterizes these
systems and that affects their resources, infrastructure, services and uses. This
transparency is necessary for both: in order to enable users to focus only on the
tasks they have to perform and not on the technologies behind those tasks; and in
order to make it easier for designers to think about the services that might be offered
and under which circumstances, without also having to focus, at a first moment, on
the technologies needed for those services. This transparency for end users, as well
as for the management of PIS is another key aspect for a successful evolution of IS
into PIS.

The fourth requirement concerns “fulfillment of the requirements”. PIS as IS must
meet the needs of the user or the business anytime, anywhere. It is above all about
making the user more productive, offering the most suitable means to meet her/his
needs, and focusing more on tasks that generate added value for her/him or the
business.

Different from a simple pervasive application, PIS find their foundation on
business needs. As IS, they have an important role on the overall performance of
organizations. All the adaptation we are looking for on PIS should have a common
purpose: to serve organization’s business strategy. By proposing a more transparent
system, by managing heterogeneity and adapting its behavior to the context at hand,
PIS may contribute to the organization’s behavior as a whole, by improving to
infrastructure use and performance, by freeing users from technological concerns
and improving their own activities.

The fifth expected requirement is “adaptation”. A PIS must be able to manage the
possible variability in the services and technical infrastructures to meet users’ and
businesses needs in all circumstances. It is about being able to offer a system that
can be perceived as “intelligent” by its ability to adapt and to offer “the right service
at the right time”. It is about offering the right keys to users, about freeing these
users from technological constraints so that they could concentrate on tasks with an
added value to the organization.

To do this, adaptation and proactivity becomes a necessity. Indeed, users expect
an increasingly “intelligent” IS, capable of anticipating their needs and responding
to them appropriately. According to Bauer and Dey (2016), we can already witness

CEINT3 CLIN3

a move towards increasingly sophisticated systems (“smart”, “intelligent”, “context-
aware”, “adaptive”, etc.). Here, the notion of context is central as systems become
aware of the context in which they are used and intelligently adapt their execution.
We believe that the democratization of this kind of behavior that could be considered
“intelligent” creates a certain expectation on the users: they now expect that a

software and a system will be more intelligent, it will be able to recognize their
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situation, their behavior, and to adapt itself in a reactive way as well as in a
proactive way. Thus, we advocate that Pervasive Information Systems must be able
to recognize user’s habits and practices in order to be able to anticipate users’
needs and proactively adapt themselves, proposing to these users the services that
correspond the best to their needs.

5.2 Additional Characteristics

In addition to the minimal requirements discussed above, we strongly believe
that some extra characteristics could be observed when considering Pervasive
Information Systems.

The first additional characteristic of PIS is to be “Opportunistic”. The holistic
view of a PIS promoted in this book allows to manage at lower levels a large
range of IT resources, a large range of data, and a large range of services. The
additional feature to PIS is to apply opportunistic strategies to exploit all these items
(resources, data, and services) in order to fulfill the business goals in the context at
hand in the same organization or among several organizations.

Indeed, environments involved in a PIS contain a varied and variable set of
resources, which may include resources ranging from high-performance servers
and virtual machines in the cloud to tablets and nanocomputers for the IoT. Many
resources are already available and integrated into this environment. They are not
necessary placed in a data center. These resources can be disseminated all along the
organization, and even beyond, and they can be dedicated (or not) to different uses.
Indeed, these resources are not always dedicated exclusively to certain services or
tasks, and even if they are not always very powerful, they still offer significant power
computing. Unfortunately, except for data center and cloud resources, many of the
resources available in a PIS are often underused. It is possible to envision the use of
proximity resources for the execution of services on behalf of the PIS.

The second additional characteristic of PIS is “Determinism’. This characteristic
is related to Information Systems. The PIS must support the user’s business needs in
a predictable and controlled manner. Organizations lay on IS to keep their activities
up and running. Dynamism of pervasive environments adds uncertainty, which must
be handled appropriately, since the overall system must by knew and controlled.
Behaviors that may lead to undetermined or unexpected results should be avoided
since business operations (and goals) might be affected by such results. This tradeoff
between having a certain control over environment although its dynamicity makes
the determinism an interesting characteristic for PIS.

The third additional characteristic of PIS is “Automatic”. The PIS must collect
& process heterogeneous data automatically (data management). This automatic
capture of data is useful to perform the adaptation requirement and transparency
requirement. The capability of automatically acquiring and processing context
information is also the basis for context awareness requirement. The main challenge
involved in this automatic data acquisition is its scale: it is not only some indepen-
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dent applications that are concerned, but a whole IS. Being able to automatically
collect and process important volumes of heterogeneous data becomes a strategic
characteristic of PIS.

The fourth additional characteristic of PIS is “Interactive”. The PIS must
provide various interaction modes to users and can also apply continuous interaction
strategies to users. Indeed, PIS are spread over the environment, crossing physical
borders of the organization. The integration of physical environment and new
devices offers new perspectives of interaction between the system and its users.
These new interaction modes may considerably contribute to the transparency
requirement and should then be considered as an important additional characteristic
for PIS.

6 Final Remarks

In this chapter, we tackled the definition of PIS, from its influences (the notion
of IS itself and the evolutions leading to the rise of PIS) till its requirements and
characteristics. The main goal is to propose a better understanding of this new
generation of IS and to promote a holistic view of those, which we believe is
essential for the management and the engineering of such systems.

As we could observe in this chapter, PIS are complex systems from which
users expect an “intelligent” behavior. We believe that such behavior will be
possible by observing the requirements and characteristics we underlined in this
chapter. Besides, even if context information is seen here essentially as a trigger
for adaptation purposes, it is not a question of automating everything in a PIS. A
PIS is an Information System that evolves, and the very nature of these systems
requires them to be predictable and manageable. One must be able to control an IS,
its applications, processes, services, infrastructure, etc., in any situation. We must
be able to manage a PIS despite the heterogeneity and the dynamism of the involved
environment. Adaptation within a PIS can be led automatically, but it can also
come from an active management from decision makers. All the requirements and
characteristics mentioned earlier in this chapter represents complementary aspects,
like facets, that influence each other and that put together may lead IS to their next
step: the PIS. However, it is worth noting that this evolution will not be a simple
transformation, the path leading to it demands the contribution of multiple domains,
considered in the following chapters of this book.
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Design and Modeling in Pervasive )
Information Systems et

Carine Souveyet and Rébecca Deneckere

1 Introduction

The previous chapter highlighted the different requirements that a pervasive infor-
mation system should fulfill, namely Context-awareness, Managing heterogeneity,
Transparency, Fulfillment of the requirements and Adaptation.

Despite the numerous works in the pervasive information systems domain, works
specifically aiming at its design or modeling seem to be neglected. We decided to
study the literature in order to be able to draw some conclusions about this statement.
We made a systematic mapping review, specifically addressing design methodology
and modelling techniques in pervasive information systems and analyzed the results
to draw a panorama of modeling in PIS.

To our knowledge, there is only one existing review about modeling issues
in pervasive information systems. In (Ng and Wakenshaw 2017), the authors
present four conceptualizations of IoT from the following theoretical constructs:
liquification and density of information resources; digital materiality; assemblage
and service system; and modularity and transaction network. The paper presents
the conceptualizations and implications of IoT, specifically addressing marketing
issues. However, this review doesn’t give any information on the PIS requirements
fulfillments.

According to the PIS vision developed in the first chapter of the book, we would
like to see how the requirements are fulfilled in the existing sources in the literature.
We also want to know if they either apply traditional design methodology, adapt an
existing one or develop a new one for integrating the pervasive aspects in the IS.
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The remaining of this chapter is organized as follows: Sect. 2 explain the SMS
research methodology used in this work, while Sect. 3 analyze the results, before
concluding on Sect. 4.

2 Research Approach

We used a systematic mapping design (Petersen et al. 2008) to study the field
of research. Systematic Mapping Studies (SMS) are similar to other systematic
reviews, except that they employ broader inclusion criteria to select a wider range
of research papers and are intended to map out topics with field classification rather
than synthesize study results. The study presented here covers the existing work in
the field of design methodologies and modeling techniques in pervasive information
systems. We followed the process presented in (Petersen et al. 2008) which includes
five steps: definition of research questions, conducting search for primary studies,
screening of papers, keywording of abstract and data extraction and mapping of
studies. Based on (Petersen et al. 2008), we followed the procedure on SMS. We
named differently the Steps 2 and 4 as more compliant with our research process
(see Fig. 1).

Step 1: Definition of Research Questions
The main goals of this SMS are to define:

e RQI. What is the distribution evolution of the sources?

e RQ2. How is addressed the design and modeling of pervasive information
systems in research proposals (which strategies are applied in design-dedicated
research proposals)?

e RQ3.How are met the PIS requirements presented in the first chapter of the book
in these design-dedicated research proposals?

Fig. 1 Research process

Definition of the research question
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Step 2: Finding Papers This step aims at identifying a set of papers based
on a relevant search string. We searched and selected papers in the SCOPUS
scientific database using the SCOPUS Search API. We restricted our search
to sources published after 2015. To identify all existing works about design-
dedicated research proposals, we used the keywords Design (we search design
proposals), Method (these proposals can address methodology issues) and Model
(these works can define models or modeling techniques). As we focus on PIS,
we used the keywords Information System and Pervasive, but also IoT (perva-
sive systems often use IoT technologies) and Service (these IS may be defined
as service oriented). Our search string was then the following: (TITLE-ABS-
KEY(IoT) or TITLE-ABS-KEY(pervasive)) and (TITLE-ABS-KEY(model) or TITLE-
ABS-KEY(method) or TITLE-ABS-KEY(design)) and TITLE-ABS-KEY(service) and
TITLE-ABS-KEY( “information system”) AND PUBYEAR > 2015. We obtained 333
sources with DOIs. The inclusion criterion related to the search string is given in
Table 1.

Step 3: Screening of Papers We analyzed the titles and, if needed the abstract
and the papers content, to exclude 288 sources, not representing a research paper or
not relevant to modelling in pervasive information systems. We obtained 45 papers.
In Table 1 we summarize the exclusion criteria used to obtain the list of relevant
papers.

Step 4: Classification Scheme Definition The goal of this step of SMS is to
identify the classification scheme to be applied to the obtained results. To answer
the defined research questions, we classified all relevant papers accordingly to the

Table 1 Inclusion/exclusion criteria for the study on Smart Topics

Selection criteria Criteria description
Inclusion criteria (333 sources | The paper contains a set of terms like “IoT” or “Pervasive”,

identified) concerns either “model” or “method” or “design”, “service”
and “information system”.
The paper is published after 2015.
From the abstract it is clear that a contribution towards
modeling on pervasive system is made.
Search string: (TITLE-ABS-KEY(IoT) or
TITLE-ABS-KEY (pervasive)) and
(TITLE-ABS-KEY (model) or TITLE-ABS-KEY (method) or
TITLE-ABS-KEY (design)) and TITLE-ABS-KEY (service)
and TITLE-ABS-KEY (“information system”) AND

PUBYEAR >2015
Exclusion criteria The source is not a research paper (erratum, retracted, etc.).
(TTT sources selected) The source is not in English or in French.

The source is secondary.
The source does not concern modelling in pervasive
information systems.
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Table 2 Classification criteria

Selection criteria Criteria description
Criteria related to publication evolution Year

Type of venues
Criteria related to the proposal Type

Nature

Added value

Usage of the IoT based system
Application domain

Criteria related to PIS requirements Context awareness
Managing heterogeneity
Transparency
Fulfillment of the requirements
Adaptation

criteria detailed in Table 2. For RQ2 (strategies applied to build PIS), we studied
several criteria: the nature of the proposal, its added value, the usage of the IoT
system and its application domain.

Step 5: Data Extraction and Mapping Process For RQ1, we studied the publica-
tion year and issue to identify the publications evolution, tried to identify which of
the PIS requirements stated in chapter “What Is a “Pervasive Information System”
(PIS)?” were fulfilled by the selected papers. For the cloud we deleted the stop
words, the numbers, and the special characters. For RQ2, we looked deeper into
the papers to identify the exact type, nature, added value and usage of the proposal.
We used an existing taxonomy of smart life applications to identify the scope of
the diverse applications domains of the selected papers. For RQ3, we identified
if the proposal was fulfilling the PIS requirements defined in chapter “What Is a
“Pervasive Information System” (PIS)?”.

Validity Threats Qualitative research is based on subjective, interpretive, and
contextual data. Thus, we analyzed the potential biases, which could threaten the
validity of our research. (Thomson 2011) proposes five categories of validity. To
minimize the impact of the validity threats that could affect our study, we present
them with the corresponding mitigation actions in Table 3.

3 Results of the Systematic Mapping Study

In this section, we sum up the results obtained during our SMS. Very few papers are
really concerned about design and modelling in pervasive information systems.


http://doi.org/10.1007/978-3-031-18176-4_1
http://doi.org/10.1007/978-3-031-18176-4_1
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Table 3 Validity threats

Validity
Descriptive validity refers to
the accuracy of the data

Theoretical validity depends
on the ability to get the
information that it is intended
to capture.

Generalization validity is
concerned with the ability to
generalize the results.
Evaluative validity is
achieved when the
conclusions are reasonable
given the data.
Transparency validity refers
to the repeatability of the
research protocol.

Fig. 2 Growth of the number
of papers on modelling on
pervasive information
systems

Actions

We unified the concepts and criteria used in the study and
structured the information to be collected with a data
extraction form to support a uniform recording of data.

We used a search string and applied it on a library including
the most popular digital libraries on computer sciences and
software engineering.

A set of inclusion and exclusion criteria have been defined.
We combined two different search methods: an automatic
search and a manual search (backward and forward
snowballing), to diminish the risk of not finding all the
available evidence.

The choice of English and French sources should be of
minimal impact concerning the discard of other languages.
Our set of research questions is general enough to identify
and classify the findings on modelling on pervasive systems.

Two researchers studied the papers, working independently
but with an overlap of studies to identify potential analysis
differences.

At least two researchers validated every conclusion.

The research process protocol is detailed enough to ensure it
can be exhaustively repeated.
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3.1 RQI. What Is the Distribution Evolution of the Sources?

We studied the evolution of the sources through time and publication venues.
We also looked at word frequencies in the papers metadata (titles, abstract and
keywords).

Distribution over time Figure 2 shows the appearance of the papers on our topic
through time.

Designing a PIS is not an area that is widely studied and we can even see a
decreasing of the number of papers allocated to this specific notion over time.
It is known for a long time that design and modeling is an important part of an
information system development. In (Borgida 1986), the authors state that modeling
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Fig. 3 Papers distribution by
publication type

book series
22%

journal
47%

conference
31%

allows to develop information systems in an easier way because of focusing on the
application domains semantics. However, here as in most proposals, the need for
conceptual schemas in the development of information systems is often overlooked
or simply disregarded (Olivé 2007).

Sources of Papers Publishing on Design and Modelling on Pervasive Systems
One of our goals is to analyze the venues of papers publishing on this specific topic.
This question leads us to study the distribution of publications by type of venue:
conferences, journals, or workshops, resulting on the distribution presented in Fig. 3.
Half of the papers are journal papers, a quarter are conference ones and the other
quarter are papers in book series. There is a quite a good distribution of publication
issues and there is no specific issue which can be identified as ‘the’ issue to publish
on modeling in PIS.

Cloud words We used the titles, abstracts and keywords of the selected papers
to look about word frequencies. We deleted the stop words, the numbers, and the
special characters. Moreover, we made a pre-processing of the data to change plural
nouns into singular ones if the two forms were present in the dataset. We created a
word cloud (see Fig. 4) to illustrate the distribution of these words (the size of the
word in the cloud indicates its frequency in the dataset).

The papers titles, abstracts and keywords contain 195 occurrences of the word
“IoT” or “Internet of Things”, which put it in the first place before the others.
Table 4 shows the frequencies of the most popular words (over 40 occurrences).
When looking to less popular words, we can find “design” (28 occurrences) and
“modeling” (19 occurrences). “Pervasive” is only present 24 times in the dataset,
which means that this specific term is not so used in the literature.
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Fig. 4 Word cloud
Table 4 Popular words frequency in the titles, abstracts and keywords
Word Frequency Word Frequency Word Frequency
IoT 195 Model 86 Technology 46
System 179 Cloud 53 Sensor 42
Service 135 Management 49 Device 41
Information 111 Smart 49
Data 94 Architecture 48

3.2 RQ2. How Is Addressed the Design and Modeling
of Pervasive Information Systems in Research Proposals?

In this section, we looked about the type, nature, added value, usage and application
domain of the strategies applied in the design-dedicated research proposals.

3.2.1 Paper Type

We categorized these papers according to the type of research approaches introduced
by Wieringa et al. (2006). The research approach applied in all the selected papers is
“solution proposal”. The authors propose a solution proposal improving the design
of pervasive information system or handling a specific aspect of the pervasive
systems such as security, access control at the design level. Most of the papers
illustrate their proposition on an example but they cannot be qualified as experience
papers.
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Table 5 Nature of the proposal

Nature
Framework |21

Number

Percentage
46.66%

C. Souveyet and R. Deneckere

References

Zschornig et al. (2018), Zimmermann et al. (2018),
Shang et al. (2016), Tai et al. (2019), Qu and Hou
(2017), Wang et al. (2018), Thangaraj et al. (2016),
Nespoli et al. (2019), Mongiello et al. (2016),
Mingozzi et al. (2016), Lyu et al. (2021), Li et al.
(2017), Korzun (2016), Howell et al. (2017), Gkioulos
et al. (2019), Triantafyllidis et al. (2016), Kashmar et
al. (2021), Donnal (2020), Dave et al. (2018),
AlSuwaidan (2019), Santiago et al. (2019)

Framework | 11 24.44% Xu et al. (2017), Songsom et al. (2020), Razzaq et al.

on specific (2020), Li (2016), Gill et al. (2017), Bottaccioli et al.

domain (2017), Tahmasbi et al. (2016), Herrera-Quintero et al.
(2016), Chen and Lin (2019), Celesti et al. (2019), Guo
et al. (2020)

Model 5 11.11% Zimmermann et al. (2017), Schirmer et al. (2016),

modifica- Kirchhof et al. (2020), Kayes et al. (2018), Aimene and

tion Rassoul (2017)

New 8 17.77% Zuniga-Prieto et al. (2018), Zhang et al. (2016),

model Nebhani et al. (2017), Liu et al. (2018), Jin et al.

3.2.2 Nature of the Proposal

(2017), Feng et al. (2017), Fatma et al. (2016), Hussain
and Wu (2018)

The proposal given in the selected papers can be of a different nature.

* Framework. The paper offers a new architecture or framework to design systems

using IoT.

* Framework on Specific Domain. The paper proposes a new architecture or
framework using IoT on a specific domain.

* Model modification. The paper uses an existing model and offers some improve-
ment to take into account IoT data.

* New model. The proposal offers a new model to take into account IoT data in

systems.

Table 5 shows the distribution of the selected papers following the nature of their

proposal.

Most of the selected papers (32) are proposing a framework or an architecture,

either generic or for a specific domain.

Proposition of a “New model” at the design phase is the output of eight papers.
It could be used to enhance an aspect of a PIS (for example — access control), to
describe the interaction between service layer and physical layer or to integrate the
semantic dimension to improve the data reasoning embedded in the PIS.

“Model modification” is associated to only five papers. It can be concerned
by a modification of a product model such as state transition diagram, a standard
description language to orchestrate services or a model process of an existing design
methodology.
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3.2.3 Added Value of the Proposal

Each proposal has a specific added value. We identify four possible types of value
the proposals can offer. Table 6 indicates the repartition of the papers following the
added value specificities.

* Product model. The proposal offers a specific product model to describe the
concepts of the system.

*  Way of Working. The source describes a set of steps to design the system.

* Specific localization of the IoT use — domain specific. The selected papers
promote an architectural framework specific to a domain. The added value of
these papers is to envision where the IoT services can be located in a specific
application domain.

* Quality aspect enhancement of the IoT based system. The authors focus on a
specific aspect of the system to develop and discuss it at the design step.

Sometimes, papers have a combination of added values, as they propose way
of working and models. It happens when the papers promote an architectural
framework based on several layers and provide specific concepts for each of them.
In this case, they use layers to organize the design process in steps and for each step
they propose a specific concept to model or design the system.

A main part of the works proposes some design or modeling part, either as
a product model (7 papers), a way of working (12 papers) or both (14 papers).
Seven sources are helping to see where the IoT services can be localized for a
specific domain, like the system ports or the digital footprint for instance. Seven
papers propose an enhancement of a quality aspect of the IoT system, like the
confidentiality, the user authentication and profiling or even access control services.

3.2.4 Usage of the IoT Based System

Pervasive information systems are usually seen, in the literature, as IoT Systems. We
studied the different sources to identify the purpose of the IoT systems to design.

* Data-oriented system. This type means that the pervasive systems are only
viewed to capture, manage and organize the pervasive information. It means that
IoT devices are only considered as sensors.

* Monitor & control systems. This type is used when the pervasive systems are
used to implement a smart monitor and control systems such as in smart cities,
smart home, smart health care system, etc.

* Business improvement. This type is used when the IoT systems are used as a
way to improve the business processes of the organization by adding IoT devices
in a physical environment to capture data as well as to change the enactment of
business processes.

* Adaptation of service. This type focuses only to adapt or recommend services
according to the user’s context.
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Table 6 Added value of the proposal

Added value | Number | Percentage | References

Product 21 46.66% Zuniga-Prieto et al. (2018), Zschornig et al.

model (2018), Zhang et al. (2016), Shang et al. (2016),
Nebhani et al. (2017), Zimmermann et al. (2017),
Schirmer et al. (2016), Liu et al. (2018), Li et al.
(2017), Korzun (2016), Jin et al. (2017),
Triantafyllidis et al. (2016), Tahmasbi et al.
(2016), Kirchhof et al. (2020), Herrera-Quintero et
al. (2016), Feng et al. (2017), Fatma et al. (2016),
Dave et al. (2018), Celesti et al. (2019), Hussain
and Wu (2018), Kayes et al. (2018)

Way of 26 57.77% Zuniga-Prieto et al. (2018), Zschornig et al.

working (2018), Zimmermann et al. (2018), Zhang et al.
(2016), Shang et al. (2016), Xu et al. (2017), Wang
et al. (2018), Thangaraj et al. (2016), Liu et al.
(2018), Li et al. (2017), Korzun (2016), Howell et
al. (2017), Gill et al. (2017), Bottaccioli et al.
(2017), Triantafyllidis et al. (2016), Tahmasbi et al.
(2016), Kirchhof et al. (2020), Herrera-Quintero et
al. (2016), Donnal (2020), Dave et al. (2018),
Celesti et al. (2019), AlSuwaidan (2019), Guo et
al. (2020), Hussain and Wu (2018), Santiago et al.
(2019), Aimene and Rassoul (2017)

Specific 5 11.11% Qu and Hou (2017), Songsom et al. (2020),
localization Razzaq et al. (2020), Li (2016), Chen and Lin

of the IoT (2019)

use — domain

specific

Quality 7 15.55% Tai et al. (2019), Nespoli et al. (2019), Mongiello
aspect etal. (2016), Mingozzi et al. (2016), Lyu et al.
enhancement (2021), Gkioulos et al. (2019), Kashmar et al.

of the IoT (2021)

based system

¢ Technical improvement. Some articles are not dealing with the designing of the
whole pervasive systems but only focusing on improving a technical aspect of
such systems.
Table 7 shows the distribution of the usages over the selected papers.

“Data-oriented system’ usage:

e The main part of the selected papers focusses on how to design systems dealing
with “pervasive information” in a generic manner (Zimmermann et al. 2018;
Zhang et al. 2016; Shang et al. 2016; Schirmer et al. 2016; Korzun 2016; Donnal
2020; AlSuwaidan 2019; Santiago et al. 2019) or in a more specific domain (Xu
et al. 2017; Tai et al. 2019; Qu and Hou 2017; Songsom et al. 2020; Razzaq et
al. 2020; Thangaraj et al. 2016; Li et al. 2017; Howell et al. 2017; Gill et al.
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Table 7 Usage of the IoT system

Nature Number Percentage | References

Data-oriented |26 57.77% Zimmermann et al. (2018), Zhang et al. (2016),

system Shang et al. (2016), Xu et al. (2017), Tai et al.
(2019), Qu and Hou (2017), Songsom et al.
(2020), Razzaq et al. (2020), Thangaraj et al.
(2016), Schirmer et al. (2016), Li et al. (2017),
Korzun (2016), Howell et al. (2017), Gill et al.
(2017), Bottaccioli et al. (2017), Triantafyllidis et
al. (2016), Herrera-Quintero et al. (2016), Donnal
(2020), Dave et al. (2018), Chen and Lin (2019),
Celesti et al. (2019), AlSuwaidan (2019), Guo et
al. (2020), Hussain and Wu (2018), Santiago et al.
(2019), Kayes et al. (2018)

Technical 11 24.4% Zuniga-Prieto et al. (2018), Zimmermann et al.

improvement (2017), Nespoli et al. (2019), Mongiello et al.
(2016), Mingozzi et al. (2016), Lyu et al. (2021),
Liu et al. (2018), Jin et al. (2017), Gkioulos et al.
(2019), Kashmar et al. (2021), Fatma et al. (2016)

Monitor and 3 6.67% Wang et al. (2018), Kirchhof et al. (2020), Feng et

control al. (2017)

system

Business 4 8.88% Zschornig et al. (2018), Li (2016), Tahmasbi et al.

improvement (2016), Aimene and Rassoul (2017)

Adaptation of 1 2.22% Nebhani et al. (2017)

services
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2017; Bottaccioli et al. 2017; Triantafyllidis et al. 2016; Herrera-Quintero et al.
2016; Dave et al. 2018; Chen and Lin 2019; Celesti et al. 2019; Guo et al. 2020;
Hussain and Wu 2018; Kayes et al. 2018).

Four papers (Qu and Hou 2017; Songsom et al. 2020; Razzaq et al. 2020;
Chen and Lin 2019) propose a framework to deal with IoT sensors-based
systems without other added value than helping to understand where to locate the
pervasive information in that domain (Framework on Specific Domain — Specific,
localization of the IoT use — domain specific).

Six papers provide an architectural framework for IoT sensors-based systems
specific to an application domain with a way of working (Gill et al. 2017;
Bottaccioli et al. 2017; Guo et al. 2020) and with models (Xu et al. 2017; Celesti
et al. 2019; Herrera-Quintero et al. 2016).

Eleven papers provide an architectural framework for IoT sensors-based systems
with a way of working (Xu et al. 2017; Howell et al. 2017; Donnal 2020;
AlSuwaidan 2019; Santiago et al. 2019) and with models (Shang et al. 2016;
Thangaraj et al. 2016; Li et al. 2017; Korzun 2016; Triantafyllidis et al. 2016;
Dave et al. 2018).

Two papers (Zhang et al. 2016; Hussain and Wu 2018) propose a new model
and a way of working for IoT sensors based systems. (Zhang et al. 2016)
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proposes a modeling technique for the interactions between the sensor and the
geographic environment in emerging sensor, whereas (Hussain and Wu 2018)
defines semantic annotations in a model to maintain the comprehension between
the application layer and the physical layer.

The three remaining papers are:

e Tai et al. (2019) propose an authentication framework to ensure reliable and
anonymous data-oriented services with anonymity, availability and security
(architectural framework — quality aspect enhancement of the IoT based system).

» Kayes et al. (2018) modifies a traditional state-transition-diagrams to specify the
dynamic state change of a context (Model modification, Product Model)

e Schirmer et al. (2016) proposes to extend enterprise architectures for the “smart
Port” application domain (model modification, Product model).

In the “monitor & control systems” usage, the aim of the pervasive information
system is to monitor and control activities performed in a physical environment. It
is handled by only three papers and it concerns smart building (Wang et al. 2018),
smart home (Kirchhof et al. 2020) and smart industry (Feng et al. 2017). In more
details:

* Wang et al. (2018) proposes an architectural framework to build an operation
management of cloud ecosystem IoT platform for smart home device level,
networking level, IoT platform level and operation management applications
level (way of working & models).

* Kirchhof et al. (2020) promotes at the design stage a model-driven digital twin
construction for synthesizing the integration of cyber-physical systems with
their information systems. Authors propose a modified existing model to handle
specifically a “Smart home” system.

* Fengetal. (2017) targets a context-aware supervision for logistics asset manage-
ment in the smart industry field. The authors propose concepts (new model) at
the design level to the system implementation.

The “Business improvement” usage is the category we are interested in because
it considered the information systems can be improved or extended by “pervasive
services” which are related to IoT sensors and IoT actuators. This category is
covered by only four papers where three are specific to a domain (smart energy
(Zschornig et al. 2018), smart logistics (Li 2016) and Smart patient care (Tahmasbi
et al. 2016)) and only one is generic (Aimene and Rassoul 2017). In more details,

e Li (2016) promotes an architectural framework at the design level to improve
the supply-chain business systems by using a RFID technology to track the
circulation of the product. The added value of this proposition is to help the
user to understand where the pervasive services are located and the impact at the
business level (Localized the use of IoT — domain specific).

» Zschornig et al. (2018) provides an architectural framework including concepts
specifics to pervasive IS and models at three levels: integration layer, data &
analytics layer and IoT aware process layer. It is used to propose a way of
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working at the design phase as well as models to use to specify each layer (Way
of Working & model).

e Tahmasbi et al. (2016) promotes an architectural framework for a pervasive
healthcare system focused on availability, interoperability, and performance,
wherein components, their relationships and the necessary constraints are defined
to contribute to easier implementation of these systems. At the design phase,
it proposes a way of working and models to specify the pervasive healthcare
system.

+ Aimene and Rassoul (2017) proposes to extend Booch’s design methodology'
to handle ubiquitous specification in a generic manner. The specificity of the
PIS is proposed by adding to the traditional way of working two early steps to
deal with ubiquitous requirements specification and context specification (Way of
working).

The ‘‘Adaptation of service” usage is covered by only 1 paper (Nebhani et al.
2017) proposing a formal Context-awareness model at the design phase based on
an ontology traceability to provide adaptive services to accomplish a specific goal
at any moment and any place (new model — Product model). The IoT system is
user-centric and focusing on mobile devices.

The “technical improvement” category concerns 11 papers where only one is
specific to a domain (smart water management (Liu et al. 2018)). The aspects of the
PIS targeted by these papers are the following.

* Three papers are dealing with access control aspect of the PIS at the design phase
by providing specific framework (Zimmermann et al. 2017; Nespoli et al. 2019;
Kashmar et al. 2021).

* Two papers add semantic facility with ontologies to context at the design phase
(Mingozzi et al. 2016; Fatma et al. 2016),

* Three papers deal with the interaction between IoT physical layer to the service
layer with specific models at the design phase (Zudiga-Prieto et al. 2018;
Zimmermann et al. 2017; Liu et al. 2018) but (Zimmermann et al. 2017) extends
the TOSCA standard to automate orchestration of services.

* One paper (Lyu et al. 2021) proposes a support control aspect in PIS as a service
with a framework at the design phase including a hierarchy of ontologies.

* One paper (Mongiello et al. 2016) targets the reflexivity capability required in
PIS to integrate it in context-aware design of reflective middleware.

3.2.5 Application Domain
One of our goals is to analyze the impacted domains. Over our 45 papers, 19 papers

are completely generic and don’t address a particular domain. On the remaining
26 papers, 20 are concerned about a specific application domain, whereas the

1 Booch’s design method: Grady Booch published in 1992 and revised in 1994 an object-oriented
design method called OMT. It was widely used in software engineering for object-oriented analysis
and design.
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Table 8 Application domains

Application domain Number | Main domain Case study
Smart applications for 12
persons

Smart healthcare 8 Smart healthcare Hussain and Wu

monitoring (Xu et al. 2017) | (2018), Kayes et
Smart patient healthcare al. (2018)
(Triantafyllidis et al. 2016;

Celesti et al. 2019; Tai et

al. 2019; Thangaraj et al.

2016; Tahmasbi et al.

2016)
Smart home 4 Smart home building Mingozzi et al.
(Wang et al. 2018; (2016), Kirchhof
Bottaccioli et al. 2017) et al. (2020)
Smart applications for 2
environment
Smart natural resource 2 Smart water management
management (Liu et al. 2018; Howell et
al. 2017)
Smart applications for 4
society
Smart city 2 Smart urbanism (Chen and
Lin 2019; Guo et al. 2020)
Smart education 2 Smart campus (Dave et al.
2018)
Smart university (Songsom
et al. 2020)
Smart applications for 8
enterprises
Smart agriculture 1 (Gill et al. 2017)
Smart business 2 (Lietal. 2017) Lyu et al. (2021)
management
Smart industry 3 Smart energy (Zschornig et | Smart logistics
al. 2018) (Feng et al. 2017)
Smart logistics (Li 2016)
Smart transportation 2 (Razzaq et al. 2020;
Herrera-Quintero et al.
2016)

other 6 gives some generic solution illustrated on a domain case study. For the 26
papers either specific or illustrating their generic solution on a specific domain, we
refer to the smart applications taxonomy defined in (Kornyshova et al. 2022) to
characterize the domain. The following table shows the number of each paper for
each represented domain (Table 8).

‘We can conclude that the selected papers cover a large panel of smart applications
domains. This means that any domain can be concerned and impacted by design and
modeling in pervasive information systems.
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3.2.6 Discussion

The analysis of the selected papers shows that only seven papers (Wang et al.
2018; Kirchhof et al. 2020; Feng et al. 2017; Zschornig et al. 2018; Li 2016;
Tahmasbi et al. 2016; Aimene and Rassoul 2017) deal with a PIS compliant with the
definition detailed in chapter “What Is a “Pervasive Information System” (PIS)?”.
The “Business improvement” and “control & monitor system” are the usage types
compliant with our PIS definition. More than half of the papers twenty-six aim
at designing a system to manage “pervasive information” from IoT-sensors based
systems and less than a quarter of the papers concern an improvement of a technical
aspect of a PIS.

The PIS vision, developed in chapter “What Is a “Pervasive Information System”
(PIS)?”, is structured by a set of layers from the infrastructure layer to the
application or business process layer. In addition, it includes two main flows across
layers — the bottom-up one corresponding to the data flow whereas the top-down
one represents the adaptation flow. The bottom-up data flow represents the way of
managing “pervasive information” from the lower layer to the upper layer. This flow
is tackled by most of the research works. However, the top-down flow for adaption
purpose is not handled explicitly in the selected papers on IoT or pervasive systems.

The seven papers compliant to our PIS definition deal with (1) an architectural
framework connecting the lower layers (infrastructure or physical) to the upper
layers (application or business processes) and (2) deal with the bottom-up data flow
across layers. However, they are not mentioned explicitly the top-down adaptation
flow. The architecture layers are used by four papers (Zschornig et al. 2018; Wang
et al. 2018; Tahmasbi et al. 2016; Feng et al. 2017) to structure the way of working
at the design phase and only one (Aimene and Rassoul 2017) extends a traditional
Information system design method (Booch’s design methodology). (Kirchhof et al.
2020) adapts the “digital twin” approach to integrate the cyber-physical systems
with their information systems. Five papers (Zschornig et al. 2018; Wang et al. 2018;
Tahmasbi et al. 2016; Kirchhof et al. 2020; Feng et al. 2017) propose at the design
phase at least one modelling technique adapted to the PIS.

Beside these seven papers, we would like to underline the fact that (Schirmer et
al. 2016) extends existing enterprise architectures approaches for building IoT-based
systems.

Before concluding on RQ2, we can highlight some research works that are based
on new trends for sharing on the cloud “pervasive information” such as:

* Razzaq et al. (2020) is related to the Cloud of Thing (CoT). Cloud computing,
coupled with IoT, gathers data from remote areas with wireless sensors and
organizes them in an added-value service facility for a specific domain.

e Korzun (2016) uses the “smart space approach”. Smart spaces define a soft-
ware development approach that enables creating service-oriented information
systems for emerging computing environments of the Internet of Things (IoT).
Such environments follow the paradigms of ubiquitous and pervasive computing
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and provide a growing multitude of digital networked devices surrounding their
human users.

e AlSuwaidan (2019) handles the data management on Internet of Everything
(IoE). The IoE is defined on top of the IoT by adding the human element to
the IoT network. In particular, the IoE can improve quality of lives via smart
connection between people, processes, data, and things. The ITU Telecommuni-
cation Standardization Sector characterizes the IoE as “a worldwide base for the
data society, empowering propelled administrations by interconnecting (physical
and virtual) things taking into account existing and advancing interoperable data
and correspondence innovations” (Majeed 2017).

In addition, two papers address a relevant point for designing and developing a PIS:

* Dave et al. (2018) emphasizes the fact that pervasive information systems dealing
with real space like a building or a University, an Airport, a station, etc. needs
to integrate a “Building Information Modelling” (BIM) to at least the physical
infrastructure [oT layer to be able to reason on it at the application layer.

e The top-down adaptation flow mentioned in our PIS vision can be handled with
a reflexivity capability we can at least develop at the physical layer by a context-
aware design of reflective middleware (Mongiello et al. 2016).

As it is stated in (Schirmer et al. 2016), “Today, many companies use models
and tools that are based on enterprise architecture approaches for improving the
alignment between business and IT. For managing the enterprise architecture,
appropriate models need to be built, kept up-to-date and should be taken as a basis
for decision making regarding issues that affect the relation between business and
IT.” That’s why existing enterprise architecture (EA) models have to be extended or
rethink to handle our PIS vison.

The research works exposed by the selected papers proposes an architectural
framework, ways of working or/and models for a specific domain, a specific aspect
of a PIS in order to connect the physical layer to the application layer. Only one
paper (Aimene and Rassoul 2017) refers to a traditional Information system design
methodology or modelling techniques (Booch’s design methodology). However, the
extension which could be in (Aimene and Rassoul 2017) but also external sources
such as in (Zimmermann et al. 2015) and (Bassi et al. 2013) do not help stakeholders
to envision the use of the IoT to improve business processes, it is why a domain-
dependent approach could be more efficient to guide stakeholders to build PIS.

3.3 RQ3. How Are Met the PIS Requirements in These
Design-Dedicated Research Proposals?

One of our main goals is to analyze the fulfilling of the PIS requirements defined
in chapter “What Is a “Pervasive Information System” (PIS)?”. Table 9 shows the
fulfilled PIS requirements (with an X in the cell) for each selected paper. Sometimes,
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Table 9 Requirements

Article Context awareness Heterogenei Requirements satisfaction ~ Adaptation
Zuiiga-Prieto et al. (2018)
Zschornig et al. (2018)
Zimmermann et al. (2018)
Zhang et al. (2016)

Shang et al. (2016)
Xuetal. (2017)

Tai et al. (2019)

Qu &and Hou (2017)
Songsom et al. (2020)
Razzagq et al. (2020)
Nebhani et al. (2017)
Zimmermann et al. (2017)
Wang et al. (2018)
Thangaraj et al. (2016)
Schirmer et al. (2016)
Nespoli et al. (2019)
Mongiello et al. (2016)
Mingozzi et al. (2016)
Lyu et al. (2021)

Liu et al. (2018)

Li (2016)

Lietal. (2017)

Korzun (2016)

Jinet al. (2017)

Howell et al. (2017)
Gkioulos et al. (2019)
Gill et al. (2017)
Bottaccioli et al. (2017)
Triantafyllidis et al. (2016)
Tahmasbi et al. (2016)
Kirchhof et al. (2020)
Kashmar et al. (2021)
Herrera-Quintero et al. (2016)
Feng et al. (2017)
Fatma et al. (2016)
Donnal (2020)

Dave et al. (2018)
Chen and Lin (2019)
Celesti et al. (2019)
AlSuwaidan (2019)
Guo et al. (2020)
Hussain and Wu (2018)
Santiago et al. (2019)
Kayes et al. (2018)
Aimene and Rassoul (2017)

the proposal does not give enough information to be able to decide and, in this case,
a non-applicable sign (n/a) was put in the corresponding cell. Empty cells mean that
the PIS requirement is not fulfilled.

* Heterogeneity. This requirement is present in 88.9% of the sources (fourty
papers) as it is quite usual to manage several kind of IoT devices at the physical
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layer for a PIS. Two papers do not satisfy this requirement (empty cell) because
at the physical level they choose to integrate only one technology ((Nebhani et
al. 2017) with mobile phone technology and (Li 2016) with RFID technology).
Three papers are not concerned (“n/a” cell) by the requirement because their
proposal does not manage or are not concerned by the physical layer (Howell et
al. 2017; Fatma et al. 2016; Aimene and Rassoul 2017).

Requirements satisfaction. 88.44% of the sources are concerned about meeting
the user needs or the purpose of the IoT based systems to improve the overall
performance of the organization (thirty-eight papers). They meet this requirement
when the proposal includes the application or business process layers in the
architectural framework. Six papers are not concerned by this requirement (‘“n/a”
cell) because they are only tackling in their proposal the data access control
(Nespoli et al. 2019; Kashmar et al. 2021; Kayes et al. 2018) or are dedicated
only to share or gather data (Xu et al. 2017; Zimmermann et al. 2018; Herrera-
Quintero et al. 2016) without referring to the PIS at the designing phase.
Context awareness. It is considered in 57.8% of the sources (twenty-six papers).
This requirement is satisfied by the research works where data are captured
in the environment and also identified by the authors as a context information
of entities and not only raw data. Twelve papers are not concerned by this
requirement (“n/a” cell) because they are related to build a data-oriented IoT
systems (IoT sensors-based systems) but they are concerned about capturing,
sharing and distributing data without using them (Zhang et al. 2016; Shang et
al. 2016; Songsom et al. 2020; Li et al. 2017; Gill et al. 2017; Herrera-Quintero
et al. 2016) or because their proposal is to improve a technical aspect which is
not related to context information and management (Zufliga-Prieto et al. 2018;
Zimmermann et al. 2017; Thangaraj et al. 2016; Liu et al. 2018; Jin et al. 2017;
Gkioulos et al. 2019). Seven papers do not meet this requirement because they
are related to the building of a data-oriented systems (Zimmermann et al. 2018;
Xu et al. 2017; Tai et al. 2019; Qu and Hou 2017; Schirmer et al. 2016; Li 2016;
Korzun 2016), which observe and use data without considering these as context
information of entities.

Transparency. This requirement is not a relevant characteristic for this bunch
of sources as only fifteen papers are concerned about it. The purpose of this
requirement is mainly to hide the heterogeneity of the IoT devices at the physical
layer (Zuaiiiga-Prieto et al. 2018; Zschornig et al. 2018; Zimmermann et al. 2018;
Zhang et al. 2016; Shang et al. 2016; Qu and Hou 2017; Razzaq et al. 2020; Wang
et al. 2018; Thangaraj et al. 2016; Schirmer et al. 2016; Li et al. 2017; Korzun
2016; Tahmasbi et al. 2016) or to hide the complexity of the adaptation process
(Nebhani et al. 2017; Fatma et al. 2016). The proposal of the two papers (Jin
et al. 2017) and (Triantafyllidis et al. 2016) do not meet this requirement as the
former paper proposes a model helping to choose the selected service without
hiddening the heterogeneity and the adaptation process whereas in the latter
the heterogeneity is not handled at all. Twenty eight papers are not concerned
by this requirement (n/a cells) either because their proposal aim at designing
data-oriented system or monitor & control system and they do not hide the
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heterogeneity or because their proposal is a technical improvement which is not
concerned by heterogeneity or which do not hide at all the heterogeneity.

* Adaptation. Not a lot of sources are taking this particular requirement into
account. Only 15.56% of the proposals (Mingozzi et al. 2016; Jin et al. 2017,
Fatma et al. 2016; Mongiello et al. 2016; Wang et al. 2018; Zimmermann
et al. 2017; Nebhani et al. 2017) meet this requirement as they handle the
selection and/or the adaptation of services according to quality criteria or
context information. Two papers (Kirchhof et al. 2020; Feng et al. 2017) do
not satisfied this requirement because the monitor & control systems they target
does not include the selection or adaptation of services. Thirty six papers are not
concerned by this requirement because they are targeting a data-oriented system
or technical improvement without relation with adaptation.

Only two papers fulfill all the PIS requirements as defined in the first chapter.

e Zschornig et al. (2018) proposes an architectural concept, divided into three
technical layers (integration, data and analytics, and IoT-aware processes) and
a software prototype called SEPL. This proposal also fulfill two of the additional
characteristics: it support the user’s business needs in a predictable and controlled
manner (Determinism) and collect and process heterogeneous data automatically
(Automatic).

e In Wang et al. (2018), the authors propose a building operation management
cloud ecosystem for smart buildings, containing several levels, namely the
building operation management application level, the [oT platform, networking
level and the device level. However, it is difficult to determine if the proposal
fulfills some additional characteristics.

Three papers fulfill 4/5 of the PIS requirements.

* Razzaq et al. (2020) introduced an edge information system for intelligent
Internet of Vehicle, including edge caching, edge computing, and edge Al
Authors present platforms, design methodologies, and key use cases. It satisfies
Context awareness, Heterogeneity, Transparency and Requirements satisfaction.
It is difficult to determine if this proposal fulfill additional characteristics.
However, if only one of them has to be fulfilled, it can only be the “Automatic”
one.

e Tahmasbi et al. (2016) propose a software architecture for a cloud-based
healthcare system for mobile patients. It is focused on non-functional require-
ments including availability, interoperability, and performance. The cloud major
component is designed in the form of multiple independent clouds and also
makes use of virtualization concept. The proposal satisfies Context awareness,
Heterogeneity, Transparency and Requirements satisfaction. It is difficult to
determine if the proposal fulfills some additional characteristics.

¢ Fatma et al. (2016) adds contextual information to the semantic web service
description to ensure the pervasive system adaptation and to change the web
service behavior depending on the contextual information categories. Authors
propose a methodological approach to assist the designers to develop PIS
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instances based on semantic web services and to adapt these instances to
the user’s need in a specific contextual situation. This work satisfies Context
awareness, Transparency, Requirements satisfaction and Adaptation. However it
is difficult to determine if it fulfills some additional characteristics.

Twenty-four sources fulfill 3/5 of the PIS requirements, each of them satisfying
at least Heterogeneity and Requirement satisfaction. On this subset, 62% satisfy
Context awareness, 33% Transparency and 8% Adaptation.

4 Conclusion and Open Issues

We conducted a systematic mapping study on papers addressing design and
modeling in pervasive information systems. We had three research questions.

¢ To answer to RQI (What is the distribution evolution of the sources?), we studied
the distribution of the selected papers over time and issues and identified the most
frequent words present in the selected sources.

e To answer RQ2 (How is addressed the design and modeling of pervasive
information systems in research proposals?), we then characterized the selected
papers following the type, nature of the proposal, usage of the IoT system and
application domain. It gave us some insight about the proposals in each of the
sources.

e To answer to RQ3 (How are met the PIS requirements presented in the first chap-
ter of the book in these design-dedicated research proposals?) we finally looked if
the proposal were fulfilling the requirements identified for pervasive information
systems. Only two papers were fulfilling 100% of the PIS requirements and three
papers 4/5 of them.

This literature review leads us to draw some conclusions. There are works in the
literature which propose some interesting value about design and modeling in PIS
but a common terminology is required in the field to be able to compare and link all
the existing proposals on a more efficient way.

Our PIS vision uses a two-way flow between the layers: the data flow from
the infrastructure layer to the management layer — bottom-up flow — and the
adaptation flow the other way around — top-down flow (see chapter “What Is a
“Pervasive Information System” (PIS)?””). The bottom-up flow is mostly taken into
account in the selected works of our dataset, whereas the top-down one is usually
ignored. The reflexivity capability and the context-awareness in middleware are
important elements but are not usual in information system development method.
New methodologies must be defined to handle correctly adaptative systems. We
also highlighted that a domain-dependent approach could be more efficient to guide
stakeholders to build PIS and to help them to envision the use of the IoT to improve
business processes. Moreover, existing enterprise architecture (EA) models have to
be extended or redesigned to handle our PIS vison and to take into account the
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two-way flows of the PIS dynamics. Information about building (BIM) and physical
environment should be integrated in the design methodology for domain-specific
PIS like smart university, smart airport, and so on.

The majority of the systems used in the selected works can’t be qualified as
pervasive information system as we have defined it earlier as they mostly have
a pervasive information vision (they use only the bottom-up flow). They do not
fulfill all of the five requirements stated in chapter one and usually don’t give any
information about the additional characteristics.
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The Context Awareness Challenges m)
for PIS e

Manuele Kirsch-Pinheiro

1 Introduction

New technologies, such as IoT, Cloud, and Fog/Edge Computing, are bringing more
dynamism to Information Systems and are enabling more flexible IT systems that
can be potentially better adapted to changes in their execution environment. The
recent availability of sensors that can capture a wide range of physical phenomena
in real-time has triggered the curiosity of developers to explore what type of services
they can create based on sensing (and actuation) (Augusto et al. 2017). Indeed, such
sensor data represents an interesting input for adapting services and applications
behavior, offering the possibility of having a “smarter” system. According to Bauer
and Dey (2016), we can already witness a move towards increasingly sophisticated
systems (“smart”, “intelligent”, “context-aware”, “adaptive”, etc.). Information
System users are not an exception, they expect an increasingly “intelligent” system
capable of anticipating their needs and responding to them appropriately. Besides,
developers are mainly interested in the contexts the system can “perceive” and what
that can enable a system to do. The ability to learn behavior patterns becomes
essential for the successful implementation of intelligent environments because
knowing such patterns allows the environment to act intelligently and pro-actively
when it matters (Augusto et al. 2017).

In order to provide such kind of “intelligent” behavior that is expected from
them, Pervasive Information System (PIS) must become aware of the context in
which they are used and intelligently adapt their execution. In other words, PIS must
integrate context-awareness properties in their behavior, and they should behave as
context-aware systems. The notion of context becomes central to PIS since it may
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contribute to achieving the flexibility necessary for PIS to better account for the
dynamic environment in which Information Systems are gradually moving towards.

The notion of context can be defined as any piece of information that character-
izes the situation of an entity, whether it is a person, a place, or another object (user,
application, etc.), considered relevant for the interaction between the user and the
application (Dey 2001). Context-awareness can be roughly seen as the capability
a software system has to adapt its behavior according to changes observed in its
execution context (Dey 2001; Baldauf et al. 2007; Bauer and Dey 2016).

From its beginning, in the early’90s (Schilit and Theimer 1994; Schilit et
al. 1994; Brown et al. 1997, just to name a few) till nowadays, Context-Aware
Computing has received much attention in the literature (Alegre et al. 2016; Augusto
et al. 2017; Baldauf et al. 2007; Bauer et al. 2014; Kirsch-Pinheiro and Souveyet
2018). Among the challenges underlined by the literature, the acquisition of context
information itself is not a challenge anymore, thanks to technologies such as IoT and
smartphones. As pointed out by Sarker (2019), smartphones can collect and process
raw context data about users’ surrounding environment and their corresponding
behavioral activities with their phones. According to this author, such data offers
an understanding of users’ behavioral activity patterns in different contexts and to
derive useful information.

Context information can thus be captured and used for adaptation purposes on
PIS. It may influence PIS behavior at all levels. It may be acquired and, theoretically,
fed back up, level by level, like events, in order to contribute to the adaptation of
each level and, consequently, of the system as a whole.

However, considering context awareness for an entire PIS represents an impor-
tant shift in context management approaches. These approaches operate habitually
in an application scale, but when considering PIS, a system scale must be consid-
ered. This is because PIS can be seen as a complex ecosystem of dynamic and
heterogeneous resources, including not only software applications and IT resources
and infrastructures but also business processes and human resources. Therefore,
bringing context-awareness to this new generation of Information Systems means
making it available to all system components. In other words, context management
features cannot be limited to single context-aware applications, but they should be
generalized to the whole system, which implies considering context management
as a “facility”, a service proposed to all components of the PIS. This notion of a
“context facility” brings to light several challenges related notably to this change of
scale on context management, from an application scale to a system scale.

This chapter focuses on this vision of “context facility” as a means of supporting
context awareness on an entire PIS. Starting by considering lessons learned from
Context-Aware Computing, we will present this vision, the challenges it brings, and
possible solution insights.

This chapter is organized as follows: Section 2 highlights important features
for context management discussed in the literature; Section 3 details the vision of
a “context facility”, while Sect. 4 discusses the impact of this vision on context
management; Finally, Sect. 5 discusses possible insights for realizing this vision,
before concluding in Sect. 6.
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2 Literature Review

The notion of context is becoming more and more used today within applications
that could be called “intelligent” because they are able to observe elements from the
environment, such as the location of the user, his physical activity, etc., and to react
accordingly. Context information appears here essentially as a trigger for adaptation
purposes. This observation of the environment is now possible thanks notably to
the development of smartphones, but also sensors, actuators, nanocomputers, and
other low-cost technologies related to the Internet of Things (IoT), which allows
developers to easily propose applications that observe and interact with the physical
environment.

This kind of application is already part of our daily life, but, in most cases, their
development is still carried out in an ad hoc way, despite all the research that has
been done on the notion of context and Context-aware Computing. Context-aware
applications can be defined as applications capable of observing changes in context
and adapting their behavior accordingly (Baldauf et al. 2007; Bauer and Dey 2016).

Context-aware computing literature stressed the importance of an efficient
context management. Indeed, there is a significant contrast between the development
needs of applications presenting some context-awareness behavior compared to the
traditional ones (Alegre et al. 2016). Context-aware applications have the ambition
“to create computational systems that are able to understand not only simple
contexts, but others such as their environment, the person that is using the device,
or the social context in which they are executing services” (Alegre et al. 2016).
However, realizing such ambition implies considering multiple issues, from the
environment observation to the reaction to changes observed on it.

From a practical point of view, supporting the notion of context in a computer
application raises several challenges ranging from identifying relevant context
information, acquiring and modeling it, to its interpretation and exploitation for
different purposes (Baldauf et al. 2007; Bettini et al. 2010; Kirsch-Pinheiro et al.
2016; Kirsch-Pinheiro and Souveyet 2018).

Several works such as Perera et al. (2014), Alegre et al. (2016), Baldauf
et al. (2007), and Greenberg (2001) have underlined multiple challenges in the
design and development of context-aware applications, as well as different phases
and issues on context management life cycle. Based on this literature, we have
identified on Kirsch-Pinheiro et al. (2016) and Kirsch-Pinheiro and Souveyet (2018)
multiple dimensions allowing considering common context management issues. The
dimensions represented in the “roadmap”, illustrated in Fig. 1, let us foresee the
hardness of designing context-aware applications.

Compared to traditional applications, context-aware applications can be con-
sidered more complex because they have to cope with the so-called pervasive
environments. Indeed, these environments are characterized by their heterogeneity,
including devices as varied as network equipment (router, switch, etc.), “traditional”
personal computers (fixed or portable), smartphones and tablets, and even devices
used for IoT (e.g., RaspberryPI, Arduino). As underlined by Lalanda and Hamon
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(2020), pervasive environments are highly dynamic and volatile. Devices can
connect and disconnect without warning, the quality of the network connectivity
can dramatically vary, and failures can happen anytime on various system levels.
This dynamicity and unpredictability of daily life situations can partially explain
the hardness of designing context-aware applications. According to Augusto et al.
(2017), “it is difficult to program systems which can take every possibility into
account and have a pre-planned specific reaction, but we can at least highlight which
are some of the situations of interest we can aim to react to appropriately”.

Context-aware applications must operate, often continuously, under these chang-
ing conditions. They need to observe different elements of the environment and
react to their changes, often using very limited computing platforms (e.g., nanocom-
puters or smartphones with battery and connectivity limitations). Such a dynamic
and constrained execution environment significantly impacts the architecture and
development of such software, particularly in terms of modularity, integration, inter-
operability, and a growing number of non-functional constraints (e.g., robustness
and scalability). Under these conditions, the qualities traditionally expected from
software, such as flexibility, dynamics, modularity, and scalability, become difficult
to meet, especially with the ad hoc development processes that are often adopted
when developing context-aware applications, as observed in (Bauer and Dey 2016;
Bauer et al. 2014).

All these characteristics of pervasive environments have a strong impact on con-
text information itself. Context information is naturally uncertain and incomplete.
It may contain errors and be very dynamic. It is often heterogeneous, including
different formats. It may be observed using different frequencies or be pushed up by
its different sources (i.e., sensors). These sources may also vary since new sources
can potentially integrate the application, and others may disappear (temporarily or
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definitely) (Bettini et al. 2010; Chalmers et al. 2004; Kirsch-Pinheiro and Souveyet
2018).

All these characteristics inherent to context information challenges the identifi-
cation of possible context sources (represented through the “acquisition” dimension
in Fig. 1), the representation of such information (“model” dimension), as well as its
interpretation through appropriate reasoning methods (“interpretation” dimension).

Previous works on context-aware computing have considered the evolution of
context sources through middleware and context models allowing new sources, data
types, and formats to be easily added (Bettini et al. 2010; Wagner et al. 2011; Pas-
pallis and Papadopoulos 2014; Vahdat-Nejad 2014; Pradeep and Krishnamoorthy
2019). According to Alegre et al. (2016), middleware is the most used structure
to collect context information, support sensor deployment, and hide heterogeneity.
According to these authors, separating how context is used from how it is acquired
eases the development of a generic set of applications by reusing and customizing
the necessary structure for context manipulation. Nevertheless, according to these
authors, once the context is modeled, there is a need to create new knowledge and
have a better understanding based on the currently sensed context.

This need of creating new knowledge corresponds to what we call in Kirsch-
Pinheiro and Souveyet (2018) the “interpretation” dimension (see Fig. 1). It refers to
different interpretation techniques for context information, from simple adaptation
mechanisms, such as rule-based systems, to advanced reasoning mechanisms. When
considering tendencies on context reasoning, an important one that can be observed
in the literature is the use of Machine Learning (ML) techniques for reasoning
or “mining” context data and to extract meaningful information from these data.
Several machine learning and data mining techniques, such as data clustering, fea-
ture optimization and selection, rule-based classification and association analysis,
incremental learning for dynamic updating and management, and corresponding
rule-based prediction model can be designed to provide smartphone data analytic
solutions (Sarker 2019). The same can be said about IoT and other sensor data.
For example, reasoning mechanisms may allow applications to detect or anticipate
particular situations and to adapt their behavior accordingly (Mayrhofer 2005; Sigg
etal. 2010; Ameyed et al. 2015; Ramakrishnan 2016). Mining context data may have
multiple uses: adaptation of applications (or processes) behavior, recommendation
of actions, data prediction, the anticipation of user’s needs, and decision making
(e.g., Najar et al. 2015; Maio et al. 2016; Mokhtari et al. 2017).

The use of such techniques presupposes the identification at design time of
relevant context elements to be observed at run time. This is one of the most
important challenges in the design of context-aware applications (represented by the
“subject” dimension in Fig. 1): the identification of relevant context information that
should be observed in order to obtain a significant behavior from the application.
Furthermore, identifying such data leads mechanically to selecting appropriate
sensors and acquiring methods, models for representing it, and reasoning methods
for exploring such information.

This particularly important challenge has been highlighted by several authors
(Bauer and Dey 2016; Dey 2001; Greenberg 2001; Grudin 2001). For example,
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it has been summarized by Bauer and Dey (2016) as follows: since context
information is a key element for controlling the behavior of these applications, the
identification of the relevant elements for these applications becomes a crucial task
in their development, forcing the designers of these applications to anticipate their
combinations and their relevant characteristics before implementation.

The literature has tackled all these challenges through an “application-based”
focus. Indeed, the focus is always on developing independent applications that can
be complex but that present few cooperative aspects with other applications, like
sharing context data and models or even reasoning models. The focus remains
mainly on single “applications”, and no systemic view is considered. At the
maximum, we have middleware and similar constructs, but applications and models
are mainly built independently from each other, working in silos. Nevertheless,
considering the generalization of context-awareness capabilities into a whole
Pervasive Information System (PIS) means considering context management issues
on a system scale. This represents a key requirement for the evolution of traditional
Information Systems into Pervasive Information Systems, which cannot become
real without context awareness. In other words, in order to become a reality, PIS
should assimilate context management to a “service” that should be available for
all components in the system, similar to a “facility” in a city. In the next section,
we present this vision of a “context facility”, which we consider a key element for
satisfying context awareness requirements of PIS.

3 Towards a Context Facility

A PIS is an Information System that evolves. This evolution is guided by many
factors, including a need for more flexibility from the organizations, but also the
opportunity of obtaining a “smarter” behavior thanks to new technologies, thanks
to a more context-aware behavior. In order to become more flexible, each level of
a PIS, represented in Fig. 2, may use context information to adapt its behavior:
from its infrastructure till management and decision making, passing to proposed
services, applications, and business processes. The most important challenge of this
evolution does not lie in adapting each level composing such systems separately,
in an independent way, but in creating a real synergy between the IS levels. Each
level should be able to adapt itself according to its own conditions and goals,
but also according to observed context information and changes coming from the
neighboring levels. All of this leads almost inevitably to the generalization of the
context support to the entire system. This means considering this context support as
a “facility” available to all PIS components. Figure 2 illustrates this idea of synergy
among all PIS levels. In the lower part of the picture, we may observe different
elements acting as a source of context information and feeding this “facility”, which
in its turn makes this information available to all levels of the system. At each
level, this information can trigger changes, which will feed back to this facility new
information, thus improving a dynamic interaction among PIS levels.
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Behind the idea of such a “context facility” lies the idea of proposing context
management as a service, which will be available to all elements in every level
of a PIS. Thus, if we see a PIS as a city, context management should be like a
“facility” integrated into the city, such as water or electricity, a service available to
all community members. Thinking of context management as a “context facility”
implies generalizing this notion to the entire system. Everything may become
observable. Each element in a PIS could thus be observed, become a source of
context information, and at the same time, a consumer of this kind of information
for different uses, from adaptation to decision-making.

Through this idea of a “context facility”, everything becomes a possible source of
context information. This information can thus be fed back to all levels of a PIS and
launch reactions on these levels, from adaptation to decision-making, reactions that
may, in their turn, trigger new changes. It is through this “facility” that the synergy
between all levels of a PIS can be created. This synergy could provide Pervasive
Information Systems with the flexibility they will need to better take advantage
of the opportunities offered by the new technologies and by the environment’s
dynamics, whether physical, logical, or organizational.

In Ben Rabah et al. (2020), we have first introduced with other researchers a
vision of a “context mining facility”, i.e., context mining functionalities proposed
as a service offered by an IS for all its applications. Such a “context mining
facility” would open up new application perspectives within IS (adaptation to the
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context, recommendation of services or content, prediction/anticipation of user’s
needs or actions, decision-making, etc.). We may thus envisage the generalization
of these behaviors, which could be described as “smart” or “intelligent”, by offering
appropriate support for context mining as a service specific to an IS. Nevertheless,
the idea of “context facility”” should not be reduced to only the mining of context
information, even if this mining, seen as part of reasoning mechanisms, represents
a major challenge for this vision. Moreover, as we will discuss in the next section,
many other challenges follow this view since it embraces all dimensions of context
management.

Indeed, this vision of a “context facility”, available for an entire PIS, raises
several challenges, particularly related to the scale that this vision implies, as
illustrated by Fig. 3: it is no longer a particular application or service that benefits
from such a platform, but potentially all the elements of a PIS, whatever their level.
Context information is no longer captured for a specific use but for many different
uses, even future ones. This raises the question of how to model this information,
store it, and process it on a large scale.

Considering context management as a system “facility” implies an important
shift in the way this management is currently handled since the scale changes
drastically. As illustrated in Fig. 3, we no longer consider single applications
with precise goals and data but a service that is available for an entire ecosystem
of users (stakeholders, employees, customers, etc.), services, and applications
supporting different business processes. When considering a given application, its
developers/designers may define precisely what context data will be considered, the
processing steps these data will need, the storage and distribution mechanisms that
might be necessary, and the Quality of Context (QoC) (Marie et al. 2014) metrics
that should be considered, and even the most adapted reasoning mechanism to apply
considering these data and the application’s purposes. If we consider a service at
the PIS scale, we can neither focus on a single purpose nor predefine a specific set
of context data or an appropriated reasoning technique to be used by all since the
same service is supposed to be available to many different applications. The same
service is supposed to satisfy the needs of multiple existing applications, considering
currently available sources of context data, but also consider the needs of future
applications and users. Besides, we are confronted with a different volume of data,
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passing from a potentially limited data set to a data set that can be characterized as
Big Data, both by its volume and variety. Finally, the design concerns for such a
facility will not be the same that traditional middleware or frameworks for Context-
Aware Computing. Traditionally, those focus on proposing a more straightforward
design and the development of new context-aware applications. The goal is to
allow developers to quickly produce new context-aware applications by freeing such
developers from several context management concerns. A context facility should do
the same, but at the system scale, which means that it should focus not only on
these “easy to use” design concerns but also (and mainly) focus on extensibility
and scalability since it should be available at run time to a dynamic set of multiple
applications and services.

This change in scale has an important impact on several context management
dimensions. We will discuss this impact in the next section.

4 Impact of a Context Facility Vision on Context
Management

A PIS is not a simple set of applications. It implies data, technical and human
resources, and business processes, all acting together to help the organization fulfill
its strategic goals. We can see these systems as living organisms that must evolve
with the organization, whose goals and needs are constantly evolving. In order to
support this evolution appropriately, PIS must behave as context-aware systems to
adapt their behavior to an evolving environment. Context awareness becomes then
an important requirement for supporting this evolution, bringing us to the idea of
“context facility” presented in the previous section. We believe that such a context
facility may play a significant role in this evolution precisely because it is intended
to support PIS elements in their needs for context awareness.

The generalization of a context-aware behavior to an entire Information System
implies delegating issues related to context management to this context facility,
freeing application developers from these concerns and consequently, allowing
those developers to focus on the “smart behavior” they are looking for. However,
for the context facility itself, this means offering high levels of customization to
satisfy multiple system components. This is probably the main challenge when
considering a system scale: the fact of supporting multiple purpose applications,
including current applications and context sources, but also future ones. Figure 4
summarizes the main challenges raised by this context facility vision. We discuss
those in the following paragraphs.

As illustrated in Fig. 4, having multiple purposes applications has an important
impact on context management decisions since the purpose of an application will
often guide many other decisions related to context management, illustrated by the
dimensions presented in Fig. 1, like subject, model, and acquisition dimensions.
Indeed, as with any software application, context-aware applications must match
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precise requirements defined for them. Furthermore, when integrated into a PIS,
such applications must also be aligned with the organization’s goals and expecta-
tions. As underlined by Alegre et al. (2016), if the proper requirements are not well
defined prior to the development of the system, it will be more likely to fail to meet
the user and other stakeholders’ expectations. It is then imperative for a context
facility to allow applications to explore context information according to their own
requirements.

As Coutaz et al. (2005) point out, it is commonly accepted that context concerns
the evolution of a structured and shared information space and that this space
is designed to serve a particular purpose. Whatever information is considered as
context depends profoundly on the system in question and its objectives. Whatever
this information is, it needs to be managed appropriately in order to realize its full
potential. This requires an understanding of the challenges involved in using this
notion and the main characteristics of context information, such as its heterogeneity,
dynamism, and uncertainty. The main benefits for an application of disposing of a
context facility lie mainly in these characteristics, since such facility may include
different mechanisms for handling different context sources and Quality of Context
metrics, freeing the application developers of thinking on those, while allowing
sharing those among multiple applications. This facility should then appear as a
building block flexible enough to allow the design and the development of different
independent applications with their own requirements. This implies allowing to
identify and to add extra context information to be observed and handled through
the facility. Furthermore, every new application should be able to add new context
sources that, once integrated, will be available for any other PIS component.

This sharing of context sources and data at a system level represents an interest-
ing gain of energy for the whole system: instead of gradually multiplying sensors
and other data sources across the Information System with the growing number of
smart applications and services, the facility could allow a sensor introduced by one
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application to be used by many others, including, for instance, reporting applications
for decision-making and the system management.

However, this context sharing raises another challenge: the one of making
available a massive set of context information everywhere in a PIS. Indeed, a
PIS goes far beyond the LAN perspective usually considered by context-aware
applications, which traditionally consider locally available data. In this sense, the
context facility may be compared to a data lake (Giebler et al. 2019) of context
data. As with any data lake, it is concerned with storage and distribution issues.
The first concerns how to store a high volume of available data time enough
to extract an added value from it, while the latter concerns how to convey data
from the data sources until the data lake. However, more than any other “normal”
enterprise data, context data is subject to several important and inherent quality
issues, like freshness and uncertainty, that should also be considered during storage
and transfer. Unfortunately, on the one side, more complex context distribution
mechanisms (Bellavista et al. 2013) do not receive much attention in Context-Aware
Computing literature. Conversely, current IoT solutions often rely on simple cloud-
based solutions (Gubbi et al. 2013; Elazhary 2019), whose centrality and latency
might represent a problem in different scenarios.

Besides, such availability of context information leads to other concerns: privacy
and security. As underlined by Alegre et al. (2016), context information will
inherently contain important data related to the users, which raises some privacy
issues. Moreover, privacy concerns may differ from user to user and may also
be dynamically changing over time. Therefore, the balance between privacy and
system potential is delicate. Similarly, context-aware applications must consider
data security and privacy aspects, providing the right balance between privacy
and system potential (Munoz-Arcentales et al. 2021). This leads to an important
concern that must be considered not only from an application point of view but also
from an institutional point of view. Indeed, context information must be considered
by the organization’s Data Protection Offices, like any other organization’s data.
Inversely, the context facility must integrate not only security rules from individual
applications or context sources but also privacy and security policies defined by the
organization itself.

Having multiple purpose applications to satisfy also leads to a context facility’s
modeling challenge. This facility must be able to handle multiple context models,
or, at least, a very extensible one. In such a way, application developers could
easily add new concepts corresponding to new context sources and information. This
leads us back to the context identification issues mentioned in Sect. 2. Certainly, a
context facility must handle multiple models, but the availability of such models
and multiple sources might also offer interesting insights for developers (and
potentially stakeholders) that must identify relevant context information for their
own applications (and business processes). According to Alegre et al. (2016),
the potential of context-aware applications remains limited to the context that
developers are able to encode and foresee. The problem is that developers must
know beforehand the context they need to program, but they might not be able to
foresee some situations. Some situations can also be specific to some users or may
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not be useful enough to justify the effort of implementing them. In other words,
if developers cannot determine all that can be affected by an action, it will be
very difficult to write a closed and comprehensive set of actions to take in those
cases. The availability of a large amount of context information shared through the
context facility may contribute to this issue thanks to the possibility of promoting
context mining mechanisms. For instance, Jaffal et al. (2014) promote the idea
of identifying relevant context information from previously observed data. This
corresponds to what we call “context mining”. Mining available context information
may enable the identification of complex situations and reveal relevant context
elements that otherwise could remain unknown to stakeholders and application
developers. However, this implies analyzing a large amount of heterogeneous data,
which can be particularly challenging considering current data analysis techniques.

It becomes then clear that only making context data available for the applications
composing a PIS is not enough since the cornerstone of this context facility vision
is the expected smart behavior, which lies mainly on the capability of reasoning and
mining context data. We believe that the democratization of this kind of behavior
that could be considered “intelligent” creates an expectation on the users: they now
expect that software and systems will be more intelligent, able to recognize their
situation and their behavior and adapt in a reactive way as well as in a proactive
way. Such smart behavior is also important for assuring the transparency of these
systems, which is a key requirement of PIS. Hiding the technological complexity
that characterizes PIS from end-users is essential in order to relieve users and
stakeholders from technological constraints so that they can concentrate their effort
on tasks with an added value to the organization.

To do this, Pervasive Information Systems must be able to recognize users’ habits
and practices in order to be able to anticipate users’ needs and proactively propose
to these users the services that correspond the best to their needs. The added value
of context data relies on the capability of the context facility to allow applications
and stakeholders to extract knowledge from this data by mining it according to
applications, organizations, and individuals’ needs.

Thinking of context as a facility implies collecting data not only for a specific
application but for several potential consumers, including future ones. Therefore,
different approaches can be considered to address the various uses of such a context
facility. For example, Sarker (2019) has analyzed different strategies, notably based
on time series and rule-based reasoning. He underlines some limitations of these
techniques with context data, such as the mapping between patterns of usage defined
by these models and actual users’ behavior, since the users behave differently
in different contexts, which also may vary from user-to-user in the real world.
Similarly, Miranda et al. (2022) have studied the use of multiple Machine Learning
(ML) techniques applied to Human Activity Recognition (which is essentially based
on context data) and underlined multiple limitations concerning notably data stream
management and model evolution.

Variability in reasoning techniques appears then as a necessity for a context
facility since applications and stakeholders’ needs will significantly vary on a
system scale. For instance, extracting indicators (KPI) and tendencies for stake-
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holders in business organizations will not necessarily be achieved the same way
as providing context reasoning to applications for runtime adaptation. Therefore,
different approaches are required, and it is important to understand their strengths
and drawbacks in view of handling such evolutive, uncertain and heterogeneous
context data at a large scale.

Nevertheless, the heterogeneity and other characteristics of the context data
appear to be a major obstacle to a generalized and fully automated analysis of these
data. Therefore, data analysis methods are often applied to specific “categories” of
data. For example, the FFT (Fast Fourier Transformation) used in Ramakrishnan
(2016) is particularly adapted to numerical data, whereas the FCA (Formal Concept
Analysis) applied by Jaffal et al. (2014) is more adapted to symbolic data (i.e.,
labels). Data concerning GPS location illustrates quite well this issue since very
often a preprocessing is necessary in order to translate GPS coordinates into
“labels” (“localization_1", “home”, “office”, etc.) or “ids” that could be more easily
exploited by the different data analysis techniques such as, for example, FCA.

Therefore, given the heterogeneity that characterizes context data, it is difficult
to imagine the application of a single technique for data analysis regardless of the
context element considered. At the same time, it is difficult not to consider the risk
of losing information on the possible links between the different context elements
by splitting the data set according to their nature. This leads to the necessity of
supporting multiple reasoning models and techniques at the context facility level.

However, the scale in which a context facility should operate may represent a
significant issue for some data analysis techniques. In Ben Rabah et al. (2020),
we have analyzed how Machine Learning (ML) approaches are used for context
mining and the conditions necessary for this analysis considering the specificities
of context information. The limitations we have underlined in this paper suggest an
issue when considering the use of ML techniques on a context facility scale. It seems
clear that current data mining techniques are not sufficiently adapted to manage the
heterogeneity of context data without a significant preprocessing phase. Whatever
the adopted paradigm (supervised, unsupervised, semi-supervised, or reinforcement
learning), ML is about selecting an algorithm and training it on some data. The
effectiveness of a given method depends on various factors, such as the quality
of the training data, the chosen algorithm, and its hyperparameters. Low-quality
data may compromise the success of the most powerful ML algorithms (Garcia et
al. 2016; Ramirez-Gallego et al. 2017). Unfortunately, characteristics inherent to
context data, such as its heterogeneity and uncertainty, may lead to problems such
as higher model complexity and overfitting decrease, decreasing ML performance
and quality of results. In order to address these problems, preprocessing steps are
often considered, including data cleaning techniques for identifying and correcting
noisy data (Mokhtari et al. 2017; Rueda et al. 2019), processing missing values or
detecting outliers (Lork et al. 2017); data transformation, proposing, for instance,
digitalization and normalization of raw data; and data augmentation, including
methods create additional training samples (Grzeszick et al. 2017).

Such preprocessing steps are possible thanks to the “application” focus adopted
by those approaches. Indeed, when focusing on a single application with precise
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goals, it becomes possible to consider these phases since data types and formats are
known in advance. However, when considering a context facility and its “system”
perspective, such narrowed vision becomes quite difficult to assume. Not only the
goals are not necessarily the same between applications, processes, and stakeholders
supported by the context facility, but also new context data sources and formats may
join the system at any moment. This represents a significant issue since, on the one
side, if these phases are not reconsidered, new relevant data may remain ignored and
context data unexplored. On the other side, stopping the facility from re-executing
those phases may also negatively affect critical applications that may depend on it.
To sum up, although ML algorithms have proven to be useful for mining specific
context data, the overall process can be challenging when considering a context
facility scale. Both supervised and unsupervised approaches require preprocessing
phases and often human intervention during the pipeline, and considering a system
scale, even a minimal human intervention may be complex.

5 Discussion

The previous section has discussed multiple challenges that characterize context-
awareness support on PIS through the idea of a context facility offering context-
awareness capabilities for the whole system. Most of these challenges are related
to scalability issues and the generalization of reasoning techniques to a whole
system. Although PIS do not represent (yet) a common reality in most organizations
nowadays, several insights can be considered from the literature, notably in terms
of architecture and reasoning.

Indeed, it is worth noting that scalability is not a concern only for PIS, smart-
cities scenarios (e.g., Zappatore et al. 2016; Arasteh et al. 2016) are also concerned
by scalability, as well as the heterogeneity of devices and protocols, often leading
incompatibility issues. Similarly, in large IoT-based smart environment scenarios,
the need for providing and capturing context data but also processing it efficiently
must be considered. These challenges are followed by the need for unifying the
way to capture and store the data since many compatibility issues can be derived
from this in the case that many applications need to share data or coordinate
between them (Munoz-Arcentales et al. 2021). This is the case of PIS, in which
many different applications and processes must share context information. Although
some initiatives exist in the literature, Munoz-Arcentales et al. (2021) underline
that many proposals still fail to provide an architecture for collaborative scopes,
in which several systems can exchange relevant contextual information based on
detected complex events, due to the lack of data standardization or harmonization
process for exchanging the data. These authors propose instead a common semantic
model and data structure predefined for each application domain (agriculture, health,
airports, etc.), using a service-oriented model, which allows increasing or decreasing
resources according to the demand.
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Besides, issues related to storage and availability of context information can be
assimilated to Big Data issues, notably in IoT-based applications. Today’s availabil-
ity of an unprecedented mass of data, including data from the IoT, combined with the
available computing offer (whether on Cloud or Fog/Edge Computing platforms),
opens up new application perspectives, especially regarding data analysis. These
technologies may constitute the basis of a context facility.

In the first place, cloud-based solutions are often considered in IoT-based
environments, such as smart-home (e.g., Zdankin et al. 2020) and smart-health (e.g.,
Rangarajan et al. 2022) scenarios. According to Lalanda and Hamon (2020), the
attractiveness of this approach in such scenarios can be explained in several ways:
the availability of a large volume of data that must be stored and accessed quickly
and easily; the presence of data analytics services, which are often very greedy in
terms of computing power and time; as well as the administration simplicity. The
same can be said about Information Systems, in which cloud-based approaches are
largely adopted for different business applications (e.g., cloud-based CRM such as
Salesforce,! or ERP such as SAP S/4HANA2).

However, some cloud concerns may limit its use in certain cases. Lalanda and
Hamon (2020) underline, for instance, time-critical applications that can suffer
from network delay and limited bandwidth. These authors also underline security
concerns, since some users may not feel comfortable with the idea of personal
data being stored in clouds or data centers they do not trust, as well as economic
and ecological concerns, since transport and storage of large amounts of data in
the cloud may appear as inopportune, particularly when it could be processed in
gateways located close to data sources. For these authors (Lalanda and Hamon
2020), “pervasive services should make use of edge infrastructures as much as
possible and, thus, place some computing, control, and storage functions close to
devices. This appears to be necessary to deal with stringent requirements related to
latency, privacy, or security”.

The adoption of edge-based solutions, such as Lalanda and Hamon (2020), Peng
et al. (2018), or Villari et al. (2016), appears as an interesting approach for the
deployment of a context facility on PIS. In fact, the scale involved in a context
facility leads naturally to consider a distribution of resources all around the PIS
and, consequently, to favor distributed solutions, such as edge-based ones. Instead
of centralizing all context data and processing on data centers or cloud platforms,
these data and processing may be spread all over the PIS, being then nearest the
users and their applications.

The distribution of computing tasks on the network edge promoted by Fog/Edge
Computing brings several advantages when considering a context facility. First,
pushing the context facility into the network edge promotes the distribution of
context management capabilities nearest to context sources and to users and
applications interested in consuming context information. It may also contribute

Uhttps://www.salesforce.com/
2 https://www.sap.com/products/s4hana-erp.html
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to managing privacy concerns since it limits or reduces context data distribution.
Finally, such distribution can also benefit the organization since it allows fully
exploiting resources already available inside the organization and its PIS.

Pushing context facility into PIS edge may also contribute to promoting a better
distribution of context reasoning capabilities all around the Information System. We
are talking here about what some people call “Edge AI” or the use of edge platforms,
in association with cloud platforms, for the application of Artificial Intelligence
techniques, and in particular Deep Learning, on data mostly from the IoT (Zhou et
al. 2019; Deng et al. 2020; Ding et al. 2022). The “Edge AI” represents a new field
of application for resources already available in a Pervasive Information Systems,
which could benefit a wide range of sectors: Industry 4.0, logistics, but also Human
Resources, financial, among many others.

Different learning techniques can be deployed using Edge AI. Among them, we
may cite Federated Learning (Presotto et al. 2022; Ek et al. 2021) and Opportunistic
Learning (Lee et al. 2021; Yu et al. 2022; Lee et al. 2022). Indeed, current
developments in Federated Learning and Opportunistic Learning open interesting
perspectives when considering the Edge Al horizon. On the one hand, Federated
Learning is pointed out as an interesting solution for privacy concerns (e.g., Kumar
et al. 2022) since data is processed locally, on the network edge, and only model
fragments are shared. On the other hand, Opportunistic Learning (e.g., Lee et al.
2021; Lee et al. 2022; Yu et al. 2022) is based on the principle, but it allows
applications with slightly different goals to share model fragments. This opens the
possibility of cooperation between applications with similar goals (or common sub-
goals) to share model fragments, improving their local knowledge about a given
community, which may be related to a locality or to a traditional Information System
domain or application silo.

Still, concerning context reasoning, another tendency can be highlighted: the use
of hybrid methods, combining different reasoning techniques. For instance, Sarker
(2019) considers applying multiple time series analyses and rule-based techniques
in a single framework. Similarly, we believe that context management on PIS should
follow the same principle of combining different reasoning methods, which could be
distributed all along with the Information System thanks to edge and cloud facilities.

Finally, it is worth noting that only distributing reasoning models and engines
do not solve all reasoning issues underlined in the previous section (cf. Sect. 4).
Issues related to preprocessing and human intervention remain open. We strongly
believe that Machine Learning practices should still evolve towards more powerful
tools that gradually remove the human from the loop. We can already observe
this tendency through initiatives such as automated ML (AutoML) frameworks and
initiatives (Feurer et al. 2015; Hutter et al. 2019), which aim at automating the entire
ML pipeline. This automatization of preprocessing phases and the development of
configurable frameworks constitute a key aspect of developing a context facility on
PIS since they could reduce the need for human intervention on the ML pipeline
and allow customizing the framework according to applications and organizations’
needs.
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Last but not least, the context facility scale also raises the question of allowing
multiple and federated context models to co-exist in a PIS. A similar issue has been
tackled in some IoT-based proposals, which are confronted with interoperability
issues among multiple data types from IoT sensors. Solutions based on extensible
semantic models, such as Mormul and Stach (2020), Munoz-Arcentales et al.
(2021), and Guennouni et al. (2022), appear to us as the most promising ones,
allowing us to consider in the future a possible cooperation between multiple context
models that can be understood by different applications and business process all over
the system.

6 Conclusion

Context awareness represents a main requirement for Pervasive Information Sys-
tems. In order to reach such a requirement, it is necessary to generalize context
management support to all PIS components, which corresponds to the idea of a
“context facility” we advocate in this chapter.

Many challenges follow this vision of a context facility. However, these chal-
lenges are mostly related to the generalization of context management capabilities
to the scale of a whole Information System. We have discussed in this chapter
the challenges that arise from this scale change in context management and some
insights from possible solutions found in the literature. Among these challenges, the
generalization of context reasoning capabilities is probably the most ambitious one.
In this sense, the recent developments concerning Edge Al represent an interesting
perspective for transforming reasoning in a context facility scale into a reality.

However, other challenges should also be considered, notably the energetic
consumption of such a facility. Green IT concerns should now be integrated into
every IT project, and this during all its life cycle, from its design to its execution.
Context facility is not an exception. It should be designed considering Green IT
design principles and consider energy conception as an important parameter for
adaptation purposes during its own execution. Additionally, this context facility
may also contribute to Green IT goals from the organization itself by supplying
appropriate context information to PIS components, and notably applications, that
may use such information for reaching their own energy consumption goals. Energy-
aware middleware and platforms represent the first step in this sense.

Finally, PIS and this vision of a “context facility” also raise questions concerning
social and human acceptance levels. Are we ready to accept such a high level of
observation of our daily business life? Will we be able to accept the increasing
automation of our work environment? Like any new technology, like any change,
all these upheavals bring with them hope and fear, which we, as a society, should
learn to balance.
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1 Introduction

Pervasive computing, the computing that disappears, has been introduced by Weiser
(1991). It has been followed by ubiquitous computing, the computing appearing
everywhere and anytime introduced by Satyanarayanan (2001a). They both have
profoundly changed Information Systems (IS') in the three last decades. Those IS
are sometimes qualified as Pervasive Information Systems (PIS?) (Kourouthanassis
and Giaglis 2007). With PIS, IS features are enriched while their architecture
becomes more and more distributed. In addition to the traditional databases they

! The term IS will be herein interchangeably used to express both singular and plural.
2 The term PIS will be herein interchangeably used to express both singular and plural.
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were built upon, they include data coming from the physical environment and should
be accessible anytime and from any (mobile) device.

To illustrate the complexity of PIS throughout this chapter, we consider the
case of a logistic chain traceability system related to the transport operations of
shipments (Ahmed et al. 2021). Each shipment transport involves at least three
types of stakeholders: (1) the shipper at the origin of the transport request; (2) the
carriers in charge of transport operations; and (3) the consignee that receives the
transported shipment. Other stakeholders can also be involved in this process,
e.g., logistic service providers, customs, insurance companies, and banks. These
traceability IS were centralized in the past, but next-generation IS in this domain are
going to be more and more distributed. The system is deployed at each stakeholder
infrastructure locally and in the cloud. IS includes data collected from the Internet
of Things (IoT) with wireless connected devices (such as a temperature sensor)
deployed on the shipment and in the stakeholders’ infrastructures. Furthermore,
traceability data may be used dynamically for decision-making purposes, e.g., a
change in a transport company, notification of transport delays to the consignee and
the carriers, and the early identification of transport default such as the non-respect
of temperature conditions.

PIS software architecture comprises several layers: a business layer, a ser-
vice/middleware layer, and context-management data layer (a.k.a. 10T layer). Each
layer might be composed of several software components provided by different
organizations and deployed on a large-scale, heterogeneous, and distributed infras-
tructure. A PIS may be abstracted by a distributed software architecture in which
data and actions are transmitted among components, both inside and between layers.
The so-called middleware is an essential part of the design and execution of this
software architecture.

In a distributed computing system, middleware is defined as the software layer
that lies between the operating system and the applications on each site of the
system. Its role is to make application development easier, by providing common
programming abstractions, by masking the heterogeneity and the distribution of the
underlying hardware and operating systems, and by hiding low-level programming
details (Krakowiak 2009). Middleware has provided a key set of features enabling
distributed architectures to expand. In the 1990s, middleware started by offering
the basic client-server model that has been extensively used by IS. Since then,
there have been extensive innovations in middleware capabilities. We can mention
the persistence capability that enables transparent interactions between applications
and databases and the publish-subscribe interaction pattern that enables designers to
decouple system components.

PIS have specific requirements concerning middleware. Biegel and Cahill (2007)
have identified some of these requirements, such as loosely coupled communication
and sensor and actuator abstractions. Raychoudhury et al. (2013) surveyed the
literature on middleware for pervasive systems and highlighted new requirements
for PIS, such as context management, i.e., how to consume high-level context
information obtained after processing, fusing, and filtering a large amount of low-
level context data collected from the environment. They also draw attention to
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the service-oriented paradigm, the common middleware abstraction in this decade,
which comes with service discovery and service composition issues. In this chapter,
we focus on presenting the state of the art on requirements concerning middleware
for PIS in the context of the IoT, i.e., the integration of connected devices that
interact with the environment into the Internet. As stated by Blair et al. (2016),
the IoT ensues with new requirements and challenges for PIS middleware such as
scalability and heterogeneity.

At the same time, as PIS grow in terms of complexity and distribution and
become ubiquitous, they raise a new concern in terms of energy consumption.
According to Ferreboeuf et al. (2021), the energy demand of Information Technol-
ogy (IT) in 2019 was estimated to be 4184 TWh (IT represents 4.2% of the energy
consumption and 3.5% of greenhouse gas in the world). If the energy consumption
continues to rise by 6.2% by year as it has had since 2015, both energy and
greenhouse gas could double in 10 years, a non-sustainable scenario. As middleware
has a central position in IS and as it is used by many of them, middleware platforms
might play a key role in making systems developed atop of them become energy-
aware and energy-efficient. These requirements are even more relevant considering
that programmers often have limited knowledge on how much energy their software
consumes and which parts use most energy (Pang et al. 2016). Consequently, energy
consumption is a first-class concern for PIS middleware that we address in this
chapter.

The remainder of this chapter is organized as follows. Section 2 describes the
requirements imposed by PIS to middleware. Section 3 presents how some of those
requirements are handled by middleware in the literature. Section 4 details how
platforms proposed in our research respond to some of the identified requirements
concerning PIS middleware. Next, Sect. 5 draws open challenges to be handled in
the future. Section 6 concludes the chapter with final remarks.

2 Requirements for PIS Middleware

This section gives an overview of the requirements for PIS middleware in the
context of the [oT. As the aim of a middleware layer is to bridge the gap between
the pervasive elements spread over the physical environment and the applications,
the requirements for PIS middleware include the provision of several services to
allow applications to gather contextual information from heterogeneous distributed
devices. We present the main functional requirements (i.e., driven by application
constraints such as interacting with a given sensor or defining application adaptation
rules) and non-functional requirements essential in a PIS scenario (such as handling
interoperability, scalability, and the need for supporting energy-efficiency). Table 1
summarizes the presented requirements by organizing them in three categories:
requirements necessary for Context data management in the IoT, Application
support, and requirements Exacerbated in IoT systems. Table 1 also maps the
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Table 1 Requirements for PIS in the context of the IoT

Requirement Type SotA?| Proposals

Context data management

2.1 Sensing and actuation support FRY IoTvar (4.5)

2.2 Context-awareness FR

2.3 Dynamic adaptation capabilities FR

2.4 Quality of Context management NFR® 3.1 | QoCIM (4.1), QoDisco (4.4)

Application support

2.5 Application development support FR TIoTvar (4.5)

2.6 Support for multiple interaction patterns FR 32

Exacerbated in IoT systems

2.7 Enabling interoperability NFR 3.3 | DeX Mediators (4.3),
QoDisco (4.4), IoTvar (4.5)

2.8 Security and privacy FR/NFR| 3.4 | MUDEBS (4.2), QoCIM (4.1)

2.9 Scalability NFR 3.5 | MUDEBS (4.2)

2.10 Energy efficiency and energy-awareness | FR/NFR| 3.6

2 SotA = State of the art
b FR = Functional requirement
¢ NFR = Non-functional requirement

middleware proposals that will be presented in Sect. 4 with the requirements they
tackle and for which we discuss the state of the art in Sect. 3.

2.1 Sensing and Actuation Support

PIS middleware needs to deal with small, often battery-powered devices such as
sensors and actuators, the physical elements that the system needs to interact with
the environment. Sensors typically obtain information from entities of interest or
their environment, whereas actuators act on an entity or the environment or provide
feedback to the user. A relevant requirement for PIS middleware is to provide
programming abstractions that enable event-driven programming at a high level,
thereby significantly simplifying the use of sensors and actuators by hiding the
complexity of accessing heterogeneous devices that use different communication
protocols.

In the example of the logistic chain traceability related to the transport operations
of shipments, all the data collected by sensors providing the temperature in the
compartments of a ship during the transportation need to be received by the
application. Similarly, the application needs to set the desired temperature remotely
by sending a message to some temperature actuators. The middleware layer should
provide programming abstractions for the communication with heterogeneous
sensors and actuators to support high-level interaction with them.
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2.2 Context-Awareness

Several works have defined the terms context and context-awareness. In this chapter,
we rely on a generic, well-known definition from Dey and Abowd (2000): Context
is any information that can be used to characterize the situation of an entity. An
entity is a person, place, or object that is considered relevant to the interaction
between a user and an application, including the user and applications themselves.
Context-awareness is one of the most notorious characteristics of PIS as it is related
to the pervasive capability of collecting, processing, storing, and reasoning about
environmental information on a real-time basis. This requirement is essential to
support PIS self-adaptation to any environmental condition. For instance, users’
mobility, or any environmental disruption, such as temperature increase, that can
impact the quality of the application.

In essence, middleware should provide a well-defined interface to generic context
management solutions to prevent PIS from dealing with the burden of context-
awareness management. Middleware for PIS typically should offer system-level
services to deal with context data acquisition, storage, reasoning, discovery, and
query processing, as well as automated context-aware adaptation.

In the logistic chain traceability system example, context-awareness is essential
to provide specific information to the different stakeholders involved. For instance,
the insurance companies do not need to receive the same information as the customs
services. Insurance companies are often interested only in information important to
the insurance context, which differs from the information of interest to the customs
services. Another example of context-awareness, is to automatically trigger alert
and reconfiguration in case of an inappropriate temperature detection.

2.3 Dynamic Adaptation Capabilities

PIS have to be dynamic for diverse reasons, such as failure management, energy
budget, network unavailability, user mobility, and unpredictable interactions. In the
face of these situations, PIS middleware should hence provide dynamic adaptation
capabilities to ensure the quality and availability of applications at runtime.
Dynamic adaptation means the ability of an application to reconfigure its structure,
behavior, protocols, etc. without interrupting its execution, ideally with minimal or
no human intervention or disruption.

PIS should possess inherent characteristics that make dynamic adaptation partic-
ularly relevant. Context-awareness is related to the ability of a system to perceive
information about the context where it is inserted into. By sensing environmental
conditions, the system can recognize the current context and adapt itself according
to changes in it. Another sort of dynamic adaptation in PIS is device mobility, e.g.,
a user with a mobile device in the environment at a given moment and leaving
that location at another, so that PIS needs to transparently discover and (un)link
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participating devices into the network. Kourouthanassis and Giaglis (2015) also
raises opportunistic user interaction as a challenge to the development of PIS,
in the sense that it may not be possible to know in advance the users who will
interact with the system or the frequency of such interactions. All these features
need to be adequately supported by PIS middleware components to enable building
applications atop them that can have their structure and behavior adapted at runtime
while maintaining their availability and quality.

In the logistic chain traceability system example, dynamic adaptations may be
required due to communication latency issues (e.g., changing protocols for the sake
of reliability and performance), anomalous operation, unavailability of connected
devices due to a low power level or even failure, or measures to improve the accuracy
of gathered data. These scenarios point out PIS middleware to maintain availability
and work properly in such a dynamic environment while collecting, analyzing,
planning and reacting to changes.

2.4 Quality of Context Management

An important requirement concerns monitoring and managing the quality of the
context information received by applications. International standardization bodies
underline the importance of uncertainty in metrology (Joint Committee for Guides
in Metrology 2008). When reporting the result of a measurement of a physical
quantity, some quantitative indication of the quality of the result should be given
so that those who use it can assess its reliability.

Regarding context information, Henricksen and Indulska (2004) acknowledge
that it may be inherently ambiguous, when two different sources provide con-
tradictory information, inaccurate, when too little information is available about
a situation, or even erroneous when it does not reflect reality. For information
provided by open data or human beings, e.g., data from social networks, the latter
may be incomplete or erroneous, whether voluntarily or not. In general, context
information sources are numerous and diverse. They do not all share the same
formats or units of measurement, which means that conversion operations are
necessary and potentially add new errors.

Quality of Context (QoC) has first been defined by Buchholz et al. (2003) as
any information that describes the quality of information that is used as context
information and can be represented as a set of parameters that reflects the quality
of context data (Bellavista et al. 2012). We consider that QoC parameters, such as
accuracy or currentness as defined in ISO/IEC 25012 (2008), should therefore be
associated with context information in the form of metadata and be used to compute
the quality level of context information.

In the case of logistic chains, at least four quality parameters should be
considered in these metadata (Ahmed et al. 2021): (1) the accuracy, to ensure
that the collected data represent the reality of the shipment conditions, (2) the
completeness, to ensure that there is no gap in the collected data, (3) the consistency,
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to ensure the users’ agreement on the traceability data collected from multiple
sources, and (4) the currentness, to ensure that the collected data are timely valid.
Information provided to context-aware applications is derived through analysis
operations and various transformations. However, if these operations are performed
on erroneous information, the new information produced is also erroneous. QoC
management must hence be carried out throughout the entire information life
cycle, from its collection to its dissemination to the applications through all
the intermediate transformation steps. Middleware should enable applications to
become QoC-aware and provide PIS developers with QoC management facilities.

2.5 Application Development Support

Middleware platforms are a key element in leveraging application development by
abstracting away the specificities of the underlying distributed components from
users and exposing valuable reusable services to applications. Besides an accessible
programming model that adequately supports application developers by taking
advantage of abstractions exposed by PIS middleware, it is relevant to come up with
interoperable environments that could assist those developers to effortlessly build
their applications while orchestrating the diversity of existing devices, platforms,
and services. Inspired by a cloud-based IoT scenario (Truong and Dustdar 2015),
the life cycle of developing a PIS may comprise (1) selecting, composing, and
integrating components across the system for specifying and developing possible
governance and control operations, (2) deploying several types of software compo-
nents at different levels of abstraction and capabilities to configure deployments and
continuous resource provisioning, and (3) capabilities to monitor end-to-end metrics
and perform governance processes across the system. Transversally, it is necessary
to provide environments supporting the development of applications based on data
streams generated by devices and available through the underlying deployment
infrastructure (i.e., cloud, edge).

2.6 Support for Multiple Interaction Patterns

To facilitate the development of applications that exchange data between devices
and services, PIS middleware platforms rely on IP-based protocols. These protocols
abstract distributed peers that interact with each other based on different interaction
patterns, such as request-reply, publish-subscribe and event-based. Middleware
protocols are typically available through an API, and each protocol supports several
characteristics (synchronous/asynchronous interactions, QoS guarantees, etc.). In
general, each interaction pattern can be characterized by (1) its semantics, which
expresses the different dimensions of coupling among interacting peers, and (2) its
API, with a set of primitives expressed as functions provided by the middleware.
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The request-reply pattern is commonly used for Web Services and followed by
popular middleware protocols such as HTTP, XMPP, etc. A client interacts directly
(without intermediate components) with a server either by direct messaging (one-
way) or through remote procedure calls (RPC). Request-reply protocols usually
support both synchronous and asynchronous interactions. In turn, the publish-
subscribe pattern is commonly used for content broadcasting. Middleware protocols
such as MQTT and AMQP, APIs (e.g., JMS) and message brokers such as
RabbitMQ, EMQx, and Mosquitto follow this pattern. Multiple publisher-consumer
peers interact via an intermediate broker. Consumers subscribe to a specific filter
(e.g., topic-based filters) on the broker while publishers produce events to that filter,
whereas consumers receive events in a FIFO order. Publish-subscribe protocols
commonly support asynchronous interactions. In Sect. 3.2, we provide an overview
of existing protocols that can be classified into the request-reply and publish-
subscribe patterns.

PIS are characterized by diverse entities (devices, systems, users, etc.) that are
pervasively inserted into the environment and provide context information about
this environment. These entities are also inherently mobile, i.e., they may be present
in the surroundings at a given instant of time and no longer be there at another
one, and they may be unknown a priori at design time. Such characteristics lead
the communication in a PIS to be preferably loosely coupled due to the inherent
dynamicity of interaction among the system constituents and scale well upon the
many entities envisioned in PIS environments. In this perspective, Biegel and Cahill
(2015) especially advocate using an event-based pattern (Bacon et al. 2000) in PIS
middleware as a means of providing asynchronous communication in a many-to-
many, loosely-coupled interaction among the distributed application components.

2.7 Enabling Interoperability

It is essential to tackle heterogeneity across multiple layers to enable interoperability
between IoT devices and other PIS components. For instance, in the logistic
chain traceability scenario, a shipment may provide information regarding its
state through the following application layer operation: get shipment state
(1d) . However, a carrier may require the shipment status via query shipment
(shipment id, state). Such issues at the application layer can be qualified
as semantic heterogeneity issues. Ensuring end-to-end data consistency is one of
the goals of semantic interoperability. There are two basic solutions for achieving
semantic interoperability between two [oT devices. The first solution is a one-to-one
model mapping. Another more suitable approach is to use shared data meta-models
that can be used to unambiguously define the meaning of terms in existing models,
such as ontologies. In Sect. 3.3, we discuss some existing semantic interoperability
approaches in the literature.

Semantic interoperability ensures mapping between diverse data models
employed by IoT systems. However, this alone does not make the interacting devices
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fully interoperable. Different APIs and data representations and primitives used by
IoT devices must be mapped with each other at the middleware layer. Solving the
middleware interoperability issue is challenging, mainly due to the fast development
of protocols and APIs. Existing efforts address the middleware interoperability issue
by relying on service-oriented architectures (SOA), IoT gateways, cloud computing
platforms, and model-driven engineering. In Sect. 3.3, we discuss some middleware
interoperability approaches in the literature.

2.8 Security and Privacy

To promote the user acceptability of new IoT-enabled PIS applications, it is essential
to provide mechanisms to ensure the privacy of users and the protection of the
handled data. With the heterogeneity and amount of connected things and the
unprecedented amount of collected data, security and privacy are no longer an
option in PIS. They should be enforced throughout the entire software life cycle.
PIS middleware is the right layer to intercept the information flow of applications
and integrate security and privacy mechanisms. Such mechanisms can then benefit
all applications by default, with the possibility to configure some specific business
rules to take into account applications needs.

Security corresponds to the degree to which a product or system protects informa-
tion and data so that persons or other products or systems have the degree of data
access appropriate to their types and levels of authorization (ISO/IEC 25010 2011).
More specifically, cybersecurity is about ensuring three properties of information,
services, and systems, namely confidentiality, integrity, and availability. Securing
an information system means preventing an unauthorized entity from accessing
information, services, and systems, modifying them, or making them unavailable.
Privacy can be thought of as the confidentiality of the relationship between people
and data. Therefore, it is important to notice that privacy can be guaranteed
only when a security strategy is enforced in an end-to-end way. While relying
on cryptographic primitives and protocols, privacy protection involves its own
properties, techniques, and methodologies.

Cavoukian and Dixon (2013) recommend aligning seven principles for both
security-by-design and privacy-by-design. These principles are: (1) proactive and
preventative, not reactive and remedial, to anticipate and prevent invasive events
before they happen; (2) default setting as no action should be required on the part
of individuals for their protection; (3) embedded into the design, not bolt after the
fact; (4) a positive-sum, not zero-sum but full functionality by accommodating all
legitimate interests and objectives; (5) an end-to-end approach, by ensuring secure
life-cycle management of information with confidentiality, integrity, and availability
of all information for all stakeholders; (6) visibility and transparency, by keeping IT
systems’ internal parts transparent to users and providers and by following open
standards; and (7) respect for the user in a user-centric approach to protecting the
interests of all information owners.
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PIS technology is still in its infancy and does not have utterly standardized
security and privacy requirements (Chaudhuri and Cavoukian 2018). Alhirabi
et al. (2020) recommend using threat modelling techniques during the design
stage, like STRIDE for security threats and LINDDUN for privacy threats. The
STRIDE framework (Howard and Lipner 2006) is an acronym for Spoofing,
Tampering, Repudiation, Information Disclosure, Denial of Service, and Elevation
of Privilege. The LINDDUN framework (Deng et al. 2011) is an acronym for
Linkability, Identifiability, Non-repudiation, Detectability, information Disclosure,
content Unawareness, and policy and consent Non-compliance.

Even though PIS mainly rely on an event-driven data reporting method (see
Sect. 2.6), there may be situations when a query-driven approach is more relevant
to get insights about some phenomenon at a given time. For instance, a query
would get a particular set of sensor readings satisfying some condition. Data query
privacy (Lo6pez et al. 2017) is hence an important requirement of PIS in order to
reduce the risk of exposing sensitive information to attackers when issuing queries.

In the logistic chain traceability system example, the collected data should
be kept confidential and not be transferred to or stored by untrustworthy third
parties. Anonymity or pseudonymity should also be enforced so that untrustworthy
third parties can distinguish location information from fake locations. These are
just examples of some issues. Many more security and privacy aspects should be
considered in a PIS middleware all along the data life cycle and at all the system
architecture.

2.9 Scalability

The IoT paradigm calls for exchanging data among dynamic, heterogeneous
sensors and client applications at unprecedented scales. We follow the framework
from Duboc et al. (2007) for characterizing the scalability of PIS middleware. For
instance, when considering an IoT-based solution, the scaling dimensions, which
represent the scaling aspects, are the number of queries per second and the number
of machines in the cluster. The non-scaling variables are the network conditions
(e.g., available bandwidth). The dependent variables, which represent the aspects
of the system behavior affected by changes in the scaling dimensions, are the
response time for a query, bandwidth usage, and cluster load. In this first example,
the requirement can then be formulated as follows: “the studied system shall scale
with respect to latency” because it can maintain a maximum given response time as
the number of requests per second scales by varying the number of machines in the
cluster. In another architectural style, such as a highly-distributed publish-subscribe
system for the PIS middleware, the scaling dimensions shall include the number
of intermediary entities (i.e., brokers of the overlay network) that route data from
sensors to client applications. We shall then measure the total resource consumption
for filtering data records through the multiple brokers from the sensor to the client
application.
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When considering the logistic chain traceability illustrative application domain,
architects may differentiate PIS systems deployed in relatively small areas mainly
managed by one administrative entity, such as merchandise warehouses or ocean
liners, from more extensive areas with many stakeholders, e.g., in port cities. In the
former scenario, IoT solutions, including ones enhanced with cloud computing, may
be appropriate. In the latter configuration, more distributed, decoupled solutions
involving several brokers along with distributed routing and filtering might be
required.

2.10 Energy Efficiency and Energy-Awareness

Penzenstadler (2015) point out that new quality attributes have recently been studied
by the research community in the objective to keep systems sustainable. In the past,
resource utilization mainly referred to the efficiency of the use of the available
processing, storage, and network. For energy-efficiency purposes, the resource to
be monitored is the energy consumption.

While energy efficiency means using less energy to perform a given task,
energy-awareness represents knowing the energy consumption for a given task.
The middleware can use energy-awareness to reduce energy consumption through
energy-saving strategies, e.g., protocol, scheduling and the volume of exchanged
data. Energy-awareness can also be shared with upper layers of applications. Appli-
cations may adjust their behavior for energy-saving purposes, e.g., reducing some
requirements to remain within the limits of a given energy budget. Applications can
also share energy consumption reports with end-users who could adapt their usage
based on energy consumption knowledge. Indeed, energy-awareness is expected to
have a positive impact in terms of energy efficiency (Hassan et al. 2009).

In the logistic chain traceability system example, to achieve energy efficiency,
the PIS middleware could: (1) at design time, choose the most energy-efficient
consensus algorithm for sharing securely and transparently data between the
stakeholders (Sedlmeir et al. 2020); (2) at runtime, reduce the volume of exchanged
data by filtering data based on their content or minimizing the frequency of data
transmissions (de Oliveira et al. 2020). For energy-awareness, the middleware could
adapt the frequency of data transmissions to keep energy consumption above a
certain level of energy budget or transmit energy consumption information to the
application level, for example, to inform the end-user about the consumption of the
energy budget.

PIS middleware should integrate architectural tactics for energy efficiency,
e.g., energy monitoring, resource allocation, and resource adaptation (Paradis
et al. 2021). It is reasonable seeing middleware as the good level for integrating
energy management strategies due to its operation at the protocol level and high
reusability (Noureddine et al. 2013). Additionally, middleware should provide
energy-awareness mechanisms (Verdecchia et al. 2021) that allow future PIS
providers to master energy consumption.
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3 State of the Art on Middleware Supporting PIS
Requirements

In Sect. 2, we have identified and defined the requirements for PIS middleware in
the context of the IoT. Context-awareness state-of-the-art is covered in chapter “The
Context Awareness Challenges for PIS” of this book. In this section, we present
only the state of the art concerning the most pregnant requirements in the context of
the IoT.

3.1 QoC Management

Even though the management of the quality of context data has long been recognized
as a requirement of PIS and context-aware applications (Buchholz et al. 2003), only
a few middleware actually provide the necessary support for QoC. We herein present
some recent initiatives and summarize the provided mechanisms.

The ContextNet middleware (Endler and Silva 2018) integrates QoC manage-
ment through the Context Data Distribution Layer (CDDL) (Gomes et al. 2017a).
A set of QoC parameters is available, including accuracy, measurement time,
age, completeness, and numeric resolution. ContextNet targets the Internet of
Mobile Things (IoMT) and takes dynamicity into account at different levels. QoC
parameters may also exhibit dynamic variability (they oscillate over time), and
CDDL can monitor the variation of a given QoC parameter. CDDL also offers
filtering based on context data and their QoC metadata.

The LAURA architecture (Teixeira et al. 2020) was designed to support the
deployment of decoupled IoT applications. LAURA provides a fog layer that plays
the role of an intermediate between applications and the network or sensor nodes
and can be regarded as a middleware. This fog layer, still under development, is
designed to filter or aggregate data received from the physical layer to prevent
unnecessary or poor quality data from being sent to upper layers. QoC parameters
are associated with the sensed data, allowing user applications to verify the context
data’s usefulness or temporal relevance. QoC-based filtering and aggregation are
seen as important features of LAURA.

Jagarlamudi et al. (2021) proposed a Service Level Agreement (SLA) template
integrating a QoC-aware mechanism, called the Relative Reputation (RR), to select
context providers with high RR values. The QoC evaluator generates the RR
unit representing the match between QoC outcomes and QoC requirements. A
mechanism of penalties also exists to indicate the applicable penalties with each
QoC indicator’s degradation in the context response compared to its guarantees.
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3.2 Protocols for Multiple Interaction Patterns

As mentioned in Sect.2.6, PIS middleware platforms leverage communication
protocols upon different interaction patterns. We herein provide an overview
of existing middleware-based IoT protocols. These protocols offer middleware
primitives that aim to facilitate the development of IoT applications that include
resource-constrained IoT devices. Karagiannis et al. (2015) compare the most
promising IoT middleware protocols (more specifically, the ones mentioned here).
Even though there are multiple IoT protocols, no single protocol has been adopted
yet for IoT system development. This is mainly because the IoT is too diverse,
including multiple data formats and (possibly highly) resource-constrained devices.

Protocols such as DPWS, OPC UA, CoAP, and XMPP have been introduced to
support data exchange among peers based on the request-reply interaction pattern.
OASIS introduced DPWS (Zeeb et al. 2007) in 2004 as an open standard, and it is
suitable for supporting large-scale deployments and mobile devices. Nevertheless,
the induced protocol overhead is noticeable and requires a large amount of RAM.
The OPC Foundation designed OPC UA (Mahnke et al. 2009) in 2008 to target
resource-constrained devices, but it implies a large payload unsuitable for IoT
applications. IETF designed CoAP (Shelby et al. 2014), a lightweight protocol that
supports highly resource-constrained devices and the delivery of small message
payloads. Finally, XMPP (Saint-Andre 2011) is now a suitable protocol for IoT real-
time communications, even though it uses XML data formats that create a significant
computational overhead.

The publish-subscribe interaction pattern is an alternative to request-reply
and offers time and space decoupled interactions. The Sun Microsystems’ JMS
standard has been one of the most successful asynchronous messaging technolo-
gies available by defining an API for building messaging systems. DDS (OMG
2015) is a messaging protocol designed for brokerless architectures and real-time
applications. AMQP (OASIS 2012) is another messaging protocol designed to
support applications with high message traffic rates. To support highly resource-
constrained devices, MQTT (Banks and Gupta 2014) offers a publish-subscribe
centralized architecture, but its performance decreases significantly when sending
large message payloads. WebSockets (Fette 2011) were introduced to support real-
time full-duplex interactions using only two bytes of overhead in message payloads.

3.3 Enabling Interoperability

Different data representations and APIs among IoT devices, platforms, and appli-
cations can be mapped with each other at the middleware layer. However, this
alone does not make the interacting peers fully interoperable. There are indeed
incompatibilities of IoT devices at the application layer, e.g., operation/resource
names, data semantics, etc.
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Ontologies (Gruber 1993) provide a common model for annotating content and
thus help systems to interoperate. We review well-known ontologies for general
sensor modeling. The W3C Semantic Sensor Network (SSN) ontology (Compton
et al. 2012) presents a vocabulary to describe sensors and their observations,
actuators, and their association to features of interest. Its central building block is
the SOSA (Sensor, Observation, Sample, and Actuator) ontology (Janowicz et al.
2019), a standalone light-weight ontology that offers the core vocabulary for the
descriptions. The Smart Appliances REFerence (SAREF) ontology (Daniele et al.
2015) follows a similar design to describe concepts required by smart applications.
In SAREF, devices make measurements related to properties of interest (similar
to sensors making observations in SSN). Depending on the application under
development, developers must use the appropriate ontology. For example, the
SAREF ontology is commonly used to model information of appliances in smart
homes.

Several approaches to bridge middleware-based protocols have been proposed
concerning APIS, protocols, and data representations, e.g., the QEST broker for
CoAP and RESTful APIs (Collina et al. 2012), HTTP-CoAP proxy (Castellani
et al. 2012), and Ponte for REST, CoAP, and MQTT (Banks and Gupta 2014).
These approaches implement one-to-one mappings between existing protocols.
Despite the simplicity, this is highly inefficient due to the vast development of
IoT protocols. Negash et al. (2015, 2016) introduces the Lightweight Internet of
Things Service Bus (LISA) for tackling IoT heterogeneity. Derhamy et al. (2017)
introduced a protocol translator that utilizes an intermediate format to capture all
protocol-specific information. XWARE (Roth et al. 2018) implements mediators
to translate messages of IoT protocols by using an intermediate format. Finally,
Georgantas et al. (2013) extended the Bouloukakis et al. (2019)’s work to deal with
IoT heterogeneity using software abstractions and code generation.

While the above approaches considerably reduce the development effort, they do
not consider semantic layer incompatibilities prevalent in the IoT. IoT platforms
such as SemloTic (Yus et al. 2019) provide end-to-end IoT interoperability in
smart buildings by leveraging the SSN/SOSA ontologies and mediating adapters. In
addition, it leverages the middleware-based interoperability approach that is further
presented in Sect. 4.3.

3.4 Security and Privacy

In a comparison of 50 context-aware computing research projects, Perera et al.
(2014) identified that only 11 projects (about 20%) provided security and pri-
vacy solutions. More recently, Alhirabi et al. (2020) reviewed the evolution of
design notations, models, and languages that facilitate capturing the non-functional
requirements of security and privacy. The majority of the requirement engineering
efforts are focused on security. Among the 47 design notations analyzed in their
study, security is supported by more than half (32 notations out of 47), while only
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three notations cover privacy. Even though a by-design approach has long been
recommended for both security and privacy (Cavoukian and Dixon 2013), it is still
not sufficiently put into practice by developers. Aljeraisy et al. (2021) highlight that
there is still a relevant gap between legislation and design patterns that can help to
translate and implement them.

Aljeraisy et al. (2021) analyzed data protection laws used across different
countries, namely the European General Data Protection Regulations (GDPR),
the Canadian Personal Information Protection and Electronic Documents Act
(PIPEDA), the California Consumer Privacy Act (CCPA), the Australian Privacy
Principles (APPs), and the New Zealand’s Privacy Act 1993. The authors then
retained the fundamental principles and individuals’ rights to define the Combined
Privacy Law Framework (CPLF) by eliminating duplication. Finally, they mapped
CPLF with privacy-by-design (PbD) schemes (e.g., privacy principles, strategies,
guidelines, and patterns) previously developed by different researchers to investigate
the gaps in existing schemes. The results of this extensive study helped to identify
where new privacy patterns should be defined. More than 70 privacy patterns have
already been proposed in the literature (Colesky et al. 2022; Kargl et al. 2022) and
they are a relevant, concrete mechanism to handle data usage and protection in a
specific context. However, some principles and rights of CPLF are not achieved by
any existing privacy pattern and call for further research.

While security and privacy research is very active, its integration into operational
middleware is still limited. Fremantle and Scott (2017) analysed 54 IoT middleware
frameworks and observed that they address security and privacy in very different
ways. A majority of these middleware frameworks provide access control and
authentication mechanisms, and others focus on providing protection for the content
shared on the network. However, very few middleware frameworks support a
sufficient coverage of the features required to support security and privacy for PIS.

3.5 Scalability

Without middleware, i.e., when applications directly obtain IoT data from sensors,
existing coupling significantly hampers the system’s scalability. Therefore, as
formulated by Bellavista et al. (2012), PIS middleware architectures are classically
first organized according to the following question: is the middleware centralized or
decentralized? The centralized approach includes deploying middleware on a single
host or cloud. The second approach has two subcategories depending on whether
the distribution is hierarchical or not. Consequently, the basic solutions for scaling
up follow these three classes of solutions.

The architectures of the first class of solutions have been referred to as Web
of Things (Delicato et al. 2013) or, more recently, Cloud of Things (Dias et al.
2020). Scalability issues arising in these centralized architectures concern the
complex processing of a huge quantity of data with many clients either producing or
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requesting data. Cugola and Margara (2012) surveyed solutions for complex event
processing and stream processing.

The second class of solutions dealing with scalability targets this requirement at
a local scale, a.k.a. localized scalability (Satyanarayanan 2001b). A collection of
small clouds, i.e., cloudlets, typically are brought to lower latencies between so-
called co-located clients: these smaller clouds are physically distributed to form
smaller groups of clients. This architectural style corresponds to what we know as
fog computing. Perera et al. (2017) surveyed such solutions for smart cities.

To target scalability at a global scale, an architecture based on publish-subscribe
is preferred as it favors decoupling. Eugster et al. (2003) distinguish three forms of
decoupling, namely space, time, and synchronization decoupling. In this approach,
some clients publish IoT data while others consume these data. As surveyed
by Bellavista et al. (2012), a first set of solutions organize an overlay of brokers
responsible for routing IoT data from producers to subscribers. Producers push
data to their access broker, and brokers forward them to the consumers that have
subscribed to these data. A data model and a filtering model define the non-scaling
variables of publish-subscribe solutions: roughly speaking, topic-based filtering
with opaque data scales better than content-based filtering with structured data or
semi-structured data. In addition, the diameter of the overlay network of brokers
is the other non-scaling variable. Kermarrec and Triantafillou (2013) surveyed
a second set of solutions targeting non-broker-based routing and using topic-
based filtering. These solutions are constructed as peer-to-peer systems: peer nodes
simultaneously play the three roles, namely publishers, subscribers, and routers.

Finally, note that broker-based PIS middleware protocols such as AMQP and
MQTT are topic-based and cloud-based, but without complex event processing or
streaming. This is precisely the role of recent works such the one of Luckner et al.
(2014), and of industrial platforms such as AWS IoT Core,’ Google IoT Core,*
Microsoft Azure IoT Hub,” and FIWARE,® to add complex event processing and
streaming to publish-subscribe middleware standards. These platforms are proof, if
any were needed, of the interest of major operators in working to integrate scalability
into PIS middleware.

3.6 Energy Efficiency and Energy-Awareness

Middleware has recently explored some strategies for the IoT for energy efficiency
and energy-awareness purposes. The most used strategy for energy efficiency is
network adaptation. Network adaptation refers to introducing new protocols, mod-

3 https://aws.amazon.com/iot-core/.

4 https://cloud.google.com/iot-core.

3 https://docs.microsoft.com/azure/architecture/reference-architectures/iot.
6 https://www.fiware.org/.
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ifying existing ones, and making network optimizations. Akkermans et al. (2016)
proposed adapting a publish-subscribe middleware by adding a layer between the
broker and the client applications to send notifications via IPv6 multicast rather
than using several point-to-point messages. Kalbarczyk and Julien (2018) proposed
Omni, a device-to-device middleware with periodic adaptive discovery of neighbor
devices using lightweight discovery mechanisms in wireless local area networks.
Discovered devices are only connected when data needs to be transferred, and the
communication technology adapts both to the network energy efficiency and the
volume of data.

Task offloading stands for using the network to transfer software components to
other locations. For example, an application running on a mobile phone could send
data to a server in a cloud or to another computer in its vicinity for data processing
purposes. Several authors such as Aazam et al. (2020), Pasricha (2018), Song et al.
(2017), Ivarez-Valera et al. (2019), and Shekhar et al. (2019) proposed middleware
to offload software components to other nodes in the cloud or the fog as a means of
saving energy on the source nodes. All these proposals show that task offloading has
a benefit in terms of energy consumption for at least one of the nodes of the system.

The data filtering capability offered by some middleware proposes processing
data to reduce the number or the size of messages according to specific crite-
ria. Adaptive sampling and adaptive filtering (Giouroukis et al. 2020a) are two
techniques that have emerged over the last decade. These techniques dynamically
reconfigure rates and filter thresholds to trade-off data quality against resource
utilization. de Oliveira et al. (2020) proposed a data stream processing workflow
to be deployed at the network’s edge to perform data cleaning tasks.

Another strategy used by middleware is to temporarily reduce the activity of
some nodes to reduce the infrastructure energy consumption. This strategy is used
for a time in data centers. For example, Binder and Suri (2009) presented a dispatch
algorithm to concentrate services on a reduced number of servers so that they put
inactive servers in a sleeping mode to save energy in the data center. In the context
of the IoT, this strategy is used as well and is known as active node selection. For
example, Cecchinel et al. (2019) proposed determining an optimal configuration of
sensors towards extending their battery life. Sarkar et al. (2016) proposed to reduce
interactions among the nodes of a wireless sensor network and hence the network’s
energy consumption. The data stream processing workflow proposed by de Oliveira
et al. (2020) also includes active node selection. Active node selection can hence
reduce energy consumption on some of the nodes of a PIS.

The second requirement concerning energy introduced in Sect.2.10 is energy-
awareness. The energy-awareness may be provided at the middleware or the
application level (i.e., knowledge shared through middleware abstractions with the
application components). At the former level, energy-awareness may be used to con-
strain the system’s energy consumption through an energy budget configuration. For
example, Padhy et al. (2017) proposed a middleware to minimize the total energy
consumption of an IoT application while ensuring that the requested accuracy is met.
The middleware intends to find the sensors that consume the minor energy while
satisfying the sensing requirements and maximizing the overall accuracy under an
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energy budget. For the latter level, we found some examples where applications
express energy requirements (e.g. Song et al. 2017) for deployment purposes.
However, middleware does not usually expose energy consumption to upper layers.

Energy consumption is a recent concern for the community working on IoT
middleware. Some middleware has mainly handled energy efficiency to reduce
energy consumption only on some systems parts. We noticed a few middleware
proposals providing energy-awareness to the upper layers.

4 PIS Middleware Proposals

We have been working on middleware for the IoT and PIS for some years. Different
software is available in open source (Bouloukakis et al. 2022; Conan et al. 2022;
Gomes et al. 2017b) and some of these proposals are presented below. Table 1
summarizes the requirements tackled by each of them.

4.1 QoC Management with QoCIM and Processing Functions

Based on the QoC criteria most frequently mentioned in the literature, it is possible
to notice that no criteria can respond to all the needs of applications, each having
its own method for computing the quality of context information. We have then
focused our attention on realizing a model able to represent any type of QoC
criteria. This resulted in QoCIM’ (Quality of Context Information Model) (Marie
et al. 2013), a meta-model dedicated to modeling QoC criteria and enforcing
expressiveness, computability, and genericity of QoC management. QoCIM offers
a flexible ideology, i.e., it defines a basis to design and represent any QoC criterion
instead of providing a predefined list of supported QoC criteria. With QoCIM, a
given QoC criterion can also be built upon other primitive or composed QoC criteria.

QoCIM is complemented with the specification and implementation of a set of
functions for processing context information and its QoC metadata. The goal of
these processing functions is to provide the developers of PIS with middleware
programming facilities to process context information together with its associated
QoC metadata efficiently. The functions manage three types of data: (1) context
information sensed and collected from different sources; (2) QoC metadata modeled
with QoCIM, each piece of QoC metadata corresponding to an instance of a QoC
indicator, and (3) message encapsulating a piece of context information associated
to a list of QoC metadata. There are functions for aggregation, filtering, inference,
and fusion of context information with QoC metadata. These functions can be
configured to determine what computing method to use and to indicate the number

7 QoCIM is part of the M4IoT platform: https://www-inf.it-sudparis.eu/m4iot/.
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of messages to be taken as input. The configurability of the functions is based on a
declarative solution.

The aggregation function applies an aggregation operator onto a list of messages.
The result is a message with the same abstraction level. The choice of the aggrega-
tion operator (arithmetical average, for instance) is specified in a configuration file.
There is also a distinction between temporal aggregation and spatial aggregation.
The former handles information coming from a single context source and produced
during some time. The latter handles information coming from several context
sources that periodically produce the same type of context information. The filtering
function analyzes the message and decides to remove it or not, but the content of
the message itself is never modified. The inference function applies an inference
operator onto a list of messages. The result is only one message with a higher
abstraction level. The fusion function executes a set of functions sequentially. The
result is a list of messages with a higher abstraction level.

QoC management must take place throughout the whole chain of processing
context information. A declarative programming approach allows qualifying context
information and self-adapting QoC management due to potential physical limita-
tions of the processing entities (Marie et al. 2016).

4.2 MUDEBS

Distributed-based event systems (DEBS) for broad IoT face unprecedented scales
regarding the volume of exchanged data, number of participants, and communica-
tion distance. As many brokers may be involved, a high amount of messages may be
exchanged when installing subscription filters and, most importantly, when routing
numerous events from producers to consumers. MUDEBS?® (Conan et al. 2017) take
advantage of the inherently heterogeneous nature of broad IoT systems to control
and limit the amount of exchanged data. Some sources of heterogeneity, such as
geographical and group membership heterogeneity, may delimit visibility scopes
for data distribution, with notifications being visible only in certain scopes. More
precisely, Fiege et al. (2002) define scope as an abstraction that bundles a set of
clients (producers and consumers) in that the visibility of notifications published
by a producer is confined to the consumers belonging to the same scope as the
producer; a scope can recursively be a member of other scopes. In MUDEBS,
filtering is impacted by the visibility of notifications that are analyzed according
to several dimensions of scopes. A client advertises or subscribes by providing
a filter tagged with a set of scopes, with at most one scope per dimension, e.g.,
interest in geographical scopes or areas belonging to end-users scopes or groups. A
notification is visible to a client if it is visible in all the dimensions. In summary,

8 muDEBS is part of the M4IoT platform: https://www-inf.it-sudparis.eu/m4iot/.
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MUDEBS targets scalability by scoping the distribution of data between producers
and consumers.

IoT data can be exploited by pervasive applications to detect the users’ current
situation and provide them with the relevant services corresponding to their precise
needs. The threats to the users’ privacy appear more clearly and Chabridon et al.
(2014) have shown that QoC and privacy are closely related and must be addressed
together in order to find a workable solution. As a first step, Lim et al. (2015)
identified models for a first set of attributes to be specified in privacy policies,
namely purpose (intention of use), visibility (who has access), and retention (for
how long data may be retained). Following these models, IoT producers specify
privacy requirements and QoC guarantees in producer context contracts that are
then registered in MUDEBS as XACML policies.” On their side, IoT consumers
express their QoC requirements and the privacy guarantees that they are committed
to fulfilling in consumer context contracts, mentioning at least for what purpose
they are requesting access to some specific IoT data. Privacy guarantees take the
form of ABAC information registered with the subscription filters. QoC guarantees
and requirements are expressed by following the QoCIM model (see Sect.4.1). As a
second step, Denis et al. (2020) studied confidentiality under the semi-trusted broker
assumption in which brokers are considered honest-but-curious, i.e., brokers route
the publications to the interested consumers, but they can make use of the data for
their own interest. More precisely, confidentiality concerns encompass (1) part or
all of the constraints of the subscriptions, (2) part or all the information in the
publication that is used for routing against subscriptions, and (3) the payload of
the publications. The solution proposed in MUDEBS adapts an existing attribute-
based encryption scheme and combines it with data splitting, a non-cryptographic
method called for alleviating the cost of encrypted matching. Data splitting enables
forming groups of attributes sent apart over several independent broker networks. It
also prevents the identification of an end-user, and only attributes are encrypted to
prevent data leakage.

4.3 DeX Mediators

IoT devices employ middleware-layer protocols such as MQTT, CoAP, ZeroMQ,
and more to interact with each other. These protocols support different Quality
of Service (QoS) semantics. They define multiple data-serialization formats (e.g.,
JSON, XML, protobuf, etc.) and different payloads suitable for constrained or
healthy devices and follow different interaction patterns such as request-reply and
publish-subscribe. IoT systems include heterogeneous IoT devices employing any
of those protocols. In many cases, new heterogeneous IoT devices may be added
to an IoT system in an on-demand fashion. For instance, in the logistic chain

? https://docs.oasis-open.org/xacml/3.0/xacml-3.0-core-spec-os-en.html.
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Fig. 1 Enabling data exchange via mediators

traceability scenario, IoT devices in the shipment must interact with the services
of the IS that dynamically collect information for decision-making purposes.
Therefore, generic, automated solutions must enable data exchange in such IoT
systems.

The Data eXchange Mediator Synthesizer (DeXMS)'? (Bouloukakis et al. 2019)
addresses the heterogeneity of IoT devices and services by synthesizing software
mediators. As depicted in Fig. I, DeXMS relies on the Data eXchange (DeX) API,
which implements POST and GET primitives for sending/receiving messages using
existing IoT protocols such as CoAP, MQTT, XMPP, etc. In the illustration, the
mediator converts temperature data from a package (in JSON format through the
HTTP protocol) to be received from an IS dashboard (in XML format through the
MQTT protocol). Considering a set of heterogeneous IoT devices that have to inter-
connect with devices deployed in an IoT system, DeXMS accepts their input/output
data representation models as input and synthesizes the required mediators. Based
on the requirements defined in Sect. 2, DeXMS provides a semi-automated manner
to tackle interoperability among devices employing middleware-layer protocols
(classified to diverse interaction patterns). Regarding the application-layer, DeXMS
enables developers to manually perform data mappings between applications
semantics. More details on DeXMS can be found in the work of Bouloukakis et al.
(2019).

4.4 QoDisco

A pervasive context encompasses a distributed plethora of heterogeneous resources
(sensors, actuators, services) with different functionalities and communication

10 https://gitlab.inria.fr/dexms.
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protocols. In this scenario, a well-known challenge for both machines and users is
finding, selecting, and using these resources. Discovering services play a significant
role in addressing this issue by enabling clients (applications, middleware, end-
users) to retrieve available resources based on complex search criteria considering
contextual information essential in a pervasive environment.

QoDisco!! is a QoC-aware federated discovery service supporting multiple-
attribute searches, range queries, and synchronous/asynchronous operations. It
encompasses an ontology-based information model for semantically describing
resources, services, and QoC-related information. QoDisco is structured upon
a distributed architecture composed of a federation of autonomous repositories
cooperating with each other to perform data and service discovery tasks. It provides
an API to perform discovery tasks in such repositories, and each repository
provides operations for querying and updating records. Clients are responsible for
semantically annotating resource data (such as the ones provided by sensors) by
using the concepts of the QoDisco information model. When receiving a discovery
request, QoDisco searches for resource descriptions or data stored in the available
repositories, thereby hiding the heterogeneity.

The semantic description of resources defined by the QoDisco information
model relies on: (1) the SAN ontology (Spalazzi et al. 2014), an extension of the
W3C’s SSN ontology (Barnaghi et al. 2011) that provides concepts, attributes,
and properties to model both sensors and actuators; (2) part of the SOUPA
ontology (Chen et al. 2005) aiming at including location-related concepts to describe
spatial locations of entities in terms of latitude, longitude, altitude, distance, and
surface, as well as symbolic representations of space and spatial relationships; (3)
the OWL-S ontology for semantically modeling services exposed by the resources;
and (4) part of the QoCIM meta-model (Marie et al. 2013) to describe QoC-related
concerns (see Sect.4.1). This information model supports the QoC management
requirement and tackles data format heterogeneity using ontologies.

Due to the dynamic context in which the IoT resources operate, QoDisco
handles both synchronous calls and asynchronous notifications. The former relies
on request-reply interactions towards providing resource information at the moment
of the search. The latter is based on publish-subscribe interactions to notify clients
in case of resource removal, insertion, or update. More details on QoDisco can be
found in the work of Gomes et al. (2019).

4.5 IoTVar

IoTVar'? is a middleware that provides developers with abstractions for IoT
variables. From a variable declaration, IoTVar automatically discovers matching

 https://github.com/porfiriogomes/qodisco.
12 [0TVar is part of the M4IoT platform: https://www-inf.it-sudparis.eu/m4iot/.



 -1088 57047 a -1088 57047 a
 
https://github.com/porfiriogomes/qodisco

 13415 58376 a 13415
58376 a
 
https://www-inf.it-sudparis.eu/m4iot/

Middleware Supporting PIS: Requirements, Solutions, and Challenges 87

data-producer objects and transparently deals with updates to these variables thanks
to transparent interaction with IoT systems. IoT Var offers an abstraction level to
interact with virtualized sensors. It drastically minimizes the number of lines of
code to be written by the client application developer to obtain up-to-date sensor
data from several hundreds of lines of code to a single dozen.

The IoT Var architecture has been designed to integrate new IoT platforms and
IoT systems. For this purpose, it exposes an interface that can easily be implemented
for integrating with new platforms. The architecture was focused not only on devel-
oping the IoT applications but also on expanding the middleware to support multiple
IoT platforms. IoT Var is currently integrated with FIWARE, OneM2M (oneM2M
Partners 2019), and MuDEBS (Conan et al. 2017) IoT platforms. More details on
IoTVar can be found in the work of Borges et al. (2019).

IoTVar responds to some of the previously mentioned PIS requirements. The
multiple IoT platforms supported by IoTVar have different data models and
API access and use different protocols to retrieve sensor data. For the sake of
interoperability, IoTVar includes data unmarshallers, IoT protocols handlers, and
IoT API handlers, as well as it supports both publish-subscribe and request-reply
interaction patterns to be chosen according to efficiency considerations. IoT Var also
supports application development by providing an API accessible through code in
the Java programming language and enabling IoT developers to access sensor data
easily. The developer will declare environment variables by providing a simple loT
variable declaration. Those IoT variables will be automatically updated.

5 Open Challenges for Future PIS Middleware

Next-generation PIS are deployed at an unprecedented scale with components on
connected mobile devices and remote servers in cloud and fog intermediaries. In this
context, handling requirements from an end-to-end perspective is challenging. At
the same time, mastering requirements such as privacy and sustainability becomes
essential and even more complex. This section highlights some open challenges that
can commission research on future PIS middleware.

5.1 Enabling End-to-End Interoperability

As mentioned in Sect. 3.3, existing middleware approaches enable interoperability
at each layer (i.e., application, middleware, network) independently. However,
enabling IoT interoperability requires introducing end-to-end approaches. This is
challenging due to: (1) the difficulty to select a unique data model and IoT protocol
to develop cross-domain IoT applications, which results in composing multiple
IoT protocols and data models; (2) the existence of numerous IoT protocols to
support diverse types of devices (healthy/constrained/tiny in terms of resources);
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(3) the diversity of data models to cover multiple application domains (healthcare,
autonomous driving, etc.); and (4) end-to-end approaches are usually developed for
specific application domains (e.g., smart buildings) and it is difficult to adapt them
to other domains. Therefore, advanced end-to-end interoperability approaches must
be introduced while considering those challenges.

5.2 PIS Adaptive Middleware

Previous research on the so-called adaptive middleware can indeed contribute to
support dynamic adaptation in PIS, including proposals on context-aware appli-
cations (Huebscher and McCann 2006), ubiquitous computing (Yau and Karim
2004), wireless sensor networks (Portocarrero et al. 2016), IoT (Cavalcanti et al.
2021), cyber-physical systems (Garcia-Vallis and Baldoni 2015), and cloud com-
puting (Rafique et al. 2017). Adaptive middleware can be defined as a kind of
middleware that enables modifying the behavior of a distributed application in
response to changes in requirements or operating conditions (Sadjadi and McKinley
2003). To the best of our knowledge, the literature has still not explored building
adaptive middleware to support PIS and provide these systems with dynamic
adaptation capabilities.

Designing adaptive middleware needs to consider some SW1H (What? Who?
Where? When? Why? How?) issues typically associated with self-adaptive software
systems (Salehie and Tahvildari 2009). It is necessary to understand (1) the need
for adapting the middleware to changes in application requirements and context,
(2) the time at which the adaptation needs to be triggered, whether proactively or
reactively, (3) the extent of the adaptation in terms of how many components should
be subjected to the adaptation, and (4) how the adaptation actions can be executed
and implemented (Rosa et al. 2020). Designing PIS middleware with adequate
support for dynamic adaptation should hence cope with these issues.

5.3 Support to Develop PIS Relying on Middleware

Middleware platforms are well-acknowledged to leverage the development of
distributed applications, but this does not seem to be the case for PIS yet. Indeed,
there is still no available programming model for PIS relying on middleware
while coping with the characteristics of this class of systems. Biegel and Cahill
(2015) highlight that existing solutions and approaches in the literature are not
currently able to address the requirements for PIS middleware comprehensively,
but rather only a subset of them. The authors also point out the significant effort
necessary from application developers to deal with these requirements, an issue that
hampers a broader adoption of PIS middleware in industrial settings. Therefore, a
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programming model able to ease the development of PIS relying on middleware is
desirable.

The development of PIS relying on middleware faces other challenges. On
the one hand, the proliferation of physical devices and platforms to support PIS
may lead these systems to become primarily vendor/platform- and hardware-
specific (Taivalsaari and Mikkonen 2017). This may also pose difficulties in finding
the most suitable solution (or set of solutions) for a specific application and deepen
users’ lack of experience and knowledge on understanding the implications for
current and future needs. PIS middleware should hence enable applications to
benefit from using different devices and platforms while relieving developers from
dealing with their specificities through proper high-level abstractions.

5.4 Privacy and Security

Security for PIS is still a significant challenge as attacks are relatively easy in an
open, connected world. Many devices were not designed for security, and their high
number increases the attack surface, as well as their integration within the Internet
that exposes them to numerous potential attackers. We underline some specific
areas where research challenges need to be addressed by PIS middleware in the
short term: (1) the need for low-cost cryptography primitives suitable for devices
with limited resources; (2) security analysis of new low-power wireless wide area
network technologies; and (3) the need for frameworks and protocols to facilitate
the development of devices where security is considered from the design stage.

Considering privacy, our connected world has allowed unprecedented growth in
personal data collection practices, with intrusion in our private life. The lack of
transparency, the fact that many services and devices behave like black boxes, and
the lack of user control raise major research challenges to enable PIS middleware
to enforce data protection and privacy patterns. In addition, robust anonymization,
which effectively resists deanonymization attacks while preserving data utility,
remains an open research topic.

With resource-constrained devices and sustainability objectives, resource con-
sumption of security and privacy solutions is gaining importance. We consider that
this also opens some new research directions where concerns for security, privacy,
and sustainability can be addressed jointly in PIS middleware.

5.5 Context Data Sampling and Filtering

As discussed in Sect. 3.5, many contributions exist that enable scaling PIS solutions
deployed in Clouds. Among the next challenges, for scaling PIS deployed in
highly distributed environments such as connected mobile devices and with fog
intermediaries, the contextual data filtering module of a PIS middleware should
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strive to increase the system’s scalability by controlling and reducing the amount
of transmitted data. Giouroukis et al. (2020b) classify filtering techniques into (1)
time-based, i.e., sending data is suppressed until certain time conditions become
true, and (2) change-based, i.e., sending data is suppressed as long as the contextual
data are equal or similar to that previously transmitted. Of course, any combination
of time-based and change-based filtering techniques is possible. For example, in
the illustrative logistic chain traceability system, some applications may request to
receive location updates only if the new location is not identical to the previous one
and if an interval of at least 10 min has elapsed.

Adaptive sampling is, of course, closely related to adaptive filtering. For instance,
tuning sensor sampling frequency enforces network usage optimization and can be
performed according to the frequency of requests from deployed software appli-
cations. As another significant outcome, PIS middleware obtains a self-adaptive
platform with an extended sensor battery life while ensuring good data quality and
freshness.

Put together, selection-based filtering of publish-subscribe systems enables the
system to limit dissemination to some scopes, contrary to system-wide scoping.
Context-based filtering uses context data of different context dimensions to route
IoT data at the application layer. In contrast, adaptive filtering enables the system
to decide whether some IoT data are worth passing on intermediaries, depending on
whether a sensor value is similar to previous values or evolves predictably. These
issues are still not solved and are certainly a very fruitful area for future research.

5.6 PIS Sustainability

In the last decade, the number of existing PIS has grown, coming with new facilities
for the end-users and rising computer power demand. However, sustainability in IT
is from now on a first-class concern for enterprises. This demand has to be taken
into account by PIS middleware designers.

As seen in Sect. 3.6, many strategies have been proposed so far by middleware
targeting energy efficiency. However, those strategies mainly target one of the
components of the system. Considering energy efficiency at the scale of the whole
system is still a challenge.

Even though middleware eases the task of application developers when dealing
with energy efficiency, a developer may face difficulties in evaluating the energy
consumption of the system. An important research direction to foster energy
efficiency in PIS is providing energy-awareness at the middleware level. Some
techniques such as static code analysis (Vekris et al. 2012) and profilers to detect
software energy and performance bugs (Nistor and Ravindranath 2014) have been
proposed in the last years aiming at statically easing the identification of energy-
consuming components. Energy awareness may also be provided at runtime through
abstractions expressing energy requirements and evaluating energy consumption.
These abstractions based on measures and energy consumption models have yet to
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be integrated in middleware. We believe that energy-awareness may significantly
increase the efficiency of the systems as the awareness brings a broader view
of where and how the many resources (CPU, network, energy, etc.) used by an
application are behaving in terms of energy consumption.

6 Conclusion

In this chapter, we have considered PIS middleware in the context of the IoT. This
middleware provides applications with an easy integration of context data collected
from connected objects spread over the Internet. This context comes with new
challenges and requirements. In addition to context-awareness, middleware should
tackle scalability, privacy and interoperability and provide applications with new
abstractions representing the physical environment and ensure the quality of the
data that may be used for decision-making.

We have shown through the state of the art that middleware has proposed
semantic interoperability for handling heterogeneities and large-scale publish-
subscribe architectures to tackle scalability. However, while middleware has already
enabled new kinds of PIS in various domains such as transport traceability,
healthcare, and smart cities, the middleware community still faces new challenges,
such as providing high-level programming model for PIS, supporting PIS dynamic
adaptation, disseminating and filtering large volumes of data, end-to-end privacy
and interoperability handling, as well as enabling the deployment of sustainable
applications.
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1 Introduction

The massive deployment of intelligent and communicating objects in our living
environments generates immense quantities of data, unmatched in the past (Becker
etal. 2019). This data, collected on the field, provides past, present and future infor-
mation on physical phenomena and running infrastructures, but also on activities and
behaviour of people. This information, which can be sensitive and private, must be
secured so that it cannot be acquired by parties not entitled to it. This is for example
the case for data related to individuals, such as medical data or location data, but also
for confidential data concerning organizations, whether private or governmental.

Many of these smart objects are now connected to information systems through
successive gateways and networks. This makes it possible to set up new high
value-added services allowing, for example, to bring more flexibility to production
activities, to better monitor the health of patients, or to set up more intelligent living
spaces like smart cities, smart homes, or smart stations. It is safe to assume that most
leading-edge companies could no longer do without this information.

Today, information systems are often located in cloud data centers. This implies
constant and costly communications between connected objects and data centers
that are usually located at a great distance. This architectural solution does not
scale well and is challenged by the massive increase in data to be transported and
stored in the cloud. Also, it appears that, in many cases, data is badly identified and
looses its relevance rather quickly. Essentially, the data is kept for fear of losing
important information. This only further clutters the communication channels and
storage devices.
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In fact, with the installation of tens of billions of connected objects, it is simply
not appropriate to upload all the data that can be collected on the field to cloud
data centers. There are several reasons for this. First, this architecture leads to a
central collection of data, which is problematic for privacy-sensitive users. Also, this
approach is very expensive. For instance, running a single Amazon EC2 instance of
type “al.2xlarge” with 8 cores and 16 GiB RAM costs 0.23 dollar per hour. Finally,
in addition to that, recent trends in pervasive computing, like augmented reality and
machine learning for instance, increase the number of applications that require fast
processing of large amounts of data captured by devices. Analysing this data in the
cloud does not meet the response time requirements of these applications due to
the high communication latency between the devices and the cloud infrastructure
(Sarkar et al. 2018). The same applies for highly interactive applications or games
that require fast responses (Choy et al. 2012).

This major evolution, in both the amount of data and the application needs,
has marked the end of all-cloud solutions and the inevitable emergence of more
decentralized architectures where computations are done near the data sources. This
new architectural approach is based on edge computing (Shi and Dustdar 2016;
Garcia Lopez et al. 2015; Vaquero and Rodero-Merino 2015; Varghese et al. 2016),
which refers to all the enabling technologies allowing computation to be performed
at the edge of the network. It can be defined as any computing and network resources
along the path between data sources and cloud infrastructures (Shi and Dustdar
2016; Shi et al. 2016). Typical resource providers in edge computing environments
are electronic boxes of various types, personal computers, HMIs, smartphones,
and even more powerfull “regional” servers, attached to cellular base stations for
instance, that are in the close vicinity of the data sources. As we will see in more
details, edge computing improves latency and security. It also leads to a better
utilization of existing hardware (e.g., unused office PCs) (Hasan et al. 2015; Miluzzo
et al. 2012) and economic benefits for both consumers and providers (Miluzzo et al.
2012; Fernando et al. 2012).

The aim of this chapter is to study this trend towards more distributed archi-
tectures and to study the associated software challenges. It is also to present a
second major trend, namely the use of Al techniques on the edge. We will see that
the effects of this second major evolution are profound. They call into question
the software techniques currently used for the development and deployment of
pervasive applications. This chapter is organized as follows. First, the notion of
edge is defined and illustrated with examples from different pervasive spaces. Then,
the main challenges related to the implementation of pervasive applications on the
edge are presented. The solutions provided by the current pervasive platforms will
then be detailed. Finally, we will turn to the notion of machine learning on the edge.
We will show the main challenges at the different stages of the application lifecycle
and outline some solutions currently being explored.
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2 Edge Computing in Pervasive Computing

2.1 Principles and Examples

As introduced, edge computing is not a technique per se, but rather an architectural
pattern that aims to decentralize calculations and data management as close as pos-
sible to the field devices. This decentralization is done opportunistically according
to the available machines in the vicinity of the data sources and to the available
networks. This results in very varied and often heterogeneous software architectures.
The availability of appropriate resources is highly dependent on the domains, but
also on technological opportunities. For example, in the Telco domain, the massive
deployment of cellular based stations has made possible the development of MEC
(multi-access edge computing) where new services for specific customers or classes
of customers are now installed.

The use of edge computing is now a reality in many areas such as smart
homes, smart buildings, smart cities, smart cars, or smart manufacturing. Let us
take two examples to illustrate this point. Let us start with the smart home domain
which is informative and illustrative. A smart home is a house or an apartment
equipped with electronic devices providing sensing and actuating capabilities.
Although most existing homes were not designed to be smart, the emergence of
low consumption wireless devices has allowed the easy instrumentation of homes
and the development of increasingly intelligent services. These services, however,
are characterized by stringent requirements regarding security, response times or
interaction facilities. For example, the detection of a fall must be done as soon as
possible and should not be revealed to unauthorized persons. Also, in general, it is
often necessary to have smooth interactions with the inhabitants to allow a good
acceptance of the technology, which implies very short response times.

There is actually no shortage of computer resources in smart homes. Precisely,
depending on the configuration, the edge infrastructure can include the following
elements (see Fig. 1):

e smart communication-enable devices capable of hosting significant pieces of
code like some connected cameras for example,
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Fig. 1 Smart Home Computing resources
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* electronic appliances like Internet or TV boxes. Such boxes host more and more
applications related, for instance, to home automation or to the safety or well-
being of people.

* vocal assistants are getting more and more popular and can also host applications
just like boxes.

* laptop or desktop computers. Such computers can also run various comfort,
security or automation applications. WiFi signals between Internet boxes and
personal computers can even be used to detect movements or identify people.

* smartphones and tablets. Such devices, more and more powerful, are able to
run the above mentioned applications but also resource intensive games or
augmented reality functions.

e telecom dispatchers located in the close neighborhood. Such equipment is
regularly upgraded by the operators to accommodate more and more network
functions but also applications. They can, for example, perform added-value
analytic on the electrical, gas or water consumption in a house.

It should be noted that edge computers are not just about CPU performances.
They must integrate various communication protocols, wired or wireless, and
advanced middleware to support the deployment, execution and adaptation of
applications. We will come back to this fundamental point later in this chapter.

Let us now turn to a second example, Industry 4.0. The purpose of this initiative
is to bring together new technologies and production processes to enable the
emergence of smart, connected manufacturing. The term, coined in 2011 by a
government-funded German project, refers to what could be the fourth industrial
revolution (Forschungsunion 2013). Industry 4.0 envisions new production tech-
niques, new materials, and the generalized adoption of digital technologies. We
focus here on the latter point, and in particular on the adoption of dense and
pervasive networks of sensors and actuators in industrial environments in order to
complement existing devices and systems. The generalized use of sensors/actuators
allows the integration of field devices controlling operations on a plant floor and
supervision systems, usually located in IT facilities. Among many benefits, such
integration allows the systematic oversight and improvement of production activities
and resource management and an overall increase in safety and sustainability of
production systems. It also leads to more flexibility in production processes, which
can be reconfigured to meet changing demands and enable novel products.

Given this new context, the notion of edge is now prevalent in manufacturing
production environments. These environments are characterized by a great hetero-
geneity, but we can nevertheless identify some common computing nodes that can
host edge-type functions (see Fig. 2). This is the case for example of the following
elements:

* desktop computers. Such computers are usually quite numerous in the plant floor
and not used at full power. They can house various analytic allowing to follow
and possibly adjust the processes in progress.

* smartphone and tablets. These devices are now heavily used in the plant floor,
in particular to run augmented reality applications in order to get information
without opening any industrial box for instance.
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Fig. 2 Smart Manufacturing resources

* HMI devices. These appliances are very present in production environments and
constitute prime computing and storage resources. They are often quite powerful
and, above all, are usually connected to a number of production equipment via
integrated fieldbus connectors.

e IT servers. Several major software packages, such as MES (Manufacturing
Execution System), ERP (Enterprise resource Planing) or SCADA (Supervisory
Control and Data Acquisition), run on servers located near the automation
islands, usually in the same building. These servers are increasingly used to
deploy new software functions.

It is very interesting to note that the new sensors integrated on the plant floor
must not interfere with the control functions. They provide different information that
allows, for example, to set up analytics or to better configure manufacturing devices
(Lalanda et al. 2017), but they are not intended to replace the current controllers like
PLCs (Programmable Logic Controllers) for instance.

There are many other areas today where edge infrastructures are put in place
successfully. For instance, autonomous vehicles rely more and more on edge
resources in order to process big amount of data in real time. Data collected
from in-vehicle sensors are processed locally in order to reduce latency and to
deal with intermittent network connection. Also, autonomous vehicles are able to
opportunistically use edge servers located in the vicinity to offload some computing
or receive software updates. In another very popular domain, content delivery
networks have deployed servers situated close to the users in order to allow rapid
loading of websites and to support smooth video streaming.

2.2 Terminology

The great diversity of the domains and their use of the edge have led to the
introduction of particular terminologies. In particular, the terms device edge, far
edge and near edge are often used today:
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* The Device edge, also called the IoT (Internet of Things) edge, includes low
to medium power computers, directly connected to sensors/actuators by non-
Internet protocols like field buses or WiFi. They correspond for instance to
Internet boxes and smartphones in a smart home, or HMI and tablets in a smart
plant. These are the elements closest to data sources and are usually provide ultra
low latency and high throughput. Due to their geographical location, they provide
optimal conditions for managing data security.

e The Far Edge, also called user edge, corresponds to powerful computing
infrastructures that are deployed purposefully in the vicinity of the data sources,
typically within a distance of some kilometers. They usually provide low latency,
good throughput and also high scalability. For example, telecom companies may
deploy far edge facilities in the cell phone towers they own, near the mobile base
stations. Such infrastructures can also be found in large factories, big shopping
centers or smart buildings. Far edge computers are designed to run resource-
intensive applications that are specific to the location in which they are deployed.

e The Near Edge, also called enterprise edge, corresponds very powerful com-
puting infrastructures that are deployed in a central location, usually connected
to one of several Far Edge facilities. In fact, they look like small data centers
designed to run generic services needed by the applications deployed on Device
or Far edges. They generally provide very large computing and storage capaci-
ties.

It clearly appears here that the notion of edge covers a great diversity of locations
and technologies. Edge infrastructures are actually installed in order to meet the
needs but also to the financial resources of the owner companies. Typically, Near
Edge infrastructures are only set up and managed by large companies that can
afford to own them. Gaming, Live video streaming applications are good examples
of applications that require the installation of advanced infrastructures both in the
Near and Far edges.

3 Edge Pervasive Applications

Executing services at the edge and managing their life cycle is however challenging
due to the dynamic, heterogeneous, and stochastic nature of the pervasive computing
environments. This is further complicated by the fact that some edge computers
have limited resources that must be managed explicitly. In addition, developers
and administrators can no longer benefit from advanced services provided by cloud
infrastructures and must use edge-specific tools that are often less sophisticated. As
we will see here, there is nevertheless a rapid and significant improvement in these
tools, often inspired by those previously developed for the cloud.
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3.1 Challenges
3.1.1 Application Design

A first challenge, of course, is the definition of distributed architectures where
computation and data management are appropriately distributed between devices,
edge resources and cloud data centers. Such architectures are dependent on the
targeted applications and are difficult to generalize from one domain to another.
Also, the optimal distribution of computational and data oriented components
may evolve over time. Today, there are a number of research works around
the dynamic and autonomic distribution of these architectural elements along a
device/edge/cloud continuum (Shi and Dustdar 2016).

Another issue is the design and implementation of applications, or parts of
applications, that are intended to be placed on edge machines. They are usually
executed on heterogeneous computers, often limited in terms of resources. This
imposes strong constraints on the development teams regarding the programming
language, the COTS (Components Off The Shelves) and the architectural patterns
that can be used. For instance, a language as popular as Java is not well suited
to constrained environments because of its heavy software stack. Similarly, some
communication middleware can be too costly in terms of memory footprint or CPU
required. These constraints concerning the tools and patterns that can be used also
extend to deployment, updates and monitoring activities.

3.1.2 Application Security

Security is a major concern for any pervasive system. It is true that, by nature,
edge computing considerably limits the transfer of data to remote servers, and
thus significantly reduces the risks of interception or tampering. But, in a way, the
security problems are partly transferred from the network to the edge computers,
which can result in centralized hotspots for data security. These machines must be
perfectly secure to counter any malicious attack. Remember that pervasive data, in
a house or a factory, betrays the activities and habits of the occupants and, as a
consequence, are highly prized.

Securing an edge computer, like a gateway for instance, is particularly costly
and has a profound impact on all enclosing developments. It is indeed a matter
of securing both the services provided by the computer (communication, mid-
dleware for execution, deployment, etc.) and all the applications. Concerning the
latter, all the internal software components and their interaction must be secured.
This requires specific architectural patterns and techniques, high-level skills and
often leads to long development times. Nevertheless, despite all these difficulties,
advanced security is a requirement that often comes first in many industries when it
comes to deploying applications on the edge (Lalanda et al. 2021).
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3.1.3 Application Data

Another major constraint is directly related to the quality, dynamism and hetero-
geneity of the data. Regarding quality, cleaning data is a critical first step since it can
be incomplete, uncertain or noisy. Pre-processing data is thus necessary to obtain
reliable and well presented data. In addition, some data is simply not available on
all environments or it may come and go depending on the availability of certain
sensors. Recovery mechanisms, sometimes complex, must be put in place at the
edge or a the applications levels to avoid crashes when data is not or no longer
available. This is generally more difficult than in the cloud where applications are
not directly connected to data sources but rather to databases.

The notion of data model, that is the way data is structured and named, is also
of major importance. In most domains, such as manufacturing, there are several
standards for data models, pushed by competing vendors. The correspondence
between data collected on a field bus, often identified by simple register numbers,
and a structured, symbolic data model has then to be done for each application or for
each edge machine. It is important to have tools that facilitate this rather technical
operation which consists in aligning data from communication frames, in Modbus
(see modbus.org) for instance, with higher level models, like OPC/UA for example
(see opcfoundation.org).

3.1.4 Application Context

Abstracting is a fundamental technique in software engineering and is particularly
important in edge computing. This allows applications to rely on high-level data
that matches their computational needs, and thus facilitates their programming and
management in general. Data models, introduced here before, provide a certain
level of abstraction which nevertheless remains limited since they usually focus
on a single device or on a single function. The notion of pervasive context,
introduced in the 1990s by Schilit et al. (1994), allows to aggregate and extend
information provided by different devices. Dey and Abowd define context as “any
information that can be used to characterize the situation of an entity. An entity is
a person, place, or object that is considered relevant to the interaction between a
user and an application, including the user and applications themselves” (Dey and
Abowd 1999). Contextual information thus covers various aspects related to users
(like localization, interaction, physiological parameters, or general expectations
and preferences), environments (like temperature, pressure, or CO2 levels), and
characteristics of the supporting computing infrastructure.

Collecting information to build a relevant, useful context and keeping it up to date
has proved to be particularly complex. In most cases, it is necessary to integrate
disparate devices, applications and network protocols in order to get the needed
information. Also, as previously said, pervasive environments are highly dynamic
and volatile. Devices can connect and disconnect without warning, quality of the
network connectivity can dramatically vary, and failures can happen anytime on
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various system levels. A number of context management platforms with specific
properties have been introduced (see Becker et al. 2013 for instance) but research
on that topic is still going on. An open question regarding context, and by extension
data models, is to know whether its construction should be application-specific or
not.

3.1.5 Application Placement

Edge environments can be complex and composed of several computers, including
mobile ones. The question of placing applications on the right machine(s) is
therefore paramount. Note that the placement of tasks has always been crucial
in pervasive systems to meet requirements related to ed or energy consumption.
For instance, the completion time of a remote execution depends heavily on the
speed of the selected provider device. The choice of the offloading target happens
either statically or dynamically. An example for static placement is for instance
Clone2Clone (Kosta et al. 2013). In this approach, each provider serves a fixed set
of devices. Most offloading approaches, however, perform dynamic placement, i.e.,
a separate choice of the executing provider for each offloadable part.

Dynamic offloading has been applied in a variety of distributed computing
paradigms including cluster and grid computing. Effective placement in grid
computing systems often requires some knowledge about context, which also makes
sense in edge environments. Context-aware placement gathers context information
about the surrounding computing environment and is therefore able to react to
changes. A context-aware placement approach can consider a number of context
dimensions such as provider performance (Jonathan et al. 2017) and reliability
(Edinger et al. 2017), system load (Ousterhout et al. 2013), task complexity
(Flinn et al. 2002), data size (Cicconetti et al. 2019) or bandwidth (Kosta et al.
2012). Motivated by these observations, several novel placement approaches like
Voltaire (Breitbach et al. 2021) apply ML to benefit from past experience. The core
advantage is that the placement approach adjusts itself to the current environment
and learns from past performance to improve continuously. Based on several input
features of an upcoming task, e.g., the corresponding application, the input data
size, the parameters, and the current system load, the ML-based approaches estimate
whether offloading is expected to be beneficial.

3.2 Pervasive Platforms

The most common solution today to face the challenges previously mentioned
is to use a specific platform, also called middleware, to host the applications.
Such middleware provides a development language adapted to the targeted domain
(pervasive in this case) as well as a set of technical services that are used, in more
or less transparent ways, by the applications. These services can concern any of the
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above issues like communication, data management, security, self-awareness or data
contextualization. Decoupling applications and technical services is a well-known
approach in software engineering, referred to as separation of concerns, which has
proven successful in many areas. It relieves programmers of complicated code by
moving it to the platform. This approach is illustrated by Fig.3 where platform-
dependent services are built on top of the execution runtime. Various techniques can
be used to implement those services.

In the pervasive domain, numerous platforms have been developed and evaluated.
In the smart home domain for instance, let us mention iCasa (Lalanda and Hamon
2020), PCOM (Becker et al. 2004), AutoHome (Bourcier et al. 2011), DigiHome
(Romero et al. 2013) or Microsoft’s HomeOS (Dixon et al. 2012). Most of
these platforms first dealt with the definition of a programming language for the
applications adapted to the dynamicity of pervasive environments. Also, many
of them strongly focused on the reification of devices, i.e. their transformation
into objects that can be manipulated by the defined programming language. For
this, the service approach has often been favored. The service-oriented computing
paradigm promotes the development of applications through the late composition
of independent and modular software elements, called services (Papazoglou 2003).
Services are dynamically published on a registry and, thus, made available to
potential consumers that can invoke them, possibly with a quality of service
contract. In our case, devices are presented as services that come and go, and that
can be used by the pervasive applications.

Another element brought by most platforms is some notion of execution context.
This serves as an abstraction layer between the physical world and the applications
run on the platform. Context provides information about the surrounding physical
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environment but also the current state of execution of the running applications
if needed. Some information is static, most of it is very dynamic though. The
context module usually constitutes the only means for applications to interact with
physical devices. Research on context-aware computing dates back to the 1990s.
Schilit et al. (1994) introduced a still current definition of context and details of
a comprehensive context management platform. Since then, a number of context
management platforms with specific properties have been introduced. Various
technologies have been developed, including tuples, object-orientation, databases
with SQL-like approaches, or ontologies. Context can also be used implicitly,
where the spatial distribution of data is implicitly used as context. More recently,
contextual information has been represented as services (Lalanda and Hamon 2020).
Here, context appears as a dynamic set of services. Depending on the availability of
context sources and the applications needs, different services can be published and
withdrawn.

Let us focus on the iCasa platform for illustration. A particularity of this platform
is to use the service paradigm for many of its constituent elements. It is based
on the iPOJO service-oriented component model (Escoffier et al. 2007), which
in turn is based on the OSGi framework. Applications are all programmed in
iPOJO and seamlessly interact with physical devices and remote platforms through
services provided by the context module. Applications can be dynamically updated,
completely or partially, by relying on the deployment mechanisms specific to OSGi
and iPOJO. All the contextual information is presented as services. Precisely, the
context appears as a dynamic set of iPOJO components. Context is dynamic in order
to reflect the changing nature of the execution environment but also to deal with
applications evolving needs. Context adaptations are carried out by an autonomic
manager that follows the applications requirements and the available resources.
Contextual services are then opportunistically and seamlessly used by the pervasive
applications. The context module also tracks any change about a used contextual
service and triggers a callback to alert consumer applications.

Finally, a communication manager (Bardin et al. 2010) reifies devices as iPOJO
components. This manager supports an open set of protocols, including Zwave,
Zigbee, X10, UPnP, DPWS and Bluetooth. Whenever a device disappears or
a remote service becomes unreachable, the manager detects the disruption and
removes the corresponding component. If the services provided by that component
were needed by an application, the communication manager tries to find a new
device or a remote service satisfying the needs (Roth et al. 2018).

3.3 Conclusion

Moving applications to the edge has many advantages, but also raises significant
technical and architectural issues. Many pervasive platforms have been proposed
and are often distinguished according to their areas of focus. For example, the
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platforms used for industry are often more robust and less dynamic than those used
on smartphones or in smart homes.

Nevertheless, all these platforms offer interesting solutions for application,
device, context and security management for instance. The service-oriented
approach plays a major role in many cases and has proved successful. As
we have seen, the service paradigm allows both to reify objects as services
in pervasive platforms and to build modular and dynamic applications. It also
facilitates interoperability between platforms by publishing their various functional
capabilities as services (Roth et al. 2018).

Nevertheless, this service-based approach finds its limits when the amount of data
to be processed increases. The service approach sees computing elements, including
devices or contextual elements, essentially as service providers. The fact is that most
of them are also data providers. In some domains, like smart manufacturing, they
are even intense data providers. Work is then needed to allow interactions of almost
continuous data flows between pervasive elements in service-based environments.

4 Machine Learning on the Edge

4.1 Principles

In the last few years, Machine Learning (ML) based approaches have received a very
strong interest for the development of pervasive applications. This can be explained
by the difficulty to build models of dynamic phenomena in complex physical
environments. The goal of an ML system is to train an algorithm to automatically
make decisions by identifying patterns that may be hidden within massive data sets
whose exact nature is unknown and therefore cannot be programmed explicitly. The
growing attention towards machine learning stems from different sources: efficient
algorithms, availability of massive amounts of data in pervasive environments,
advances in high-performance computing, broad accessibility of these technologies,
and impressive successes reported by industry, academia, and research communi-
ties, in fields such as vision, natural language processing or decision making.

The development of software systems based on learning techniques is however
very different than the development of “traditional” software systems since the
behavior of the system is not specified in the code by programmers but it is learned
by a machine from data. To do so, two main workflows are set up. The first workflow,
called model development, is primarily performed by data scientists. This workflow
assumes that a business problem has been properly identified along with sources
of historical data. During the first steps, raw historical data is analyzed, cleaned
and transformed into appropriate numeric representations called features. Feature
engineering is a complex task which purpose is to find out the most relevant data
representations given the available data, the task at hand and the targeted model.
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Features are then used to train a model with a carefully chosen machine learning
algorithm.

Once a model has been developed, it is deployed on a target execution machine.
This is the essence of the second workflow that is often implemented by software
engineers. Its purpose is first to collect appropriate data and build features. The
data is then used to make predictions. As the name suggests, predictions are only
...predictions. They are founded on data which has not been seen during the training
phase and can therefore be incorrect. Finally, collected data might be set aside in
order to be used for further training.

The use of Machine Learning techniques opens the way for many new, more
advanced applications on the edge. The expected added value motivates many
manufacturers and service providers, in both the industrial and consumer sectors.
But the development of these new applications raises formidable challenges that
are not addressed by traditional software engineering techniques. ML-based appli-
cations are not developed in the same way as more traditional applications. They
bring together different teams with new skills. Also they are built, tested, installed,
configured, run, monitored and updated differently. In a word, they implement
totally different life cycles.

4.2 A Variety of Actors

First of all, it should be understood that ML-based components are usually only a
small part of a system. They are often developed independently and integrated into
a larger software architecture. Thus, implementing ML applications on the edge
involves several different actors, with different cultures and skills. These actors
develop complementary software components, learning-based and more traditional,
that have to be assembled within an architecture. This architecture is usually
deployed on a single edge machine, resulting in complex engineering work to
allow interaction between programs of a differing nature. This generates important
constraints on the edge platform in terms of execution mechanisms and technical
services to be offered.

To illustrate this problem, let us take the example of analytic development in
a smart plant (Lalanda et al. 2017). To do this, three complementary profiles, and
usually three distinct teams, are needed:

e A team of software engineers who are in charge of managing the platform
and programming specific code related for instance to data collection or data
mediation (Morand et al. 2011; Garcia et al. 2010)

¢ A team of domain experts who are in charge of defining and developing the
business-oriented analytics,

* A team of data scientists who are in charge of developing learning-based models
and keeping them relevant and up to date. This includes selecting the needed data,
creating the appropriate features, choosing the learning algorithm to be used, etc.
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This diversity, if it is a source of value, is also a source of difficulties, misunder-
standings and cultural gaps. These different actors use different environments, tools,
processes and programming languages. On this last point, for instance, domain
experts generally use Matlab for analytics, data scientists make use of Python to
build models, and computer engineers user languages such as Java, Go, or C to
develop business code or technical services.

4.3 A Specific Life-Cycle

The development of “traditional” software systems is carried out according to
activities that are now well defined: requirement management, design specification,
implementation, and validation. Deployment then starts when a software system has
been duly approved for delivery. It handles the transfer, installation, configuration,
and integration of concrete artefacts therein. It also initiates the different executable
components and deals with subsequent updates. Maintenance begins after the
software initial installation. Its purpose is to modify the software being used in
order to fix bugs, to improve quality of service, or to address new conditions
for execution. Maintenance comprises a number of activities, ranging from the
“simple” reconfiguration of certain parameters to more complex operations, like
the development of new pieces of code or the migration to new running platforms.
Simply put, system administrators, or autonomic managers, observe the systems at
run time, change local configurations when needed, and otherwise send a request to
developers if something serious happens.

The development of a prediction model takes a completely different turn because
of the focus on data. Here, no requirements, design or coding, just data. The
initial development uses historical data; its relevance depends on the quality of
the available data and adequacy of the selected learning algorithm. In the case of
pervasive applications, this data must come from the field, or from very high quality
simulations, to be usable. Tests are done against a subset of the available data, set
aside for this purpose. As illustrated by Fig. 4 (left part), it is an iterative process
where the steps of data collection, feature selection and model training are repeated
until a satisfactory result is obtained.

Model deployment activities look like traditional deployment tasks but are
nevertheless significantly different (see Fig. 4, right part). First of all, the model
is transferred to the execution (edge) machine and installed like any other software
artifact. It is also configured to fit properly into its execution environment. Config-
uration can be complex and actually depends on lot on the services provided by the
host middleware. In some cases, the model has to be further trained with local data in
order to adjust to the specificity of the execution environment. Then appropriate data
has to be collected in order to run the model, which can thus provide the expected
predictions. The model is constantly monitored by system administrators, through
appropriate tools. Finally, an update step completes the loop. The purpose of this
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step is either to update the model directly on site or to send data back to the data
scientist teams to allow them to implement off-line updates.

A model is updated when a new one has been devised by data scientists, which
happens fairly often. This can be done to enhance its performance, to improve its
compactness, or even to extend its functional scope. Sometimes, this also comes
with a change in the input data, which may require updates on data gathering
activities. Finally, let us note that the models are extremely sensitive to data
evolution, even very slight one. The smallest modification can invalidate a prediction
model. Therefore, they must be continuously adapted to the execution environment
and the corresponding data to stay relevant.

4.4 Conclusion

The use of learning techniques on the edge is today more than a trend, it is a must.
However, it raises major issues. It requires the creation of development teams with
different and complementary skills, using different languages, processes and tools.
Such heterogeneity is difficult to manage from a human point of view but also from
a technical point of view. It requires to build architectures, and middleware, capable
of integrating very different modules in order to form a single system.

Strong heterogeneity is also introduced in the management of the software
components life cycle. Learning-based components have their own cycle, entirely
data-driven, that is very different from the one of more traditional software
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components. While the major activities remain the same, they are treated in a very
different way and require, here again, specific skills and tools. All these differences
call into question the current Software Engineering techniques and processes but
also the support that has to be provided by the edge platforms.

Throughout the following section, we examine the challenges associated with
each of the life cycle activities and outline possible solutions.

5 Challenges

5.1 Model Development

To start with, a consistent and sufficiently large dataset is needed to create a relevant
initial model. The data must be complete, well distributed, and clean. A low quality
of data inevitably leads to models of little value.

It is therefore necessary to set up a structured and systematic data collection
campaign. To provide real value, this data must be collected in the field, for example
with some of the edge machines that will be used to run the models later. Such
campaigns take time and effort and must be integrated into the development cycle.
The most difficult part is to obtain data corresponding to extreme, problematic or
even dangerous cases. Often, it is necessary to use simulation to do so, with all the
risks that this entails for the actual quality of the data.

The choice of an adapted learning algorithm is also of major importance. It must
take into account the specificity of the domain but also those of the targeted execu-
tion machines. As explained earlier, machines on the edge are often characterized
by limited computing and storage capabilities. The learning models must therefore
have a size in accordance with these limitations, which is often challenging since
data scientists tend to build large models to get better performances.

5.2 Installation

A learning model is usually only a (small) part of a larger software system.
It is encapsulated in a software component and inserted into an encompassing
software architecture. Within this architecture, it interacts with other components
to implement higher-level functionality.

The installation of a learning-based component in a target environment can be
done individually or with the architecture (and all other components). In the latter
case, all components are compiled and linked together to create an executable.
It is this executable that is installed on the clients site. This approach is easier
to manage because most of the work is done off-line but, in general, it makes
individual component updates more technically complicated, if not impossible. This
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is a problem because learning-based components are updated often and usually at a
different rate than other more traditional components.

The alternative is therefore to deploy the learning-based components indepen-
dently and integrate them with the encompassing architecture afterwards. However,
this requires a middleware capable of managing components with autonomous life
cycles, and, as previously said, written with different programming languages.

5.3 Configuration

The learning models are built off-line with data usually coming from purpose-built
facilities, or from selected customers’ sites. But, in any case, data remains relatively
specific to these training environments, as do the models obtained. Thus, when
models are deployed to clients’ sites, it is necessary to adapt them to their new
conditions of execution. This problem is particularly acute in pervasive computing
where there is no two environments alike.

By nature, model configuration is done on site, at the edge level, using data
collected from the environment. Two approaches are possible. The first is to use
a large amount of data that has been previously collected and stored for this
purpose. With this data, the general model received can be efficiently fine-tuned.
This approach is very effective but requires significant storage capacity on the edge.
The second approach, which does not rely on such capacity, is to use data collected
after the general model is received. Here, fine tuning is not usable because the well-
known catastrophic forgetting problem occurs very quickly. It is necessary to use
Continual Learning techniques, like regularization for instance, to adapt the learning
model. Continual Learning, also called lifelong learning or online machine learning,
is the ability of a model to learn continually from an infinite stream of data, gradually
integrating new acquired knowledge into old knowledge (Chen and Liu 2018). This
however results in complex algorithms.

5.4 Data Collection

The use of prediction models adds constraints when running pervasive applications.
Indeed, it is not only necessary to collect data to make punctual predictions when
the model is invoked, but also to allow the continuous improvement of the models.
An update can only be meaningful if it is based on a sufficient amount of data, and
it is therefore needed to collect data very regularly in order to reach a critical mass.
Simply put, data must be continuously retrieved in order to keep models relevant
and in sync with their execution environment.

This is a significant difference from current practices where data is fetched
only to meet occasional application needs. Often, as explained in Sect. 4, context
modules, general or application-specific, are built by pervasive platforms. But
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these contexts usually contain little data and keep only significant data. At best,
caching techniques are implemented to save recent data and then provide more
responsiveness (Lalanda et al. 2018).

Moreover, when supervised learning is used by the learning algorithms, collected
data must be labeled, which means that ground truth is associated with it. Data
labeling is well known to be a complex activity. It can be done manually by users
or experts via dedicated tools. But this approach is seen as boring and massively
rejected by the involved people. It is also very error-prone. In some cases, labels can
be calculated automatically, often with a delay, using other data. This approach is
safer but requires to collect even more data and to create specific code to effectively
compute the labels and associate them with the corresponding data.

5.5 Model Execution

Resorting to predictions for the execution of an application is a powerful but risky
approach. In some cases, it is always beneficial because it provides information
that would not otherwise be available. Even if the prediction is not perfect, its
mere existence is better than the absence of information. Especially if, on average,
it is accurate. But, in other cases, an inaccurate prediction can lead to important
malfunctions, or even endanger the existence of people or infrastructures.

Guaranteeing the relevance of a prediction seems difficult without human inter-
vention, because it depends on the correlation between training data and runtime
data, but also on runtime environments that cannot be completely characterized
(some information cannot be captured by sensors). A commonly used approach is
to multiply the models on a runtime platform. Several models, based on different
algorithms and sometimes on different features, are deployed and used together.
Then, as in redundancy approaches, voting techniques can determine the “good”
predictions. Using several models is likely to be more robust since final results
are based on the output of several models. As in redundancy approaches, voting
techniques can be used to select a prediction. However, here again, support from the
pervasive platform is highly effective to realize those functions.

5.6 Model Monitoring

Monitoring is a systematic collection of relevant information with the purpose of
understanding, evaluating and controlling the system. For the models, it is a matter
of presenting the data used, the predictions made and, if appropriate, all other data
allowing to understand or verify the results provided. Let us note that the monitoring
function can be adaptive by either adapting the focus of what is being monitored—
deciding on which components are monitored and when, or adapting the amount of
times or numbers of samples that are required.
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It is of major importance to include human, essentially experts, in the monitoring
activity. A simple solution is to monitor the applications behavior and switch to
a human mode when some tasks (data collection, model predictions, and so on)
are uncertain. Here, visualization tools are definitively needed to assist the domain
experts in reviewing the current tasks and in providing help. It is also needed to
define a global process making explicit the situations and moments where human
can be included.

5.7 Model Update

Trained models are data dependent, making it necessary to retrain them when data
changes. Data drifts happen very frequently. This is the case for instance in the
manufacturing domain due to the natural wear of certain parts. The decision to
initiate re-training is however delicate because it is costly, both in money and in
carbon footprint. At its simplest, it can be done on a periodic basis. A more complex
solution, and also more effective, would be to rely on observations from monitoring.
For example, changes in the value or distribution of data can be observed, or an
expert can identify suspicious results.

A major decision is to then know where the new training has to be done.
Doing it at the data center level is a natural solution since the most significant
computing resources are there. However, this poses a major problem: the (labeled)
data collected on the edge must be uploaded to the cloud. This raises obvious
security problems and also significant financial costs. This approach is sometimes
simply rejected by users who do not want their data stored in a cloud.

The second solution is to build the new model directly on the edge. This brings
the opposite advantages to the previous approach but also the opposite problems.
In particular, it requires considerable computing and storage capacities on the edge
to train a model, quite different from the capacities needed to simply run a model.
Such capacities are not always available. Another problem is that, if they each build
their own model, the clients using the initial learning model will quickly diverge and
not be able to share their data. Nevertheless, there are significant developments in
edge machines that tend towards this solution. For example, smartphones are more
and more equipped with electronic cards adapted to models training.

6 Recent Trends

As demonstrated in the previous section, challenges to develop ML-based pervasive
applications on the edge are not only about developing the best models and
algorithms but also to provide support for the entire applications lifecycle. The
current techniques are unfortunately not adapted to support activities related to
data collection, model installation and configuration, model monitoring and model
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frequent updates. There is a clear need to provide new Software Engineering support
for these different steps.

In this last part, we explore two promising trends to deal with these new
challenges: the use of microservices in pervasive platforms and the notion of
Federated Learning.

6.1 Microservice-Based Platform

Microservices can be seen as an extension of the service-oriented architectural
style as described previously. It structures a software application as a set of loosely
coupled components, called microservices, interacting with each others. Microser-
vices implement specific services that are integrated in a global architecture in
order to deliver the expected functionality of an application. Each microservice can
implement its own life cycle: it is developed, deployed and maintained individually.
It can be thus modified independently without impacting the overall architecture.
Microservices are actually a combination of service-based and component-based
architectures.

Microservices use lightweight APIs to communicate with each other. While
REST APIs have often been used to enable interactions between microservices,
there is no requirement to do so. A clear benefit of using REST is that updates of
a resource can be limited to the microservice containing that resource. However,
not all domains are suitable for a REST expression of the possible results of a
component and, moreover, this approach requires relatively rare technical skills.
We believe that techniques such as gRPC are preferable today, even if they induce a
stronger coupling between the microservices.

Communication between microservices can also be implemented with events.
Such events can be used to send business data but also control or synchronization
data between the different microservices. In this case, it is interesting to use a
communication middleware implementing a publish/subscribe pattern allowing high
dynamicity in the interactions between microservices.

Today, a common way to implement microservice-based architectures is to use
container-based solutions like Dockers or Kubernetes. These solutions automate
the management, deployment, and scaling of services across multiple servers by
abstracting the underlying infrastructure.

Today, edge platforms based on microservice architectures are emerging. This
indeed solves some of the problems mentioned in this chapter, including the need to
decouple the life cycles of traditional and machine learning components. Figure 5
presents the new architecture of the iCasa platform (Lalanda et al. 2021). The
different technical services (data collection, data storage, context, ML manager) are
implemented on dockers. Thus, each of these elements can be:
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* built and deployed independently,

» considered as an independent process that can be implemented in any language,
using any framework,

» easily managed with container-based solutions.

6.2 Federated Learning

Federated Learning promotes the computation of local models on devices and the
aggregation of these models on a server to produce a new model that is sent back
to clients for use and further training. When the client model has been significantly
updated or when a certain time has elapsed, the client model is sent to the server
for a new aggregation (see Fig. 6). A core incentive of FL in pervasive computing is
to utilize mutual learning goals between clients to indirectly share knowledge with
one another. However, effective collaboration between unmoderated clients, is still a
challenge. This is due to statistical heterogeneity (differences in individuals’ usage)
and system heterogeneity (difference between client data caused by different system
traits).

A key point in Federated Learning is the way specialized models are aggregated.
In the case of deep learning, two families of algorithms can be considered. The
first strategy is to emphasize generalization. The aggregation algorithm considers
local models in their entirety and builds a new model that potentially calls into
question all layers and all weights associated with neurons. This approach is shown
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in FedAvg (McMahan et al. 2017) and FedMA (Wang et al. 2020) algorithms. The
second strategy focuses more on client specialization. Here, the algorithm does not
question certain parts of the local models. Precisely, only the base layers are sent to
the server for generalization, while the last layers are kept unchanged. This approach
is used in FedPer algorithm (Arivazhagan et al. 2019).

Federated Learning has been only recently used to implement pervasive services
and, ultimately, does not address all the specifics of this domain well. However,
this clearly solves the heterogeneity problems of pervasive environments and also
improves the security issues. With this approach, data is not sent to a cloud for
retraining. It is only the models that are transferred, which is much better for privacy
preservation.

7 Conclusion

The integration of machine learning-based models in pervasive information systems
is more than a trend, it is a necessity. It allows to face evolving, uncertain, and
incompletely characterized environments.

However, this raises unprecedented technological and scientific challenges,
notably by calling into question current software engineering practices. It requires
bringing together communities that are not familiar with each other and developing
new tools, in particular middleware for deployment, execution and integration of
models. These models have their own life cycle that must be managed explicitly.
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In this chapter, we have mentioned two avenues that seem promising, although of
course insufficient. The use of microservices within a single execution unit allows
the decoupling of the execution of models and traditional software components.
Also, distributed learning approaches such as Federated Learning allow to improve
models while keeping their specificity at the client level.
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1 Introduction

Industry 4.0—a term coined by H. Kagermann et al.—was introduced as the
Fourth Industrial Revolution in the context of the development of the German
economy (Kagermann et al. 2011). Following the First Industrial Revolution with
water and steam engine as a source of power, the Second Industrial Revolution with
mass production and globalization, the Third Industrial Revolution with automation
and digitization, the Fourth Industrial Revolution concept was popularized by K.
Schwab from The World Economic Forum (Schwab 2016, 2017). Industry 4.0
stands out as the evolution from digital manufacturing to smart factories (cf Fig. 1).

Despite significant efforts from the research community, no unanimous definition
of Industry 4.0 is currently adopted (Boyes et al. 2018; Kiangala and Wang 2019;
Lasi et al. 2014; Piccarozzi et al. 2018; Qin et al. 2016). Its characterization (Buer
et al. 2018) or roadmap (Beier et al. 2020; Paravizo et al. 2018) are not clearly
defined. Its complexity makes it difficult to focus on scope, objectives, and holistic
development (Buer et al. 2018; Derigent et al. 2021; Meissner et al. 2017).

Rupp et al. have compiled keywords, concepts, and citations in an exhaustive
bibliometric analysis within the scope of research literature and have formed a
concise definition of the Industry 4.0 paradigm:
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-

Fig. 1 Industry 4.0—The Fourth Revolution

“Industry 4.0 is the implementation of Cyber-Physical Systems for creating
Smart Factories by using the Internet of Things, Big Data, Cloud Computing,
Artificial Intelligence and Communication Technologies for Information and
Communication in Real-Time over the Value Chain.” Rupp et al. (2021)

From this clearly technology-oriented definition, Industry 4.0 emerges as the
convergence of four major technological trends (cf Fig. 2):

Physical World Digitalization The first requirement to optimize any kind of value
chain is to have information about ongoing processes. The Internet of Things (IoT)
refers to physical objects or groups of objects with sensing and communication
abilities that connect and exchange data over public or private networks. Machines
or humans are embedded with electronic sensors or actuators to generate data. Cyber
Physical Systems (CPS) are systems including mechanisms where physical objects,
humans, and software are closely intertwined to create new levels of sociotechnical
interactions. CPS involves transdisciplinary approaches—merging the theory of
cybernetics, mechatronics, design and process science. The principal aim is to
produce constant interactions between the real physical world and a virtual world
representation to indicate the best decisions (Boyes et al. 2018).

On-Demand Computing On-demand computing is an enterprise-level delivery
model in which computing resources are made available to the user when needed.
Cloud Computing is a key technology of on-demand computing. Cloud Computing
is the on-demand availability of different remote services over the Internet, espe-
cially data storage, networking, and computing power. Edge and Fog Computing
are also key technologies complementary to Cloud Computing. Edge and Fog Com-
puting are distributed computing paradigms bringing computation and data storage
closer to the data sources. Edge Computing architectures perform computation and
storage on the embedded devices or the gateway at the network’s edge, in close
proximity to the physical location of sensors creating the data. Fog Computing
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Fig. 2 Industry 4.0—the four major enabling technologies

architectures act as mediators between the edge, the core network, and the cloud
for various purposes, such as data processing or data geo-distribution (Hong
and Varghese 2019). Finally, Big Data refers to structured, semi-structured, and
unstructured datasets that are too large or complex to be dealt with by traditional
data-processing application software. Big Data requires the previous computing
architectures to be stored and analyzed to reveal patterns, trends, and associations,
especially those relating to human behavior and interactions (Chen et al. 2014; Khan
etal. 2017).

Cognitive Computing Cognitive Computing refers to technology platforms that
mimic the way the human brain works by incorporating advanced aspects of
artificial intelligence and signal processing. Signal Processing focuses on analyzing,
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modifying, and synthesizing signals such as scientific measurements, sound, natural
language, and images or videos. After any data capture, filtering noise from data
and structuring the signal impacts any future knowledge representation. Artificial
intelligence (Al) refers to intelligence demonstrated by machines, as opposed to
the natural intelligence displayed by animals and humans. Traditional goals of
Al include knowledge representation, reasoning, perception, planning, learning,
processing, and decision-making. Machine Learning is a subset of Al that has
recently regained popularity with advances in artificial neural networks, deep
learning, and reinforcement learning (Lee et al. 2018; Verbraeken et al. 2020).

Advanced Human-Machine Interaction Advanced human-machine interaction is
the field studying the design and the use of computer technology interfacing between
people and computers. Following the effort to provide multi-modal interfaces
(audio, visual, feedback-based), Augmented Reality (AR) and Virtual Reality (VR)
are key technologies where the reality of the physical world is supported and mixed
with the use of digital 3D models. AR/VR are mainly used to build and assemble
complex components and architectures, and to read and document technical systems
in real-time (Xiong et al. 2021). 3D-printing is, at the same time, a physical world
augmentation and an advanced human-machine interacting system. 3D-printing
plays an essential role in Industry 4.0 by enabling the direct production of high-
complexity digital 3D models, making it suitable for individual production of
experimental small-sized batches to large production with high added-value (Rong
et al. 2018).

This chapter focuses on Industry 4.0-enabling technologies to digitalize the
physical world and how to apply them to industrial and manufacturing contexts -
hereby referred to as The Industrial Internet of Things (IloT). Interactions of the
IIoT sensing part are also detailed in regards of adaptation capabilities of the on-
demand and cognitive computing, and advanced human-machine interaction parts.

The chapter is structured as follows: Sect. 2 details the current state-of-the-
art. Section 3 presents existing protocols, architectures and standards. Section 4
identifies gaps and challenges that need to be addressed in future research directions,
before to conclude in Sect. 5.

2 State of the Art

In IIoT environments, a machine/device can communicate and share information
seamlessly inside or outside the industrial ecosystem. The interoperability is
a key point to guaranteeing these exchanges in the industrial ecosystem. IIoT
interoperability is most of the time referred to as Machine-to-Machine/Device-
to-Device communication interoperability (M2M/D2D), where multiple devices
can exchange knowledge and their understanding of the context (e.g., mockups,
constraints, processes, states, operations, etc.) within a single hop or multiple hop
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distance. The main goal is to establish a robust and ubiquitous communication
among the heterogeneous embedded devices in the network. Machine connectiv-
ity, proximity, identification, and messaging are the cornerstones for conceptual
M2M/D2D communications in IIoT environments.

There are several challenges to designing an interoperable IIoT environment, and
here are the two main ones:

1. a massive amount of heterogeneous IIoT devices are sharing resources, and the
majority of the IIoT devices are constrained in terms of storage and processing,

2. the industrial IIoT applications mainly rely on a composition model with an
advanced single and centralized orchestrator (Praveen Kumar et al. 2019).

On one hand, several organizations and collaborative institutes such as IEEE!,
IETF?, and 3GPP? explicitly develop and standardize industrial M2M communi-
cations. OM2M is one of the universal M2M platforms for industrial applications,
where computing devices, gateways, and networks are the building blocks of the
ETSI-M2M standard (Ali et al. 2017). Table 1 categorizes IIoT research activities
according to the main criteria involved to reach an adaptive and extensible system:

* Heterogeneity: IIoT devices are heterogeneous in terms of hardware capabili-
ties, network interfaces and data format supported to interact.

* Transparency: We classify transparency capabilities of IIoT systems in two
levels: technical integration or platform integration. Technical integration is the
possibility to deal with the interoperability issue—either at the network level
with compatible protocols, or at the data level with supported data format, or
at the semantic level with substitution rules. Platform integration allows to deal
with higher levels of interoperability issues—either to integrate new devices, to
communicate cross-domain, or to rule all the actors of a domain or sector-specific
architecture.

* Adaptation: Adaptation criteria in our classification refer to protocol and
platform capabilities to adapt and optimize their energy, latency and throughput.

* Opportunistic: Opportunistic criteria show the ability of the IIoT system to
discover and benefit from its context. In IIoT systems, we particularly classify
the system scaling ability in this criteria.

* Determinism: Determinism criteria describes the ability of the IIoT system to
reproduce the same result from a given context.

* Automatic: Automatic criteria validate the IloT system’s ability to automatically
make a decision and adapt to an unknown context.

* Interaction capabilities: In Industry 4.0, IIoT systems grab context information,
to be processed by the cognitive computing part, and to be displayed by the
Human-Machine Interaction part. The interaction criteria do not expose the

Uhttps://standards.ieee.org.
2 https://www.ietf.org/standards.
3 https://www.3gpp.org/specifications.
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HMT’s ability to visualize data, but the HMI’s ability to maintain and administrate
the ITIoT system itself.

The first nine rows of the table show that standardizing communications leads to
technical transparency—either at the protocol level, for data format, or semantic
integration. These approaches optimize device point-to-point communications,
such as latency or throughput criteria. They even sometimes take opportunistic
advantages of network characteristics, but can not globally optimize the energy of
the whole network and system (Mao et al. 2021).

On the other hand, a possible solution to these challenges is categorizing devices
into tiers and orchestrating edge-fog-cloud technology into the IIoT environment.
Mature cloud technology provides unlimited data collection and sharing resources
across distributed IIoT environments, and fog networking supports the indus-
trial processing chain by delivering a faster response to delay-critical industrial
applications. In 2011, Cisco introduced the Fog Computing paradigm to process
low-latency industrial applications near the sensing devices (Bonomi et al. 2012), or
even on edge devices/gateways (Bajic et al. 2019; Cao et al. 2020). Later OpenFog
Consortium*—now merged with the Industrial Internet Consortium®—was founded
to develop and standardize Fog Computing (OpenFog Consortium 2018). Fog
Computing supports QoS-aware data processing, productivity, mobility, and agility,
making interoperable IIoT ecosystems geographically distributed over the network.
Cloud computing and its supporting technologies—such as container-based cloud,
serverless computing, and cloudlet—support interoperable data processing enabling
big data analysis, data migration, and data virtualization by providing a pay-as-you
service model. Some standards associated with cloud interoperability are ISO/IEC
19941 (ISO/IEC 2017), IEEE P2301 (IEEE 2020), and OCCI (Ahmed-Nacer et al.
2017). Furthermore, some modeling languages like TOSCA (Binz et al. 2014),
CAML (Bergmayr et al. 2014a), HOT (Markelov 2016) support cross-cloud data
transfer, where data can be moved from one service provider to another service
provider without modifying the structure and format of the data (Bergmayr et al.
2014b).

By incorporating edge-fog-cloud infrastructures into healthcare (Javaid and
Haleem 2019), agriculture (Liu et al. 2021), smart city/building’/home (Aheleroff
et al. 2020; Karakose and Yetis 2017), logistics (Barreto et al. 2017; Lin and Yang
2018), automotive sector (Cronin et al. 2019), and manufacturing (Frank et al.
2019; Ghobakhloo 2020; Pilloni 2018; Wu et al. 2017), many—domestic or inter-
national (Bettiol et al. 2020)—companies have developed their IIoT environments
with the creation of added value (Akdil et al. 2018; Elango 2022; Josefsson 2020)
and contribution to circular economies (Dantas et al. 2021). Despite these efforts,
as shown in Table 1, very few approaches are automatic, take advantage of the

4 https://web.archive.org/web/2018122213101 1/http://www.openfogconsortium.org.
3 https://www.iiconsortium.org.
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context in an interactive way, and—because of the unpredictable nature of IloT
communications—none are deterministic.

3 Existing Solutions

Existing solutions are presented in the following sections, first, with a bottom-up
approach in Sect. 3.1, describing IIoT protocols allowing to built IToT environment
connections. Then, Sect. 3.2 details the top-down approaches with Industry 4.0
architectures, allowing to build the global IIoT view. Finally, Sect. 3.3 presents
existing adopted standards.

3.1 IloT Protocols

Connectivity in today’s world includes a set of heterogeneous devices (e.g., sensors,
smartphones), network architectures (e.g., Ad hoc, Bluetooth), and large distributed
environments (e.g., Ethernet, HomePlug). This complexity is a big challenging issue
for industries (Spachos and Plataniotis 2020). On top of that, devices have their
own distinct issues and goals such as energy, latency, scalability, safety that further
extend these challenges to the next level. The IIoT main goal is how to build a
device-friendly protocol stack so that the devices can communicate with each other,
inter-operate, exchange their knowledge and meet their desired objectives (Palattella
et al. 2013). However, the existing OSI and IP models are unsuitable to adopt
the distributive nature of IIoT and the diverse interoperability issues (Sharma and
Gondhi 2018). It, therefore, requires a separate protocol stack, which is scalable,
flexible, cost-efficient, and business-oriented.

Several academic efforts and standardized institutes (e.g., IETF (Moran 2021)
and ITU-T® (ITU-T Study Group 20 2020)) defined 4-levels of IoT protocol stack
for ultra-reliable and low-latency communication with the objective of incorporating
large numbers of low-powered IoT devices.

IIoT applications can become more efficient, intelligent, flexible, and diverse
by considering the benefits of new networking technologies. Therefore, in order
to meet the specific IIoT requirements, several design objectives need to be
considered. Table 2 summarises popular IoT/IIoT interoperable protocols, giving
their characteristics and detailing their abilities according to PIS criteria:

* Adaptation to power consumption: Power supply is one of the prerequisites
for establishing an industrial technology center for any country. Moreover,
this metric is directly related to the economy. Industries such as smart grids,

6 https://www.itu.int/en/itutelecom.
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smart cities, mining and manufacturing are the most affected areas of the
power supply. Therefore, an interoperable IIoT ecosystem also demands energy-
efficient communication protocols between lightweight IIoT devices.

* Security adaptation: Industrial digital technology encourages the connection
of new devices, thereby increasing new thread factors and unknown risks to
the industrial installations. These threads can be internal or external. Network
segmentation, user access, and policy management are the three critical factors
of industrial security (Benias and Markopoulos 2017).

* Adaptive QoS: QoS network resource management and system capabilities for
IoT communications are supported with a secure backbone. QoS can include
delays, latency and bandwidth variations, and packet loss to provide stable and
reliable services through traffic monitoring, resource usage, and channel sub-
scription/allocation constraints. From the user’s point of view, QoS parameters
can be user satisfaction, cost, processing time, and other network- or system-
level parameters.

* Transparency through interoperability: Protocol transparency is the ability of
a device or application to work independent of the type of protocol used, and
a device or application that can work as such is deemed protocol transparent.
For protocols, we considered the transparency through the interoperability if the
user/application is—or not—concerned with the intermediate operations needed
to convert when disconnecting, discovering, or recovering.

e Opportunistic reliability: This criterion is the ability of an object to reach a
target under specified conditions for a given time, and to adapt to new context
conditions. Reliability is a key performance metric for calculating the correlation
between actual and optimal production volumes in industrial environments where
the main goal is to increase revenue generation.

Such protocol stack includes the sensing layer protocols (e.g., WSN, BLE, and
RFID), network-layer protocols (e.g., cellular networks, IPv6, Internet), discovery
protocols (e.g., DNS-SD, mDNS, Physical Web), semantic protocols (e.g., Web
Thing Model, JSON-LD), device management protocols (e.g., OMA-DM, TR-069),
service layer protocol (e.g., COAP, HTTP), and application layer protocols (e.g.,
DNS, DNP, SNMP, LwM2M, mobile application, and device management) (Lerche
et al. 2012). Several updates have been made to incorporate this model into more
communication technologies. Ray et al. (2019) have designed a new protocol stack
by incorporating gateway level into the existing model. Other works (Agiwal et al.
2016; Vasudev et al. 2020; Wang et al. 2021) also added a separate security layer
to secure the industrial network.. Over time, several new protocols have been
designed (e.g., NFC, IEEE802.11, Bluetooth Mesh, and 5G) (Zezulka et al. 2018),
and existing protocols modified (e.g., MQTT, CoAP, CoAP+, and CoAP++) to
achieve interoperability (Iglesias-Urkia et al. 2017). In addition, several industrial
proprietary and open-source application protocols such as 6LowPAN (Bonavolonta
et al. 2017) and WirelessHART were proposed for industrial application (Devan
et al. 2021). ISA100.11a has been designed for automation (Adriano et al. 2018).
SigFox has been introduced for M2M communication (Goursaud and Gorce 2015).
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BLE has been redesigned for low-powered communication, NB-IoT for smart
metering. And LTE-MTC has been introduced for machine-level communication
to make interoperable connectivity among heterogeneous devices (Dangana et al.
2021; Mogensen et al. 2019).

3.2 Industry 4.0 Architectures

An architecture represents a robust and ground-level understanding related to the
scenarios that help to recognize problems and difficulties. A Reference Architec-
ture (RA) provides a template solution for an architecture for a particular domain—
in our precise case for Industry 4.0 (Clements et al. 2010). The key idea of designing
a reference architecture (such as, for example, service-oriented architecture (SOA))
is to highlight modularity, scalability, adaptiveness, and interoperability among the
connected heterogeneous devices in a real-time environment. Over the past decades,
several reference architectures have been designed to establish IoT/IIoT ecosystems.
Sarkar et al. (2022) have introduced a four-layer fog framework to handle latency-
sensitive [oT applications. Mukherjee et al. (2019) have demonstrated three-level
IIoT architecture for interoperable data processing. Viriyasitavat et al. (2019)
have introduced a secure IoT architecture. Several other efforts (Al-Masri 2018;
Bedhief et al. 2019; Hou et al. 2019; Pallewatta et al. 2022) also proposed more
profitable multi-tier I[IoT architectures to meet industrial application requirements.
Some standardized RAs (e.g., IEC30166 (ISO/IEC 2020), RAMI (Hankel and
Rexroth 2015), BIG IoT (Broring et al. 2017), IBM Industry 4.0 (Kiradjiev 2017),
FIWARE (Barriga et al. 2022; Cirillo et al. 2019), Arrowhead’ (Delsing 2017), Open
Connectivity Foundation® (Park 2017), ThingWorx”) have been proposed to address
issues in the manufacturing industry (Wang 2020). Some popular commercial refer-
ence architectures are AWS IoT!9, Azure IoT!!, Google Cloud IoT!?, and Predix
IIoT!3. Two standardizing organizations, namely Industrial Internet Consortium
(IIC) and Platform Industrie 4.0'#, proposed RAMI 4.0 and IIRA architectures.
These organizations are mainly focus on Industry 4.0 and interoperable IloT-related
research issues (Hankel and Rexroth 2015). In the same vein, the architecture

7 https://arrowhead..eu/why-how/what-is-it/architecture.
8 https://openconnectivity.org.

9 https://www.ptc.com/en/products/thingworx.

10 https://aws.amazon.com/iot.

1 https://azure.microsoft.com/overview/iot.

12 https://cloud.google.com/solutions/iot.

13 https://www.ge.com/digital/iiot-platform.

14 https://www.plattform-i40.de.
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Fig. 3 Reference architectural model industrie 4.0 (RAMI 4.0)

of IBM Industry 4.0'> and the NIST!® services-based architecture'’” are other
popular design architectures. We focus on these four popular industrial reference
architectures, which are discussed below:

1.

RAMI 4.0: In a smart industry, the production objects must communicate
automatically and autonomously with other devices (Hankel and Rexroth 2015).
To create a unified platform, industries and research institutions collaborated to
design RAMI 4.0 in 2015, supporting a service-oriented architecture. RAMI 4.0
provides an interoperable framework by introducing a set of conceptual interop-
erability layers that combine all hierarchical IT components in a layer and life
cycle model for the manufacturing industry (cf Fig. 3). These are the integration
layer, the business layer, the information layer, the functional layer, the asset
layer, and the communication layer. With RAMI 4.0, complex processes are
separated into easily accessible packages to provide data protection and IT
security. The key objectives of RAMI 4.0 are to extend business and organization
models, connect physical things to the real world, and transform the underlying
world into a digital world.

. IIRA: The term IIRA stands for Investment, Innovation & Research Alliance.

This standardized architecture was first released in 2015 to encourage system
architects from the industrial domain to build their own structures based on

13 https://www.ibm.com/topics/industry-4-0.

16 https://www.nist.gov.

17 https://www.nist.gov/programs- projects/service-oriented- architectures-smart-manufacturing-
project.
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shared knowledge and principles (IIConsortium Architecture Task Group 2019).
The IIRA Reference Architecture provides a set of core principles and a common
foundation for creating, reporting, communicating, and executing among loT
participants. It also permits building the system on top of IIoT - with no
restrictions on the use of particular specifications or requirements of protocols.
Similar to RAMI 4.0, the key features of this model are safety, security,
resiliency, privacy, scalability, and reliability.

3. IBM Industry 4.0 Architecture: In 2017, IBM designed Industry 4.0 Reference
Architecture to manage devices and provide cognitive services to users (Kiradjiev
2017). This standardized architecture consists of two layers, namely the device
layer and the platform layer. In the device layer (also called the edge layer), smart
devices share the generated data with gateway devices and hybrid cloud servers.
Furthermore, the platform layer is divided into the plant and enterprise layers,
which are commonly used for data visualization and cloud data management.
The platform layer also provides infrastructure services, application develop-
ment, security, and data analytics through the API platform. IBM Industry 4.0
architecture also allows OPC-UA communication standards.

4. NIST Service-Oriented Reference Architecture: NIST has also proposed one
of the most popular service-oriented reference architectures for the manufac-
turing industry (Ivezic et al. 2018; Lu et al. 2016). This architecture combines
information technology and operational technology via a manufacturing service
bus. It offers a business intelligence service that ensures communication between
all the stakeholders. The design objectives of NIST RA are to provide real-
time industrial services, operational services, virtual services, IT services, data
analysis, and application management.

Even though the architectures vary by application domains, sensing devices,
gateway, fog/edge server, and cloud infrastructures are the most common compo-
nents in all architectures. Figure 4, for instance, presents an architecture, where
heterogeneous devices and technologies are combined to achieve interoperability
in a real-time environment. Here, the gateway devices are mainly designed for
handling cross-domain interoperability (Patel et al. 2018), edge/fog servers are in
charge of handling delay-critical industrial applications, and the cloud servers are
deployed for storage and data analysis (Valtolina et al. 2019).

3.3 Standards

To achieve a good business assistance and a high productivity in the industrial envi-
ronment, [ToT-related technologies must be engineered and standardized to analyze
the specification of data exchange, manufacturing, and communication technologies
requirements among the heterogeneous objects. The future of IIoT mainly relies
on technology standardizations (e.g., IEEE 802.15.4a (Molisch et al. 2004), IETF)
that include interoperability, usability, trustworthiness, and zero downtime business
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Fig. 4 Reference architecture proposed by Hazra et al. (2021)

operations. Currently, several industrial consortiums, organizations (IEEE, W3C'#,
OASIS!®) and ToT management frameworks such as ITU-T, OCF, and oneM2M20
are controlling the standardization of numerous IIoT technology (Kim et al. 2016).
Further, standardization helps to shorten the chance of business monopoly and
encourages new startups and services to grow.

Over time, many domain-specific standardizing organizations and institutes have
worked (both collaboratively or individually) on a number of industry issues
related to IloT connectivity and communication, architecture, infrastructure and
interoperability to provide services in various fields (e.g., mobility, smart city,
manufacturing, agriculture, etc.) (Robert et al. 2017). Among them, some prominent
workgroups emerged, such as standardized organizations for connectivity (3GPP?!,

18 https://www.w3.org.

19 https://www.oasis-open.org.
20 https://www.onem2m.org.
21 https://www.3gpp.org.
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IETF6L0?2, IEC?3, OSGi** (Manzaroli et al. 2010), ETSI DASH7%), standardized
organizations for interoperability (IEEE PLC?°, IPv6 Forum”’, OMA”® *° (Delgado
et al. 2005), oneM2M, DMTF*", SNIA®! (Zhang et al. 2013)), standardized organi-
zations for application (OSGi), standardized organizations for infrastructure (ETSI
TETRA3Z, ITU-T, IEEE, IEC, OSGi), standardized organizations for IoT archi-
tecture (IEEE, ITU-T, ISO/IEC JTC1%?), standardized organizations for devices
and sensor technology (3GPP, ETSI ERM**, ISO/IEC, M2.COM™), standardized
organizations for security and privacy (IEEE, ETSI DECT-®, ISO/IEC). We present
a brief comparative analysis of standardized organizations and standards in Table 3.
We divide our classification according to three main aspects:

1. Challenge: IIoT issues can be tackled at different levels to allow different man-
ufacturers to have chip/hardware compatibility - inside the device, through the
interactions - network connectivity or interoperability, inside the infrastructure,
in the applications, or even though the global organization of the architecture.

2. Context: Standards can be used in different vertical application domains.
Addressing specific domains completely guide the standard definitions.

3. Goals/Responsibilities: According to the level challenged, each standard can
provide different abilities. Knowing the core responsibilities of each standard is
essential to orient the standard choices to integrate into a Reference Architecture.

Moreover, some academic researchers have also been brought in to solve some
standardization problems for industrial applications. For example, Weyrich and
Ebert (2016) have talked about IIoT architectures and standards for an industrial
environment. Deng et al. (2019) have highlighted the importance of IEEE 802.11ba
for green I1oT in fast-paced industrial applications. Similarly, other works (Chi et al.
2014; Leonardi et al. 2019; Wang et al. 2019) also significantly impacted the IIoT
domain, especially for long-range communications. However, there is still much

22 https://tools.ietf.org/wg/6lo.

23 https:/fiec.ch.

24 https://www.0sgi.org.

25 https://www.dash7-alliance.org.

26 https://standards.ieee.org/industry-connections/interoperability-and-compliance-testing.
27 https://www.ipv6forum.com.

28 https://omaspecworks.org.

29 https://technical.openmobilealliance.org.

30 https://www.dmtf.org.

3L https://www.snia.org.

32 https://www.etsi.org/technologies/tetra.

33 https://jtclinfo.org.

34 https://www.etsi.org/committee/1398-erm.

35 https://www.bosch-sensortec.com/news/sensor-platform-m2-com.html.
36 https://www.etsi.org/committee/dect.
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room for improvement, especially concerning the interoperability challenge in the
Industry 4.0 landscape.

4 Discussions

To face the great evolution of technologies, industries need to be flexible to adapt to
new requirements and anticipate new needs. Future research still needs to address
many challenges to guarantee a good fit between IIoT technologies and companies’
businesses. We conclude this chapter by identifying some fundamental research
challenges and future trends:

e IIoT security issues: Security is one of the essential criteria of Industry 4.0,
which has always received the greatest attention from industry and the great
public. For example, banking systems, telecommunication and retail sectors are
always in need of securing their transactions from third parties (Khanboubi
et al. 2019; Liu et al. 2019). This security challenge is even more significant
as IIoT pushes the classically-closed IT security limits to be semipermeable
to attacks (Figueroa-Lorenzo et al. 2020; Tournier et al. 2021). Digital society
demands a more secure and reliable technology, where data can be distributed
over the network and transactions validated and stored in chronological order.
Blockchain is a decentralized and distributed technology that allows user data to
be stored securely in a distributed way in the network, reducing the ability of data
tampering. Even if costly (Sedlmeir et al. 2020), by incorporating blockchain into
the industrial environment, both users and industry can securely connect without
the help of a third party and create trust by having no central authority (Huo et al.
2022). Cybersecurity evolves toward the convergence of Al, IoT, blockchain and
Edge Computing (Muhati et al. 2022) to detect cross-domain attacks (Tournier
et al. 2020), to mitigate risks (Silva and Lepikson 2022) by using advanced
machine learning techniques, such as deep learning/reinforcement learning, to
discover network patterns, identify and prevent intrusions (Latif et al. 2021;
Vaiyapuri et al. 2021).

e IIoT ecosystem with energy harvesting: IoT is an undeniable precursor
to making useful measurements and controls for the Industry 4.0. Sensor
deployment implies a massive demand for low-power battery-free/rechargeable
wireless devices deployment. Additionally, recharging and replacing the bat-
teries of hundreds or even thousands of IIoT devices can be laborious or
even impractical (de Wolff 2021). To address this challenge, several energy
harvesting approaches such as low-powered communication protocols, light
energy harvesting, kinetic energy harvesting, and thermal energy harvesting
have been designed for IIoT applications (Sanislav et al. 2021). However, such
strategies are not entirely suitable for dense IIoT deployment. As the IloT
devices are often deployed in unstable weather-dependent (Murphy et al. 2021)
or faulty environments (Ahmed et al. 2020, 2021), relying on a single energy
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harvesting technique can lead to a number of other problems, such as power
shortages, hardware failures, and intermittent uptime. To overcome this energy
bottleneck, two or more energy harvesting techniques need to be integrated into
IIoT devices for efficient power management (Sah and Amgoth 2020), hybrid
energy storage technologies for harvesting systems can be used (Altinel and
Karabulut Kurt 2019), and low-tech & green IIoT could be consider to reduce
energy and temperature and CO2 emission rate in the environment (Hu et al.
2021; Patsavellas and Salonitis 2019). These later points remain big challenges
for the industry.

e IIoT network and infrastructure virtualization: 5G and its preceding 4G—
known as LTE-Advanced—are known to build IoT-enabled intelligent ser-
vices and application-oriented ecosystem. The increasing 5G demand for high-
quality multimedia data and low-latency applications triggered several issues
in industrial networks, especially the efficient, safe and secure allocation of
resources (Brettel et al. 2014; Hazra et al. 2021). To implement this vision
realistically in IIoT environments, the physical network must be divided into
several separate logical networks of various sizes and configurations to allo-
cate these resources to different types of services with different properties
to guarantee. Virtualization through SDN and NFV bridges this gap between
network configuration and network resources management (Barakabitze et al.
2020). Several efforts have been made on combining SDN/NFV solutions
with edge/fog/cloud architectures to develop new services and control over
the network (Chalapathi et al. 2021). Container-based SDN controller with
edge/fog federations has been proposed to make an interoperable industrial
network (Hou et al. 2019; Rufino et al. 2017). Manufacturing companies can
virtually control production with efficient delay-tolerant service provisioning
and on-demand specific resource optimization, such as through WSN (Nkomo
et al. 2018) or 3D-reconstruction (Badat et al. 2020). However, researchers still
need to consider several other issues such as computing on IoT nodes (Blanco
and Le Mouél 2020), distributed scheduling, load balancing, easy network and
cluster programmability (Fortier et al. 2021), multi-tenant services, hybrid SDN
controllers, and 6G low-latency mobile service requirements (Du et al. 2020;
Qadir et al. 2022) to take total control over the industrial networks.

e IIoT standardization: IoT protocols and their standardization are pillars of
establishing IIoT ecosystems. Internet standards have shown a convergence adop-
tion time of 10 to 20 years. IloT domain is even more complex, having vertical-
silo application domains. Several network protocols for IoT have been designed
and standardized to address various challenges like naming, addressing, routing,
flow control, congestion avoidance, and large-scale industrial deployment. These
protocols, however, need to be adapted to the industrial requirements. Indus-
trial applications are characterized by extreme conditions environments (high
humidity, extreme temperatures, electromagnetic interference) that complicate
the integration of low latency, real-time, determinism, frequent packet loss, and
reliability properties in the definition of generic standards (Qiu et al. 2022; Sari
et al. 2020; Vitturi et al. 2019). Standardization of the semantic representation
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and interoperability of the knowledge and the D2D interactions is also a great
issue (Burns et al. 2019), and an agreed methodology among manufacturers
would have to be established to meet the roadmap for standardization of Industry
4.0 proposed by Platform Industrie 4.0 (Platform Industrie 4.0 2019).

¢ From Industry 4.0 to Society 5.0: Some studies analyze the complex, mutually
generative range of economic, social and political transformations of the First,
Second and Third Industrial Revolutions, and argument that the same criteria
cannot be found about the alleged Fourth Industrial Revolution (Moll 2021).
Technologies undoubtedly continue to alter work, and lead to new varieties
of work, but this evolution must also meet the broader social, cultural and
geopolitical transformations to constitute a revolution. Society 5.0 concept has
been introduced in Japan (Deguchi et al. 2020) and reframes two kinds of rela-
tionships: the relationship between technology and society and the technology-
mediated relationship between individuals and society. Industry 4.0 advocates
smart factories, while Society 5.0 calls for a supersmart society. The two visions
differ in terms of measuring outcomes. Industry 4.0 aspires to create new added
value and minimize manufacturing costs. Such down-to-earth outcomes allow
for relatively simple and clear-cut performance metrics, such as productivity.
By contrast, Society 5.0 aspires to create a supersmart society. The metrics, in
this case, are much more complex. Metrics, such as sustainability, are of great
importance (Beier et al. 2020; Ghobakhloo 2020). Having different social and
industrial goals can greatly affect the interpretive structural modelling techniques
structuring contextual relationships among the Industry 4.0 architectural func-
tions. And can so, as a consequence, totally affect the way to deploy IIoT devices,
infrastructures and services. Corporate social responsibilities, environmental
dimensions (Potocan et al. 2021) or happiness (Ravina Ripoll et al. 2022) are
metrics to be considered and technological deployment consequences are to be
studied. Society 5.0 focuses heavily on the public impact of technologies and on
the need to create a better society.

5 Conclusions

Industry 4.0 is a revolution transforming the industry with the emergence of loT and
related technologies. This revolution drives global industrial architectures into an
advanced level of digitization and productivity—where customers can experiment
with customized on-demand requirements. Customer satisfaction and company
productivity can thus go hand in hand. This chapter mainly focused on Industry 4.0
connectivity capabilities—towards the Industrial Internet of Things—needed to
capture the context. Specifically, we have stretched on this digitalization of the
physical world from an industrial perspective. We have shortened the way protocols,
architectures, and standards help companies adopt the emerging Industry 4.0
technologies. Finally, we have summarized our discussion by briefly reviewing
several research challenges and future scopes.
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1 Introduction

Modern organizations are recurrently pressured to collaborate to both sustain
themselves in the market and form synergistic alliances that benefit the involved
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enterprises. Amazon, for instance, has created a large ecosystem involving several
other companies to expand their portfolio and sell products from other companies' .
However, each time a set of companies aim to join business agreements, they
face the recurrent challenge of interoperating their information systems (IS) to
enable their business processes to be connected and, for instance, to sell a product
offered, delivered, and even paid to another company (i.e., it has an impact in the
decision-making processes of companies involved House et al. 2014). The IEEE
defines interoperability as “the ability of two or more systems or components to
exchange information and to use the information that has been exchanged” (IEEE
1990). However, achieving interoperability among IS that are managerially and
operationally independent is a challenging task.

Over the years, researchers have looked for interoperability solutions from
different perspectives: (i) the software architecture perspective to build connectors
to allow the interaction of different software components; (ii) the middleware
perspective decouple applications and services from each others by implementing
common communication systems such as a service bus; (iii) the formal methods
perspective to analyse the behavior of participating components and compute con-
trollers to allow interoperability; and (iv) the semantic web perspective that focuses
on providing shared ontologies describing the meaning of informatione (Bennaceur
2013). Furthermore, increasing the interoperation of different types of systems
has led to the emergence of Pervasive Information Systems (PIS) conformed by
IS deployed everywhere, going beyond the traditional frontiers of organizations.
PIS can be seen as Systems-of-Information Systems (SoIS)? (Fernandes et al.
2018, 2020; Motta et al. 2017), which comprise a dynamic set of independent
IS interoperating for addressing the convergent need for collaboration among
enterprises and, at the same time, operating for their individual purposes. Different
from subsystems context, this scenario should led IS research community and
practitioners to promote interoperability, while still preserving the independence
and supporting the decision-making processes of the IS involved.

The establishment of interoperability among IS is not a trivial activity and impose
a diversity of requirements, such as the needs to: (i) enable spontaneous interop-
erability among IS, i.e., enabling temporary (or longer) cooperation links among
a set of companies joined together; (ii) deal with several types of heterogeneities,
namely data format and representation, hardware and software differences, and even
cultural and business differences; and (iii) address the independence of constituent
IS in a PIS, seen as SolS, which allows them to join or leave the alliance at their
convenience, which can make some of the interoperability links to be ephemeral.
Then, PIS should not only manage the accomplishment of their main goals but
also the impact of its changing nature due to the accomplishment of the goal from
companies involved, which makes part of the decision-making processes.

Uhttps://www.bloomberg.com/graphics/2019-amazon-reach-across-markets/?leadSource=uverify
9%20wall.

2 Henceforth, the acronyms PIS and SoIS will be interchangeably used to express both singular
and plural forms.
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There have been significant research efforts to provide interoperability solutions
among IS, especially in the field of complex systems. However, we observed that
a static and focused view only on technical solutions limits the understanding of
which factors and how they can solve or produce conflicts on arrangements of
independent IS in SolS. In order to address these gaps, our aim is to report the results
of an investigation on the factors (i.e., technical, human, and organizational) that can
answer the research question: “Which and how factors influence interoperability
in the PIS/SolS context?”. We build upon the analysis over these three aspects
following the classic triad of factors that compose any IS, as prescribed by Laudon
and Laudon (Laudon and Laudon 1998), Soares and Amaral (Soares and Amaral
2014), and also the modern perspective of business ecosystems (Luz et al. 2020).
We surveyed the literature over the period 1992-2022 on influence factors that can
apply to interoperability among IS through a systematic mapping study method. The
survey also covers a diversity of complex systems types that could be formed by IS,
such as Systems-of-Systems (SoS), Heterogeneous Systems, Large-Scale Systems,
and Adaptive Systems.

From more than 5000 studies retrieved, 81 were included for extracting and
discussing a set of ten factors that may influence interoperability in the SolS
domain, as well as their impact in decision-making process. These factors address
since the provision of technical information about IT elements (technical factor),
human thinking and perceptions (human factor) until the need for harmonized
business strategies (organizational factor), because management teams have to deal
with a diversity of technological, human, and managerial aspects to result in an
efficient communication, towards better and smart decision-making, in complex
arrangements as PIS and SolS. We present these factors as potential issues to explain
how practices around interoperability need a synergy of efforts beyond technical
decisions and propose some guidelines for the design of interoperability links in
PIS, seen as SolIS. These interoprability factors crosscut and surpass the enterprises
boundaries to create complex networks of IS combining their business processes to
achieve more complex decision-making and deliver more robust services.

2 Background and Related Reviews

Pervasive Information Systems (PIS) is the result of the massive introduction of
current IT trends and technologies into the evolving IS. Since the emergence
of technologies, such as Internet of Things (IoT), Cloud Computing, Fog/Edge
Computing, Big Data, and Machine Learning, the number of smart ubiquitous
computing environments has increased. These ubicomp environments are complex,
heterogeneous, and mobile (Hauser et al. 2017; Kourouthanassis and Giaglis 2008).
As a set of IS, PIS can be seen as SolS. SolS is a class of complex systems formed
by an arrangement of IS, whose pervasiveness is evident, since nowadays the IT
evolution makes the ubiquitous computing be present in any organization. Hence, in
this chapter we treat PIS as SolS, named PIS/SoIS.
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SoIS are currently defined as an alliance among several organizations that
bring their IS together to accomplish a set of goals, sharing benefits from this
consortium (Fernandes et al. 2019; Saleh et al. 2015). PIS/SolS are complex systems
according to the Systems Engineering Body of Knowledge (SEBoK), since they are
formed by multiple independent IS working collaboratively to achieve a mutual
goal (Cloutier and NJ 2017).

SolS is a specific type of SoS (Teixeira et al. 2019) and inherits SoS char-
acteristics (Boardman and Sauser 2006; Fernandes et al. 2020), such as: (i)
autonomy, which is related to how a system is governed by its own rules despite
external influences; (ii) evolutionary development, meaning the SolS evolves as
constituent IS evolve as well; (iii) emergent behavior, which results from the
synergistic collaboration among constituent IS and from the combination of the
capabilities offered to form global behaviors; (iv) connectivity, since constituent
IS are dispersed and depend on connectivity mechanisms for communication and
information sharing; (v) interdependence, i.e., the mutual dependence between
constituent IS to accomplish goals; (vi) diversity, once SolS involves different
technologies, data formats, people, processes, protocols, and even interpretations
and purposes; (vii) dynamicity, which is characterized by the ability of a SolS to
modify its own structure and composition; and (viii) belonging, that represents the
constituent IS perception of mutual benefit among the parts. All these characteristics
are commonly considered in the literature approaching PIS as well (Najar et al.
2014; Raychoudhury et al. 2013).

Dynamicity (aka dynamic or evolutionary architecture), one of the main charac-
teristics of PIS/SolS, considerably increases the complexity for designing and man-
aging interoperability, once the management of interoperability links can become
dynamic and transitory, impacting on the services provided by the PIS/SoIS (Neto
et al. 2017). Moreover, a PIS/SolS should also cope with full interoperability,
which comprises the spontaneity of forming a PIS/SolS according to needs that
emerge, in a transparent manner for the user, abstracting issues, such as middleware,
network, data exchange (representation and transport), and communication support
details (Maciel et al. 2017; Neto et al. 2017). To achieve this, the IS should
support an instantaneous interoperability with any other type of available system,
exchanging information between themselves, and being able to contribute to the
accomplishment of missions, i.e., main goals and subgoals (Fernandes et al. 2019).

Interoperability is usually understood from the perspective of dimensions, i.e.,
levels or layers, established to provide some guidance for achieving it (Kubicek and
Cimander 2009; Maciel et al. 2017). The classification around these perspectives
refers to what should be provided and by which technical means interoperability
should be established (Kubicek and Cimander 2009). The dimensions of interoper-
ability most commonly addressed in the literature are: (i) the legal interoperability,
which deals with agreements or legislation by which organizations are subject to
interoperate their IS; (ii) the organizational interoperability, which deals with why
interoperating is needed; (iii) the pragmatic, which has been highlighted as a key
requirement to enhance collaboration; (iv) the semantic, which deals with what is
interoperating; and (v) the technical and syntactic, which deals with the means
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with which are interoperating (Kubicek and Cimander 2009; Leal 2019; Maciel et
al. 2017).

Since PIS/SolS is composed of IS, the phenomenon of “information systems
interoperability” must be also perceived, implemented, managed, and studied in
a sociotechnical perspective (Soares and Amaral 2014), instead of only focusing
on the technical aspects of interoperability. Thus, in this chapter, we also consider
three aspects on the classic triad of factors (i.e., technical, human, and organi-
zational) that compose any IS, as prescribed by Laudon and Laudon (Laudon
and Laudon 1998), Soares and Amaral (Soares and Amaral 2014), and also the
modern perspective of business ecosystems (Luz et al. 2020). As technical factors,
we can consider elements associated with hardware and software components,
networks and devices that facilitate machine-to-machine communication. As human
factors, we consider the relationships that affect collaboration among operators
who interact in technological environments (Brown 2010; Handley 2014). Finally,
as organizational factors we consider inter- or intra-organizational connections,
including interoperation of business processes for forming alliances and providing
new services (Cagnin and Nakagawa 2021; Luz et al. 2020; Soares and Amaral
2014).

Over the years, studies have addressed specific aspects of interoperability in
different sorts of arrangements of systems especially investigating technical inter-
operability. Leal (2019) present a literature review to study existing Interoperability
Assessment (INAS) approaches which serve to identify potential interoperability
problems and possible solutions. The key finding of this work are the following: the
lack of INAS approaches addressing the performance of interoperation; the lack of
INAS approaches taking into account multiple layers and concerns of the enterprise;
the lack of best practices to improve interoperability based on the INAS results; and
the lack of digital tools for supporting the whole or part of the assessment process.
To do this analysis, Leal (2019) consider the semantic layer of interoperability
concerning the format and semantics of information, the technical layer that covers
applications and infrastructures; the organisational layer referring to the way in
which systems align their processes, responsibilities and expectations; and the legal
layer englobing legislations.

House et al. (2014) bring discussions beyond technical concerns. The work
presents inherent complexity and dynamic nature of the major incident task
environment. They discuss about different organisations that have different cultures
and values that need to interoperate to deal with major incident environment. In
this case, they suggest research on the factors of diversity that impact emergency
organisations’ social identity is lacking and further understanding needs to be
developed on network governance of crisis events.

How decision-making processes benefit from interoperability has been analysed
by some studies. Rezaei et al. (2014) group the interoperability factors into four
granularity levels to compare e-business interoperability frameworks. The first
granularity level of interoperability includes data, process, rules, objects, software
systems, and cultural interoperability. The second level considers knowledge,
services, social networks, and electronic identify interoperability. The third and
fourth granularity levels are dedicated to cloud interoperability and ecosystem
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interoperability, respectively. In their comparative study, they highlight that tech-
nical, syntactic, semantic, and organizational levels of interoperability are the
most considered in the revised frameworks, whose issues belong to the first and
second granularity levels. Indeed, decision models in these frameworks are mainly
defined in terms of data, knowledge, communication process, rules, and software
systems. The interoperability issues in the third (cloud interoperability) and fourth
(ecosystems interoperability) granularity levels have not been supported in these
ancient frameworks, but in more recent works they play an important roll, since
they could have a positive impact in the decision-making process in PIS/SolS.

Fernandes et al. (2018) bring some factors that may affect interoperability
in SolS to discuss technical, human, and organizational factors that influence
interoperability. However, the study presented in Fernandes et al. (2018) does
not explore the real influence of factors in the SolS interoperability in depth. On
our study, we transcend the discussion on interoperability in complex systems
by discussing not only technical aspects that influence on the establishment of
interoperability links among IS but also human, and organizational factors that
influence the interoperability in PIS/SolS, and the impact on the decision-making
processes. Such triad comply with the traditional view of IS and advances the state
of the art by gathering the existent evidence on technical factors and also adding
other factors. That is the main difference among the works. Next section discusses
the research method.

3 Systematic Research Process

The research method we applied to perform the review follows the protocol based on
the guidelines of Kitchenham and Charters (2007) for systematic mapping studies
(SMS). Three phases were followed to perform this mapping: (1) planning; (2)
conduction; and (3) analysis of the results. The research goal of this Goal-Question-
Metric (GQM) (Basili 1992) mapping was defined as: analyze interoperability with
the purpose of characterizing with respect to influence factors from the point of view
of researchers in the context of complex software-intensive systems, as PIS/SolS.
The main research question (RQ) that drives this research is: “Which and how
factors influence interoperability in the PIS/SolS context?”. Other derived questions
also compose this research in order to answer the main question. The rationale is the
need of identifying Information Technology (IT) artifacts that are commonly used
for providing interoperability and can apply in PIS/SolS domain. Artifacts mean
constructs (vocabulary and symbols), models (abstractions and representations),
methods (algorithms and practices), and instances (implemented and prototype
systems) (Hevner et al. 2008). Figure 1 presents a research protocol summary. The
scientific libraries used to search for the studies were Scopus3, ScienceDirect*, ISI

3 http://www.scopus.com.
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{RC1) Which has been done to address interoperability that may be usedin PIS/SolS?

(RQ2) Which technical, human and organizational factors influence interoperability in the PIS/SolScontext?

|R(13) How datechnical factors influence interoperability and may affect the PIS/S0lS context ?

Research questions
[R4) How do human factors influenceinteroperability and may affectthe PI5/SolS context?
|RQ5) How do organizational factors influence interoperability and may affect the PIS/SolS context?
[ROE) Howinteroperability and dedsion-making are related in the PIS/SolS context?
Population | (“interop* AND decision-making "} AND
Search string (“systams of system*” OR "systems-of-system*” OR “system of information system*®” OR “system-of-information-

Intervention | system™" OF “systemsof information system®” OR “systems-of-information-system®” OR “Heterogenegus System®”
OR "Large Scale System*” OR "Adaptive System*” OR “Pervasive Information Systems”)

Search strategy Scopus, ScienceDirect, 151 Web of Science, |EEE, Engineering Village, ACM + Snowballing (backward)

- to discuss factors that influence on interoperability; OR to propose or applies a solution for interoperability in intervention; OR to
discuss how interoperabidity and decision making are related.

- is secondary study; OR is similar study to another reporting the same results, in which the most recent was chosen for the analysis;
OR is specific sbout interoperability between database systems, specific components o networ k protecols AND not between different
15; OR mentions interoperahbility, but the approach is not specifically focused on it; ORis not accessible, the authors did not respond to
the study request, or the researchers institutional 1P does not give accessto the library; ORis not writtenin English; OR is not directed
related to the state-of-the-art of i i OR prop only soluti for ORis anerratum [Corrigendum); ORis a
conference preface; OR is an editorial preface.

Inclusion criteria

Exclusioncriteria

Studytype Primary Studies.

Fig. 1 Protocol summary

Web of Science’, IEEE®, Engineering Village’, and ACM Digital Library®. They
are the most important repositories for research in computer science (Afonso et
al. 2020). In addition, these digital libraries also encompass studies relevant to IS
domain.

On step 1, the electronic search was run using search string. The retrieved
studies were stored in Parsifal.” Adaptations for each library can be checked on
a report generated by Parsifal tool.'” On step 2, Parsifal supported us to remove
duplicate studies. On step 3, the first filter was applied, i.e., inclusion and exclusion
criteria after reading titles, abstracts, and keywords. On step 4, we applied the
second filter by reading introduction and conclusion. On step 5, the backward
snowballing technique was applied to complete the search (Wohlin 2014). Inclusion
and exclusion criteria were applied to the studies retrieved in steps 3 to 5 of the
selection process. On step 6, the third filter (reading of full text) was applied on the
selected studies. Finally, on step 7, data was extracted from the selected studies. The
number of included and excluded studies at each step is shown in Fig. 2.

We based our analysis procedure to investigate influence factors on textual
analysis following a method of four steps: (1) define the theoretical lens; (2) define
the categorization; (3) analyze the discussions of the studies; and (4) identify and

4 http://www.sciencedirect.com.

3 http://www.isiknowledge.com.

6 http://ieeexplore.icee.org.

7 http://www.engineeringvillage.com.
8 https://dl.acm.org/.

9 https://parsif.al/.

10 htp://bit.ly/Report-SMS-2020.
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Fig. 2 Number of included and excluded papers during the selection process

extract the factors and identify if the studies address interoperability and decision-
making. In order to identified factors and decision-making issues, we investigate the
analysis and discussion sections from the included studies. The rationale for this
decision is that generally in those sections authors often expose details about the
application of the solutions reported in the research. We based our textual analysis
using codes to assign factors of each relevant quote, expression, phrase or word
from the extracted data, based on the open coding procedures for qualitative analysis
(Corbin and Strauss 2014).

Data were extracted from the 81 selected primary studies. This study recovered
publications from 1992 to 2022 regarding it. RQs were answered from data extracted
from the selected published studies.

4 IT Artifacts for Interoperability and Their Implications in
PIS/SolIS

Obtained results help us to answer RQ1 (Which has been done to address interop-
erability that may be used in PIS/SolS?). The research field about interoperability
has popularity in the literature. Indeed, the number of publications recovered in the
first stages of this study can confirm our perception (7,243 publications, see Fig. 2).
However, researches specific about PIS/SolS domain are still incipient, ratifying
the result of the study conducted by Teixeira et al. (2019) on the status quo of
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PIS/SolS. As such, we seek to recover similar types of complex systems structures
to find artifacts that are commonly used for providing interoperability that can be
extended for PIS/SolS. We analysed the artifacts considering IS characteristics in a
PIS/SolIS (autonomy, evolutionary development, emergent behavior, connectivity,
interdependence, diversity, dynamicity, and belonging—see Sect. 2). In the IS
interoperability scenario, despite involved entities should be able to operate together
to promote the image of a whole, their independence and autonomy should be
maintained (Lueders 2005); thus, allowing them to preserve their own identity
and way of working (Lueders 2005; Soares and Amaral 2014). Based on these
reflections, if we consider a PIS/SolS, we have to be critical of artifacts that have a
tightly coupled nature because the constituent IS in a SoIS can belong to different
organizations. Even if the artifact has a loosely coupled nature, it is necessary to
check if its manager agrees to follow some recommendations for interoperability of
the PIS/SolS arrangement. In Table 1, we summarize the identified artifacts, their
sources (studies), level of interoperability they can provide, and if the artifacts can
be extended for supporting interoperability in PIS/SoIS.

We provide an additional view about artifacts identified by categorizing them
according to the strategies to provide some level of interoperability for the PIS/SolS
context (Fig. 3). Such strategies can be used for the production of knowledge, such
as (i) conceptual and (ii) descriptive; and also for (iii) software production, which
can directly affect the decision-making processes. The production of knowledge
through some approach or paradigm can nourish the design of conceptual artifacts,
such as architectural models, meta-model, conceptual or reference model, business
process. Conceptual artifact represents the idea of what we aim to build technically.
The descriptive artifacts includes framework, guidelines, recommendations, set
of indicators or techniques. A descriptive artifact represents conceptual elements
that can be prototyped through software-intensive solutions. Software production
represents the final product developed to accomplish real business demands.

Each type of artefact allows some level of interoperability to be established. Inter-
operability levels are represented in this study through the dimensions discussed in
Sect. 2, which are also known as layers. Software production with its technological
artifacts feeds the syntactic and technical dimensions. On the other hand, descriptive
and conceptual artifacts are able to feed more than one dimension. Both can feed
the semantic and intra/inter-organizational interoperability dimension directly or
feed them through the pragmatic layer. In conjunction, these artifacts become
essential for “anytime, anywhere” decision-making processes of IS implemented
“everywhere”, as in PIS/SolS.

5 Ten Factors Influencing PIS/SolS Interoperability

In this section, we answer RQ2 (Which technical, human, and organizational factors
influence interoperability in the PIS/SolS context?). We identified 10 technical,
human, and organizational factors (Fig. 4). We present these factors discussing how
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Strategies to provide levels of interoperability in PIS/SolS

Conceptual Descriptive Software Production
architectural models framework * agent-based platform
+ business process guidelines + mediatorsystem

models

* conceptual models
meta-models

+ reference models

recommendations + prototype application
set of indicators

set of techniques

LI I I

Strategies to support decision making in PIS/SolS

Fig. 3 Strategies to provide levels of interoperability in PIS/SolS

IF-4. The need for defining responsibilities and authority

10 technical, human and organizational factors that Human o =
influence interoperability ‘
IF-6: Diversiy of relabonships among companies.
partners and customers.
IF-7:Prolessional expenence
/7 Influence
(_ Factors
N
) - IF-8: The need for defining efficiency and
[ IF-1. Establishment of infrastructure and » performance measures
connectvity
[P 1F-9: The need for harmonized business.
[ F-2: Provision of technical information sirategies
of IT slements I 1F-10: The absiity to view resources

IF-3 The need of defining a dynamic
.-MIIdIhI.r-wﬂ

Fig. 4 Set of influence factors for interoperability in PIS/SolS

each one influences interoperability in SolS, more especifically in RQ3, RQ4, and
RQ5 (How technical, human, and organizational factors influence interoperability
in PIS/SolS?).
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5.1 Technical Factors

The first factor is establishment of infrastructure and connectivity (IF-
1) (Ambrosio and Widergren 2007; Athanasopoulos et al. 2006; Chapurlat and
Daclin 2012; Chen et al. 2008; Chituc et al. 2009; Diallo et al. 2010; Espadinha-
Cruz and Grilo 2019; Giachetti et al. 2019; Hollenbach and Alexander 1997;
Jardim-Goncalves et al. 2012; Klischewski et al. 2011; Muller 2009; Naudet
et al. 2010; Neaga and Henshaw 2010; Ostadzadeh et al. 2015; Ullberg et al.
2012; Wang et al. 2010; Zarour et al. 2011; Zeinali et al. 2016). This factor
includes structural aspects (Ullberg et al. 2012) as a platform (Chituc et al. 2009;
Klischewski et al. 2011; Mazzetti and Nativi 2012) or system (Klischewski et
al. 2011). An infrastructure for interoperability is often composed of physical
connectivity (Ambrosio and Widergren 2007; Buhalis and Leung 2018; Dolk et al.
2012; Kalatzis et al. 2019; Muller 2009; Papageorgiou et al. 2021), such as cables,
connectors (Ambrosio and Widergren 2007; Muller 2009), network connectors, and
protocols for communication links. Studies indicate the use of protocols, such as
SOAP'! or REST'? (Benaben et al. 2018; Ullberg et al. 2012; Wang et al. 2010).
The type of interface that will be used is a relevant aspect for the connectivity of
the arrangement (Chapurlat and Daclin 2012; Chituc et al. 2009; Mantzana and
Koumaditis 2010; Mordecai et al. 2016; Naudet et al. 2010; Neaga and Henshaw
2010; Song et al. 2011; Vargas et al. 2018; Weichhart et al. 2016). In this case,
layers of user interface and web services have been identified as ways to facilitate
interoperations (Lima et al. 2022; Song et al. 2011; Weichhart et al. 2016).

In addition, some type of definition of common operating environments was
discussed as an aspect of influence for interoperability (Athanasopoulos et al. 2006;
Billaud et al. 2015; Touzi et al. 2008; Wang et al. 2010). This is because it can
facilitate automated data exchange between heterogeneous platforms in terms of
operating systems or hardware systems and programming languages (Chen et al.
2008; Rosener et al. 2004; Wang et al. 2010). This factor is important so that some
level of technological compatibility can be established when a more automated level
of technical interoperability is desired.

Technical interoperability supports electronic interaction between constituent
systems, capitalizing on hardware, software, and firmware infrastructure (Buhalis
and Leung 2018; Espadinha-Cruz and Grilo 2019; Mordecai et al. 2016). Therefore,
IF-1 influences interoperability by treating the interconnectivity layer of the systems
through the interfaces that enable the use of services (Agostinho et al. 2011;
Bicocchi et al. 2018; Billaud et al. 2015; Camara et al. 2010; Chituc et al. 2009;
Cuenca et al. 2015; Diallo et al. 2010; Guédria et al. 2015; Jardim-Goncalves et al.
2010; Klischewski et al. 2011; Navigli and Velardi 2005; Ostadzadeh et al. 2015;
Touzi et al. 2008; Whitman and Panetto 2006; Yaacoubi et al. 2000).

1T'SOAP (Simple Object Access Protocol) is a network protocol for exchanging structured data
among nodes.

I2REST (Representational State Transfer) defines characteristics for building web applications.
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Provision of technical information of IT elements (IF-2) Mordecai et al.
(2016), Vargas et al. (2018), Weichhart et al. (2016), Chapurlat and Daclin (2012),
Song et al. (2011), Neaga and Henshaw (2010), Mantzana and Koumaditis (2010),
Naudet et al. (2010), Chituc et al. (2009), Mills and Ruston (1990) include metadata
information (e.g., structural, syntactic, and semantic data formats) that facilitate the
integration of information around the heterogeneity of data models (Chituc et al.
2009; Cornu et al. 2012; Diallo et al. 2010; Kalatzis et al. 2019; Kazemzadeh et
al. 2010; Wang et al. 2010), ontologies (Dividino et al. 2018; Lima et al. 2022;
Mazzetti et al. 2022; Zarour et al. 2011), meta-model (Cornu et al. 2012), and
frameworks (Anderson and Boxer 2008; Mazzetti et al. 2022). However, for this
information supply to be carried out with better precision, some studies defend the
need for technical functions and procedures by which the responsible professionals
can benefit (Agostinho and Jardim-Goncalves 2009; Billaud et al. 2015; Chapurlat
and Daclin 2012; Chen et al. 2008; Chituc et al. 2009; Mordecai et al. 2016;
Muller 2009; Soares and Amaral 2014; Zeinali et al. 2016). This factor is related
to media exchange and standardization procedures when exchanging and analyzing
functional compatibility or requirements (Billaud et al. 2015; Fouletier et al. 1997).
Hence, the need for articulation among IS comes as an aspect that directly assists the
need to reconfigure components so that there is adaptability (Deniaud et al. 2012;
Jardim-Goncalves et al. 2012) and conformity (Muller 2009) among systems. of an
arrangement.

In turn, providing of technical information from the IT elements (IF-2) involved
in the interoperation influences decisions about design of interoperability links by
considering information, such as data structures, i.e., attributes and formats (Gia-
chetti et al. 2019). An arrangement of PIS/SolS being subject to changing formation
implies that new data formats, semantics, procedures, and technologies are continu-
ously adopted (Billaud et al. 2015; Fouletier et al. 1997; Soares and Amaral 2014),
such as data anonymization for preserving the privacy of patients in the context of
health IS (Lima et al. 2022). The existence of functions and technical procedures
that support the emergence demands of PIS/SolS is one way.

The third factor is related to the need of defining a dynamic architecture of the
arrangement (IF-3) (Agostinho et al. 2016; Billaud et al. 2015; Buhalis and Leung
2018; Camara et al. 2010; Chen et al. 2008; Giachetti et al. 2019; Ullberg et al.
2009). In this case, types of model-oriented architecture (MDA, i.e., model-driven
architecture) or high-level architecture (HLA, i.e., high-level architecture) were
mentioned by Barchetti et al. (2009) and Touzi et al. (2008). Also, a list of negative
technical factors has been identified in some publications. In Kuehn et al. (2011),
authors highlight as critical points: (i) lack of redundancy in system arrangements;
(i1) limited resistance of equipment during emergencies that hinder the execution
of the arrangement; and (iii) lack of coordinated planning or contingency plans to
deal with disaster situations that may require the full operation of an interoperable
systems arrangement.

In (Agostinho et al. 2016), the definition of architecture is seen as one of the
pillars that sustain the achievement of business and sustainable interoperability. In
this case, the need of defining the dynamic arrangement architecture (IF-3) is a
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factor that influences interoperability in the context of PIS/SolS given the the need
of a loosely coupled IS design (Klischewski et al. 2011). If, on the one hand, the
use of common environments/interfaces favors the desired stability in the context of
interoperability (Billaud et al. 2015), in PIS/SolS it is necessary to pay attention to
the fact that, depending on the belonging characteristic of the IS to SolS, the use of
common environments can cause harm.

5.2 Human Factors

One of human factors identified is regarding to the need for defining responsibili-
ties and authority (IF-4) (Chen et al. 2008; Espadinha-Cruz and Grilo 2019; Mills
and Ruston 1990) especially to manage the operation of the system arrangements
that are formed to achieve a greater objective. This definition is related to the roles
or functions that members of a technical team can play to interoperate systems.
Someone responsible for specifying tasks or rules to fulfill a mission, goal or
objective is an example of a definition of responsibility (Arakelian et al. 2022;
Benaben et al. 2018; Chalmeta and Pazos 2015; Chen et al. 2008; Daclin et al. 2016;
Mazzetti et al. 2022; Mills and Ruston 1990). It was observed that there are studies
that envision the importance of establishing roles for the stakeholders involved in
the formation of systems arrangements that need to interoperate (Chituc et al. 2009;
Mendes et al. 2018; Mordecai et al. 2016; Vargas et al. 2018; Wang et al. 2009).
According to the study presented in Rhodes and Wilson (1992), it is important to
stress that the overall performance of a supersystem such as this relies just as much
on human actions as it does upon the performance of its technical components and
in the final analysis the effectiveness can only be judged by the extent to which the
operators manage to coordinate their activities (Rhodes and Wilson 1992). Some
roles have been identified in publications on SoS and may contribute to discussions
in the PIS/SolS domain, such as constituent IS owners, beneficiaries, operators,
and SoS users (Mendes et al. 2018; Mordecai et al. 2016; Vargas et al. 2018); SoS
manager (Mendes et al. 2018); and SoS developer (Vargas et al. 2018).

Interoperability can be seen or simplified by some researchers or practitioners
as an integration question. However, this study shows us this is just one of the
concern for being considered. The human level is discussed in literature by Soares
and Amaral on the Information Systems interoperability (ISI) domain (Soares and
Amaral 2014). For ISI, the human perspective should be considered when designing,
implementing, and managing interoperability (Soares and Amaral 2014). As such,
human factors may influence interoperability in the PIS/SolS domain.

The need for defining responsibilities and authority (IF-4) influences interop-
erability in PIS/SolS as the relationships among stakeholders that hold IS that are
interoperating (or that will interoperate) come from diverse organizational contexts
and cultures. The definition of responsibilities and roles in a PIS/SolS is valid
both for the management team (authority that will benefit from the formation of
the arrangement) and for the technical team allocated to operationalize the formed
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SolS. Definition of an authority also directly influences the type of SolS that will be
formed (Directed or Acknowledged). In this case, depending on the power exercised
by the authority, a PIS/SolS will be more or less subject to unwanted emerging
behaviors.

We noticed that the aspects related to human thinking and perceptions (IF-5)
are commonly discussed in the theories of human communication (Littlejohn and
Foss 2010). This factor is related to the expectations and feelings that stakeholders
have when making IS available to collaborate in an arrangement (Chen et al. 2008).

On the other hand, human thinking and perceptions (IF-5) influence inter-
operability because it is generally planned in business scenarios based on the
expectations of the stakeholders of a SolS and each stakeholders of constituent
IS (Buhalis and Leung 2018). The main objective of a PIS/SolS is driven by the
perception of a person or management team about the capabilities that a set of
existing constituent IS can offer to the arrangement (Lima et al. 2022).

Diversity of relationships among companies, partners and customers (IF-6)
is a factor of influence existing in the context of interoperability (Hollenbach and
Alexander 1997). This diversity is related to how people, processes, technologies,
and operational demands are orchestrated in a context of interoperability (Anderson
and Boxer 2008; Arakelian et al. 2022; Mazzetti et al. 2022). Aspects related to
human communication and the way in which collaborations among members of
technical teams, companies, partners, and customers or users are materialized tend
to be in the concerns of diverse business domains (Agostinho and Jardim-Goncalves
2015; Agostinho et al. 2011, 2016; Benaben et al. 2018; Bittencourt et al. 2009;
Chalmeta and Pazos 2015; Chituc et al. 2009; Diallo et al. 2010; Guédria et al.
2015; Klischewski et al. 2011; Kuehn et al. 2011; Mordecai et al. 2016; Muller
2009; Naudet et al. 2010; Navigli and Velardi 2005; Pyarelal et al. 2004; Qureshi et
al. 2010; Touzi et al. 2008; Zdravkovic et al. 2017; Zeinali et al. 2016).

Aspects of human communication involve communication among individuals
and groups (Agostinho et al. 2011), as interactions of people at intra or inter-
organizational boundaries (Bittencourt et al. 2009; Diallo et al. 2010; Muller 2009;
Naudet et al. 2010; Neaga and Henshaw 2010). In turn, aspects of collaboration
among stakeholders (Klischewski et al. 2011) expose diversity of relationships that
may arise from social behavior that influences how the articulations between IS will
be made (Agostinho et al. 2016; Soares and Amaral 2014; Ullberg et al. 2009).
Aspects of culture, such as language differences (Agostinho et al. 2016; Marlowe
et al. 2012; Ostadzadeh et al. 2015; Soares and Amaral 2014) between technical
or managerial teams can hinder or facilitate aspects of human communication and
collaboration.

The nature of PIS/SolS contemplates interorganizational aspects formed by
the diversity of relationships among companies, partners, and customers (IF-6)
(Hollenbach and Alexander 1997). This factor influences interoperability as the
communication aspects and human collaboration are coordinated. This coordination
should favor the process of knowledge and understanding related to the data and
information to be exchanged. This knowledge in IS interoperability is obtained
based on the meanings provided by a human being (Zdravkovié et al. 2017).
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Another influencing factor for interoperability in PIS/SolS is related to pro-
fessional experience (IF-7) (Agostinho et al. 2016; Chapurlat and Daclin 2012;
Coutinho et al. 2016). This factor is related to the competence of people who
work with interoperability (Agostinho et al. 2011; Guédria et al. 2015). In general,
managers expect professionals to have the ability to use the information exchanged,
that is, operate it, interpret it, transform it, and extract stakeholder requirements
(Billaud et al. 2015; Ullberg et al. 2012). The desirable experience involves
the ability to interpret data for semantic understanding (Agostinho et al. 2011;
Ambrosio and Widergren 2007; Lewis et al. 2008), as well as for the extraction and
formalization of domain knowledge expressed by specialists (Navigli and Velardi
2005).

On the other hand, professional expertise (IF-7) influences interoperability in
PIS/SolIS as the quality of the services provided by the arrangement depends
on the professional profile of the management (or technical) team developed
throughout the career. An example of this influence is the inconsistencies that
must be noticed and corrected by professionals when checking, reevaluating, or
redesigning the interoperability links (Navigli and Velardi 2005). Furthermore, as
semantic understanding is important for the context of interoperability, this factor
can influence rules that govern the definition of concepts and the relationships
between multiple IS (Ambrosio and Widergren 2007).

5.3 Organizational Factors

We identified organizational factors regarding the need for defining measures
of effectiveness and performance (IF-8) (Billaud et al. 2015; Chen et al. 2008;
Giachetti et al. 2019; Ullberg et al. 2009; Zacharewicz et al. 2017). Measures can be
formed by metrics or indicators, but they are not limited to that. Studies indicate that
performance measures may include the duration/time of interoperation (Agostinho
et al. 2016; Billaud et al. 2015; Camara et al. 2010; Chen et al. 2008), cost of
interoperation (Agostinho et al. 2016; Chen et al. 2008), integrity (Billaud et al.
2015), quality of interoperation (Billaud et al. 2015), data latency (Camara et al.
2010), and meeting IT requirements (Ullberg et al. 2009).

The need for defining efficiency and performance measures (IF-8) influences
interoperability given that the purpose of identifying measures as part of the interop-
erability analysis is to determine whether the interoperability is sufficient to support
missions in the context of SoS/PIS/SolS (Giachetti et al. 2019). In turn, performance
measures are commonly used in corporate cultures as a business strategy to improve
results. Thus, defining performance measures influences interoperability because
this type of information can help to measure the ability to maintain an adaptable
arrangement to the mutations to which an environment such as SoS/PIS/SolS is
subject (Billaud et al. 2015). These mutations are related to inputs and outputs of
constituent IS that make up a SolS.



174 J. Fernandes et al.

The need for harmonized business strategies (IF-9) (Cuenca et al. 2015;
Espadinha-Cruz and Grilo 2019; Kuehn et al. 2011; Ostadzadeh et al. 2015; Ullberg
et al. 2009) is a factor that influences decisions on interoperability if considered
in the design of systems arrangements (Cuenca et al. 2015; Espadinha-Cruz and
Grilo 2019; Kuehn et al. 2011; Ostadzadeh et al. 2015; Ullberg et al. 2009). Issues
involving differences in organizational policies and practices pose challenges in the
orchestration of business (Marlowe et al. 2012; Zarour et al. 2011). Policies and
practices depend on organizational cultures (Anderson and Boxer 2008; Bittencourt
et al. 2009; Chituc et al. 2009; Cuenca et al. 2015; Ford et al. 2009; Klischewski
et al. 2011; Navigli and Velardi 2005; Touzi et al. 2008; Ullberg et al. 2009) that
are influenced by the diversity of nationalities, languages, and linguistics. These
diverse aspects also generate challenges in semantic dimension (Cuenca et al. 2015;
Touzi et al. 2008). In view of the technical and human diversity involved (IF-2 and
IF-6) and to deal with this organizational factor, the harmonization of the business
network aiming at collaboration among companies or organization units should be
sought (Agostinho et al. 2011; Chituc et al. 2009; Jardim-Goncalves et al. 2010;
Touzi et al. 2008). In addition, we observed that this factor (IF-9) creates challenges
related to the right of access and right to ownership of information (Chituc et
al. 2009; Ullberg et al. 2009). Therefore, the definition and specification of inter-
organizational collaborative activities is necessary (Chituc et al. 2009). On the
other hand, political aspects also influence interoperability because it involves
economics, regulation, and the need to seek compliance with legislation (Ambrosio
and Widergren 2007; Chapurlat and Daclin 2012; Chituc et al. 2009; Espadinha-
Cruz and Grilo 2019; Kuehn et al. 2011; Pyarelal et al. 2004; Ullberg et al. 2009;
Widergren et al. 2010).

The factor related to the need for harmonized business strategies (IF-9) can
both influence business-to-business connectivity (IF-1) and can assist in obtaining
better performance of the arrangement (IF-3) (Navigli and Velardi 2005). SolS can
present complex interorganizational relationships due to the diversity of organiza-
tional cultures to which it is subject. Therefore, harmonized strategies can influence
an organization’s interest in maintaining or not its IS participating in a formed
arrangement.

We identified that the ability to view resources (IF-10) is an influencing factor
because the management team may not have control over technical or human
resources to be allocated to achieve interoperability (Benaben et al. 2018; Cuenca et
al. 2015; Perrone and Finkelstein 2007; Ullberg et al. 2009; Widergren et al. 2010).
This happens due to the managerial and operational autonomy of the IS that make
up a PIS/SolS. In this sense, care must be taken to ensure that the specification
and allocation of interoperability requirements is performed properly (Agostinho
et al. 2011; Ambrosio and Widergren 2007; Camara et al. 2010; Cuenca et al.
2015; Daclin et al. 2016; Giachetti et al. 2019; Jamoussi et al. 2017; Neaga and
Henshaw 2010; Ostadzadeh et al. 2015; Tripathi et al. 2013; Widergren et al. 2010).
This factor influences interoperability in PIS/SolIS by including programmatic
aspects (Ostadzadeh et al. 2015), such as: aligned operations and procedures,
analysis activities and definition of missions, goals, objectives (Camara et al. 2010;
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Cuenca et al. 2015; Espadinha-Cruz and Grilo 2019; Ostadzadeh et al. 2015; Perrone
and Finkelstein 2007), and business needs (Agostinho et al. 2011; Ambrosio and
Widergren 2007; Bicocchi et al. 2018; Cuenca et al. 2015; Daclin et al. 2016;
Jamoussi et al. 2017; Neaga and Henshaw 2010; Ostadzadeh et al. 2015; Tripathi et
al. 2013; Weichhart et al. 2016; Widergren et al. 2010).

In addition, we identified a list of negative organizational factors on some pub-
lications. The lack of mediation results in difficulty in solving problems produces
degrees of uncertainty or low levels of confidence around interoperations (Cuenca
et al. 2015). Another negative point is the constant occurrence of new restrictions of
products and processes to the IS because they cause the need for interference in the
interoperability links (Marlowe et al. 2012). Moreover, non-transparent processes
between organizations participating in an arrangement cause incompatibilities
ranging from techniques issues to business interests (Athanasopoulos et al. 2006;
Pyarelal et al. 2004).

The ability to view resources (IF-10) influences interoperability in SolS as
a manager or management team in this domain may not have full access to the
resources of all the IS involved. Thus, the specification and allocation of interop-
erability requirements (Perrone and Finkelstein 2007; Ullberg et al. 2009) requires
SoIS management to be able to collect information with semantic understanding
(Athanasopoulos et al. 2006; Ullberg et al. 2009; Widergren et al. 2010). Through
this understanding, one or more business models are produced (Zarour et al. 2011)
and strategic alignment can be achieved (Klischewski et al. 2011).

5.4 Impact of Interoperability Factors in the Decision-making
Processes

The expansion of IS beyond the traditional frontiers of organizations, thus deployed
everywhere, has fostered the creation of complex systems as PIS/SolS. Such
unbounded deployment represents the possibility of enlarging decision-making
processes beyond traditional IS and the possibility of deeply observing the impact of
technical, human, and organizational factors in which such processes occur. Hence,
this new “anytime, anywhere” perspective for decision-making processes makes
interoperability from the three perspectives discussed in the previous sections a key
aspect to consider. Most studies revised, implicitly state the need of considering
decision-making and dependencies among interoperability perspectives. Some of
them, explicitly detail which specific interoperability factors directly impact on
decision-making processes. In this section, we respond the RQ6 (How interoper-
ability and decision-making are related in PS/SolS context?).

Technical factors, as establishing infrastructure and connectivity (IF-1) are
considered to provide interoperability to support decision-making. The studies
presented in Jardim-Goncalves et al. (2010) and Agostinho and Jardim-Goncalves
(2009) provide an interconnectivity layer of systems through the interfaces that
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enable the use of services, for monitoring and decision support. The proposal
presented in Rosener et al. (2004) facilitates automated data exchange by inte-
grating a decisional model and a technical aspects model that includes persistence,
communication, security, etc. In Papageorgiou et al. (2021), it is proposed an inter-
operability approach to support the interactions among unmanned aerial vehicles
by the context of airborne radar surveillance to support decision-making during
missions, operations, and analysis. In Buhalis and Leung (2018), authors propose an
architecture of smart hospitality systems supported on big data analytics, artificial
intelligence, cloud services, sensors, and ambient ecosystem. The study described
by Kalatzis et al. (2019) treats the semantic interoperability for IoT platforms
in support of decision making. In Dolk et al. (2012), authors propose a Global
Information Network Architecture, a smart mobile systems deployed in support
of organizational decision-making objectives, based on a model-based architecture
and component-based development. In Zarour et al. (2011), authors propose a
P2P-based architecture to allow interoperability among distributed heterogeneous
systems, and the sharing of information towards decision making. In Mazzetti and
Nativi (2012), authors propose a Service Oriented Architecture (SOA) towards the
interoperability of Earth Observation Systems, which include sensors providing
real-time information.

For decision-making, data, information, and knowledge are key elements that
must provide high levels of interoperability. Semantic and pragmatic information
help to reduce the gap between data and policy- and decision-making goals that
are actionable knowledge for decision-makers. Thus, the goal of linking the data
managed by the constituent IS is to provide comprehensive data summaries and
visualisations that can support technicians, professionals, managers, politicians,
etc., in their decision-making process. Thus, formal representation of knowledge,
as ontologies have been developed to provide technical information of the IT
elements involved (IF-2) that support decisional models (Agostinho and Jardim-
Goncalves 2009; Dividino et al. 2018; Jardim-Goncalves et al. 2010; Kalatzis et
al. 2019; Kazemzadeh et al. 2010; Lima et al. 2022; Mazzetti et al. 2022; Rosener
et al. 2004; Weichhart et al. 2016; Zarour et al. 2011). In Weichhart et al. (2016)
and Zarour et al. (2011), authors propose approaches based on agents, an ontology
of concepts and relations allowing organizational interoperability, and a P2P-based
architecture to allow the interoperability among distributed heterogeneous systems,
and the sharing of information towards decision making. The core component of
the sustainable interoperability framework proposed in Jardim-Goncalves et al.
(2010) and Agostinho and Jardim-Goncalves (2009) is a knowledge base supported
on harmonized ontologies that represent environmental knowledge and human
preferences. A model-based ontology of interoperabilty problems in IS is presented
in Rosener et al. (2004), which integrates a decisional model and technical aspects
model. In Mazzetti et al. (2022), authors propose an ontology for annotating
resources with their type, role, and relations in the knowledge generation process
for decision-making. In Lima et al. (2022), an approach towards data integration
and sharing among health IS to support the construction of evidence-based decision
making tools is proposed; this approach is based on web services and on an
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ontology considering clinical concepts, the multiple existing IS, and concepts
related to diseases, diagnostics, therapies, and patients with an emphasis on data
anonymization for preserving their privacy.

In Dividino et al. (2018), it is defined an ontology for ocean-related decision-
making in military environments, in which data comes in the form of continuous
streams from multiple IS; this ontological data architecture is used for real-time
data representation, integration, and querying over a multitude of heterogeneous
data streams and visualisations. Authors in Kalatzis et al. (2019) treat the semantic
interoperability for IoT platforms in support of decision making, by providing a
solution towards the support of uniform data exchange and adapts, extends data
model, API standards enabling, and the use of IoT data analytics and intelligent
decision making. In Kazemzadeh et al. (2010), authors present a proposition of a
novel knowledge management framework for a Clinical Decision Support System.
They address the issues of data and knowledge interoperability by adopting health-
care and data mining modeling standards in order to assist healthcare personnel to
improve the quality of clinical practice.

Novel technologies, such as big data analytics, artificial intelligence, and cloud
computing are being included to achieve smart decision-making systems supported
in dynamic architecture of the arrangement (IF-3), as in Klischewski et al.
(2011), Buhalis and Leung (2018), and Kalatzis et al. (2019). In Klischewski et
al. (2011), authors propose a SOA to provide the government with improved data
about the population for decision making purposes.

Multiple studies focused on interoperability and decision-making coincide in
considering the three human factors—i.e., defining responsibilities and authority
(IF-4) (Arakelian et al. 2022; Espadinha-Cruz and Grilo 2019; Mazzetti et al. 2022),
human thinking and perceptions (IF-5) (Chen et al. 2008; Lima et al. 2022),
and diversity of relationships among companies, partners, and customers (IF-
6) (Arakelian et al. 2022; Klischewski et al. 2011; Marlowe et al. 2012; Mazzetti et
al. 2022).

In Espadinha-Cruz and Grilo (2019), authors propose a business interoperability
decomposition framework to support the analysis of interoperability conditions in
buyer- supplier dyads. Authors in Chen et al. (2008) highlight the importance of
considering expectations and feelings of stakeholders in the decisional models of
IS available to collaborate in an arrangement. Authors in Mazzetti et al. (2022)
acknowledge that achieving complete interoperability towards policy- and decision-
making goals requires a dialogue among the different worlds inhabited by different
people. In Arakelian et al. (2022), authors study the obstacles to interoperability
in the context of Human Resource IS (HRIS) with a focus on the use case of the
Uganda HRIS; they map existing HRIS and the administrative processes and data
flows of three decision-making use cases (recruitment and deployment of health
workers, salary payments, and performance management) and suggest some direc-
tions to tackle the HRIS interoperability barriers, such as sharing and integration
among HRSI that enables decision-making with a focus on preserving user privacy.
In Lima et al. (2022), authors highlight the need to address interoperability from a
socio-technical perspective in the sense of engaging different actors, such as users



178 J. Fernandes et al.

and developers into the conception of new solutions and strategies, remaining in the
domain of user experience regarding the final solution. In Marlowe et al. (2012),
authors state that, since decision making mechanisms are typically oriented towards
reaching consensus, interoperability becomes a matter of how to interact instead
of just linking entities and operations, thus, collaborating entities must focus on
semantic and personal features to facilitate those interactions and improve decision
making processes.

Since decision-making implies the aggregation of business, managers, and
technical goals, in some how, all studies analysing the influence of interoperability
on decision-making consider the organizational factors: the need for defining
efficiency and performance measures (IF-8) (Buhalis and Leung 2018; Daclin
et al. 2016; Dolk et al. 2012; Jamoussi et al. 2017; Kalatzis et al. 2019; Mazzetti
et al. 2022; Rosener et al. 2004), the need for harmonized business strategies
(IF-9) (Agostinho and Jardim-Goncalves 2009; Espadinha-Cruz and Grilo 2019;
Jardim-Goncalves et al. 2010; Klischewski et al. 2011; Lima et al. 2022; Marlowe et
al. 2012; Rosener et al. 2004; Zarour et al. 2011), and the ability to view resources
(IF-10) (Daclin et al. 2016; Kazemzadeh et al. 2010; Klischewski et al. 2011;
Mazzetti et al. 2022; Rosener et al. 2004; Tripathi et al. 2013; Zarour et al. 2011).
In Espadinha-Cruz and Grilo (2019), it is proposed a framework that generates new
scenarios, proposed to decision-makers, in order to scale-up cooperation between
buyer and supplier, achieve optimal interoperability, and increase performances.
The study presented in Jamoussi et al. (2017) proposes a guidance-based approach
for enhancing the e-government interoperability, by elaborating a Requirement
Model (modeling e-government interoperability in business term) and after that
modeling the satisfaction (align these specific requirements with the needs of
requesters). From decision making’s point of view, this approach allows ministries
to identify their problems in terms of interoperability and select solutions adapted
to their needs. Authors in Daclin et al. (2016) and Rosener et al. (2004) propose
enterprise interoperability frameworks based on interoperability measurements,
such as availability, scalability, feasibility, and cost, to select and combine solutions
suitable to the enterprises involved. Similarly, the physical/empirical model of the
proposed framework in Mazzetti et al. (2022) includes indicators and indices to
allow decision makers to reduce the gap between data and goals.

In Tripathi et al. (2013), differences in organizational policies and practices
are tackled by the implementation of a Multi Agent System to support the
organizational, syntactic, and semantic interoperability. This harmonization via the
collaboration and coordination of software agents provides the basis of common
agreements and decision making. In Klischewski et al. (2011), the proposed SOA
allows planning strategies towards implementing e-government interoperability,
hence, multiple stakeholders with independent agendas can interact with top-
down approaches to reach governing public information infrastructure. In Jardim-
Goncalves et al. (2010) and Agostinho and Jardim-Goncalves (2009), the decision
support system is a key component relayed on an ontological knowledge base
to allow capturing the environment and relating human choices and preferences,
towards the harmonized enterprise interoperability. In Marlowe et al. (2012), authors
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highlight the importance of complex and harmonized collaboration supported on
interoperability; they propose a strategy interoperability level to help in the creation
of high level goals and objectives of participating IS, aligned with the collaborative
business plan in the context of decision-making. In Buhalis and Leung (2018),
the use of big data and cloud computing allows the decisional support system to
generate different scenarios for services in hotels, thus decision makers can adjust
the services in real-time.

The decision engine proposed in Kalatzis et al. (2019) automatically assesses
how critical an emergency situation is (early wildfire detection), based on a
predefined scale (i.e., low, medium, high), supported on data interoperability of the
IoT and social media services; it supports the cross application domain reasoning,
through the homogenisation of information and automated identification of an
emergency situation. In the healthcare domain, PIS/SoIS are common (Kazemzadeh
et al. 2010; Lima et al. 2022; Zarour et al. 2011), in which interoperability must
ensure a consistent interaction among the constituent IS, as well as providing
facilities to visualise results, resources, in the support of decision-making.

6 Key Findings and Reflections

Given the current definition of SolS, that also includes the definition of PIS (Fernan-
des et al. 2019; Motta et al. 2017), we can consider that one of the main challenges
in the context is to coordinate interest in maintaining the arrangement formed to
fulfill the main goal of PIS/SolS, while the essence of each participant constituent
IS is preserved. This concern makes us deal with interoperability in PIS/SolS not
only as an integration phenomenon. The integration phenomenon on interoperability
of IS has been discussed by Soares and Amaral (2014). They point out that the
existence of a high level of integration among IS may not be the most appropriate
solution for any given business environment, since it may significantly compromise
the agility or flexibility, and responsiveness of operations (Aubert et al. 2003; Lee
and Myers 2004; Pavlou and Singletary 2002), especially when in the arrangement
are involved IS from different organizations. From this point of view, this idea can
be extended to the context of PIS/SolS, given the need to preserve the autonomy
of the constituent IS, to deal with the distribution of IS, the emerging behavior,
evolutionary development, and dynamic architecture of PIS/SolS.

The establishment of infrastructure and connectivity (FI-1) is a factor that
affects interoperability in PIS/SolS, because the autonomy of the constituent IS
can limit the alternatives that a SoIS manager has to make the arrangement feasible.
At this point, the establishment of infrastructure in PIS/SolS must consider that the
weak belonging that these IS may have in relation to the arrangement is a barrier to
connectivity.

The technological diversity of the constituent IS resembles any arrangement
of heterogeneous systems. However, unlike other arrangements, PIS/SolS deals
with dynamism, which causes an IS to leave the arrangement (Salado 2015).
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In that case, the establishment of PIS/SolS infrastructure and connectivity is not
static as it would be in a formation of Federated Information Systems (FIS), for
instance (Busse et al. 1999). This sort of arrangement does not prioritize the
preservation of constituent autonomy. PIS/SoIS deals with the emergent behavior
influenced by the evolutionary development of the IS that, when working to fulfill
their particular objectives, they can not prioritize PIS/SoIS. The interdependence
of the constituent IS in relation to the PIS/SolS is weaker, because the arrangement
must be designed by counting that an IS can leave the arrangement at the decision
of the IS stakeholder.

Providing of technical information of the IT elements involved (IF-2) is a
factor that affects interoperability in PIS/SolS because the IS autonomy can make
it difficult to fully understand the technical information. The fact that IS belonging
to PIS/SolS is not clear and mandatory as it happens in an Enterprise Resource
Planning (ERP) may not be enough for the management of PIS/SolS. For IF-1
to be efficient for the running of the arrangement, IF-2 is important for PIS/SolS
manager to have full knowledge in relation to the diversity of the IS involved.
PIS/SoIS management also has the guarantee of IF-2 due to the dynamism of this
arrangement.

The need for defining a dynamic architecture (IF-3) is a factor that affects
interoperability, especially because the IS autonomy leads to the abandonment
of the arrangement’s constituents. In this sense, the architectural planning of a
PIS/SolS that takes into account the diversity of IS that initially make up the
arrangement may be subject to constant changes. Emerging behavior and constant
evolutionary development mean that IF-3 is adapted to dynamism necessary for
this domain.

In PIS/SoIS, human influences on interoperability, such as the need for defining
responsibilities and authority (IF-4), represent a reality because the integration
provided by a requirement is not a rule as occurs in the federation of systems.
Defining responsibilities and authority becomes necessary in PIS/SolS because the
existence of an actor who acts for the governance of the arrangement can be a point
of balance in relation to the interdependence of the IS that have autonomy.

Human thinking and perceptions (IF-5) is a factor that influences interop-
erability because it affects the design of interoperability links. We consider that
thinking and perceptions direct the needs for formation of PIS/SolS arrangements
are forged. At this point, human perceptions go along with thoughts. This occurs
from the moment that the way in which human beings abstract the real world,
based on their personal experiences and experiences, can envision the formation
of arrangements. Connectivity and interdependence of IS in a PIS/SolS will be
planned initially based on IF-5, since different constituent IS may not be directly
related to the PIS/SolS stakeholder. This factor can be considered as a guide for the
desired emerging behaviors and evolutionary development to be a priority.

The diversity of relationships among companies, partners and customers
(IF-6) affects interoperability in PIS/SolS, as it is reflected in the autonomy
of the constituent IS. PIS/SolS connectivity must be planned considering the
technological diversity of the IS that will be part of the arrangement. It may not
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be trivial for a PIS/SolS stakeholder to deal with actors that cannot be predicted
during the design of interoperability links, given the lack of prior knowledge of the
relationships of partnerships and customers that are part of the IS universe. PIS/SolS
can be formed to serve a business domain as an educational one, for instance;
however, they may need IS from other domains to achieve the main objective, such
as urban mobility.

Professional experience (IF-7) is a factor that affects interoperability in the
PIS/SolIS domain, as it makes the process of designing interoperability links more
complex without a minimum experience in practical work with interoperability. In
conventional contexts where an IT professional works in the sector development of
an organization, interoperability occurs on demand. On the other hand, PIS/SolS
is a domain whose premise is interoperability. Therefore, professional knowledge
about different approaches and technologies used for IS connectivity must exist so
that IF-5 and IF-6 can lead the professional to forge arrangements.

The need for defining efficiency and performance measures (FI-8) affects the
interoperability in PIS/SolS due to the diversity and autonomy of the constituent
IS. In this case, the governance of a dynamic arrangement as PIS/SolS can
be undermined without there being no way to measure the effectiveness and
performance of the arrangement in fulfilling the mission. The entry and exit of the
constituent IS within a PIS/SolS can come spontaneously from the holders of these
systems, although also due to the influence of PIS/SoIS management.

The need for harmonized business strategies (IF-9) is a factor that influences
interoperability in PIS/SolS, mainly because the management team has to deal
with IF-6. Harmonized strategies are necessary because PIS/SolS is a type of
arrangement that may involve constituent IS from different domains that, in order to
communicate, may require PIS/SolS stakeholder interference.

The ability to view resources (IF-10) is a factor that affects interoperability in
PIS/SolS, especially if the design of interoperability links involves IS from different
organizations. PIS/SolS stakeholder may not have a direct relationship with the IS
management team. Therefore, the ability to view all IS resources can be impaired.
Having knowledge about the resources that an IS may be able to provide to PIS/SolS
is important, especially in the planning of emerging behavior and evolutionary
development of the arrangement.

Most works acknowledge the key role of interoperability in decision making.
Indeed, decision making in PIS/SolS relies heavily on making sense of data coming
from heterogeneous IS which offer interfaces that can differ regarding the names and
types of the data they provide or consume, and the granularity and ordering of the
operations they interface provide (IF-1); hence, semantic interoperability is a key
aspect in this regard (IF-2). Some of the works we reviewed propose interoperability
approaches based on ontologies, which can provide a precise description of all
relevant concepts and relationships found in the involved IS. These ontologies can
contain concepts regarding decision making such as data, decision criteria, and
decision types. Domain experts are the ones who build and maintain ontologies,
which can be efficient in IS that are more or less static, whose properties do
not change continuously. There is still the need for researching how to build and
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maintain ontologies for decision making in PIS that continuously evolve and which
properties emerge on-the-fly.

Moreover, decision making is a complex process that deserves to have more
attention in the context of interoperability of PIS/SolS . Indeed, decisions are
required to be coherent, that is, by relying on common information and reaching
consensus (particularly in the context of collective decisions) (IF-3); thus, PIS/SolS
should act as one confronted with different inputs and stimuli. This is challenging
due to the complexity and dynamicity of PIS/SolS and the multiple and heteroge-
nous technical, human, and organizational factors that influence interoperability, and
hence, influence decision making processes.

Several fields have considered the importance of interoperability in the decision-
making process: healthcare, airborne radar surveillance, smart hospitality systems,
smart mobile systems, earth observation systems, military environment, clinical
decision support, e-government, human resource IS, buyer-supplier relationship,
real-time hotels services, critical emergency situation detection. The common
decision-making strategies to all these fields are based mainly on frequently
used terms: exchange, communication, knowledge generation, harmonized infor-
mation, negotiation, dialogue, consensus, interaction between partners, a clear
and homogenized representation of data, information and knowledge, security.
New technologies as big data analytics, cloud computing, [oT, domain-specific
ontologies, multi agent systems, artificial intelligence, social media services, real-
time process and streaming data flow are solutions to strengthen communication
and harmonize knowledge. All these aspects are directly related to the integration
of all interoperabilty factors, emphasizing of course, human (IF-4, IF-5, IF-6) and
organizational factors (IF8, IF-9, IF-10).

To finish, we propose some guidelines for the design of interoperability links
in PIS/SolS, and thus better support the decision-making processes, based on
the influencing factors. The influence that technical, human, and organizational
elements can have on the interoperability of complex systems, such as PIS/SolS,
is a determining factor in achieving good results regarding meeting the goals of
forming an IS arrangement. A PIS/SoIS manager is an actor who provides the tools
necessary for the team can successfully orchestrate the achievement of PIS/SolS
main goal, such as:

* Clear and accurate planning of PIS/SolS goals: Increasing the chances of
generating the expected results requires clear technical functions and procedures
that converge towards the fulfillment of the purposes of a PIS/SolS, that is, the
main objective and secondary objectives. In this case, collect information IT
elements (IF-2) helps this need;

* Business strategy planning: Human and organizational factors for PIS/SolS
management are important because they involve elements capable of guiding
business strategies for establishing alliances, even if temporary. PIS/SoIS deal
with inter-organizational alliances whose diversity of cultures may be present.
Therefore, the search by harmonized business strategies (IF-9) is essential for
the formation of inter-organizational alliances. This harmonization is a factor
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that converges to the need to specify and allocate interoperability requirements.
On the other hand, the complexity of inter or intra-organizational relationships
may be linked to factors such as political aspects. In this case, managing these
relationships is complex in itself. Factors such as the ability to view resources
may be limited in an inter-organizational alliance (IF-10);

* Interoperability links management: To increase the chances of establishing
connectivity among constituent IS in PIS/SolS, an articulation around these IS is
necessary. This connectivity depends on the use of appropriate types of interfaces
to guarantee the autonomy of the constituent IS (IF-2). However, it is worth
mentioning that the definition of the architecture of the arrangement in PIS/SolS
must take into account the dynamic (changeable) nature. Therefore, this factor
requires that the provision of technical information from the IT elements involved
and the existing technical functions and procedures for the operationalization of
interoperability be reviewed;

* Definition of performance and effectiveness measures: In technical terms, the
need for definition of the performance measures (IF-8) is an important factor in
helping to measure the ability of an arrangement to remain viable or adaptable to
emerging behaviors to which PIS/SolS is subject. In business or organizational
terms, the definition of effectiveness measures can influence the constituent IS
stakeholders in decisions to interoperate or leave from the PIS/SolS arrange-
ment. Effectiveness measures such as costs, benefits or needs (Sobkowski and
Freedman 2013) can be used to demonstrate to stakeholders the benefits of their
IS collaborating in the PIS/SolS arrangement.

e Incorporate decisional models into the process of modeling interoperability:
Interoperability constitutes one methodological approach to achieve consistent
enterprise-wide decision-making. Semantic features can be resolved with harmo-
nized business strategies (IF-9) and domain-specific ontologies (IF-2). Big data,
multi agent systems enhance the reconciliation of policies and practices (IF-2).
Artificial intelligence and big data analysis can be solutions to knowledge gen-
eration and homogenized visualizations (IF-10). Service oriented architecture,
social media services, real-time processing, and streaming data flow improve
consensus and communication challenges.

In short, seeking to understand the human and organizational factors that are
part of this domain can help who glimmer the formation of an arrangement
PIS/SoIS seek answers on how best to conduct activities, create arrangement
running strategies, or even increase assertiveness in the search for potential IS
candidates to compose an arrangement.

7 Final Remarks and Future Directions

This chapter present a study of influence factors for interoperability in PIS, con-
sidered as SolS (PIS/SolS), and also provides theoretical and practical implications
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considering their impact in decision-making processes. We selected 81 studies for
discussion and from them we identified ten technical, human, and organizational
influence factors that affect interoperability, which in turn impact the decision-
making process in the PIS/SolS domain. The systematic mapping studies (SMS)
protocol is another contribution because researchers can benefit from a schema for
a research wide-open field as interoperability. In addition, this SMS brings a set
of papers about the understanding of interoperability and its impact in decision-
making processes in PIS/SolIS. The state-of-art of interoperability is been widely
addressed in literature given the wide range of studies retrieved in the first steps,
in this case, researchers can also use this chapter to conduct a tertiary study about
interoperability and decision-making based on the literature revised in this chapter.
The main aspects we extract from this study are summarized in the following points:

* Interoperability in PIS/SoIS characterizes as a capability to seek the synergy
among constituents to accomplish the PIS/SoIS main goal (and subgoals), while
the constituent IS keep their operation for the fulfillment of their own individual
goals;

* Dealing with a PIS/SoIS domain calls us to notice which technical, human, and
organizational factors that can influence the design or analysis of interoperability
given its business nature;

* Each choice of technology (technical factor) will bump into a human factor that
is important in an intra/inter-organizational context (organizational factor);

* Who glimmer the formation of a PIS/SolS is exposed to the need to join the
requirements necessary to form an interoperated PIS/SolS arrangement consid-
ering that some concerns also may be inherited from different organizational
contexts;

* Interoperability and decision-making are closely linked in the PS/SolS context.
The focus is on the harmonization of business-strategies as well as the exchange
and the visualization of information, data and knowledge. Several technical,
human, and organizational factors influence interoperability, and hence, influence
decision making processes.

The results of this extensive investigation bring some implications for
researchers. As such, results may be affected by incompleteness of study search, bias
on study selection, inaccuracy of data extraction and data synthesis, high amount of
publications recovered. Nevertheless, these results provide some impressions and
common aspects in the literature reviewed that can be a good input to continue the
research in this direction. We deduce for example that the immediate future hold for
practitioners to deal with interoperability in PIS/SolS should consider that although
each influence factor (IF) is grouped into three categories to answer research
questions, these factors are not dissociated on interoperability in this domain.
We are conducting the analysis and discussions around surveys with industry
practitioners on the frequent challenges of interoperability in practice and what
has been done to mitigate the problems faced. Knowing the influence factors for
interoperability provide to team manager recommendations in favor of reasonable
technology support. In this light, PIS/SolS interoperability among managerial and
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operationally independent IS can be better designed to yield impactful solutions for
emergency demands or optimized business goals, supported on improved decision-
making processes.
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